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EDITORIAL 

 

It is our proud to inform all our readers that, starting from 2019 issues, Kocaeli 

Journal of Science and Engineering (KOJOSE) has been accepted to be indexed 

by TR Dizin. Considering that KOJOSE have been publishing issues for only 

three years, it is a great opportunity and success for us to be indexed by TR 

Dizin, the unique index of Turkey. In the next terms, we will do our best to be 

indexed by the prestigious international indexes. 

 

In this regard, I would like to express my deep gratitude and appreciation to the 

Rector of Kocaeli University, Prof. Dr. Sadettin Hülagü, for his continuous 

support and encouragement. I also would like to thank Associate Editors Prof. Dr. Murat Hoşöz and 

Assoc. Prof. Dr. Hikmet Hakan Gürel for their invaluable efforts in various stages of preparing the 

journal. Our Production Editor Expert Yusuf Yağcı, Assistant Editors R. A. Abdurrahman Gün and R. 

A. Alp Eren Şahin, Copy Editor Lecturer İsmail Hakkı Paslı, Secretary Durmuş İmat, all Section 

Editors,  Advisory Board Members as well as our Authors and Reviewers also have share in our 

success, and they deserve deep appreciation. 

 

As a result of the significant disruption caused by the COVID19 pandemic, many journals including 

KOJOSE have difficulty in meeting the publishing timelines. Therefore, we publish our first 2020 

issue with a little delay. The new issue of the KOJOSE contains four papers from the disciplines of 

automotive engineering, mechanical engineering, mechatronics engineering and energy engineering. I 

would like to thank to all our authors and reviewers of this issue. 

 

Finally, I would like to invite the investigators and scientists from the related branches of science and 

engineering to submit their best studies for publication in KOJOSE. 

 

Prof. Dr. Kadri Süleyman Yiğit 

Editor in Chief 
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Abstract 

 

Li-ion batteries, as a secondary battery type, are currently the most viable option for powering 

hybrid/electric vehicles. They have considerable advantages such as high specific energy and power, 

no memory effect, long cycling life, low maintenance requirement, and low self-discharge rate. 

However, their thermal performance can easily deteriorate at extreme ambient temperatures. 

Therefore, in this study, thermal and electrical behaviors of Li-ion batteries were investigated under 

various operating temperatures using a driving cycle that represents a highway driving condition. A 

battery testing system was used to determine the performance of Li-ion batteries under simulated 

loads. The results show that the measured temperature profiles, in broad strokes, follow the current 

profile. Because of the thermal capacitance of the battery, the changes in temperature variations are 

observed to be the smoothened out version of the current profile. Moreover, the results show that the 

extreme ambient temperatures have adverse effects on thermal performance of Li-ion batteries. The 

volumetric energy density and the capacity of the cell significantly decrease at cold ambient 

temperatures, especially for the sub-zero temperature applications possibly due to weak ionic 

conductivity within the cell. On the other hand, the difference between the ambient temperature and 

the surface of the cell becomes more pronounced as the ambient temperature decreases. 

 
 

 

 

1. Introduction
*
 

         

Li-ion batteries have been widely using in electric 

vehicles and most of the portable electronic devices since 

they offer higher energy density, higher cycling life, and 

low self-discharge rate compared to the other power 

sources [1]. There are various studies related to improving 

the energy density and capacity of the Li-ion batteries in 

order to increase the acceleration rate and the driving range 

of the electric vehicles. However, as the energy 

requirement from the Li-ion batteries continues to develop, 

the safety risk increases as well. 

                                                             
*
 Corresponding Author: ali82amini@gmail.com  

 
This article is an extended version of the paper presented at the 22nd 

Congress on Thermal Science and Technology. 

Safety concerns on Li-ion batteries are mostly related 

to the thermal behavior of the battery. Pesaran et al. stated 

that the operating temperature range of Li-ion batteries 

should be kept between 15-35 °C since both high and low 

temperatures have adverse effects on Li-ion batteries 

thermal performance [2]. The increment of operating 

temperature can produce severe degradation problems and 

reduce battery lifespan [2]. Using of battery cells in pack 

design requires more attention to temperature distribution. 

Thermal management in this kind of design is utilized by 

cooling systems. Poor conductivity of cell stack to the 

cooling plate and asymmetric design of battery cells can 

affect on the performance of battery cells significantly [3]. 

Motloch et al. indicated that within the temperature 

range of 30-40°C, each increment of working temperature 

2667-484X © This paper published in Kocaeli Journal of Science and Engineering is licensed under a  Creative Commons 

Attribution-NonCommercial 4.0 International License 
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caused a reduction in battery life approximately two 

months [4]. 

Elevated operating temperatures can cause a capacity 

fade of the Li-ion cell as the cell is cycled. Ramadass et al. 

cycled a Sony 18650 Li-ion cell both at room temperature 

and at 45°C and found the capacity of the cell at 45°C 

decreased 6% more after 800 cycles [5]. As an extreme 

condition, if the temperature within the cell reaches a point 

in which the exothermic side reactions can be triggered, 

these reactions exponentially increase the heat generation 

within the cell and may lead to a possible thermal runaway 

condition [6]. 

Li-ion batteries are preferred due to their high 

volumetric energy density values, which provide the user 

to manage the working area effectively. However, the 

volumetric energy density of the cell significantly 

decreases at cold ambient temperatures, particularly for the 

subzero temperature applications. Nagasubramanian 

examined the energy density of a 18650 Panasonic Li-ion 

cell in a temperature range between -40°C.and 25°C. He 

found that the volumetric energy density of the cell was 

reduced to 95% at -40°C compared to that at room 

temperature [7]. 

Jaguemont et al. performed an experiment at 50 A 

discharging current and demonstrated that the energy that 

could be obtained from a 100-Ah LiFeMnPO4 Li-ion cell 

reduced from 302 Wh to 183 Wh as the ambient 

temperature decreased from the room temperature to the -

25°C [8]. Huo et al. investigated the thermal behavior of a 

Li-ion cell at various ambient temperatures during a 

galvanostatic discharging process and observed that the 

temperature gradient at the surface center of the cell 

became sharper as the temperature decreased [1]. 

There are few studies that investigated the battery 

thermal behavior under driving cycle loads. Tourani et al. 

composed a combination of ECE15 and EUDC driving 

cycles to test their battery model that was working under 

normal ambient conditions [9]. They estimated the 

temperature variation of battery cell and verified that by 

experimental data. Panchal et al. investigated electrical and 

thermal behavior of lithium-ion battery package of vehicle 

travelling on both highway and city driving cycle [10]. The 

ambient temperature was between 2-17°C in this 

comprehensive study [10]. 

To the best of authors’ knowledge, there is no study 

that addresses the thermal behavior of battery cell under 

driving cycle load working in different ambient conditions. 

In this experimental study, first, a battery testing 

system was used to determine the surface temperature of 

the cell at given current inputs during charging or 

discharging processes of the driving cycle. Then, FTP-

Highway (Federal Test Procedure) driving cycle was 

simulated by applying the corresponding current values to 

the Li-ion cell in order to investigate the thermal behavior 

of the battery under various operating conditions. 

 

2. Materials and Methods 

 

2.1. Experimental Setup and Procedure 

 

An experimental setup was established in order to 

investigate the thermal behavior of the Panasonic 

NCR18650B cylindrical Li-ion battery cells under driving 

cycle loads, which is shown in Figure 1. A battery test 

stand was designed in a way to test 4 battery cells 

simultaneously. Figure 1(a) shows the battery-testing 

device (Maccor 4300) which was used to determine the 

quality and performance of Li-ion batteries by applying 

simulated loads under computer control. The surface 

temperature of the cell was measured by T-type 

thermocouples as shown in Figure 1(b). According to 

previous studies, the maximum temperature difference 

between surface and center of battery cells during 

charge/discharge process are not significant. Also, a single 

temperature measurement point can provide adequate data 

regarding battery thermal behavior [11].     

The thermocouples were connected to the NI 

(National Instrument) USB 6341 data acquisition device. 

Special design of clamp was used to minimize the contact 

resistance between battery surface and thermocouple tip. 

First of all, a set of galvanostatic tests were done in 

different charge and discharge current values. Testing time 

was lasted 30, 60 and 90 minutes, depending on C rate 

values. The C-rate is a measure of the rate at which a 

battery is being charged or discharged. 

In the second step, a specific current profile was 

generated by the vehicle model and was loaded to the 

battery-testing device. Every driving cycle test for a single 

battery was composed of 5 cycles and lasted 64 minutes. 

 

 

Figure 1. Experimental set-up (a) battery test 

device (b) battery cell test stand (c) oven (d) 

insulation around a battery. 
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Experiments were done for various operating 

temperatures: -20, 0, 20, 40, and 60 °C. A refrigerator and 

a natural convection oven as shown in Figure 1(c) were 

used to provide the required ambient temperatures during 

the experiments. Moreover, a nearly adiabatic operating 

condition was simulated using a foam insulation around 

the cell as shown in Figure 1(d). All tests were carried out 

simultaneously for 4 different battery cells to detect and 

prevent possible installation and measurement errors. 

 

2.2. Modelling 

 

2.2.1. Vehicle Dynamic Model 

 

An electric vehicle model was constructed in 

MATLAB/Simulink environment. In this model, power 

request of vehicle was calculated according to tractive 

force, inertial, rolling and air resistance forces. Detailed 

explanation about the resistance forces calculation can be 

found in Boyalı et al. [12].  Efficiency map   of   electric   

motor   was  

 

assumed as a function of its torque and angular speed. 

Battery modeling was also implemented using an 

equivalent circuit diagram, where battery internal 

resistance is a function of state of charge (SoC). The 

electrical current drawn from the battery during charging 

and discharging situations was calculated with the 

following equations [12]; 

 

Ichg 
- oc    oc 

2 4Ri chg t 

2Ri
                                                  (1) 

 

Idis 
 oc -  oc 

2-4Ri dis t 

2Ri
                                                      (2) 

 

In Eq. (1) and Eq. (2),  chg t ,  dis t  are the charge 

loads during charging and discharging at the battery 

terminal,  oc, open circuit voltage and Ri are internal 

resistances of the battery. 

Vehicle dynamic model is summarized in Figure 2 

and Figure 3. 

 

   
Figure 2. Vehicle architecture (a) energy flow (b) vehicle structure (c) reverse vehicle model (d) 

vehicle dynamic blocks. 

 

 Figure 2(a) illustrates the energy flow in vehicle 

model. The position of electric motors and their connection 

with rear wheels are shown in Figure 2(b). Figure 2(c) and 

Figure 2(d) show the reverse vehicle model. Over the time 

steps, driving cycle box sends velocity values to the 

vehicle model and the desired torque and speed values are 

calculated for electric motor to proceed to the next step 

(Figure 3). According to resistance force values, it is 

possible to calculate the time variant velocity and 

requested torque of vehicle. By knowing the speed 

reduction ratio, the speed and torque values of electric 

motor are calculated. By considering the efficiency of 

electric motor, it is possible to calculate the battery electric 

power. In battery sub model, equivalent circuit diagram 

was composed to find the battery voltage and current 

values.   

 

2.2.2. Vehicle Parameters 

 

The specifications of a prototype electric vehicle 

model are given in Table 1. The parameters were selected 

according to the Hybrid/Electric prototype vehicle that was 
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designed in Hacettepe University Senstech Laboratory. It 

consists of two hub electric motors in front wheels. Also, 

the battery package was selected according to current and 

voltage limits of Maccor testing system. 

 

 

Figure 3. Detailed view of vehicle model (a) electric motor 

and battery (b) resistance forces. 

 

Table 1. Prototype electric vehicle parameters. 

Element Parameter Value 

Vehicle Mass 400 [kg] 

Air Resistance 

Coefficient 

0.5 

Air Density 1.24 [kg/m3] 

Frontal Area 2 [m2] 

Wheel Radius 0.2925 [m] 

Gearbox Gear Ratio 1 

Final Drive Ratio 1 

Transmission 

Efficiency 

0.99 

Electric 

Motor 

Maximum Torque 2 x 270 [Nm] 

Maximum Power 2 x 13.7 [kW] 

Maximum Angular 

Velocity 

570 [RPM] 

Battery 

Package 

(24s x 35p) 

Capacity 114 [Ah] 

Open Circuit Voltage 100 [V] 

Maximum Current 175 [A] 

Battery 

Cell 

Capacity 3.25 [Ah] 

Open Circuit Voltage 4.2 [V] 

Maximum Current 5 [A] 

 

2.2.3. Driving Cycle 

 

In order to examine the battery cell reaction for 

different operating conditions, ‘FT -Highway’ dri ing 

cycle was used in EPA [13]. Vehicle speed and traveled 

distance in this condition are shown in Figure 4. According 

to simulation results, battery cell parameters variation is 

shown in Figure 5. The current profile of the battery cell 

was used as input data in experimental studies. 

 

Figure 4. Variation of the velocity and distance 

with time in the driving cycle.  

 

 

Figure 5. Voltage variation for different 

galvanostatic discharge/charge applications. 

 

3. Results and Discussion 

 

3.1. Galvanostatic Charge/Discharge 

 

Before starting the planned tests within the scope of 

the study, various test measurements were performed in 

order to test the accuracy of measurement equipment. In 

the first step, voltage-time values for 18650 Li-Ion 

batteries in different galvanostatic (constant current) 

discharge/charge modes were measured and presented in 

Figure 6. Discharge tests were done at typical values of 

0.5C, 1.0C, and 1.5C rates. As it is known, the 1.0C 

discharge rate refers to the constant current for discharging 

a full capacity of a battery in one hour. For Panasonic 

NCR18650B battery cell, this constant current value is 
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3.25 A. Since the maximum current value allowed by the 

Maccor testing system in our laboratory is 5.0 A, the upper 

current value for the discharge tests was limited to 1.5C 

rate. The termination of discharge test was performed 

automatically when the minimum voltage was reached to 

2.5 V, which is the permitted voltage that is recommended 

by the battery manufacturer. Charge tests were done at 

typical values of 0.5C, 1.0C rates (0.5C rate is the ideal 

current that is recommended by the battery manufacturer). 

As it can be seen in Figure 5, the termination of the charge 

process was determined by a voltage limit similar to 

discharge process. As seen in Figure 5, except the 

beginning and ending time of charge/discharge processes, 

battery cell voltage has a linear dependency with time. One 

of the main differences that can be observed in charge and 

discharge applications is the progression of the process 

approaching the end time. Voltage is limited to 4.2 V 

towards the end of the charging process. However, in 

discharging, voltage variation is sharper at the end of the 

process. As a result, the values presented in Figure 5 show 

the expected trends and the nominal values presented in the 

technical specifications document of the Panasonic 

NCR18650B battery cell. On the other hand, the standard 

charging procedure starts with the constant current value, 

but when the specified voltage value is reached, the 

process continues with decreasing current values. This 

standard procedure is applied to extend the life of the 

battery. In the constant voltage region of the charging 

process, depending on decreasing current values, the 

natural convection cooling dominates the decreasing heat 

generation and the surface temperature is decreased as 

presented in Figure 6. 

 

 

Figure 6. Surface temperature variation for 

different galvanostatic discharge/charge rates. 

 

3.2. Battery Cell Behavior in a Driving Cycle 

 

In order to tune the battery sub-model in vehicle 

model, galvanostatic discharge/charge tests results were 

used. Battery sub-model internal resistance and open 

circuit voltage (OCV) were adjusted in a way to cover 

experimental voltage-time values. 

After this adjustment, vehicle model was run in FTP-

Highway driving cycle. Figure 7 shows the variation of the 

battery cell parameters in this driving cycle. According to 

the results, the battery current was bounded in permitted 

values and battery SoC (state of charge) was decreased 

about 15%. SoC value at the end of one cycle shows that 

this vehicle with specified parameters can repeat the 

driving cycle 5 times until depleting the battery cell 

capacity simultaneously. 

Figure 8 shows the current-time values that were 

obtained by repeating the driving cycle 5 times. This time 

dependent current profile was chosen as input data for 

battery cell tests. The battery testing device was 

programmed to impose this profile on battery cells while 

their surface temperature was measured simultaneously. 
 

 
Figure 7. Battery cell parameters variation in FTP-
highway driving cycle. 
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Figure 8. Current-time values implemented on 
battery cells. 

 

A summary of ambient conditions is listed in Table 2. 

D1 case represents the room condition where the battery is 

exposed to ambient air. D2 and D3 represent the conditions 

with temperatures below and above the room temperature, 

respectively. In addition, D4 represents the experiments at 

which the battery cell was covered by insulation to provide 

a nearly adiabatic operating condition. 

 

 Table 2. Case studies conducted in this study. 

Case 

Study 

Ambient 

Temperature (°C) 

Used Device 

D1 20 Room 

D2 -20, 0 Refrigerator 

D3 40, 60 Oven 

D4 -20, 20 Insulation 

 

3.3. Battery Cell Thermal Behavior under 

Different Ambient Conditions 

 

Figure 9 presents the battery surface and ambient 

temperature in D3 (40°C). Temperature variation shows an 

oscillatory behavior depending on the current input. The 

amplitude of these oscillations, which are characterized by 

increasing and decreasing battery surface temperature 

 alues, is approximately 2°C for the FT -Highway driving 

cycle. In order to evaluate the case study results and the 

effects of applied driving cycle on the thermal behavior of 

the battery cell, the difference between the battery surface 

temperature and ambient temperature is shown in Figure 

10(a). As can be seen from the figure, the temperature 

difference i.e., temperature rise of the battery, varies 

inversely with the ambient temperature. This means that in 

a cold environment, the battery cell tries to meet the same 

electrical requirements at the expense of generating more 

heat that is leading to higher surface temperature relative to 

the ambient.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. Battery surface temperature in FTP-
Highway driving cycle (D3). 

 

 
Figure 10. Battery behavior in FTP-highway 

driving cycle (D1, D2, D3) (a) surface temperature 

differences (b) voltage. 
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This is believed to be the result of increased internal 

resistance of the battery at low temperatures. The 

experimental results at -20 and 0°C operating temperatures 

show that there are 20°C and 10°C temperature differences 

after the first driving cycle respectively. However, the 

corresponding temperature rise is less than 5°C for the 

other operating conditions. 

According to the variation of temperature data in 

Figure 10(a), the experiment with -20°C ambient 

temperature has been cut on 56th minute because the 

battery cell voltage has dropped below 2.5 V. The same 

cutoff limit has been reached for 0°C experiment at 63rd 

minute. On the other hand, all the other cases were able to 

complete the full five-cycle duration of 64 minutes without 

premature ending. Figure 10(b) presents the variation of 

battery capacity during experiments. The experiment with -

20°C ambient temperature showed the lowest capacity 

(2345 mAh).  

Among the battery thermal behavior tests, the highest 

temperature difference was observed in D4 case study.  

Figure 11 shows the battery surface temperature difference 

obtained under insulation. According to the results, a 

temperature difference of 46°C was experienced in D4 (-

20°C) case, which is significantly higher than 30°C 

temperature difference obtained in D2 (-20°C). Therefore, 

the insulation magnifies the temperature difference as 

expected. It is also interesting to note that, early cutoff 

experienced with -20°C ambient temperature does not 

occur under the adiabatic-like conditions due to a large 

increase in the cell temperature as a result of insulation.   
 

 

Figure 11. Battery surface temperature difference in 

FTP-highway driving cycle (D4). 

 

4. Conclusions  

 

In this paper, the thermal behavior of a Li-ion cell 

was examined under the FTP driving cycle at various 

operating temperatures. The results show that the operating 

temperature has significant effects on the thermal 

performance of Li-ion batteries. It was found that the cold 

operating temperatures caused a significant increase in heat 

generation and surface temperature due to increasing 

internal resistance value of the cell.  

Cold ambient conditions also lead to a severe 

decrement of the volumetric energy density and the 

capacity of the cell possibly due to weak ionic conductivity 

within the cell. Besides, it can be concluded from the given 

results that the difference between battery cell surface and 

ambient temperature is more pronounced as the ambient 

temperature decreases. 
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Abstract 

 

Within the scope of this study, firstly, the mechanical structure of a six-axis serial manipulator was 

designed. Forward kinematic analysis was made using the Denavit-Hartenberg method, which 

provides the transition between cartesian coordinates, that is, the linear and angular positions of the 

end-effector, and joint coordinates; joint angles and linear displacements. In addition, to obtain the 

relation between the speed of joint variables and the speed of end effector, Jacobian matrix was 

derived. Dynamic analysis of the system based on Lagrange-Euler mathematical model was 

acquired. After the design phase was carried out in three-dimensional environment, the physical 

system-based dynamic model was obtained by transferring this data to the MATLAB-Simscape 

environment. Inverse dynamic problem was solved to verificate the 3D design of robot and 

suitability of selected motors. To solve this problem, position, and velocity and acceleration 

trajectories was given to the dynamic model. As a result of this, each joint torques were obtained. 

The trajectories used in inverse dynamics were calculated using a fifth order polynomial function. 

Afterwards, in order to test the operation of the system in a simulated environment, PID based 

controller structures were applied to the dynamic model in MATLAB/Simulink simulation 

environment and forward dynamic problem was reviewed and discussed.  

 
 

 

 

1. Introduction
*
 

         

With the increase in consumption in many areas in 

the 21st century, the production capacity has been 

increased and the use of autonomous systems that can 

work continuously with high efficiency without getting 

tired is becoming widespread. Robots come first among the 

autonomous systems since they have the ability to perform 

various tasks. For this reason, the development of robots 

for use in the industry in our country can be described as 

an important technological step in the country's rise to the 

level of developed countries. The purpose of this study is 

to create a substructure to overcome this deficiency. In 

robot technology, many control methods are used to 

provide very precise and stable working cycles. 

At the point of control of serial robots, PID based 

control methods [1] as well as many nonlinear control 

methods are also used [2-3]. Likewise, in [4] and [5], 

                                                             
* Corresponding Author: ylmz.zehranur@gmail.com 

control of the robot was carried out using evolutionary 

algorithms (PSO). It is a common approach to benefit from 

mathematical models when using these control methods. 

When performing dynamic analysis of robots, energy-

based models such as Lagrange-Euler [6-10] or force-

based models such as Newton-Euler [11] occupy a wide 

range in the literature.  Whether the model created during 

the use of mathematical models fully meets the system is a 

very important criterion [12]. Although a mathematical 

model prepared by neglecting inputs such as real-time 

friction and actuator dynamics into the control system and 

dynamic analysis based on this model seems to be an ideal 

system in the simulation environment, it is far from real 

time. Modeling of a robot designed in three-dimensional 

environment through Simscape in Simulink environment 

has been adopted as an effective approach to obtain the   

physical component and physical connection data of the 

robot very close to real time. Simscape based modeling has 

many uses; PV generators in microgrid scenario [13], 

power PIN diodes [14], wind turbine gearboxs [15], 3-RPS 

2667-484X © This paper published in Kocaeli Journal of Science and Engineering is licensed under a Creative Commons 

Attribution-NonCommercial 4.0 International License 
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parallel robotics [16], 5-DOF robotic manipulators [17]. 

All body components and materials of the robot were 

selected according to the calculations made during the 

design phase. Forward and inverse kinematics problems, 

which provide the transition between cartesian coordinates, 

that is, the linear and angular positions of the gripper, and 

joint coordinates, i.e. joint angles and displacements are 

discussed. Forward and inverse kinematics problems that 

provide the transition between the Cartesian coordinates 

that is the linear and angular positions of the end effector, 

and joint coordinates, i.e. joint angles and joint 

displacements are discussed. Kinematic, Jacobian and 

dynamic analysis are given in Section 2. In Section 3, 

simulation results are shown. Finally, conclusion is shared 

in Section 4.  

 

2. Materials and Methods 

 

In this study, 6-DOF serial manipulator ZORO-1 was 

developed to be remotely controlled by a human that can 

fulfill tasks such as pick and place. As a result of this, 

ZORO-1 was designed based on the human arm and all of 

its joints were selected as revolute joints. Robot’s 3D 

structure was modeled in Autodesk Inventor program 

which is shown in Figure 1. 

 

 
Figure 1. Mechanical structure of ZORO-1. 

 

In the subsections below, the kinematic and dynamic 

model of ZORO-1 is presented. Evaluation of your work or 

to repeat the experiments exactly as you have done them. 

2.1. Kinematic Analysis 

 

In this study, Denavit-Hartenberg (DH) method was 

used to obtain the kinematic model of ZORO-1 robot. With 

DH method, the end effector’s position and orientation 

data according to reference coordinate frame can be 

calculated parametrically in terms of joint variables. As the 

first step, cartesian coordinat frames were placed (Figure 

2). Then the DH parameters of the robot were found and 

are shown in Table 1.  

 

 
 Figure 2. Cartesian coordinate frames of the robot. 

 

  Table 1. DH parameters of ZORO-1. 

i  i(deg) ai(m) di (m)  i(deg) 

1       a     d    .3     

2         a      d          

3  3    a3   .   d3    3 

4  4      a     d4   . 3  4 

5        a     d        

6         a     d    .      

 

Secondly, forward kinematic transformation matrices 

were derived using DH parameters in Eq. (1). 
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where si and ci represent sin  i and cos  i respectively. To 

calculate the transformation matrix   
 

 was used in Eq. (2): 

 

  
    

   
  3

  4
3   

4                                                                         
 

 
 

 

In Eq. (3) all row and column of   
  matrix elements 

were demonstrated: 

 

   ,  
 

 
  c s 3s4s  s c4s  s s4c c  c s 3c4c c  c c 3s c  

 

   ,  
 

 
  c c4s  s s 3s4s  c s4c c  s s 3c4c  s c 3s3c  

 

  3,  
 

 
 c 3c4c c  s 3s s  c 3s4s  

 

   ,  
 

 
  s c4c  c s 3s4c  s s4c s  c s 3c4c s  c c 3s s  

 

   ,  
 

 
 c s4c s  s s 3c4s  s c 3s  c c4c  s s 3s4c  c c4c  

 

  3,  
 

 
 s 3s s  c 3c4c s  c 3s4c   

(3) 

   ,3 
 

 
  c c 3c  s s4s  c s 3c4s  

 

   ,3 
 

 
 c s4s  s s 3c4s  s c 3c  

 

  3,3 
 

 
  s 3c  c 3c4s  

 

   ,4 
 

 
 a3c s  d4c c 3 d  s s4s  c s 3c4s  c c 3c   

 

   ,4 
 

 
 a3s s  d4s c 3 d  c s4s  s s 3c4s   

 

  3,4 
 

 
 d  a3c  d4s 3 d  s 3c  c 3c4s   

 

where sij and cij represent sin   
i
  j  and cos   

i
  j  

respectively.   

 

2.2. Jacobian Analysis 

 

The Jacobian matrix provides the transition between 

the velocity of the joint variables and the linear and 

angular velocities of the end effector. The dimension of 

this matrix is 6xn, where n represents the number of joint 

variables. While Jv, which constitutes the first three lines 

and relates to linear velocities, was calculated by the direct 

derivations of the position vectors, last three lines Jω, 

which relates to angular velocitis, was taken from the 

relevant part in the rotation matrices in Eq. (4), Eq. (5), and 

Eq. (6); 

 

   
  
 ω
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             (6) 

 

The rotational and translational Jacobian matrices were 

obtained as; 

 

where   i is [0 0 1]T vector and  
i
 is a coefficient which 

indicates the joint t pe and for rotational joints it’s “ ”, for 

prismatic joints it’s “ ”.  he relationship between joint 

space and cartesian space speeds can be given as Eq. (7): 

 

                                                                                        (7) 
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2.3. Dynamic Analysis 

 

In this subsection, the dynamic model of ZORO-1 

robot is discussed. Dynamics is the field of science that 

studies the motions of objects under a cause and effect 

relationship with the forces applied to them. In this study, 

Lagrange-Euler equations were used to obtain the dynamic 

model. This method is an energy-based approach. Firstly, 

Lagrangian (L) must be found using the total kinetic (K) 

and potential (P) energies of the system Eq. (8).  

 

L  ,       ,   -                                                              (8) 

 

Thus, the equations of the motion could be obtained as in 

Eq. (7); 

 

d

dt
 
 L

   
 -

 L

  
                                                                (9) 

 

where q and   are joint variables and  torques  respectively.  
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By using Eq. (9) the general robotic dynamic equation can 

be derived as in Eq. (10); 

 

D         ,    G                                                         (10) 

 

while D is the mass matrix which contains the inertial 

forces, C is the coriolis vector. G is the gravity vector 

which hosts the gravitational forces.  

The total kinetic energy of a system can be given as 

follows; 

 

   ,    
 

 
   i 

 n
i  mi i  ωi 

  iωi                               (11) 

 

In Eq. (11), mi and Ii are the mass and inertia matrix 

of i-th link respectively. Cartesian velocities can be written 

in terms of joint velocities by using Jacobian as follows; 

 

 i      ,               ωi  ω                                                  (12) 

 

Substituting Eq. (12) into Eq. (11) yields; 

 

   ,    
 

 
        i 

 
mi   i   ωi

 
 
 i  ωi

 n
i                    (13) 

 

In this equation, the part in brackets is the mass matrix. By 

using the below Eqs. (14-15) coriolis vector in Eq. (16) can 

be obtained from mass matrix; 

 

D        i 
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                                     (14) 
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And finally G vector can be derived by Eq. (17); 
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Gravity matrix elements were given in Eqs. (18-22); 

 

G                                                                                 (18) 
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The inertial parameters of ZORO-1 robot which were 

taken from Inventor program are shown in Figure 3. These 

parameters were used to obtain the simulation results in 

MATLAB/Simulink. 

First, inverse dynamics problem was discussed. In 

this problem, joint torques can be calculated by giving 

trajectories of position, velocity and acceleration of all 

joints to dynamic model. Inverse dynamic analysis is used 

for verification of mechanical model and motor selection. 

Forward dynamics analysis was made to simulate 

ZORO-1 robot. To control the robot a PID controller was 

created and adapted to dynamic model. Both forward and 

inverse dynamics simulation results are given in Section 3. 

 

2.4. Trajectory Planning 

 

In this study, for achieving the solution of inverse 

dynamics trajectory planning has been made. A fifth order 

polynomial was used in position trajectory which is given 

below; 
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Figure 3. Inertia tensor elements and masses of moving part of ZORO-1 robot. 

 

3. Simulation Results 

 

In this study, two dynamic problems were solved for 

ZORO-1 robot.  

 

3.1. Inverse Dynamic Problem  

 

First of all, to solve the inverse dynamics problem, 

position, velocity and acceleration trajectories of all joints 

were given to the dynamic model and as a result of this 

joint torques were calculated. This analysis was done for 

verification of 3D model of robot and motor selection. The 

trajectories are given in Figures 4-6, respectively. 

 

 
  Figure 4. Position trajectories. 

 

 

 

   Figure 5. Velocity trajectories. 

 

 

Figure 6. Acceleration trajectories. 
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Calculated torques for each joint for given trajectories 

are also given in Figure 7. 

 

 

 Figure 7. Calculated torques. 

 

After results were viewed, mechanical model and 

selected motors were verified. 

 

3.2. Forward Dynamic Results 

 

In this subsection, a PID based controller was created 

and connected to dynamic model. For controlling the joint 

variables a simulation was developed. In Figure 8, joint 

variables-time graphs were shown via their reference 

signals and the controller signals are given in Figure 9. 

 

 

Figure 8. Joint variables-time graphics. 

 

 

 Figure 9. Controller signals in Simscape simulation. 

Desired trajectory tracing for ZORO-1 robot was 

achieved with developed PID controller with considering 

limitations in motor torques. 

 

4. Conclusions 

 

In this article, firstly, the mechanical design of the 

ZORO-1 robot was realized. Since the robot developed in 

future studies will be focused on remote control with a 

Human-Machine Interface (HMI), the human arm is taken 

as the design stage of the robot in order to avoid any 

problems in compatibility. Kinematic, dynamic and 

Jacobian analyses of the developed robot were made. As a 

result of these studies, the system was transferred to the 

MATLAB-Simscape environment. The suitability of the 

3D design and actuators of the robot developed in the first 

stage was evaluated. For this, the inverse dynamic problem 

is dealt with in the MATLAB-Simulink environment. The 

system has been verified because the torque values 

calculated in this direction can be provided by the motors 

actually selected. In the following stage, a PID based 

controller has been developed and adapted to this dynamic 

model and the system has been simulated in MATLAB-

Simulink environment. It was determined that the desired 

control was achieved as a result of the simulation. 
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Abstract 

 

Energy generation from carbon-based solid materials, such as coal by a gasification process, 

increasingly has become an essential research subject, as current energy sources are getting to an 

end. Waste material management is also of considerable significance to dispose of them sustainably 

and efficiently from the environment. There is, therefore, the need for an advanced modeling 

approach to maximize the efficiency of coal-derived synthesis gas, and to optimize process 

parameters for designing a new gasifier. Hence, a two-dimensional (2-D) gasification system was 

initially simulated by using commercial code ANSYS FLUENT. Devolatilization and char 

combustion chemical reactions of the process were modeled by User Defined Functions (UDF) to 

simulate their chemical kinetics more accurately. Once a mesh independency study was fulfilled, 

performance evaluation was done, and the energy efficiency of the gasification system was also 

calculated. Subsequently, model validation has been performed, and RANS based turbulence 

models were examined to find out the best turbulence modeling approach. 

 
 

 

 

1. Introduction
*
 

         

The solid waste is drastically increasing as a 

dominant pollution issue all around the world. This waste 

has been disposed to landfill enormously, and most of them 

have remained a dangerous waste for the ecology, as well 

as human health. For instance, roughly 55 million tons of 

post-consumer solid waste is produced by the Far East, 

Europe, and the USA [1]. Solid waste decreasing, energy 

generation and clean-burning gas are the main realities to 

address the attraction of the process. On the other hand, the 

process is very complicated to visualize, and to explain 

scientific concepts of the system, such as solid particles, 

are the real problem associated with combustion. Complete 

oxidation is hard for solid fuels, and particulate matter is a 

real problem. For this reason, it is a necessity to develop a 

simple, reliable, and accurate model for engineering and 

scientific calculations. In recent years, high-temperature 

process phenomena such as pyrolysis, combustion, or 
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This article is an extended version of the paper presented at the 22nd 

Congress on Thermal Science and Technology. 

gasification, as shown in Figure 1, have gained an 

increased interest in developing more new models for 

better use of solid waste with regard to regenerating 

renewable energy [2]. 

 

 

Figure 1. Schematic of chemical reactions for 
gasification and combustion processes. 

 

Gasification is a gas generation process, which is 

operated at high temperatures around (600˚C to 800˚C) to 

react materials without combustion, with a controlled 

amount of oxygen and/or steam. The process converts 

organic or fossil fuel-based carbonized materials into 

carbon monoxide, hydrogen, or carbon dioxide using 

sequentially occurring chemical reactions, and those output 

mixture gases are generally called Syngas or Synthetic 

Natural Gas [3]. Upon generation of the synthetic gas, it is 

converted to mechanical work, heat, or electricity as a 

different type of energy for the market demand. 

Combustion is a thermo-chemical process but produces 
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thermal energy without any synthetic gas generation. 

Pyrolysis is also a similar process like gasification and 

combustion; it is initially generated bio-oils, and these are 

finally converted to chemical fuels, like hydrogen. The 

following literature review is conducted regarding 

gasification and combustion research. 

Gunarathne et al. [4] have studied on pretreatment of 

biomass, and this method is continuously increasing due to 

the high demand for it and retaining low energy density. 

They have used steam-blowed black pellets and 

unpretreated gray pellets to gasify with air and steam at an 

updraft high-temperature agent gasification unit. Horton et 

al. [5] developed a CFD model to simulate a solid waste 

gasification process using the Fluent commercial code. For 

this study, the Kinetic Modeling Editor (K.M.E.) was 

coupled to a Computational Fluid Dynamics (CFD) solver 

to allow equipment level information into the design. 

High-temperature air combustion (HiTAC) has been 

numerically analyzed. HiTAC would be a promising 

advanced technology for heat regaining, energy-

conserving, and stability enhancement of flame. Pour et al. 

[6]  developed a CFD model, which is known as an applied 

tool to perform (HiTAC) modeling. Zhou et al. [7], worked 

on steam gasification of municipal solid waste (MSW) 

using a CaO additive. They used a batch-type fixed bed 

reactor to investigate the effects of CaO addition on heat 

transfer properties. Li et al. [8], devolatilized biomass at 

high temperatures and high heating rates. Biomass 

reactivity was lowered and allowed greater torrefaction 

conducted after torrefaction. The kinetic parameters of 

torrefied biomass were also calculated. CO and H2 were 

the primary vaporizing volatiles during the devolatilization 

of torrefied biomass. The effects of the product yields and 

composition of the biomass formed during steam pyrolysis 

were investigated on the metal modified HZSM 5 to the 

zeolite/binder ratio (Z/B). Catalytic steam pyrolysis of 

biomass was researched in a bubbling fluidized bed reactor 

at 450˚. The effects of silica-supported transition metals 

(Ni and V) on product yields and compositions were 

investigated in [9]. A new solution method for biomass 

pyrolysis was generated. An advanced 3-D kinetic model 

was developed for biomass pyrolysis coupled with CFD in 

this study.  Although their simulations were very time 

consuming,  Mellin et al. [10]  made it possible to 

investigate secondary reactions in the biomass pyrolysis. 

Gunarathne et al. [11] developed an equation for pressure 

drop divination with a compression influence and 

presented graphical representations of correlation 

constants. They also provided a lead to delineate pellet size 

and designing a grate. Schulze et al. [12] performed a very 

predictive and novel char particle gasification study to 

determine the carbon conversion rate for the efficient 

gasifier. The focus of their research is to develop an 

alternative advanced model to maximize the efficiency of 

the gasification process for designing a  new gasifier.  

Calculation of design variables, optimization of them, 

stable waste properties, and also determining processing 

conditions are the second most essential calculations of 

this study.  

As the above literature review illustrates the key 

features of the gasification process, this research is mainly 

involved in a set of physical conversions and chemical 

reactions. It consists of moisture release, devolatilization, 

tar cracking, and char combustion, as shown in Figure 2. 

 

 
 Figure 2. Solid fuel combustion and gasification [13]. 

 

As it is mentioned, the gasification is a highly 

complex thermochemical process, and gasification 

modeling of solid waste particles is relatively limited in the 

literature. Hence, in this study, systematic investigation of 

solid waste as a syngas generation and also understanding 

the transport phenomena with its chemical reaction 

mechanisms during the process are of primary interest. The 

primary purpose of this research is, therefore, to study the 

gasification of solid waste on particle transport, 

momentum, heat, and mass transfer. A 2-D multiphase 

reacting flow model was developed. This developed CFD 

model may have a significant impact on gasifier design, 
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process optimization, and it would also be used as a 

research tool. 

 

2. Materials and Methods 

 

The place of gasifier in the complete set of solid 

waste gasification and energy generation processes is given 

in Figure 3. There are different types of gasifiers used for 

gasification processes such as the Cyclone Gasifier (CG), 

Downdraft Bioamas Gasifier (DBG), Entrained Flow 

Gasifier (EFG), and Fluidized Bed Gasifier (FBG), and 

brief review of biomass gasification modeling can be 

found in [14]. 

 
 

Figure 3. Schematic of solid waste gasification and energy 

generation. 

 

The main product of the gasification process is the 

Syngas, i.e., relatively environmentally friendly and 

energy-efficient gas, which contains carbon monoxide, 

hydrogen, and methane. The other product is solid leftover, 

which consists of non-combustible materials (ash) and 

includes a relatively low level of carbon. Syngas can be 

used in different ways; for example, Syngas can be burned 

in a burner to generate steam, which may be used for 

power generation or industrial heating. It can also be used 

as a fuel in a dedicated gas engine. 

Fluidized bed reactors are used for solid to gas 

conversion processes thanks to their ability to furnish a 

high degree of gas-solid contact, fast solid-solid mixing, 

and fast gas mixing inside of the bed-zone owing to solids-

induced flow. Further, fluidized bed biomass gasification is 

a promising technology for biomass gasification due to its 

compatibility with the physical and chemical properties of 

biomass, such as the high grinding cost and low energy 

density, which makes the adoption of entrained-flow 

gasification technology techno-economically impractical, 

as mentioned in [15]. 

Modeling of the gasification process pertains to 

the progress of volatile gasification homogeneous 

chemistry occurring in the gas phase and char particle 

combustion occurring in the Solid Phase as heterogeneous 

reactions. Thermodynamic equilibrium(i), kinetic (ii), and 

artificial neural network routes (iii) are the basic 

approaches for mathematical modeling of the gasification 

process as in [14]. Equilibrium or kinetic models, or a 

combination of both have their advantages and 

disadvantages.  Whereas  equilibrium   models   are   more  

straightforward in the formulation but do not yield 

satisfactory results for intricate reactor designs, the kinetic 

models are complicated in a formulation. Still, their 

predictions are more accurate compared to equilibrium 

models for sophisticated reactor designs. Variously, 

Computational Fluid Dynamics (CFD) fulfills as a tool to 

examine the behavior of a given gasifier design by 

combining the advantages of both models [14]. Therefore, 

in this study, the gasification process inside Fluidized Bed 

Gasifier is modeled by CFD. A systematic description of 

the gasification processes inside the fluidized bed gasifier 

and temperature rises of both coal and air are given in 

Figure 4. 

 

 

 Figure 4. Fluidized bed gasifier [13]. 

 

As shown in Figure 4, this 2-D geometry is 

considered to simulate the gasification of solid waste 

particles, demonstrating the case set up for Eulerian-

granular flow with the heterogeneous and homogeneous 

reactions. The gas and solid waste particles simultaneously 

enter the domain from different inlet sides of the geometry. 

In this case, both primary and secondary phases are 

modeled, considering as mixture. The primary phase is a 

gaseous mixture consisting of O2, N2, CO, CO2, tar, and 

H2O. In contrast, the secondary phase is a solid waste 

mixture of C(s), volatiles, H2O(l), and ash-coal, and 

initially contains 2% char and 2% volatiles. In this 

simulation, there are only two heterogeneous and one 

homogeneous reactions considered. Heterogeneous 

reactions are for devolatilization and char combustion 

reaction, whereas the homogeneous reaction is carbon 

monoxide converting to carbon-di-oxide [13]. The 

flowchart of the developed CFD model is shown in   

Figure 5. 
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Figure 5. The flowchart of the developed CFD 

model. 

 

2.1. Computational Domain and Boundary 

Conditions 

 

Figure 4 is investigated by developing a 2-D planar 

CFD model, as shown below in Figure 6. Boundary 

conditions are chosen as velocity inlets (A: Inlet Solid 

Particules V=0.2 m/s, T=300 K and B: Inlet Gas V=3 m/s,  

and T=1200 K). Pressure outlet is chosen as Outlet 

Boundary  (C: Outlet Gauge Pressure = 0 Pa), as shown in 

Figure 6. All other walls are considered as no-slip 

boundary conditions. They were modeled as an insulated 

wall. Heat condiction on gasifier walls was not taken into 

account. Convection and radiation heat transfer from 

gasifier walls to the environment were also neglected.  The  

the initial diameter of the solid particle was chosen as 

0.0005m, the particle density value is 1400 kg/m3, the 

specific heat value of the particle is equal to 2092 J/kg K, 

and the thermal conductivity value of the particle is  1.5 

W/mK.  

 

 

Figure 6. Geometry and dimensions (Dimensions are in 
mm). 

 

2.2. Grid Independence Study and Mesh 

Structure 

 

A grid independence study is required to obtain 

accurate results for all CFD analyses.  Mesh is built by 

using triangular and prism cells of uniform grid spacing, as 

seen from Figure 7. Fine and uniform grid spacing was 

used for boundary layer meshes in the vicinity of the walls 

to effectively capture the hydrodynamics of fluidized bed 

reactors. 

 

 

Figure 7. The grid structure of the CFD model. 

 

Grid independency study is initially done by 

comparing various cell numbers with Maximum Phase 1 

velocity changes, as seen below Figure 8; upon completion 

of this mesh independent study, 99424 elements are 

decided to be appropriate for accurate data resolution, as 

well as simulation time-consuming.  

 

 

Figure 8. Maximum phase 1 velocity variation with cell number. 
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2.3. Turbulence Model 

 

Turbulence modeling methods today can be grouped 

into the following three categories: Reynolds-Averaged 

Navier-Stokes (RANS) equations, Large Eddy Simulation 

(LES), and Direct Numerical Simulation (DNS) [16]. 

Although LES and DNS models are more accurate models 

than RANS ones, they were not used due to their high 

costly computing resources for industrial flow applications. 

RANS based standard k-ε turbulence model is generally 

used in the modeling of the turbulent flow for combustion 

and gasification processes in fluidized beds [17]. In this 

study, various RANS based turbulence models are 

investigated for determining the most suitable turbulence 

modeling to obtain reliable calculations of the dependent 

variable distribution, and several RANS based turbulence 

models are utilized in order to compare their consistency 

with the case. For the multiphase turbulence model, the 

dispersed option was chosen, and computations were 

performed by using ANSYS-FLUENT. 

 

2.4. Multiphase Reactive Flow Modelling 

 

The Eulerian-Granular modeling approach is used 

modeling multiphase reactive flow. This model is the most 

complex, accurate, and state-of-the-art computational 

technique to analyze multiphase flows in ANSYS 

FLUENT [18]. This model solves a set of conservation 

equations for mass species Eq. (1) and Eq. (4), for 

momentum transport, Eq. (2) and Eq. (5), and for energy 

transport Eq. (3) and Eq. (6). Those equations were solved 

for each primary and secondary phase along with the 

equation of granular temperature, developing the 2-D CFD 

model, as seen in Figure 9. Phases are coupled via the 

pressure and interphase exchange coefficients. This 

coupling approach is handled depends on the type of 

phases involved. The properties of Granular flow were 

obtained from the application of the kinetic theory. 

 

 

Figure 9. Scheme of CFD model, 2-D steady-state finite 

volume model. 

 

-Gas Phase: 

The species mass equation of gas phase; 

 

 .   g g i   g  m i  i                                                       (1) 

 

The momentum equation of gas phase; 

 

 .   g g   g   g  - g p  .  g  g gg    sg    s-   g  m sg   sg   (2) 

 

The energy equation of gas phase; 

 

 .   g g   g   g    g     g  .   g  g  sg
 m sg sg                  (3) 

 

-Solid Phase: 

The species mass equation of solid phase; 

 

 .  s s i   s  m                                                               (4) 

 

The momentum equation of the solid phase; 

 

 .  s s   s   s  - p
s
  .  s  s sg   m sg   sg                             (5) 

 

The energy equation of the solid phase; 

 

 .  s s   s s    s     g  .   s  s  sg
 m sg sg                     (6) 

 

Mass, momentum, and energy Interphase exchange 

between these phases is dependent upon the type of 

mixture being modeled, as shown in Figure 10, mass, 

momentum, and heat transport at the interface. Interface 

transport equations, Eq. (7), Eq. (8), Eq. (9)  were solved: 

 

 
 

Figure 10. Material mixtures, mixture gas (phase 1) & 

mixture solid (phase 2).   
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Nusselt number is correlated by Gunn [19]; 
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2.5. Modelling Chemical Reactions and 

Species Modelling 

 

Chemical reactions are modeled by using a 

volumetric reaction in Species Transport, while the Finite-

Rate/Eddy Dissipation Model is used for Turbulence and 

Chemistry Interaction. Species transport Eq. (10) is solved, 

and the convection-diffusion equation is used to compute 

the mass fraction of each specie Y; 

 
 (   )

 t
  .   i   - . i  i  i                                          (10) 

 

For the realistic coal combustion or gasification process, it 

is necessary to consider more heterogeneous and 

homogeneous reactions. Two heterogeneous reactions are 

considered, one for char combustion and the other for 

devolatilization, and three reactions are only used for this 

study.  

Chemical reactions of the gasification process are as 

follows; 

a-) Char Combustion, Heteregenous Reaction, as 

formulated in Eq. (11); 

 

 C         C                                                          (11) 

 

b-) Devolatilization, Heterogeneous Reaction, as shown in 

Eq. (12); 

 

 olatile  dT    
d
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C   
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C  
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c-) CO combustion, homogeneous reaction; 

 

C  0.5    C                                                             (13) 

 

Along with more reactions, the efficiency of the 

gasification process would be higher, and much more 

accurate, as well as gasification process simulation, would 

be much closer to real gasification. Gasification process 

should also be optimized by means of the size of the 

feeding material particles, the shape of the particles, the 

structure of the material (porous, non-porous), 

environment (reactive Air/Oxygen, Inert Nitrogen/Argon), 

flow of the medium, heating rate (slow-fast), Temperature 

(Low <500oC, High   >500oC). 

Radiation calculation should also be considered to get 

a more accurate temperature distribution on the gasifier 

domain. This work only demonstrates the use of 

multiphase flow along with chemical reactions, without 

considering radiation. 

2.6. Model Validation 

 

This CFD model is  alidated by  iu’s work [20], as 

seen in Figure 11, and Solid Volume Fraction was 

compared, as shown in Figure 12 and Figure 13. The 

agreement between the present numerical results and  ui’s 

results is quite similar. For model validation, another 

asymmetric model was prepared e actly the same as  ui’s 

study, including the same 2-D dimensions with similar 

boundary conditions in order to compare both models’ 

results.  ui’s findings, which is time-averaged solid 

volume fraction, were compared with solid volume 

fraction distribution of this present study.  As shown in 

Figure 13,  a point value comparison was fulfilled. The 

maximum solid volume fraction was 0.565; on the other 

hand,  ui’s ma imum solid  olume fraction  alue was 

0,559.  Error percentage was also very low as %1.07 when 

comparing both models. 
 

 

 

Figure 11. Geometry dimensions, mesh 
structure, and boundary conditions of the 

Hui Liu Model [20]. 
 

 
 

Figure 12.  Solid volume fraction distribution contour 
results of the present study. 
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2.7. Numerical Procedure 

 

The gasification process is analyzed by using 

commercial software ANSYS-FLUENT, which is a finite 

volume method based CFD pressure solver. Pressure based 

solver was used. The gravity force was taken into account. 

Moreover, viscous heating was neglected for this 

calculation. The phase-couple SIMPLE scheme is used for 

solving the pressure–velocity coupling. The cell center 

method was used. The mesh was generated by using 

triangle cells with uniform grid spacing. The second-order 

upwind scheme was used to discretize the convective terms 

in the momentum, mass, and energy equations. The gas-

solid multiphase flow was previously solved without using 

energy equations and chemical reactions to find a stable 

solution. The chemical reactions and heat transfer modes 

were included, and the full reactive flow system was 

solved after finding a sufficient flow pattern. The 

convergence criterion was 10e-6 for residuals of the 

continuity and momentum equations and 10e-10 for 

residual energy equation. k-ε  tandart turbulence model 

and standard wall function were used for calculations. 

 

3. Results and Discussion 

 

After the full non-linear coupled partial differential 

equations are solved by this developed CFD model, results 

were visualized by colorful contours, initially as seen in 

Figure 13, which shows a molar concentration of CO 

distribution in the domain.  Carbon monoxide is the main 

product of the gasification process. Therefore, it is initially 

critical to analyze the amount of CO. It also shows 

efficient gasification locations. 

 

 
 

  Figure 13. The molar concentration of CO for phase 1. 

Numerous parameters can be calculated by this 

developed CFD model, like dynamic viscosity, species 

concentration, pressure, velocity, and temperature 

distributions of this mixture flow, and they can be 

investigated, which are the important reactive flow 

properties. For instance, velocity distribution can be 

analyzed for both phase 1 and phase 2, as seen in Figure 

14. Particle pathlines and gas streamlines were prepared 

together in Figure 14. It does show particle behaviors in 

the hot gas flow, and it is critical to visualize both particle 

pathlines and gas streamlines in terms of proper gas-solid 

mixing and more efficient gasification or combustion. 

 Figure 15 shows the turbulence kinetic energy and 

velocity relations. Turbulence kinetic energy is higher 

where the chemical reactions have occurred, and phase 

velocities are getting higher when to combine phase 1 and 

phase 2. Turbulence kinetic energy indicates turbulence 

intensity occurring in the flow, and it can visualize higher 

turbulence locations in the flow domain. Velocity 

distribution is also critical for design gasifier.  Min velocity 

values close to zero shows dead areas in the flow domain, 

and Max velocity values show, especially particle higher 

velocities, can cause damage on gasifier walls. By the way, 

homogenous distribution velocity means homogenous gas 

and solid mixing. Proper mixing does increase the 

efficiency of gasification or combustion processes. When 

turbulence kinetic energy increases, gasification efficiency 

would increase, and the right mixing conditions would 

have occurred. 

 

 
Figure 14. Phase 1 and phase 2, velocity 

streamlines. 
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Figure 15. Phase 1 Turbulence kinetic energy and 

velocity distribution. 

 

Calculations of energy efficiency and gasification 

performance were calculated following Eq. (15) and       

Eq. (17) by using Eq. (14) and Eq. (16). 

Cold gas efficiency;  
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Hot gas efficiency; 
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Gasification efficiency is an important factor in 

determining parameters of constructing a gasifier in terms 

of economic feasibility. For thermal applications, if 

synthetic gas is not cooled before the combustion process, 

the efficiency of gasification is formulated as the addition 

of sensible heat of the gas, as shown in the above 

correlations. 

Cold gas efficiency as 59% and hot gas efficiency as   

66% obtained were normalized values, comparing to the 

highest efficiency. The gasifier efficiency would be 

increased more with the process and design parameters 

optimization. 

This work can be compared with Couto et al.’s study 

[21], as seen in the following results in Figure 16, although 

Couto et al.’s research and this present study are modeled 

with different domain size and using different boundary 

conditions [21]. Contours of CO2 mole fractions were 

compared. Carbon monoxide is also a combustible product 

of the gasification process. It is good to calculate the 

amount of CO2 and visualize CO2 distribution in the flow 

domain. 

 

 

Figure 16. Mole fraction comparison of present 

results with experimental and numerical results of 

Couto et al. [21]. 

 

In addition to those above findings and explanations, 

gasification performance is evaluated in terms of the 

particle size diameter. For some calculations,  syngas 

efficiency is increased when the diameter of the solid 

particle is decreased. For instance, when the particle 

diameter was 0.00050 m, syngas flow rate 0.121 kg/s when 

the diameter was reduced to 0.00001 m, the syngas flow 

rate was getting an increase to 0.0125 kg/sn.  
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Solid particle diameter was tried to optimize as one of 

the essential process parameters.  For the gasifier design, 

turbulence modeling was carefully researched for 

gasification performance and syngas quality. As shown 

below, Tables (1-4) results of RANS based commonly used 

turbulence models are initially compared with each other 

for various wall functions. A double mesh structure was 

used to compare turbulence models. Mesh structure was 

changed to make y plus value around 1.5 when to use all 

enhanced wall treatments.  Y plus value was around 4 for 

all other wall functions. 

Reynolds stress turbulence model with enhanced wall 

treatment, as seen in Table 1, has correctly calculated Solid 

Volume Fraction and phase1 velocity. On the other hand, 

the Reynolds stress model with standard wall function has 

calculated the solid volume fraction very accurately 

(0.5959424); however, phase 1 velocity value was not 

accurate (18.85557m/s ) as much as generated previously 

with enhanced wall treatment. The cell height next to the 

wall should be coarsened when using this standard wall 

function. Y plus value should be increased to at least 

around 30 to get more accurate results for standard wall 

functions. Overall, Reynolds stress turbulence models are 

time-consuming and hard to stabilize the numerical scheme 

when comparing k-ɛ models. 

k-ω Standard, SST, and BSL models were compared, 

as shown in Table 2. k-w models do not need wall function 

treatment since they need y+ to be 1. Y plus value was the 

maximum point value equals 1.5. Results were in 

acceptable ranges; however, solid volume fraction and 

phase 1 velocity calculated by those models were little far 

away from the accurate results. On the other hand, 

numerical stability and time-consuming factors are 

satisfactory, comparing to Reynolds stress models. 

 

  Table 1. Reynolds stress turbulence model comparison. 
 

RANS 

based 

Turbulence 

Models 

Wall 

Function 

Solid 

Volume 

Fraction 

Phase1 

Velocity 

Reynolds 

Stress (5 

equation) 

Enhanced 

Wall 

Treatment 

0.629496 11.24822 m/s 

Reynolds 

Stress (5 

equations) 

Standard 

Wall 

Function 

0.5959524 18.85557 

m/s 

 

RANS are completely different than RSM (Reynolds 

Stress Models). So it is seen that the results also compared 

RANS with RSMs. RANS (Reynolds Average Navier 

Stokes Equations) based turbulence models were 

compared, as seen Tables (1-4). 

   

Table 2. k-w turbulence model comparison. 

RANS 

based 

Turbulance 

Models 

Wall 

Function 

Solid 

Volume 

Fraction 

Phase 1 

Velocity 

k-ω Model 

SST 

- 0.629496 10.54487 m/s 

k-ω Model 

BSL 

- 0.5620949 12.12203 m/s 

k-ω Model 

Standart 

- 0.629496 12.99466m/s 

 

 Table 3. k-ɛ standard turbulence models. 

RANS 

based 

Turbulence 

Models 

Wall 

Function 

Solid 

Volume 

Fraction 

Phase 1 

Velocity 

k-ɛ Model 

Standard 

Menter-

Lechner 

0.629496 14.50941 

m/s 

k-ɛ model 

Standard 

Enhanced 

Wall 

Treatment 

0.629496 19.85524 

m/s 

k-ɛ model 

Standard 

Non-

equilibrium 

Wall Function 

0.629496 8.876338 

m/s 

k-ɛ model 

Standard 

Scalable Wall 

Function 

0.629496 9.869212 

m/s 

k-ɛ model 

Standard 

Standard  

Wall Function 

0.615978 10.77692 

m/s 

 

Results are more efficient with k-ɛ turbulence models 

when to use standard wall function, and Reynolds stress 

five equations model with enhanced wall treatment. 

Standart wall function, which is a near-wall treatment 

approach, is used when y+ value is greater than 30. When 

y+ value is equal to 1, two equations k-ɛ turbulence model 

with enhanced wall treatment generates more accurate 

results than others. In addition to the above conclusion, 

when choosing a reliable turbulence model, higher 

convergence residual, numerical stability, and fast solving 
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issues were considered as well.  Y plus values were used as 

1.5 and 4 for current work, which was the maximum point 

values of the computational domain. 

 

Table 4. k-ɛ RNG turbulence model. 
 

RANS 

based 

Turbulence 

Models 

Wall 

Function 

Solid 

Volume 

Fraction 

Phase 1 

Velocity 

k-ɛ Model 

RNG 

Menter-

Lechner 

0.629496 10.62368m/s 

k- ɛ model 

RNG 

Enhanced 

Wall 

Treatment 

0.629496 11.66239 

m/s 

k-ɛ model 

RNG 

Non-

equilibrium 

Wall 

Function 

0.629496 8.876338 

m/s 

k-ɛ model 

RNG 

Scalable 

Wall 

Function 

0.629496 9.93663m/s 

k-ɛ model 

RNG 

Standard  

Wall 

Function 

0.615978 10.77692 

m/s 

 

4. Conclusion 

 

In this 2-D study, the complex gasification process 

inside fluidized bed gasifier by considering two 

heterogeneous and one homogeneous reaction were 

modeled by developing a CFD model. 

The standard k-ε model with standard wall function 

was used in this study since RANS based standard k-ε 

turbulence model is generally used in the modeling of the 

turbulent flow for combustion and gasification processes in 

fluidized beds. The performance of this model was also 

compared with RSM (Reynolds Stress Model) model and 

RNG k-ε model with  arious wall functions to check the 

suitability of the model. Results were satisfactory by using 

the Reynolds Stress model with enhanced wall treatment, 

as mentioned, and highlighted the text with a blue color in 

Table 1. k-ɛ model with standard wall function has 

generated the best proper results among the above 

turbulence models,  as mentioned in Table 3, even if y plus 

value was around 4.  k- ɛ RNG turbulence model has also 

generated very similar results with the k-ɛ model with 

standard wall function. 

Two heterogeneous reactions are considered, one for 

char combustion and the other for devolatilization, and 

three reactions are used for this study. 

After the full non-linear coupled partial differential 

equations are solved by developed CFD model, molar 

concentration of CO, phase 1 and phase 2 velocity 

streamlines, phase 1 Turbulence kinetic energy and 

velocity distribution, and contours of mole fraction of CO2 

were obtained. 

Gasification efficiency is an important factor in 

determining parameters of constructing a gasifier in terms 

of economic feasibility. Cold gas efficiency and hot gas 

efficiency were calculated as 59% and 66%. 

This developed CFD model would have a significant 

impact on gasifier design, process optimization, and it 

would also be used as a research tool. 
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Abstract 

 

Non-equilibrium Molecular Dynamics (NEMD) simulations have been created in C++ using 

Message Passing Interface (MPI) library to calculate the phonon thermal conductivity of bare 

graphene, aluminum, and graphene-coated aluminum. This study focuses on how graphene can alter 

the thermal conductivity of graphene-coated aluminum. The effect of length, graphene, and the 

number of graphene layers are analyzed. Even though electrons are dominant on thermal 

conductivity of aluminum, the effect of graphene coating can be seen in the results. The results 

show that the thermal conductivity of aluminum increases by up to 149% by graphene coating. 

When the number of layers increases to two layers, the thermal conductivity increases by up to 

261%. Moreover, the results increase with the length of all models.  

 
 

 

1. Introduction
*
 

         

The development in computer and materials sciences 

enable us to create new devices in many areas including 

automotive and aerospace. At the same time, these new 

devices must work under heavily loaded operations. These 

operations generate heat as a by the production of 

operation. Among metals, aluminum has been adopted in 

these devices owing to its high thermal conductivity value 

among metals. However, higher thermal conductivity 

materials are needed for these advanced applications to 

keep them under the required working conditions [1]. In 

the literature, there have been various materials including 

Carbon Nanotubes (CNTs), diamond, graphite, and 

graphene used to obtain the need for thermal management. 

Graphene is one of the materials that has the highest 

thermal conductivity value among carbon allotropes. It 

also has lightweight, high mechanical, and electrical 

properties [2–5]. These properties make graphene 

attractive material among thermal applications [6]. 

                                                             
* Corresponding Author: kasimtoprak@iyte.edu.tr  

 

This article is an extended version of the paper presented at the 22nd 

Congress on Thermal Science and Technology. 

Researchers have been working on graphene to use in 

many areas. It has been used as pure graphene and 

reinforcing or coating material to enhance material 

properties.  

Many attempts have been done for producing 

graphene reinforced Aluminum Metal Matrix Composites 

(AMMCs). For instance, graphene reinforced AMMCs are 

produced with Friction Stir Processing (FSP) [7], powder 

synthesis [8–10], vacuum hot pressing [11], and Chemical 

Vapor Decomposition (CVD) methods [12]. Jeon et al. [7] 

studied graphene reinforced AMMC fabrication by FSP 

and the results showed that the thermal conductivity was 

15% higher than the bare aluminum. Another research 

showed that a 15.4% enhancement in thermal conductivity 

can be achieved by adding graphene into pure Al by 

powder metallurgy technique [13]. Zheng et al. [12] 

synthesized graphene-coated aluminum alloy by 

transferring the CVD grown graphene on aluminum alloy. 

Aluminum alloy’s anti-corrosion property enhanced via 

graphene coating. The corrosion resistance of aluminum 

studies has been done by other researchers in the literature 

and it was also found that the graphene layer protects the 

aluminum against corrosion [14]. Moreover, Han et al. [15] 

were fabricated nanotube@Cu/Ag@graphite/Al composite. 

2667-484X © This paper published in Kocaeli Journal of Science and Engineering is licensed under a  Creative Commons 
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The results showed that 0.1 mm graphite enables 

composite to have 48.8% higher thermal conductivity, 

stable coefficient of thermal expansion at a high 

temperature, and 126% higher bending strength compared 

to without graphite film. Abhinav et al. [16] made up of an 

aluminum box and a graphene-coated aluminum box to 

compare heat transfer and electrical resistance. The results 

showed that the temperature of the inside graphene-coated 

aluminum box is 36% higher than the uncoated one. The 

electrical resistance value was also decreased by 33%. 

The studies on graphene are not limited to 

experimental ones; the numerical calculation has been 

done in the literature. One of the most widespread methods 

of Molecular Dynamics (MD) is an atomistic simulation 

technique to study the properties of nano-sized materials. 

Zhang et al. [17] studied the length effect on the thermal 

conductivity of supported graphene and achieved that TC 

increases with the length. Cao [18] studied MD simulation 

to show the temperature effect of graphene on the TC. The 

results showed that the TC decreases from 1600 Wm-1K-1 

to 400 Wm-1K-1 as the temperature increases from 300 K to 

1000 K. In addition to pure graphene, the mechanical 

behavior of graphene-coated aluminum is investigated. The 

Young modulus of aluminum increases with graphene 

coating by 88% [19]. 

NEMD simulation code is created in the C++ 

programming language using Message Passing Interface 

(MPI) library and the code is used to investigate the length 

dependence and graphene coating effect on the phonon 

thermal conductivity (κph) of aluminum.      

 

2. Method 

 

A zig-zag structure graphene-coated aluminum that 

has a Face-centered Cubic (FCC) structure with a lattice 

constant of 4.04 Å models is created. Figure 1 illustrates 

the schematic model of graphene-coated aluminum with 

calculation zones.  

 

 

Figure 1. Schematic illustration of the simulation domain. 

 

The height (Ly) and width (Lz) of the aluminum 

block are kept at 16 Å during the simulations. The 

simulation models have three calculation zones; error, 

thermostat, and main. Two error zones are created and 

placed at each end of the modeled materials. Their lengths 

(Le) are kept at 3 Å. The thermostat zones have placed 

both edges between the main zone and error zones and 

kept at 320 K as a heat source and 280 K as a heat sink 

using the Nose-Hoover thermostat. Nose Hoover 

thermostat is one of the numerical methods used to control 

the temperature by maintaining the velocities [20]. The 

relaxation time of the thermostats,  , is selected as 50 fs. 

The length of the heat source (Lsr) and sink (Lsn) are 8 Å. 

The main zone or main slab is where the length effect is 

investigated. The main slab is virtually sliced into 8 

sections. The length of each section is equal to each other. 

The lengths of the modeled materials (Lx) are 60, 100, 

200, and 250 Å to predict the length effect on the phonon 

thermal conductivity (κph). The length between the top of 

the aluminum block and the graphene layer (Lg) is 3 Å 

[21]. The length between each graphene layer is 3.4 Å for 

multiple layers graphene [22]. 

The C-C bonding interactions in graphene layers are 

calculated by the Tersoff potential; 

    

 T  ri ,rik, i k  fi 
 t  ai Ae

- 1ri -bi  e
- 2ri                           (1) 

 

where   is the cut-off function and bi  is the bond angle 

terms. The rest of Tersoff potential parameters are 

A 1393,6 eV,   346,74 eV,  1 3.4879 Å,  2 2.2119 Å, 

n=0.72751, c=38049, d=4.3484, h=-0.57058, 
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β 1.5724*10-7, Ri  1.8 Å, Si  2.1 Å, and ai  1 [23]. The 

Al-Al interactions are described as the Sutton-Chen 

potential which is on the Embedded Atom Method (EAM) 

potential; 

 

 S (ri )    
1

2
 
 

ri 
 
n

-c   
 

ri 
 
m

 
  i

 
  i                                 (2) 

 

where  Al-Al =0,033147 eV, m=6, n=7, c=16,399 [24]. 

The nonbonding interactions between the aluminum block 

and graphene layer which is Al-C and between each 

graphene layer which is C-C are assumed as the Lennard-

Jones potential; 

 

 L (ri ) 4   
 

ri 
 
12

-  
 

ri 
 
6

                                                  (3) 

 

where  Al-  0.035078 eV and  Al-  3.0135 Å for Al-C 

interactions [21] and   -  0.002168 eV and   -C =3.36 

Å for  -C interactions [25]. The numerical integrations are 

calculated using the Velocity-Verlet integration algorithm 

with 0.5 fs timestep [26]. 

The molecular model of a single layer graphene-

coated aluminum block is seen in Figure 2.  

 

 

 Figure 2. Single-layer graphene-coated aluminum. 

 

A single atomic layer of aluminum is fixed at both the left 

and right ends of the models. The simulations are first to 

run 0.125 ns to equilibrate the system temperature at 300 

K. Following the system reaches the temperature of 300 K, 

the heat source at 320 K and heat sink at 280 K are applied 

to the model for 14.875 ns. After the temperature 

differences, the simulations are continued for 5 ns where 

the thermal conductivity is calculated. During the last 

period, the temperature gradients and thermostat energy 

change data are collected. Using the Fourier low approach 

and the simulation data, the thermal conductivity is 

calculated as follows [27]; 

 

κph 
  avg

A t
 T

  

                                                                           (4) 

 

where  t is the simulation time,  T     is the temperature 

gradient of the main slab, A is the cross-sectional area, and 

 Eavg is the average energy changes in the heat source and 

sink. It is the mean energy that is added and subtracted in 

thermostat regions. It is calculated from the energy 

differences between before and after thermostats applied to 

both heat source and heat sink parts. 

 

3. Results 

 

The phonon thermal conductivity of pure graphene, 

uncoated aluminum, and graphene-coated aluminum was 

predicted. For comparison, the length effect on the thermal 

conductivity was calculated for each model. The length 

effect on the suspended graphene in the range from 60 to 

250 Å is calculated and shown together with the results by 

Wei et al. [22] in Figure 3. Single-layer graphene with a 

thickness of 3.4 Å was used during pure graphene 

simulations. As seen in the results, the length dependence 

of bare graphene shows similar results and increases with 

length. 

 

 

Figure 3. The phonon thermal conductivity of single layer 

graphene. 

 

Even though heat transport is dominated by phonon 

in graphene, it is maintained by electrons in metals. Figure 

4 shows the length effect on the phonon thermal 

conductivity of aluminum with a temperature gradient 

through a longitudinal direction. The results show that the 

thermal conductivity increases. The thermal conductivity 

of aluminum is 205 W/mK in the literature, however, the 

obtained results are much smaller since the MD simulation 
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results are phonon interactions. Still, the simulated results 

are similar to the literature [28-29]. 
 

 

Figure 4. The length dependence of phonon thermal 

conductivity of aluminum. 

 

After simulating and calculating the phonon thermal 

conductivity of graphene and aluminum individually, 

graphene-coated aluminum is modeled to investigate its 

results. Figure 5 shows the length and number of graphene 

coating layer effects on the thermal conductivity of 

graphene-coated aluminum.  

 

 

Figure 5. Phonon thermal conductivity of bare 
aluminum, SLG coated aluminum, and BLG coated 

aluminum. 

 

As seen from the results, the thermal conductivity 

increases for all models with the length. There is also a 

significant increase in thermal conductivity with graphene 

coating. There is an up to 149% increase with Single-Layer 

Graphene (SLG) coated aluminum and up to 261% 

increase with two-layer graphene layers (BLG) coated 

aluminum. Accordingly, the C-Al interactions and the 

unique properties of graphene help to increase heat transfer 

on the graphene-coated aluminum. This means that the 

thermal transport in graphene-coated aluminum is ballistic. 

Additionally, it is believed that increasing the number of 

graphene coating layers limits the phonon scattering and 

increases the phonon mean free path which results in 

increasing the thermal conductivity. 

 

4. Conclusions  

 

 In the present study, a NEMD simulation code in C++ 

with MPI library was created to explore the phonon 

thermal conductivity of bare graphene, aluminum, and 

graphene-coated aluminum. Thermal conductivity of 

graphene-coated aluminum increases with a length which 

is seen similar results in bare graphene and aluminum. Due 

to the interaction of C-Al and C-C, the thermal 

conductivity of graphene coating on aluminum increases 

the thermal conductivity. Increasing the number of coating 

graphene layers shows an enhancement in the thermal 

conductivity for bare aluminum. Even though electrons 

dominate on the thermal conductivity of aluminum, the 

graphene coating on aluminum shows a distinctive 

contribution to the phonon thermal conductivity. By the 

results of this study, graphene coating may enable 

aluminum to be used in need of high thermal management. 
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