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PERFORMANCE STUDY OF FOUR EQUALIZATION TECHNIQUES OVER A WIRELESS 

COMMUNICATION CHANNEL 

  Anwr ELASYRI1*, Dogu Cagdas ATILLA2, Cagatay AYDIN3  

Abstract. Equalization techniques are commonly used in low to moderate data 

transmission over time varying wireless mobile channels. Their use is mainly to 

alleviate the detrimental effect of intersymbol interference brought about by the 

multipath phenomena of such channels. The wireless multipath channel is time 

varying which makes the use of adaptive equalization a necessity to cope with 

channel variations and consequently to overcome resulting intersymbol 

interference effects, restore the transmitted symbols, and extract the information 

being sent. The first part of this paper presents a comparison study of the 

performances of four representative methods of adaptive equalization. Linear 

and nonlinear structures each with both LMS and RLS adaptation algorithms 

are used in the investigation. In the second part of the paper, a computer 

simulation is carried out to investigate the relationship between the number of 

propagation paths of the wireless mobile channel and the number of taps in the 

incorporated adaptive equalizer. Four equalizer structures are used in this 

investigation which is based on Simulink software package to simulate a 

communication system incorporating these equalizers. The bit error rate (BER) 

performance is used as a measure for establishing this dependency. 

Key words: intersymbol interference (ISI); LMS and RLS algorithms; linear 

equalizers, decision feedback equalizers. 

1. Introduction 

The IT industries, over the last few decades, have significantly being revolutionized by the 

invention of internet and the application of the packet switching wireless networks. The former has 

provided a high speed information transmission via the use of optical fiber webs that virtually covers the 

whole world. Packet switching wireless networks, on the other hand, have modernized telecommunication 

systems as they made the dispatch of information possible for the people while they are on the move. The 

internet technologies have witnessed an extreme development to the extent that made an efficient high-

speed data transmission technique over communications channels a necessity of the day. As the rate of the 
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data transmission increases to fulfill the needs of the users, the channel introduces distortions in data. One 

major cause of distortion is Inter Symbol Interference (ISI).  

In digital communications, the information is coded and transmitted in the form of rectangular 

pulses that may assume definite number of levels. The bandwidth of such rectangular pulses is of course 

infinite. As a pulse propagates through a band limited communication channel, its duration will extend in 

time with the result of being smeared into adjacent time slots and therefore interfere with the adjacent 

symbols occupying such slots. This is referred as inter symbol interference (ISI) [1]. Other types of 

impairments encountered like thermal noise, shot noise, and cross talk will negatively affect the received 

symbols even further. This makes the use of signal processing techniques at the receiver inevitable in 

order to overcome the impairments inflicted on the transmitted pulses and consequently facilitate the 

recovery of their information. Such processing techniques are called “equalization”. In principle, the 

design of a pair of transmitting and receiving filter that can minimize the effect of ISI and the additive 

noise is feasible provided that the channel characteristics are precisely known [2-5]. However, in general 

the characteristics of channel are random in the sense that it is one of an ensemble of possible channels [6-

8]. Therefore, using a fixed pair of transmitting and receiving filters will not be adequate if designed on 

the basis of average channel characteristics as far as ISI is concerned. To overcome this problem adaptive 

equalization, as shown in Fig. 1, is widely used. The role of equalization is to exercise a precise control so 

that the channel time response behaves appropriately [3], [9-11].  

Adaptive equalizers may be of many different kinds depending on their structure and the adaptation 

algorithm being implemented. The most commonly used ones are; symbol spaced equalizer, fractionally 

spaced equalizer, decision-feedback equalizer, and blind equalizer [10].  

2. Related work 

Reference [1] gives good analytical and conceptual information which constitute solid bases for 

wireless communications in general and networks in particular. 

A good overview of the most adaptive techniques is briefly presented in [2], [8], [12]. In [8] FPGA 

was recommended to replace DSP as more flexibility is provided. Researchers in [3] proposed and 

investigated an adaptive spatio-temporal equalization for MIMO channels. The proposed solution was 

tested on a MIMO system and found to give a good adaptation to varying channels resulting in improved 

performance. The authors in [13] analyzed the use of adaptive filters for equalizing the underwater 

acoustic channel and compared its behavior when implementing LMS to that when RLS adaptation 

algorithm is used. In [14] LMS, RLS and PSO (particle swarm optimization) algorithms were used to 

implement the adaptive channel equalizer. Results measured in terms of mean square error (MSE) and bit 

error rate (BER) versus number of iterations were obtained. A block minimum mean-squared error 

equalizer for orthogonal frequency-division multiplexing (OFDM) systems over TV time-varying 

multipath channels was proposed in [15]. The proposed algorithm used was shown to be less complex and 

smaller than for other MMSE approaches. 

Optimizing the overall impulse response of transmit and receive filters to reduce the frequency 

selective fading channel to a flat fading one was discussed in [3]. This technique effectively equalizes the 

received samples as the simulation results had shown. Efficient calculation of the average BER of 

particular equalization techniques for QPSK transmission over static and quasi-static fading channels was 

proposed in [9] using an approximate Fourier series method. In [4] a maximum likelihood sequence 
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estimation (MLSE) equalizer implemented by the generalized Viterbi algorithm (GVA) was shown to be 

effective in cancelling both ISI and cochannel interference. A channel-sampling scheme to estimate the 

channel transitions into and out of the fade state was investigated in [10]. An approach for speeding up the 

convergence rate and reducing the complexity of equalization was investigated in [5]. This approach is 

based on combining RLS and LMS algorithms. In [16], a low-complexity per-subcarrier channel equalizer 

for high-rate wideband transceiver over doubly-dispersive channel was analyzed and its performance was 

evaluated. Local minima problem during the training mode of most standard adaptive algorithms was 

addressed in [7], [17] and techniques such as neural network, was recommended to alleviate such 

limitations. The effect of filter tap-length on the performance of equalized communication system as a 

function of the number of transmission paths in a multipath environment was tackled in [11]. 

3. Rayleigh channel equalization Models 

A multipath, nonstationary communication channel could adequately be represented by a Rayleigh 

channel model [1], [6], [9]. To alleviate both; the detrimental effects of ISI which arises from the 

multipath phenomena and the Doppler effects arising from mobility, an adaptive equalizer should be 

implemented by the receiver as depicted in Fig. 1. Two types of Equalizer structure each with two 

different adaptation algorithms are investigated in this work. 

 

Fig.1. a block diagram of general adaptive filter 

3.1 Linear equalizers 

According to their structures, filters normally distinguish themselves in the context of an adaptive 

filter with finite memory [2], [8], [11]. A transversal filter is practically implemented using three basic 

elements, as depicted in Fig. 2: (a) a unit-delay element, (b) multiplication element, and (c) a summing 

component. The duration of the filter time response is determined by its length, i.e. the number of delay 

elements used in its structure. Also, the number of delay elements, M in the figure, defines the filter order. 

The unit-delay operator   Z−1 is defined by the unit delay element. The operator, Z−1 , operates on the 

input u(n) giving the output u(n-1). The multiplier element in the filter multiplies the tap input by a filter 

tap weight or filter coefficient. 

Thus, a multiplier connected to the kth tap input u(n − k) produces Wk ∗ u(n − k), where Wkis the 

respective tap weight and k = 0, 1, …, M.  
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The asterisk denotes complex conjugation, which accounts for complex valued tap weights. 

Individual multiplier outputs are summed producing the overall filter output. For the transversal filter 

shown, the output is given by 

                                                   𝑦(𝑛) = ∑ wn
∗M

k=0 𝑢(𝑛 − 𝑘)                                                                           (1) 

 The process defined by equation 1 above merely convolves the finite duration impulse response of 

the filter, Wn
∗, with the filter input u(n) to produce the filter output y(n).This is commonly referred to as a 

finite convolution. 

 

Fig.2. Structural constituent of transversal filter 

3.2 Feedback Equalizers 

The decision-feedback equalizer (DFE) is the nonlinear adaptive filter. A decision-feedback 

equalizer consists of two sections; a feedforward section and a feedback section. Both sections are 

implemented using transversal filters whose taps are spaced at the reciprocal of the symbol rate. The data 

sequence to be equalized is applied to the input of the feedforward section. Fig. 3 gives an illustration of 

this type of structure. 

Previously detected symbols produce intersymbol interferences. The role of the feedback section is 

to subtract out the ISI from the estimates of future symbols. This cancellation is an old idea known as the 

bootstrap technique [14]. 

A decision-feedback equalizer yields good performance in the presence of severe intersymbol 

interference, as is experienced in fading radio channels. Fig. 3 shows the block diagram of DFE [3]. 

 

Fig. 3: A functional block diagram of general DFE 
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4. Phase one; Simulation Results and Discussions 

Two types of equalizers were used in this investigation; a linear equalizer and a decision feedback 

type of equalizer. With each equalizer two kinds of adaptation algorithm, as mentioned previously, were 

used. The experimental sets up parameters were almost kept the same throughout the experimentation and 

a table of each is given beside the corresponding result for each experiment. In phase one of 

experimentations the number of taps is kept fixed and the performance, in terms of bit error rate, is 

recorded as the energy per bit to noise power ratio is varied. In phase two, the number of propagation 

paths of the simulated wireless channel is fixed for a given scenario and the number of taps for the 

equalizer used is varied. The performance in terms of bit error rate is similarly recorded for a range of 

SNR values. The results obtained will be presented next in the form of graphs. Discussions, explanations 

and suggestions are given appropriately.  

4.1 Linear Equalizer with LMS Adaptation Algorithm 

Fig.4 clearly shows that at low to moderate SNR (up to about 12 dBs) the number of taps of the 

equalizer has no effect on the performance of the system, but beyond 12 dB we found that increasing the 

taps will adversely affect the performance. This is justified on the bases that only three paths were 

considered in the scenario and at higher SNR increasing the complexity of the equalizer will decrease its 

rate of convergence and consequently increases the bit error rate.             

    Table 4.1: Operating parameters for linear equalizer with LMS algorithm 

Component Parameters Value 

Variable in Matlab model 

M 2 

Tsym 0.0001 

EbNo Vec 0 : 1 : 18 

Random Integer Generator 

Set  size M 

Sample time Tsym 

Samples per frame 1000 

BPSK Modulator Base Band 
Phase offset (rad ) 0 

Output data type Double 

Rayleigh Fading 

Maximum Doppler shift 0.04 

Discrete  path delay vector [ 0  ,   0.00000002  ,  0.00000003 ] 

Average path gain  Vector [  0,  -8 ,  -12  ] 

AWGN Channel Number of bits per symbol log 2( M ) 

 Symbol period Tsym 

Equalizer 

 

Number of taps (10,20,30,40) 10,  20,  30,  40 

Number of samples per symbol 1 

Reference tap to (10,20,30,40) 3,  6,  7,  11 

Step size 0.0009 

BPSK Demodulator Baseband 
Decision type Hard decision 

Phase offset 0 

Error Rate Calculation 

Receive delay to (10,20,30,40) tap 3,  6,  7,  11 

Target number of error 10000 

Maximum number of symbols 10000000 
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Fig. 4: BER performance for linear equalizer with LMS algorithm 

4.2 Linear equalizer with RLS adaptation algorithm 

For this algorithm the behavior of the system shows a little effect when increasing the equalizer 

taps. Fig. 5 clearly illustrates the finding already deduced for the linear equalizer with LMS algorithm. At 

SNRs beyond 14 dB, it is found that higher SNR shows an adverse relationship between the bit error rate 

and the number of taps of the equalizer as was found with the LMS algorithm and as was deduced earlier. 

The system implementing linear equalizer with RLS algorithm performs relatively better, in terms of BER 

than that with LMS algorithm as the graphs in Figs.4 and 5 indicates.  

    

Table 4.2: Operating parameters for linear equalizer with LMS algorithm (Other parameters are set as in Table 4.  1) 

Component Parameters value 

Equalizer 

 

Number of taps (10,20,30,40) 10,  20,  30,  40 

Number of samples per symbol 1 

Reference tap to (10,20,30,40) 3,  6,  9,  12 

Forgetting factor 0.99 

 

 

       Fig. 5:  BER performance for linear equalizer with RLS algorithm 

4.3 DFB equalizer with LMS adaptation algorithm 

The functional components of a general decision feedback equalizer (DFE), is illustrated by the block  

diagram of Fig. 3. The equalizer in the last experimental set was replaced by a DFE implementing LMS 

adaptation algorithm. Fig. 6 illustrates the BER rate performance of the decision feedback equalizer for 
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four different tap-lengths; 10 taps, 20 taps, 30 taps, and finally 40 taps. The Figure clearly shows that at 

low SNR (up to about 6 dB) the performance of the system is very poor. Over the range 6 to 13 dB, the 

performance improves significantly. However, over this range varying the tap lengths has no effect as 

well. Beyond 13 dB, we notice that increasing the tap-lengths will have a negative impact on the system 

performance, this behavior comes in consistence with the finding already obtained for the linear equalizer. 

Table 4.3: Operating parameters for decision feedback equalizer with LMS algorithm (Other parameters are set as in 

Table 4.1) 

Component Parameters value 

Equalizer 

Num of forward tap  is (10,20,30,40) 4, 9, 14,19 

Num of feedback tap  is  (10,20,30,40) 6, 11, 16, 21 

Num of samples per symbol 1 

Reference tap  is (10,20,30,40) 3,  6,  9, 12 

Step size 0.0009 

 

 

Fig. 6: BER performance for a decision feedback equalizer with LMS algorithm 

4.4 DFB equalizer with RLS adaptation algorithm 

The performance of the system incorporating this type of equalizer that employs RLS adaptation 

algorithm shows similar behavior to the last system. The graphs in figs. 3, 4, 6 and 7 indicates that about 

0.5 dB is gained by implementing a DFE over the linear equalizer regardless the adaptation algorithm 

being employed   

Table 4.4: Operating parameters for decision feedback equalizer with RLS algorithm (Other parameters are set as in 

Table 4.1) 

Component parameters value 

Equalized 

Num of forward tap  is (10,20,30,40) 4, 9, 14, 19 

Num of feedback tap  is  (10,20,30,40) 6, 11, 16, 21 

Num of samples per symbol 1 

Reference tap  is (10,20,30,40) 3, 6, 9, 12 

Forgetting factor 0.99 
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Fig. 7: BER performance for decision feedback equalizer with RLS algorithm 

5. Phase Two; Simulation Results and Discussions 

In this part of investigation, the effect of the number of paths (along which the transmitted signal 

propagates in the wireless channel) on the performance of a system implementing equalization is 

investigated. The system is modeled using Simulink software package. The performance is measured in 

terms of bit error rate (BER). Two different equalizer’s structures are used, as in the first part; linear 

(tapped line) equalizer and decision feedback (nonlinear) equalizer. With each one of them, two 

adaptation algorithms (the most commonly used ones) are employed. They are; the least mean squares 

(LMS) algorithm and the recursive least square (RLS) algorithm. The scenario is to have up to seven paths 

in the channel model with corresponding gains and phase delays. The length of the equalizer (number of 

taps) is fixed for both structures, and for each particular number of paths; a bit error rate graph is 

evaluated. The procedure is repeated for the four different models. The results obtained are presented as 

follow: 

5.1 Linear equalizer with LMS adaptation algorithm 

 

 

Fig. 8: BER performance for linear equalizer with LMS algorithm 
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Table 5.1: Operating parameters for linear equalizer with LMS algorithm 

Component parameters Value 

Variable in Matlab model 

M 2 

Tsym 0.0001 

EbNoVec 0 : 1 : 18 

Random Integer Generator 

Set  size M 

Sample time Tsym 

Samples per frame 1000 

BPSK Modulator Base Band 
Phase offset (rad ) 0 

Output data type double 

Rayleigh Fading 

Maximum Doppler shift 0.04 

Discrete  path delay vector to number 

of Path ( 1 , 2 , 3 , 4 , 5 ,6 , 7 ) 

[0  0.00000002 0.00000003  0.00000004  

0.00000005  0.00000006  0.00000007] 

Average path gain  Vector to number 

of Path ( 1 , 2 , 3 , 4 , 5 ,6 , 7 )  
[0 -6  -9   -12   -13  -17  -19] 

AWGN Channel 
Number of bits per symbol log 2( M ) 

Symbol period Tsym 

Equalized 

 

Number of taps  5 

Number of samples per symbol 1 

Reference tap  2 

Step size 0.0009 

BPSK Demodulator Baseband 
Decision type Hard decision 

Phase offset  0 

Error Rate Calculation 

Receive delay  2 

Target number of error 10000 

Maximum number of symbols 10000000 

5.2 Linear equalizer with RLS adaptation algorithm 

Table 5.2:  Operating parameters for linear equalizer with RLS algorithm (Other parameters are set as in Table 5. 1). 

Component parameters value 

Equalized 

 

Number of taps  5 

Number of samples per symbol 1 

Reference tap 2 

Forgetting factor 0.99 

 

Fig. 9: BER performance for linear equalizer with RLS algorithm 
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5.3 DFB equalizer with LMS adaptation algorithm 

Table 5.3:  Operating parameters for DFB equalizer with LMS algorithm (Other parameters are set as in Table   5. 1). 

 

 

 

 

 

Fig. 10: BER performance for DFB equalizer with LMS algorithm 

5.4 DFB equalizer implementing RLS adaptation algorithm 

Table 5.4: Operating parameters for DFB equalizer with RLS algorithm (Other parameters are set as in Table   5. 1).  

Component parameters Value 

Equalized 

Number of forward taps 2 

Number of feedback taps 3 

Number of samples per symbol 1 

Reference tap 2 

Forgetting factor 0.99 

 

 

Fig. 11: BER performance for DFB equalizer with RLS algorithm 

Component parameters value 

Equalized 

Number of forward taps   2 

Number of feedback taps   3 

Number of samples per symbol 1 

Reference tap   2 

Step size 0.0009 
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CONCLUSION 

The simulation conducted in the first part of this work and the associated results obtained clearly 

indicate that in such time-varying environment there can be no definite relationship(s) among the structure 

(complexity or tap-length) of the equalizer, the adaptation algorithm and their impact on the performance 

of the communication system that uses equalization technique to alleviate the detrimental effect (i.e. ISI) 

which results due to multipath phenomena. The number of dominant multipath in a particular scenario 

intuitively recommend a particular number of taps in the implemented equalizer, however the nature of the 

environment (i.e. being nonstationary) keeps such dominating paths not fixed in number. It is also noted 

that the linear equalizer with RLS algorithm offers about 0.5 dB gain over the same equalizer when 

employs LMS algorithm. Also it noted that the FBE provides about 0.5 dB advantage over the linear 

equalizer. 

In the second phase of experimentations, the results for the four models show that the best 

performance is obtained when the number of the multipath (excluding) the main (LOS) path is equal to the 

number of taps of the equalizer. For a single path, we found best performance for all scenarios. This is 

intuitive since a single path means that a single copy of the message signal arrives at the receiver and 

hence no ISI is present. These findings encourage a further investigation in implementing suitable 

techniques of sensing the channel to establish the number of significant multipath and devising a way of  

adaptively changing the number of taps in the implemented equalizer. The effect of the reference tap in 

the transversal structure and the number of proportional taps in the forward and backward in addition to 

the reference tap in DFB structure are to be determined when varying the tap-lengths of the implemented 

equalizer. 
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MECHANICAL PROPERTIES OF COMPOSITE PLATES AT DIFFERENT CONDITIONS 

Gurbet ÖRÇEN1*, Kadir TURAN2, Sedat BİNGÖL3 

In this study; the effects of thermal aging on the mechanical properties of 

composite materials were investigated. In study, eight layered woven glass 

fiber reinforced epoxy composite plates were used. Thermal aging was 

performed in an electric furnace using time and temperature change 

parameters. The time changes were 1, 3 and 5 hours, and 50 0C, 100 0C, and 

150 0C were used for temperature changes. Thermally aged composite 

plates, at specified time and temperature values; modulus of elasticity, 

poisson ratio, tensile strength, compression strength, shear modulus and 

shear strength were determined in fiber reinforcement direction. The results 

obtained were compared with the results obtained from the specimens 

waited at room temperature. At the end of the study, it was determined that 

the mechanical properties of the composite plates changed when the thermal 

aging temperature and temperature increased. 

Key words: Thermal Aged, Composite Plates, Mechanical Properties, 

Environmental Effects.  

1. Introduction  

The need for materials with advanced mechanical properties is now met by using composite 

materials. One of the most important features of composite materials is that they can be designed. The 

design requires that the loads and temperatures at which the product is used be predetermined. This is 

not the case for composite materials, although it has been identified for conventional materials. In this 

meaning, the effect of thermal aging on mechanical behavior requires a good analysis and appropriate 

design. 

Many studies have been conducted in the literature, especially on the effects of thermal aging on 

composite plates. Mouzakis et al. [1] investigated the damage behavior of glass fiber / polyester 

composite materials exposed to different environmental conditions. They studied changes in ambient 

temperature, humidity and UV radiation on mechanical properties. In the study, they determined that 

the tensile strength of the specimens decreased by 2.5 %, the modulus of elasticity increased by 7% 

and the elongation rate increased by 13%. Leveque et al. [2] investigated the effects of thermal aging 

on the strength and mechanical behavior of polymer matrix composites. In the study, they stated that 

the mechanical properties of carbon epoxy composites with different reinforcement angles changed 
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when exposed to thermal aging under a constant temperature of 120 0C in the range of 720 to 4400 

hours. Ktsotsi et al. [3] investigated the mechanical behavior of aged carbon/epoxy composite sheets at 

different pressures and temperatures. They determined that the aging process affects mechanical 

behavior. Mulina et al. [4] examined the effects of glass fiber/vinylester and glass fiber/epoxy 

composite sheets on thermo-mechanical properties. As a result of the study, they determined that the 

creep elongation increases due to the increase in temperature. Alcock et al. [5] investigated changes in 

the mechanical performance of polypropylene tapes exposed to different temperatures. They found 

that increasing temperatures adversely affect tensile strength. Brinson and Gates [6] investigated the 

effects of thermal aging on the creep behavior of polymer matrix composites. Specifically, they 

determined that temperatures above glass transition temperatures adversely affect mechanical 

behavior. Dlouhy et al. [7] investigated the effects of thermal aging on fracture toughness and 

mechanical properties of glass matrix composite sheets reinforced with short carbon fibers. They 

found that the thermal aging process reduced the tensile strength by 44% to 77% and that the fracture 

toughness of the samples aged at 700 oC decreased by 84%. Ray [8], investigated the effects of 

thermal shock on the interface shear stresses of glass fiber/epoxy composite plates. They calculated 

that interfacial shear strength decreased for 5 minutes and increased for later periods. Hu and Sun [9], 

investigated the creep behavior of carbon/epoxy composite plates exposed to thermal aging at certain 

times. Belaid et al. [10] investigated the effects of thermal aging on the mechanical behavior of glass 

fiber / polyester composite plates. They stated that as time increases, modulus of elasticity decreases 

by approximately 50% and tensile strength decreases by 22%. Cao et al. [11,12] investigated the effect 

of temperature on carbon fiber reinforced polymer (CFRP) layered, hybrid carbon/glass fiber 

reinforced polymer layered (C/GFRP), hybrid carbon / basalt fiber reinforced polymer layered (C/ 

BFRP) composites. The authors stated that carbon fibers containing different fiber-reinforced polymer 

layers significantly decreased their tensile strength with increasing temperature. However, it is stated 

that the tensile strength of FRP sheets is still a constant value after reaching the polymer glass 

transition temperature (Tg) and this value is higher than the tensile strength of the impregnated fiber 

sheets [12]. Sauder et al. [13] measured the fundamental mechanical properties of various carbon 

fibers up to 2400 0C by tensile testing. In this study, it was stated that Young's modulus decreased with 

increasing temperature and tensile strength increased to a maximum value. Nikolaev et al. [14] 

investigated the effect of temperature on stationary and cycles ranging from 120 °C to 196 °C on 

CFRP-produced samples. Giannadakis and Varna [15] investigated the effect of thermal fatigue and 

thermal aging on CF/EP composites. The authors stated that the mechanical properties of specimens 

exposed to thermal aging over long periods of time decreased mainly as a result of matrix degradation. 

Eric et al. [16], investigated the changes in the mechanical properties of porous-Matrix Ceramic 

composites which were kept at 1000 °C, 1100 °C, 1200 °C for 1000 hours. [00/900] composite, 1200 
0C after heat treatment; they stated that the value of 60 GPa increased to 70 GPa, thus increasing the 

modulus of elasticity with a small increase. Plecnik [17] investigated the strength of epoxy resin at 

elevated temperatures by performing compression, tensile and shear tests. They stated that the strength 

decreased at temperatures close to the glass transition temperature and reached a fixed value when the 

glass transition temperature was exceeded. Rami et al. [18] investigated the mechanical properties of 

carbon, glass and glass-carbon hybrid composite plates under different temperatures. They stated that 

the tensile strength and elastic modulus value of carbon, glass and carbon-glass hybrid composite 

decreased when the temperature was increased. 
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This study; it is important to observe the effects of temperature and time changes on the 

mechanical properties of composite plates. For this purpose, in order to clearly observe the effects and 

changes of temperature change and time change, the test results of thermally aged specimens were 

compared with the results of samples waited at room temperature (25 °C). Mechanical properties 

obtained in fiber reinforcement direction were investigated. The change of these mechanical properties 

is an important area in terms of reconsidering the convenient design conditions with reference to 

temperature and time changes of the composites. 

2. Experimental Study 

In this study, the tests on glass fiber reinforced epoxy composite plates were divided into three 

groups. In group 1; Tensile tests were performed to determine modulus of elasticity, tensile strength 

and poisson ratio. In 2rd group, compression tests were performed. In the 3rd group, tests were 

performed to determine the shear modulus and shear failure load. Specimens were prepared from 1.6 

mm thick composite plate according to ASTM standards. The prepared specimens were subjected to 

thermal aging at 50 0C, 100 0C, 150 0C for 1 hour, 3 hours and 5 hours in an electric oven where 

ambient humidity was neglected. For the consistency of the experimental study, three samples were 

produced for each parameter and experiment. The specimens were allowed to cool after being 

removed from the furnace and tested after cooling. The arithmetic mean of the obtained results were 

taken and transferred to tables and graphs.  

2.1. Tensile Test  

Elasticity modulus (E11), poisson ratio and tensile strength were determined by tensile tests in 

the direction of fiber reinforcement. Strain gauges were used to determine the modulus of elasticity 

and poisson ratio. Specimens were used 14 mm width, 200 mm length and 1 mm thickness and 0o fiber 

reinforcement angle. Since woven glass fiber is used, the mechanical properties parallel to the fiber 

reinforcement direction and perpendicular to the fiber reinforcement are equal. 

Modulus of elasticity and poisson ratio were determined according to ASTM D3039-76 

standard [19]. Specimens were tested in the tensile device at a rate of 1 mm / min. The axial normal 

tension of the specimens in the fiber direction (σ11)  was obtained by dividing the tensile load (F) by 

the cross-sectional area (A). The elongation values in the fiber reinforcement direction (ε11)  were 

determined by the values obtained from the strain-gauge. The modulus of elasticity (E11)  in the fiber 

reinforcement direction was calculated by substituting the obtained values in the formula (1).  

 

σ11 =  
F

A
 ;  𝜀11 =

∆l

l
 => E11 =  

σ11

𝜀11
    (MPa)           (1) 

 

To determine the Poisson ratio, strain gauge was used to calculate the transverse shrinkage ratio 

perpendicular to the fiber (ε22). The poisson ratio was also determined using the formula (2). 

 

𝜗12 = − 
𝜀22

𝜀11
                   (2) 

In the determination of the tensile failure load, the tensile load is increased until the specimens breaks. 

The tensile damage load in the fiber reinforcement direction was determined by the formula (3) by 

dividing the obtained maximum load (Pult),  into the cross-sectional area (A). 

15

http://dergipark.gov.tr/ejt


European Journal of Technique (EJT)   Vol  10, Number 1, 2020 

Copyright © INESEG                                       ISSN 2536-5010 | e-ISSN 2536-5134                                                  http://dergipark.gov.tr/ejt       

 

      𝑋𝑡 =  
𝑃𝑢𝑙𝑡

𝐴
  (𝑀𝑃𝑎)                   (3) 

 

In tensile test, three specimens were made from each geometry  and load-extension graphs were 

obtained by using the data obtained from these specimens. Figure 1 presents the results obtained from 

specimens waiting at 100 ° C for 1 hour. 

 

Figure 1. Tensile test set of and tensile test results of  three specimens  thermal aging for 1 hour at 100 ° C.  

2.2. Compression Test  

The specimens whose geometry is specified in Figure 2 for determination of compression 

failure load were prepared according to ASTM 3410-75 [19]. The test was carried out by increasing 

the compressive load until the specimens were broken.  

Figure 2. The geometry of the test specimen prepared for the determination of compressive strength [20]. 

 

The compressive strength is obtained by the formula 4, that is, by dividing the maximum compressive 

failure load (Pult) by the cross-sectional area (A). 

 

𝑋𝑐 =  
𝑃𝑢𝑙𝑡

𝐴
  (𝑀𝑃𝑎)                                                                                                                        (4) 

In Figure 3, the load-extension graph of three specimens prepared at 100 ° C for 1 hour is given as an 

example. 

16

http://dergipark.gov.tr/ejt


European Journal of Technique (EJT)   Vol  10, Number 1, 2020 

Copyright © INESEG                                       ISSN 2536-5010 | e-ISSN 2536-5134                                                  http://dergipark.gov.tr/ejt       

Figure 3. Results of compression test and compression test set of thermally aged sample for 1 hour at 100 ° C.  

2.3. Shear Test  

Specimens were prepared according to ASTM 5379 standard [19] to determine the shear modulus and  

shear failure load. The specimen geometry shown in Figure 4 was used in the shear test. 

Figure 4. Specimens geometry for shear testing [20]. 

 

The shear failure load (S12) was calculated by the formula (5) and the shear modulus (G12) was 

calculated by the formula (6) from the linear region of the graph indicated in Figure 5. 

 

          A

p
S ort12                                                                                                             (5)            

        
 

         ..2
12

A

P
G                                                                                                      (6) 

                 

In Figure 5, the load-extansion graph of the three specimens prepared for 1 hour at 100 0C is given as 

an example. 
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Figure 5. Shear test results and shear test set of thermally aged specimens for 1 hour at 100 ° C. 

 

3. Experimental results and discussion    

3.1. The effect of thermal temperature on strength and comparison 

 

For the determination of tensile strength of glass fiber reinforced epoxy composite specimens, the 

values obtained from the test results were averaged and transferred to Figure 6 and Table 1. 

When Figure 6 and Table 1 are examined; it is seen that the tensile strength values obtained at 50 oC, 

100 oC and 150 oC are actually close to each other, but these values are higher than those obtained 

from specimens kept at room temperature (25 oC). It is seen that the temperature has an increasing 

effect on the tensile strength of the composite material, but it decreases as the waiting time increases. 

While it reaches maximum value at 100 oC for all three waiting dwell times, it is seen that these values 

decrease at 150 oC and close values are obtained. It was found that the tensile strength of the 

specimens which was kept at 150 °C for 1 hour increased by 9.58% compared to the value obtained 

from the specimens kept at room temperature, and decreased by 6.35% according to the value obtained 

from specimens kept at 100 °C for 1 hour. 

Figure 6. Graphs of tensile strengths obtained from thermally aged specimens based on time and temperature.  

 

Shear strength values obtained from glass fiber reinforced epoxy composite specimens are shown in 

Figure 7 and Table 1. It is seen that maximum values are obtained from specimens exposed to thermal 

aging at 100 °C. The shear strength values obtained from the specimens kept at 50 oC, 100 oC and 150 
oC for 5 hours, respectively, according to the value obtained from the specimens kept at room 

temperature; 7.61%, 16.32% and 4.99% were found to be low. 
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Table 1. Temperature-time effect on strength values obtained from specimens. 
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Temperature parameters ( 0C ) 

 25 50 100 150 

T
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(M
P

a
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1 336.4 371.5937 392.06 368.6633 

3 336.4 360.7363 383.6367 358.43 

5 336.4 369.8293 367.2233 368.2127 

C
o
m

p
r
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si
v
e 

S
tr
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g
th

 (
M

P
a

) 1 250.815 202.2787 209.6153 171.2823 

3 250.815 176.703 192.091 154.636 

5 250.815 215.1523 229.8763 179.3153 

S
h

ea
r 

S
tr

en
g
th

 

(M
P

a
) 

1 80.8835 78.451 85.8115 74.72 

3 80.8835 76.271 80.6225 67.6835 

5 80.8835 84.434 95.9625 76.8405 

 

Figure 7. Graphs of shear strengths obtained from thermally aged specimens based on time and temperature.  

Figure 8. Graphs of compressive strengths obtained from thermally aged specimens based on time and temperature . 
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The compressive strength of glass fiber reinforced epoxy composite specimens is  shown in Figure 8 

and Table 1.  The highest compressive strength values were obtained from the specimens kept at room 

temperature (25 °C). Maximum values were obtained from specimens exposed to thermal aging at 100 

°C. The lowest values were obtained from the specimens subjected to thermal aging at 150 oC for 1 

hour, 3 hours and 5 hours. According to the values obtained from the specimens at room temperature, 

it was calculated that they decreased by 31.70%, 38.70% and 28.50% respectively. 

 

3.2. The effect of thermal temperature on poisson ratio, elasticity and shear modulus and 

comparison  

The average values obtained in the determination of the modulus of elasticity of glass fiber reinforced 

epoxy composite specimens were transferred to Figure 9 and Table 2. 

Figure 9. Graphs of Elasticity modulus obtained from thermally aged specimens based on time and temperature. 

 

The highest elastic modulus value; it is obtained from specimens exposed to thermal aging at 100 °C 

for 1 hour. However, it was found that these values decreased when the waiting time was 5 hours. It 

was found that the elasticity modules obtained from the specimens kept at 50 oC, 100 oC and 150 oC 

decreased according to the values obtained from the specimens kept at room temperature (25 oC) in the 

ratios of %60.89,  %22.32 ve %35.72, respectively (Figure 9, Table 2). 

Figure  10. Graphs of Shear modulus obtained from thermally aged specimens based on time and temperature. 

 

Shear modulus values of glass fiber reinforced epoxy composites were determined and indicated in 

Figure 10 and Table 2. The shear modulus values obtained when the specimens were exposed to 

thermal temperature for 1 hour at 50 oC, 100 oC and 150 oC increased compared with the values 

obtained from the specimens at room temperature; 12.62%, 11.13%, 29.21% respectively. This 

situation has a positive effect on the composite material, but it has been found that these values 
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decrease when the waiting time increases. This situation; It also shows that the values obtained when 

kept at each temperature parameter for 5 hours decreased by 11,30%, 8,35% and 6,11%, respectively, 

when compared to the values obtained from the specimens kept at room temperature (Figure 10). 

Figure  11. Graphs of Poisson’s ratio obtained from thermally aged specimens based on time and temperature. 

 

The values obtained after the test for determining Poisson's ratio were transferred to Figure 11 and 

Table 2. It is seen that the lowest poisson ratio values are obtained from the specimens aged at 150 °C. 

At 50 °C; poisson ratio increased between 6.7% - 13.3%, while the temperature at 150 °C caused a 

decrease between 13.33% - 26.66%. 

 

Table 2. Temperature-time effect on the values obtained from the specimens 
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3.3. Determination of the glass transition temperature of the composite plate  

The glass transition temperature of the glass fiber reinforced epoxy composite plate was determined by 

DSC tests to effectively understand thermal aging. Glass transition temperature tests were performed 

with Shimadzu DSC-60 device by increasing 10 oC every minute. As a result of the experiments, the 

glass transition temperature of the composite plate was found to be 107.95 °C (Figure 12). 

Figure  12. Graph of glass transition temperature of glass fiber reinforced woven epoxy composite plate. 

4. Results  

 The values obtained in the study re-demonstrated the importance of the relationship between 

temperature and composite plates. Because it is known that if the glass transition temperature of the 

glass fiber reinforced epoxy composite plate is exceeded, the fiber-resin interfaces of the composites 

will deteriorate and consequently their strength is expected to decrease. The damage to the integrity of 

the matrix material [15] appears to be more pronounced above the glass transition temperature of the 

composites. It also increases the viscosity of polymers when the temperature exceeds the glass 

transition temperature. In this meaning, the glass transition temperature is a critical threshold [11]. 

However, in the experiment, it has been found that with the increase of temperature, it causes an 

increase in tensile strength, even if it is low, and other mechanical properties decrease. 

In this study, it was determined that the tensile strength of the composite increased by 6.55% and 

16.5%, especially with the increase of thermal temperature. It is seen that the composite specimen 

reaches the maximum value at 100 oC at the value close to the glass transition temperature. It was 

observed that the maximum values obtained at 150 oC were decreased /steady progress when Tg 

temperature was exceeded. This progress is noted in the study by Cao et al. [12] and Plecnik [17]. In 

addition, Sauder et al. reported that they reached maximum strength value with increasing temperature 

due to fiber texture [13]. If the temperature exceeds 150 oC, these values are expected to decrease 

further. In addition, an increase was observed in shear strength (5 hours at 50 ° C, 1-5 hours at 

100 °C), poisson ratio (1.3, 5 hours at 50 °C), elasticity (1 to 3 hours at 100 °C to 150 °C) and shear 

modulus (1 hour at 50,100 and 150 °C) values. However, it was found that these values decreased 

when waiting time and temperature increased. As can be seen in the literature [10,11,12,14,18]. 
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5. Conclusions 

In this study, the effects of thermal temperature on the glass fiber reinforced epoxy composite plate 

were investigated experimentally. Specimens were kept at 50 oC, 100 oC and 150 oC for 1, 3 and 5 

hours. Then tensile test was performed and the results were evaluated. 

 

As a result of this experimental study; 

- It was found that the compressive strength values of the specimens exposed to thermal aging 

were lower. 

- The lowest values of modulus of elasticity, poisson ratio, shear modulus and shear strength 

were obtained from the specimens kept at 150 ° C for 5 hours. 

- It was found that mechanical properties of the specimens decreased with increasing 

temperature and waiting time except tensile strength. 
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THE EFFECTS OF HIGH DENSITY POLYETHYLENE ADDITION TO LOW DENSITY 
POLYETHYLENE POLYMER ON MECHANICAL, IMPACT AND PHYSICAL 

PROPERTIES 

Erkin AKDO AN1* 

Polyethylene materials are the most widely used polymers which we 
encountered everywhere in our daily life. Some of the advantages of the 
polyethylenes are the diversity of production types, corrosion resistance, 
electrical insulation and recyclability. The main production methods are 
compression molding, transfer molding, rotational molding, injection 
molding, gas-assisted injection molding, extrusion and blown film extrusion 
techniques. It is possible to increase the mechanical properties of low density 
polyethylene materials by addition of high density polyethylene materials. 
Both polymer has same monomers but their chemical structure and bonding 
properties are different. Their physical properties can change with their 
chemical structure and bonding properties. In this study, 25%, 50% and 75% 
by weight of high density polyethylene were added to low density polyethylene. 
Granules were pre-mixed with a mechanical mixer before production of the 
samples. Plastic injection molding machine was used for specimen 
preparation. Density, hardness, tensile test, three-point bend test, 
compression test, tear test and Izod impact tests were performed. Densities 
and hardness values of the polymer blends decrease by the increasing amount 
of low density polyethylene. In general, it was observed that the mechanical 
properties of the polymer blends increase as the high density polyethylene 
content increase. 

Key words: Low density polyethylene, High density polyethylene, Density, 
Hardness, Tensile test, Three point bend test, Compression test, Tear test, Izod 
impact test 

1. Introduction 

Polymeric metarials, light weight, cheapness, insulation, sufficient mechanical properties, easy 
formability, decorative and ergonomic usage, chemically resistant and can be used for different 
purposes. Due to these properties, it has wide usage fields such as machinery, chemistry, physics, textile, 
industry, medicine, biochemistry and biophysics. Polymer as a word which derives from the origin of 
poly means multiple and mer(meros) means structure from two Greek words. Polymers consist of 
monomers. Monomers are the structures that can be connected to each other by covalent bonds to form 
large molecules. The production methods of polymers includes first the polymerisation of polymer as a 
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chemical process, after producing the desired part with mechanical and thermal process. Thermoplastic 
materials are in the subgroup of polymers and can be finalized by being shaped by heat and mechanical 
treatment. These process can be performed again and again on these materials. But their physical 
properties can change against heat, remolding and forming process. Injection molding, gas-assisted 
injection molding, extrusion, blown film extrusion, rotational molding, pressure molding and transfer 
molding are the main production methods of thermoplastic polymer products [1, 2]. Polyethylene is a 
polymer with a broad range application areas in plastics industry. Polyethylene is a group in polyolefin 
family. Its chemical structure includes methylene (CH2) monomers. Polyethylene materials are 
classified according to their density and bonding type. Low density polyethylene (LDPE), linear bonded 
low density polyethylene (LLDPE), medium density polyethylene (MDPE), high density polyethylene 
(HDPE), ultra high molecular weight polyethylene (UHMWPE) and cross-linked polyethylene (XLPE) 
are the six different types of polyethylenes. Some of the wide range application areas of polyethylenes 
are chemical containers, detergent cups, tubes, pressurized water and gas pipes, cable insulation, some 
automotive parts, various food storage containers, shopping bags, pochette and plastic bags, 
entertainment and toys. HDPE and LDPE are the most widely used polyethylene types. Both 
thermoplastics are suitable for injection and extrusion productions.  

Polymer blends which have called as polymer alloys have been performed by researchers with 
mixing different polymers from many years. Productions and physical tests of HDPE-polypropylene 
(PP), HDPE-LLDPE and LDPE-polyamide 6 (PA6)-ethylene vinyl acetate (EVA) alloys were carried 
out [4]. Shebani et al. 2018 added 20%, 40%, 60%, and 80% LDPE polymer to the HDPE polymer. 
They performed tensile test, charpy impact test, hardness measurement and differential scanning 
calorimeter (DSC) tests. They found out that with the addition of LDPE, tensile strength and hardness 
values decreased, but the elongation at break and the toughness values increased [5]. Sarkhel et al. 2006, 
in their study, HDPE blended LDPE in 80/20, 60/40, 40/60 and 20/80 ratios respectively to obtain 
polymer mixtures. They found that the melt viscosity of these mixtures decreases with the increased 
concentration of LDPE. Besides, they found out that increased amount of LDPE causes the deterioration 
in mechanical properties from the results of tensile tests. However they determined that the increasing 
amount of LDPE in mixture, increased the Izod impact strength values. As a result, they observed that 
as the LDPE ratio in HDPE polymer increased, the crystal ratio decreased in DSC analysis [6, 7]. 

In this study, 25%, 50% and 75% by mass of HDPE polymer was added to LDPE polymer. 
Density, hardness, Izod impact, tear, tensile, three point bending and compression tests were performed.  

2. Material and Method 

2.1. Materials 

Two different  polymer  were  mixed  in  different  ratios  in  this  study.  A  new polymer  alloy  was  
produced by mixing these two different polymers. LDPE polymer was used as a granular form Petilen 
I22-19T commercial product with a melt flow rate of 22 g/10 min (190 °C / 2.16 kg) of PETKIM.  HDPE 
polymer was used as a granular form Petilen I668 commercial product with a melt flow rate of 5.5 g/10 
min (190 °C / 2.16 kg) from PETKIM. Both polymers are suitable for injection molding. 

2.2. Preparation of Samples 

The production of LDPE-HDPE mixtures, granular materials were pre-mixed with Heidolph 
brand, RZR 2021 model mechanical mixer. 25%, 50% and 75% by mass of HDPE was added to the 
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LDPE polymer. Each formula was mixed at 200 rpm for 10 minutes. The samples were dried in the oven 
at 60 °C for 4 hours to remove moisture. Specimens were prepared in a single screw plastic injection 
molding machine (diameter: 35 mm, L/D ratio: 30, clamping force: 700 kN). Mixtures were injected 
into mold at 170-180-190-200 °C temperatures from feeding zone to nozzle zone. Mechanical mixer, 
oven and plastic injection molding machine are shown in Figure 1. 

  
(a) (b) (c) 

Figure 1. Equipment and machines used in production a) mechanical mixer, b) oven and c) plastic injection machine 

Mixing  ratios  by  weight  of  the  samples  are  given  in  Table  1.  Thirty  specimen  groups  were  
produced from each formulas. The specimen group includes tensile test, flexural test, tear test, conical 
calorimeter test, compression test, notched and unnotched Izod impact test specimens (Figure 2). 
Table 1. Mixing ratios of HDPE-LDPE blends 

Specimen Code LDPE (%) HDPE (%) Total (%) 
LDPE LDPE 100 - 100 

LDPE3-HDPE1 L3H1 75 25 100 
LDPE1-HDPE1 L1H1 50 50 100 
LDPE1-HDPE3 L1H3 25 75 100 

HDPE HDPE - 100 100 

 

HDPE L1H3 L1H1 L3H1 LDPE 
Figure 2. The produced samples in the plastic injection molding machine 

2.3. Tests and Characterizations 

All samples were stored in Nüve brand TK252 model conditioning cabinet at 23 °C and 50% 
relative humidity for 40 hours according to ASTM D618 standard before tests (Figure 3). Tests were 
performed at 23 °C and 50% relative humidity. 
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Figure 3. Nüve TK 252 conditioning unit 

The density measurement was made from 6 samples from each formulas. The mass and volumes 
were measured and the density of the samples were calculated by dividing the mass by volume according 
to ASTM D792 standard. Three-point bending samples were used for density measurement (Figure 4). 
Hardness  measurements  were  carried  out  on  6  samples  in  X.F  Shore-D  hardness  tester  (Figure  5)  
according to ASTM D2240 standard. 

 
Figure 4. The dimensions of three-point bending specimen [3] 
 

 
Figure 5. X.F Shore-D durometer 
 

Impact strength properties were determined with pendulum impact test machine. Izod impact 
resistance  test  was  performed  at  Ceast  Resil  Impactor  device  (Figure  6)  according  to  ASTM  D256  
standard. 6 samples were tested from each mixture with 7.5 J to 25 J. The dimensions of the specimens 
are shown in Figure 7. The size of notch is 2.54 mm depth with an angle of 45° according to ASTM 
D256 standard. 

 
Figure 6. Ceast Resil impactor test device [3] 
 

 

 

(a) (b) 
Figure 7. The dimensions of Izod impact test specimens (a) unnotched and (b) notched [3] 
 

Tear strength test was performed on 6 samples from each mixture according to ASTM D624 
(Type-T) standard. The tests were performed on Shimadzu brand AGS-X 100 kN model 100 kN load 
cell  equipped  static  tensile-compression  tester  (Figure  8)  with  a  tensile  speed  of  50±5  mm/min.  The  
dimensions of the tear test specimens were given in Figure 9. Tear strengths of mixtures were calculated 
from tear tests. 
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Figure 8. Shimadzu AGS-X 100 kN tensile-compression test device 

 
Figure 9. The dimensions of tear test specimen [3] 

Tensile tests were performed in Shimadzu brand AGS-X 100 kN model 100 kN load cell equipped 
static tensile-compression test device at 50 ± 5 mm / min tensile speed according to ASTM D638 (Type-
IV)  standard.  The  dimensions  of  the  tensile  test  specimens  are  given  in  Figure  10.  Six  tensile  test  
specimen were tested from each formulas. Tensile strength, rupture strength, modulus of elasticity 
according to tensile condition, elongation at break and toughness values of the material were calculated 
from the tensile tests. 

 
Figure 10. The dimensions of tensile test specimen [3] 

Three-point bend tests were performed in Instron 8801 model 50 kN load capacity dynamic tensile 
and compression test device according to ASTM D790 standard with crosshead speed of 1.4564 mm/min 
(Figure 11). The sizes of the three point bend test specimen is given in Figure 4 and six specimen were 
tested from each formula. Bending strength and flexural modulus according to bending condition values 
were calculated from the tests. 5% strain were taken into account to find the flexural strength values. 

 
Figure 11. Instron 8801 dynamic tensile-compression test device 
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Compressive tests were performed in Shimadzu brand AGS-X 100 kN model 100 kN load cell 
equipped static tensile testing machine was used with crosshead speed at 1.3 mm/min according to 
ASTM D695 standard. The compressive test plates were shown in Figure 8. The sizes of the compression 
test specimen less than 3.2 mm thickness is given in Figure 12 and six specimen were tested from each 
formulas. Compressive strength, yield stress in compression and compressive modulus values were 
calculated according to the compression state. 10% deformation values were taken into account of the 
specimens  for  compressive  strength  values.  The  compressive  modulus  of  HDPE  and  LDPE  were  
calculated from the slope of the linear region in stress-strain curve. 

 
Figure 12. The dimensions of compressive test specimen 

3. Experimental Results and Discussion 

3.1. Density 

The results of the density measurements; mean values, maximum and minimum ranges were 
given in Figure 13(a). The mean and standard deviation of the density values were given in Table 2. The 
addition of LDPE to the HDPE polymer increase the density values. The density of pure LDPE was 
0.888 g/cm3 while the density of pure HDPE was 0.951 g/cm3. The addition of 25% mass of HDPE to 
LDPE polymer increases the density by 2% to 0.905 g/cm3.  Increasing amount  of  HDPE addition to 
LDPE polymer 50% and %75 mass increases the density by %3 and %4 to 0.913 g/cm3 and 0.922 g/cm3 
respectively. 

3.2. Hardness 

Hardness value of the polymers plays key role in their usage areas. The meaning of the hardness 
is resistance of a material to deformation, indentation, penetration and scratching. The hardness values 
of polymers vary depending on their crystal phases. HDPE is more crystalline polymer (51%) than 
LDPE polymer (38%) [8]. The more crystalline phases bring more rigid and hard physical properties. 
[5]. This results are the evidence of this explanation. It has been observed that LDPE polymer hardness 
about 42.9 Shore-D and HDPE was 63.9 Shore-D in the hardness test. Figure 13(b) shows the average 
hardness values, the highest and the lowest ranges. Mean hardness and standard deviation values are 
given in Table 2. 25% mass of HDPE addition significantly increase the hardness values of LDPE by 
34% to 57.4 Shore-D. %50 mass of HDPE addition increase the hardness values of HDPE by 35% to 
57.9 Shore-D. Further addition of 75% mass of HDPE to LDPE polymer increase the hardness values 
by 44% to 61.6 Shore-D. The hardness value of the LDPE polymer was much lower than HDPE 
polymer.  It  was  observed  that  significant  change  in  the  hardness  values  by  adding  HDPE  to  LDPE  
polymer. 
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3.3. Izod Impact Test 

In spite of hammer value reached 25 J, unnotched Izod impact specimens couldn’t be broken. The 
hammer tilted the sample and passed the other side. In the notched Izod impact experiments, no breakage 
was observed 25% by mass of HDPE in LDPE polymer and pure LDPE. That’s because of the soft and 
more flexible segments of LDPE in LDPE-HDPE blend. 25% LDPE and 50% LDPE were added to the 
specimens were broken with a 7.5 J hammer (Figure 13(c)). Due to HDPE more crystalline than LDPE 
polymer and more co-monomer decrease the crystal orientation. This disrupts the impact properties of 
the polymer [9]. The Izod impact strength of notched pure HDPE was found 8.5 kJ/m2. The addition of 
75% and 50% mass of HDPE to LDPE polymer decrease the Izod impact strength values compared to 
HDPE polymer by %11 and %20 to 7.6 kJ/m2 and 6.8 kJ/m2  respectively. Mean Izod impact strength 
values and standard deviation values are given in Table 2. 

3.4. Tear Test 

The highest and lowest ranges of tear strength values of the blends are given in Figure 13(d). 
Mean tear strength and standard deviation values are given in Table 2. The tear strength value of pure 
LDPE was found 45 N/mm and pure HDPE was found 132 N/mm. The addition of 25% HDPE by mass 
to LDPE polymer increase tear strength values by 16% to 52 N/mm compared to LDPE. It was observed 
by the addition of %75 HDPE to LDPE polymer increased  by 28% to 57 N/mm. The addition of 50% 
HDPE by mass to the LDPE polymer  decreased to the lowest tear strength value by 52% to 21 N/mm. 
In general, it has been observed that HDPE addition to LDPE polymer increase the tear strength values. 
In contrast to this the addition of LDPE to HDPE polymer decreases the tear strength values remarkable 
except the addition of both polymer 50% weight percentage significantly decreases the tear strength 
values. Because of the branching network of LDPE more complicated than HDPE polymer [5-9]. This 
detoriates the tearing properties. 
 
 

Figure 13. (a) Density, (b) hardness, (c) Izod impact strength and (d) tear strength values of LDPE-HDPE blends 
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Table 2. Density, hardness, Izod impact strength and tear strength values of LDPE-HDPE blends 

Code Density 
(g/cm3) 

Hardness 
(Shore D) 

Izod Impact Strength (kJ/m2) Tear Strength 
(N/mm) Unnotched Notched 

LDPE 0.888±0.007 42.9±0.8 - - 45±5 
L3H1 0.905±0.008 57.4±1.1 - - 52±4 
L1H1 0.913±0.004 57.9±1.7 - 6.8±0.5 21±5 
L1H3 0.922±0.014 61.6±0.5 - 7.6±0.4 57±7 
HDPE 0.951±0.016 63.9±0.9 - 8.5±0.4 132±7 

3.5. Tensile Test 

Tensile test is important to characterize the material mechanical behaviors from the stress-strain 
curves under tension state. This test was revealed to find suitable application and optimum usage ratio 
of LDPE and HDPE polymer blends. The tensile test curves of the LDPE-HDPE samples were given in 
Figure 14. Mean values and standard deviation values of tensile strength, rupture strength, modulus of 
elasticity, elongation at break and toughness values of the composites were given in Table 3. 

The average, highest and lowest range values of tensile strengths were shown in Figure 15(a). It 
was observed that the tensile strength of LDPE polymer was found 7.7 MPa and HDPE polymer was 
30.6 MPa. The addition of 25% mass of HDPE to LDPE polymer increases the tensile strength by 121% 
to 17 MPa. Furthermore, it was seen that 50% and 75% addition of HDPE to LDPE polymer decreases 
tensile strength by 142% and 213% to 18.6 MPa and 24.1 MPa values respectively. 

Figure 14. Stress-Strain curves of LDPE-HDPE blends 

Table 3. Tensile test results of LDPE-HDPE blends 

Code Tensile Strength 
(MPa) 

Rupture Strength 
(MPa) 

Elasticity Modulus 
(MPa) 

Elongation at Break 
(%) 

Thoughness 
(J/mm3) 

LDPE 7.7±0.4 7.1±0.3 102±12 208±12 1.6±0.2 
L3H1 17±1.5 8.7±0.6 305±20 346±28 3.3±0.4 
L1H1 18.6±0.6 12.5±0.3 448±38 670±40 6.9±0.6 
L1H3 24.1±1.1 14.8±0.7 523±31 878±57 10.1±0.6 
HDPE 30.6±1.3 17.7±0.6 920±46 1249±42 23.1±1.2 

Same manner was observed in rupture strengths, the addition of HDPE to LDPE polymer were 
significantly increased the rupture strengths (Figure 15(b)). It has been determined that the rupture 
strength of LDPE was 7.1 MPa and HDPE was 17.7 MPa. The addition of HDPE by 25% mass to LDPE 
polymer increased the rupture strength by 23% to 8.7 MPa. 50% and 75%  mass of HDPE addition to 
LDPE polymer were increased this value by 76% and 108% to 12.5 MPa and 14.8 MPa values 
respectively. 

The elasticity modulus of LDPE and HDPE polymer were observed 102 MPa and 920 MPa 
respectively. 25% addition of HDPE to LDPE polymer was increased the elasticity modulus 
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significantly by 199% to 305 MPa. It was observed that 50% of HDPE addition to LDPE polymer was 
increased by 339% to 448 MPa. Furthermore, the addition of 75% HDPE to LDPE polymer increased 
the elasticity modulus by 413% to 523 MPa (Figure 15(c)). 

The elongation at break values of LDPE polymer was around 208%, while the elongation at break 
of HDPE polymer was 1249% (Figure 15(d)). By the addition of 25% HDPE to LDPE polymer, this 
value was seen to increase by 66% to 346%. The addition of 50% and 75% HDPE to LDPE polymer 
increased the elongation at break values by 222% and 322% to 670% and 878% respectively. 

The thoughness values were observed from the tensile test curves. The areas under curves were 
calculated. The highest and the lowest ranges and mean values were given in Figure 15(e). Pure LDPE 
polymer thoughness value was calculated 1.6 J/mm3 and  HDPE  polymer  was  23.1  J/mm3.  It  was  
observed that the addition of 25% mass of HDPE to LDPE polymer increase by 106% to 3.3 J/mm3, 
50% of HDPE to LDPE increases by 331% to 6.9 J/mm3 and 75% of HDPE to LDPE increase by 531% 
to 10.1 J/mm3. 

 
(a) (b) 

  
(c) (d) 

 
(e) 

Figure 15. (a) Tensile strength, (b) rupture strength, (c) elasticity modulus, (d) elongation at break and (e) thoughness 
values of LDPE-HDPE blends 
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3.6. Three Point Bend Test 

The mean and standard deviation values of flexural strength and flexural modulus of composites 
were  given  in  Table  4.  The  addition  of  HDPE to  LDPE polymer  increased  the  flexural  strength  and  
flexural modulus values according to bending state. 

Table 4. Three point bend test results of LDPE-HDPE blends 

Code Flexural Strength 
(MPa) 

Flexural Modulus 
(MPa) 

LDPE 7.8±0.5 345±19 
L3H1 10.9±0.7 455±34 
L1H1 13.3±0.8 558±29 
L1H3 17.1±1.2 875±28 
HDPE 24.3±0.9 1109±51 

The average, highest and lowest range values of flexural strengths are shown in Figure 16(a). The 
flexural strength value of LDPE polymer was observed 7.8 MPa and HDPE polymer was 24.3 MPa. 
25% by mass of HDPE addition to LDPE polymer was increased flexural strength value by 40% to 10.9 
MPa. By mass of 50% and 75% additon of HDPE to LDPE polymer increased flexural strength by 71% 
and 119% to 13.3 and 17.1 MPa respectively. 

The flexural modulus of LDPE polymer was calculated 345 MPa and HDPE polymer was 1109 
MPa. The addition 25% by mass of HDPE to LDPE polymer increased the flexural modulus by 50% to 
455 MPa, 50% mass of HDPE addition increased by 97% to 558 MPa and 75% addition increased by 
241%  to  875  MPa  (Figure  16(b)).  It  was  found  that  increasing  amount  of  HDPE  addition  to  LDPE  
polymer were increased the flexural strength and flexural modulus. 

  
(a) (b) 

Figure 16. (a) Flexural strength and (b) flexural modulus values of LDPE-HDPE blends 

3.7. Compressive Strength Test 

Compressive strength, compressive yield strength and compressive modulus of LDPE-HDPE 
blends mean and standard deviation values were given in Table 5. The compressive strength value of 
LDPE was found 10.7 MPa and HDPE was 23 MPa. The addition of 25% HDPE to LDPE polymer was 
increased the compressive strength values of composite by 50% to 16.1 MPa. 50% and 75% addition of 
HDPE polymer to LDPE polymer were increased by 60% and 63% to 17.1 MPa and 17.4 MPa 
respectively (Figure 17(a)). 

Compressive  yield  strength  values  of  LDPE  and  HDPE  were  calculated  4.2  MPa  and  9  MPa  
respectively. The addition of 25% HDPE to LDPE polymer increased by 126% to 9.5 MPa. 50% HDPE 
increased 76% to 7.4 MPa and 75% HDPE increased by 157% to 10.8 MPa (Figure 17(b)). 
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The highest and lowest ranges and mean values of compressive modulus were shown in Figure 
17(c). The compressive modulus of LDPE and HDPE were found 185 MPa and 710 MPa respectively. 
Addition of 25% mass of HDPE to LDPE polymer increased the compressive modulus by 66% to 307 
MPa. 50% HDPE addition increased by 107% to 383 MPa. Furthermore 75% addition of HDPE to 
LDPE polymer increased by %130 to 426 MPa. 
Table 5. Compression test results of LDPE-HDPE blends 

Code Compressive Strength 
(MPa) 

Compressive Yield Strength 
(MPa) 

Compressive Modulus 
(MPa) 

LDPE 10.7±0.7 4.2±0.4 185±12 
L3H1 16.1±0.3 9.5±0.6 307±37 
L1H1 17.1±0.7 7.4±0.5 383±36 
L1H3 17.4±0.8 10.8±0.6 426±27 
HDPE 23±0.8 9±0.3 710±40 

 

  
(a) (b) 

 
(c) 

Figure 17. (a) Compressive strength, (b) compressive yield strength and (c) compressive modulus values of LDPE-HDPE 
blends 

4. Conclusions 

In this study, it was carried out that mixing the low density and high density polyethylene in 
different ratios. The production method of the samples were performed by plastic injection machine. 
HDPE polymers were added to LDPE polymers in 25%, 50%, 75% by mass and some physical and 
mechanical tests were performed. As a result of the studies, the following conclusions were drawn. 

• It was found out that the addition of HDPE to LDPE polymer increase the density, hardness and 
tear strength values. In contrast, the addition of the LDPE to HDPE polymer decrease these values. 

• In Izod impact tests, although the hammer energy increased to 25 J, all unnotched specimens 
couldn’t be broken. HDPE, L1H3 and and L1H1 specimens were broken in notched Izod impact tests. 
The  addition  of  75%  and  50%  HDPE  to  LDPE  polymer  decrease  the  Izod  impact  strength  values  
compared to pure HDPE polymer. 
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• It was found that the tensile curves obtained from the tensile test were in accordance with the 
pure LDPE and pure HDPE polymer tensile characteristics. 

• Tensile strength, rupture strength, elongation at break, toughness and modulus of elasticity 
values were increased by adding HDPE to LDPE polymer from the results of the tensile tests. 

• Flexural strength and flexural modulus values of the composites increased by the addition of 
HDPE polymer to LDPE polymer. 

• It was observed that the addition of HDPE to LDPE polymer increases the compressive strength, 
compressive yield strength and compressive modulus. 25% and 75% of LDPE addition increase the 
compressive yield strength values above pure HDPE. 

•  In contrast  to  all  results  the addition of  LDPE to HDPE polymer decreases the physical  and 
mechanical properties of HDPE polymer. 

• Thermal and combustion tests of these polymer blends will be performed in the next study. 
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FEASIBILITY OF GOLD BASED HALL DEVICES FOR BIOSENSING PURPOSES 

Davut IZCI1*, John HEDLEY2 

Hall sensors widely dominates the field of magnetic sensing. Basically, they 

produce information in terms of voltage with respect to applied field. The 

produced output depends on several parameters such as carrier mobility, 

carrier concentration, thickness and device geometries. In brief, materials 

with higher mobility and less thickness provides better candidates for such 

purposes. Looking at those parameters; gold-based Hall devices may not be 

thought of as the best candidate for magnetic field sensing. However, this 

does not suggest that it cannot be used for biosensing purposes. Gold 

presents an advantage of potential label-free biosensing device development 

since it can easily be functionalized for biosensing purposes. In this study, 

the feasibility of gold-based Hall devices was investigated through different 

fabrication techniques with and without adding separate layers including 

materials such as copper, nickel and chromium. The characterization has 

revealed that devices with smaller dimensions produce better output. The 

results showed that using gold to fabricate Hall sensors has merit for 

potential label-free biosensing purposes by designing a suitable geometry 

and following relevant microfabrication techniques. 

Key words: Hall sensors, microfabrication, gold-based Hall devices 

1. Introduction 

Biosensors are analytical devices that are used in various fields such as food safety, 

environmental monitoring and medical diagnostics. A biosensor is combined of bioreceptor and 

transducer. Those two elements are integrated in such a way that the detection of specific target 

molecules are allowed. A bioreceptor is a specific recognition element for detecting desired chemicals 

and biomolecules whereas the transducer is used to convert the detection event into a meaningful 

description by means of electrical, mechanical or optical signals. 

Historically, the field of biosensor research traces back to 1962 with enzyme electrode 

development by Lenard C. Clark [1] for testing glucose levels in blood and since then the bio-sensing 

field has been contributed by scientists from different research backgrounds. In 1970s, the first 

generation of biosensors was commercialized [2]. Further developments followed by describing a bio-

recognition system for the use of whole cell. Research and developments on the field has continued, 

particularly over the last decade. It is likely that the biosensors will have a huge impact on point of 

care diagnostics [3] because they have potential to be simplified and reduced in size, thus providing 
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easy to use products. Therefore, this field needs to be improved based on new materials and design 

implementations to achieve a detection range of very small concentrations. 

In order to detect a specific desired biological element, the sensor surface should be 

functionalised and this is usually done with complementary molecule [1]. In the presence of desired 

biological element, a capture process occurs. This process refers to the recognition step. A transducer 

is then used for converting the recognition event into a measurable electrical signal. A desired target 

molecule is captured by bio-receptor and this event creates a physical change in the transducer. The 

physical change can be measured as electrical, mechanical, optical or electrochemical based on 

transducer type. This change is converted to an electrical signal for a meaningful interpretation of the 

detection. The signal from output of the transducer is usually very small and needs to be amplified. In 

addition to amplification, any noisy harmonics should also be removed. Figure 1 represents a complete 

bio-sensing system depicting recognition (a), transducing (b), signal amplification (c) and processing 

(d) with recording/displaying (e) steps. 

 

Figure 1. Recognition (a), conversion (b), signal amplification (c), processing (d), recording and displaying (e) steps. 

Biosensors field is one of the fields that requires more improvements and currently an enormous 

amount of work is undertaken [4], [5]. Using magnetism is one of the techniques that was widely used 

to form detection platforms for biosensing purposes since it has a huge promise [6]–[8]. Apart from its 

key role in daily life from electric production to data storage and from quantitative explanation of 

physical properties of materials to particle acceleration [9], magnetic field has a huge potential of 

providing non-destructive and highly efficient detection platforms in biosensing field [6]. It provides a 

low intrinsic background in biological systems since those systems have no comparable biological 

signal [10]. Several mechanisms were reported based on different applications of magnetism such as 

magnetoresistance [11], planar Hall effect [12], spin valve [13], superconducting quantum interference 

devices (SQUID) [14], and Hall effect [15]. Amongst them, the Hall effect principle is the easiest way 

of achieving a magnetic sensor although it may not reach the sensitivity limits offered by some of 

those structures, e.g. SQUID sensors. Although each application has some certain advantages in terms 

of sensitivity, the specific requirements for operation such as low temperature demand in SQUID 

sensors, or fabrication complexity could make them unpractical. Thus, a considerable effort can be 

observed in biosensing applications that employ the Hall effect principle [16]–[18]. The Hall effect 

principle can briefly be explained as the transverse voltage that occurs due to Lorentz force. This force 

is appeared due to deviation in flow of electrons which can be observed under the presence of 

perpendicularly applied magnetic field. The obtained voltage depends on several parameters such as 

applied current and field, thickness and geometrical structure along with carrier mobility and density 

of a particular material. 

Any thin layer of metal or semiconductor in a simple rectangular shape with four contacts could 

be considered as a Hall device although they would suffer from significant small potential difference 

produced at the output due to their electric transport parameters. Because, certain requirements such as 
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carrier mobility, density of charge carriers etc., should be satisfied in materials to have effective and 

sensitive Hall devices. Several structures have been reported such as silicon, bismuth, indium 

antimonite thin films and two-dimensional electron gas heterostructures for fabrication of Hall devices 

[15]. Commercially available Hall sensors are dominated by silicon, due to well-developed CMOS 

manufacturing process [19]. However, in applications requiring higher sensitivity, heterostructures 

from III-V compounds are required because of superior electron transport properties they have [20]. In 

the latter type of devices, manufacturing cost can be high and integration with signal processing 

circuitry may be difficult [19]. Indium antimonite [21], bismuth [22] and graphene [23] thin films are 

also used in Hall applications due to the high electron mobility properties they retain and the linear 

response they demonstrate for a wide range of field strengths. However, gold based sensors have been 

designed and manufactured for this study as an alternative route. The aim was to explore a cheaper and 

easier way of implementation for Hall based biosensors as gold can easily be functionalised for 

biosensing purposes [24]–[26] if a label-free approach is implemented. 

2. Design 

Hall devices are basically devices that are producing information as an output voltage taking the 

applied field into account. Hall voltage output is proportional with carrier mobility and inversely 

proportional with carrier concentration, however, the geometrical structure has certain effects in terms 

of produced output [27]. Therefore, designing a suitable geometrical structure has a huge influence in 

terms of produced output. Scaling those structures are also affecting the output voltage [28]. Several 

devices with different geometrical structures and dimensions was designed for this study. Figure 2 is a 

sketch of basic geometrical structures with corresponding dimensions (in terms of length and width) 

on the masks. Active areas that were ranging from 1 mm to 3 mm were designed to be used for devices 

on FR4 substrate. The reason of designing devices with relatively large sizes (millimetre range) was 

due to PCB fabrication limits. 

 

Figure 2. Representation of circle (a), square (b), cross (c) and cauliflower (d) geometries (L: Length, W: Width). 

A second design including cross structures with relatively smaller sizes (500 µm) was also 

designed for this study. The second design was used to operate laser machine (HPC Laserscript) to 

create masks for gold sputtering on a glass substrate. The reason of choosing the latter dimension was 

because of the limit that the laser cutting machine can reach to obtain a clear mask from acrylic. Due 

to thermal distortion in acrylic, smaller dimensions with clear shapes were not feasible. 

To fabricate micro-scale gold devices on a silicon substrate, a mask was designed with several 

geometrical forms along with various length to width ratios (l/w) greater than 3, in order to avoid 
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weakening the Hall effect due to geometrical factor [15], and made on a 4-inch quartz to form devices 

having active areas of 10 µm, 20 µm, 40 µm and 60 µm. Figure 3 shows the designed mask for the 

latter purpose. 

 

Figure 3. Designed mask with Hall device structures from 10 microns to 60 microns. 

3. Materials 

Thin films [29], 2DEG heterostructures [30] or single layer atomic structures such as graphene 

and its derivatives [31] are the excellent choices since they meet the required criteria for better Hall 

devices. However, working with those materials requires familiarity of microfabrication processes 

which could be expensive to a certain extent and could cost time. Therefore, this study focused on 

devices that are relatively easy to fabricate. Three different routes were followed to manufacture gold 

based Hall devices. Firstly, gold devices, in combination with nickel and copper, were used to be made 

on an FR4 substrate following traditional PCB fabrication routes. Secondly, pure gold structures were 

employed to be directly used on a glass substrate. This approach was simple in terms of fabrication 

with feasibility as Hall sensors. The last approach was to use gold based micro-Hall devices in 

combination of chromium on a silicon die by implementing microfabrication steps. This method of 

fabrication was more complicated to fabricate devices and leading to slightly less sensitive sensors for 

relatively bigger sizes, yet, can be applied to biosensing applications. 
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4. Fabrication 

4.1. Fabrication on FR4 Substrate 

In this approach, the aim was to use an alternative and easier way of device fabrication and 

practically observe the response of an inhomogeneous combination of metals along with different 

shapes and sizes. The devices were made of single-sided PCB with no plated-through holes and were 

built on 1.6 mm FR4 epoxy glass fibre substrate along with three layers of different materials using 

PCB fabrication techniques. It was consisted of 35 µm of copper (Cu) layer, 3-5 µm nickel (Ni) layer, 

and 0.3 µm of gold (Au) layer. A cross-sectional view of the design is given in Figure 4. 

 

Figure 4. Cross-sectional view of designed Hall devices on PCB. 

Several devices with different geometrical structures (Greek cross, square, cauliflower, round 

etc.,) and dimensions ranging from 1 mm to 3 mm were fabricated for each shape – see Figure 5. The 

reason of designing devices with relatively large sizes was due to PCB fabrication limits. Most of the 

devices consisted of 4 contact points; 2 for biasing and other 2 for reading, respectively. The devices 

with 6 contacts (Figure 5(e) and Figure 5(f)) were aimed to be used for quantum Hall effect or 

magnetoresistance effects for future works. The areas covered by solder resist was designed for 

potentially limiting any bead attachment to the required areas of devices meaning that the 

functionalisation process can be performed only on active areas of the devices. 

 

Figure 5. Actual view of fabricated Hall devices on an FR4 substrate. 
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4.2. Fabrication on Glass Substrate 

Devices that are explained in previous section had non-homogeneous structures since they 

included three different layers of materials. Additionally, surface roughness was not as smooth as 

desired. Therefore, additional structures were designed and made on a thin acrylic mask by cutting 

relevant structures with laser cutting machine. Then a gold layer of around 30 nm were formed by 

sputtering technique using a Bio-Rad Microscience Division SC500 sputter machine. Those devices 

had relatively large sizes (500 μm and more) due to the limitation in laser beam size and thermal 

distortion issue in the acrylic. Figure 6 shows the sputter machine used for forming gold structures (a) 

along with the created acrylic masks on glass slides (b) and one of the slides with formed Hall devices 

(c). 

 

Figure 6. Gold sputter coater (a) with designed acrylic masks (b) and actual fabricated devices on glass substrate (c). 

4.3. Fabrication on Si Substrate 

This approach was implemented to fabricate gold devices with an adhesion layer. Micro-Hall 

devices from 10 µm to 60 µm were also fabricated using microfabrication techniques including 

lithography and lift-off processes by employing a SiO2/Si substrate. A chromium layer was used to aid 

the adhesion. Figure 7 demonstrates the microfabrication steps designed for device manufacturing. 
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Figure 7. Lithography and lift-off process for micro-Hall gold devices. Positive photoresist cover (a), lithography and 

developing resist stages for constructing the pattern (b), chromium (Cr) and gold (Au) evaporation using e-beam 

evaporator (c), and lift-off process (d). 

The fabrication started with cutting silicon substrates of around 10 × 10 mm2 and cleaned before 

any process. The cleaning procedure took place initially by doing ultrasonic bath at 80 °C using NMP 

(N-methyl-2-pyrrolidone) and IPA (propan-2-ol) for 10 and 5 minutes, respectively, followed by 

rinsing with ultra-pure water. This was carried out as an initial step for organic clean. Then, further 

cleaning process was taken place using piranha solution (a mixture of H2O2 (hydrogen peroxide) and 

H2SO4 (sulphuric acid)) to remove any residue. The last step in cleaning was to employ RCA cleaning 

method (steps including NH4OH (ammonium solution), H2O2 and BHF (buffered hydrofluoric acid)). 

After wet-chemical cleaning procedure, the substrate was dried using nitrogen gun. The substrate was 

covered with negative photoresist (AZ5214E) by using a spin coater (EMS 6000 spin coater) and pre-

baked at 90 °C for 10 minutes, following the cleaning procedure. Then, the lithography process was 

performed with the aid of patterned glass mask. The sample was exposed to UV for 4 seconds using 

KarlSuss MJB-3 mask aligner. A post-bake stage took place by using a hot plate (Electronic Micro 

Systems Ltd Model 1000-1 Precision Hot Plate) at 120 °C for 30 seconds followed by a blank UV 

exposure for 8 seconds. The latter process was performed to use the photoresist as an image reversal. 

After lithography, patterns were obtained by developing the photoresist using AZ 326 MIF developer. 

A chromium layer of 7 nm and gold layer of 35 nm were evaporated using e-beam evaporator 

(Edwards 306 e-beam evaporator) after developing relevant structure. These thicknesses were decided 

to be adequate for visibility and adhesion. In addition, the stated thicknesses were decided to be 

sufficient for potential biosensing applications in liquid medium. The last step was to do lift-off 

process in order to remove unnecessary parts. Figure 8 shows the obtained device structures after 

following the steps explained above. 
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Figure 8. Patterned photoresist after lithography and developer (a), obtained device structures after lift-off (b). 

A similar process was carried out to form contacts on the obtained structures. Meanwhile, it is 

worth to note that the steps given in Figure 8 are for forming the Hall features using negative 

photoresist. To obtain contacts, positive resist was used instead of negative resist due to feature 

arrangements on the mask. Therefore, the process took place in the reverse meaning that the features 

were formed on the areas where exposed to UV directly. In this case, the same photoresist was used, 

however, it was pre-baked at 90 °C for 15 minutes and the exposure time was 4 seconds without 

performing post-bake and blank exposure. The same developer was used to develop the resist and a 

layer of chromium with 30 nm along with a layer of gold with 250 nm were evaporated using e-beam 

evaporator. The fabrication was completed by doing the second lithography. Figure 9 shows the 

developed features aligned with previously formed Hall structures (a) and the devices with contacts 

after lithography process (b) along with the fabricated devices on a 10 × 10 mm2 die (c). 

 

Figure 9. Patterning and forming contacts along with a silicon die used as a substrate with the fabricated devices on. 

5. Measurements, Results and Discussion 

5.1. Devices on FR4 Substrate 

Devices on FR4 substrate had non-homogeneous material combination along with relatively 

thick and large structures. Initially, a low noise linear DC power supply (Farnell E30-28T) was used to 

drive the devices. The reason of not using a switching power supply was to minimize any noise caused 

by biasing source. Apart from this power supply, a Keithley 6221 AC and DC current source was also 

used for operating devices. To allow current flow, the contacts of the device were soldered using a 

screened cable. The reason of using the screened cable was to eliminate external noise effects. The 

PCB Hall device was placed in between designed c-core structure as shown in Figure 10 in order to 

apply a perpendicular magnetic field.  
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Figure 10. Performing Hall measurements using a designed structure consisting of a rare earth magnet and pure iron. 

A custom made integrated circuitry [10] was used to perform measurements. The output 

voltages in few hundreds of nanovolts were obtained from PCB based Hall devices. Figure 11 presents 

a typical output obtained from gold devices on an FR4 substrate. A current-related sensitivity of 3 µV ∕ 

AT was calculated which proved that the sensitivity of those type of Hall sensors are not in a desired 

range as was estimated due to its relatively large and thick structure along with its non-homogeneous 

structure. 

 

Figure 11. A typical Hall output from gold devices on FR4 substrate. 

5.2. Devices on Glass Substrate 

The gold devices on a glass substrate were designed and fabricated to eliminate the non-

homogeneous structure issue so that the sensitivity could be improved. To perform measurements, a 

screened cable was connected to the device’s contacts with the aid of silver paint (RS Pro Silver 

Conductive Adhesive Paint). Similar to the case in the devices on FR4 substrate, the magnetic field 

was provided using the same iron core and rare earth magnet as shown in Figure 12. 
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Figure 12. Au Hall device on glass substrate placed in magnetic field. 

As was expected, this type of devices showed better sensitivity characteristics compared to 

devices on FR4. Because, it did not include different material combination and had thinner gold layer. 

They also presented a good linearity behaviour. Outputs in microvolt range were obtained from those 

devices as shown in Figure 13. The obtained values were better than the devices on FR4 substrate by 

about an order of magnitude. The behaviour they presented suggests that they can be adopted for 

applications where high sensitivity is not required. A current-related sensitivity of 5 mV ∕ AT was 

obtained which confirms the improvement of the performance comparing FR4 based Hall sensors. 

However, in terms of biosensing applications, they are not suitable due to lack of adhesion to the 

substrate which consequently causes delamination when a liquid inserted on them. 

 

Figure 13. Response of a Au Hall device on glass substrate to magnetic fields under varying current. 

5.3. Devices on Si Substrate 

Micro-fabricated gold devices were employed as an alternative to gold-based Hall devices on 

glass substrate to improve the adhesion. To do so, a layer of chromium was used, however, addition of 

this extra layer means that the performance of the device would decrease. To overcome this issue, the 

size of the sensors was decreased to compensate the reduction of the performance due to adhesion 

layer. The fabricated devices were wire-bonded to a 28-pin DIP chip, as demonstrated in Figure 14, 

using a wire bonder (Kulicke & Soffa Industries Model 4700 Wire Bonder).   
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Figure 14. An optical (a) and SEM (b) image of wire-bonded contacts to a chip. 

The initial measurements were performed on devices with 60 µm sizes. The performance 

parameters with those devices were no better than gold devices on glass substrate. This was an 

expected reduction since micro-Hall gold devices were fabricated with an additional layer of 

chromium. A current-related sensitivity of 3 mV/AT was obtained from those devices which verified 

the reduction in performance. Figure 15 shows the output change of a 60 µm device with respect to 

magnetic field. 

 

Figure 15. The output of a Cr/Au device on silicon substrate with 60 µm active area. 

However, the following measurements on devices with 10 µm active areas presented a 

considerably better performance. This was attributed to the size effect [28] meaning that the smaller 

the size the better the performance. A current-related sensitivity of 27 mV ∕ AT was calculated for 

those devices. In Figure 16, the output characteristic of a 10 µm device is presented with respect to 

varying current (a) and magnetic field (b). The device output with respect to varying current for 

positive and negative magnetic fields was demonstrated to be highly linear and repeatable. Similarly, 

the output of the device with respect to varying magnetic field with a costant biasing current has also 

showed promising figures.  
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Figure 16. The output of a Cr/Au device on silicon substrate with 10 µm active area. 

The performance parameters for gold based devices manufactured via different routes is 

summarized in Table 1. As can be seen, eliminating non-homogeneous structure, reducing layer 

number and the size of the device has significant effect on performance parameters. 

Table 1. Comparison of performance parameters for gold-based devices 

Devices Current-related Sensitivity 

Au / Cu /Ni on PCB (1 mm size) 3 µV/AT 

Au on Glass Substrate (500 µm size) 5 mV/AT 

Au / Cr on SiO2/Si Substrate (60 µm size) 3 mV/AT 

Au / Cr on SiO2/Si Substrate (10 µm size) 27 mV/AT 

6. Conclusion 

In general, gold-based Hall devices on FR4 substrate cannot be considered for high sensitivity 

applications due to their electric material properties and non-homogeneous structure. However, 

reducing the layer sizes has merit for applications not requiring high sensitivity as was shown with 

gold devices on glass substrate. In reality, the performance parameters for the latter type of Hall 

sensors can significantly be improved if they can be made in smaller sizes as confirmed by gold 

devices on silicon substrate with 10 µm active areas. In this work, the aim was to discover a cheaper 

and easier fabrication method, thus, the devices on glass substrate were made with larger sizes, due to 

49

http://dergipark.gov.tr/ejt


European Journal of Technique (EJT)   Vol  10, Number 1, 2020 

Copyright © INESEG                                       ISSN 2536-5010 | e-ISSN 2536-5134                                                  http://dergipark.gov.tr/ejt       

limitation of laser size and distortion in acrylic because of thermal heat effect. Moreover, sputtering 

technique is not convenient for creating a smooth surface as it is bombarding the gold all around the 

surface. Therefore, employing an appropriate glass mask with smaller features and implementing 

lithographical processes would allow smaller sizes. Using electron beam evaporation can improve the 

surface smoothness which will consequently lead to devices with much better performances. 

Meanwhile, it is worth to note that creating devices with only a thin gold layer will not be suitable for 

biosensing applications although they might be used for applications requiring dry air. Because, the 

material is removed from the surface when it is introduced in liquid environment. This is due to the 

lack of the adhesion layer. In the meantime, employing an adhesion layer will cause distortion in the 

performance as was shown by Cr ∕ Au devices with 60 µm active sizes. Nevertheless, this issue can be 

overcome by decreasing the feature size as was confirmed by Cr ∕ Au devices with 10 µm active areas. 
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MARBLE CLASSIFICATION USING DEEP NEURAL NETWORKS 

Murat CANAYAZ 1*, Fatih ULUDAĞ2 

Deep learning, which has been described as the processing and 

interpretation of data, is now widely used. In this study, deep neural 

networks are used for the classification of marbles which can be used in the 

industry. For this purpose most used marbles images were obtained from 

companies in Turkey and 28-class dataset was created. Then VGG16, 

ResNet and LeNet models were trained on this dataset. Data augmentation 

was performed to have class balance. To evaluate the models performance 

accuracy metric is used. In the VGG16 model, fine tunning was applied 

and %97 accuracy was achieved. In experimental studies, models were 

trained with different parameter settings. The performances of the models 

are given comparatively. The fact that both new dataset and deep neural 

networks are used for the first time in marble classification are among the 

positive aspects of this study. It is planned to integrate the models produced 

in the future studies into mobile based expert systems. 

Key words: Marble Classification, Deep Neural Networks, VGG16, ResNet, 

LeNet  

1. Introduction  

The increase in the use of natural stones in architecture and decoration, the simplicity in the 

processing of them as a result of technological developments and the obtaining of them in a more 

economical way has caused more marble production worldwide. Turkey is located in the Alpine-

Himalayan belt the richest marble deposits in the world. Turkey's total marble reserves are estimated 

to be about 5.1 billion cubic meters, which corresponds to approximately 33 percent of the world 

reserves [1]. Marble industry has an important role in Turkey's economy. Overall marbles can be 

divided into eight major groups in Turkey. These marble groups are Marmara types, beige, blacks, 

whites, cherry colors, onyxs, pinks and greens [2]. In 2016, approximately 860 million dollars of 

exports were made [3]. Turkey, in 2016, took the first place by achieving %45,7 of world stone 

exports as marble, travertine etc.   

Marble can be found in different colors and textures in nature due to the minerals in it and 

differences in its formation. In Turkey, more than 80 in different structures and more than 120 in 

different colors and patterns of marble reserves are determined. Although there is no general standard 

                                                   
1
 Computer Engineering Department, Engineering Faculty, Van Yuzuncu Yil University, 65000, Van, Turkey, 

(mcanayaz@yyu.edu.tr) https://orcid.org/0000-0001-8120-5101 

 
2
 Econometrics Department, Faculty Of Economics And Administrative Sciences, Van Yuzuncu Yil University,  65000, Van, 

Turkey, (fatihuludag@yyu.edu.tr) 

 

Received: 07 January 2020; Accepted: 12 February 2020                                                                      Doi: https://doi.org/10.36222/ejt.671527 

52

http://dergipark.gov.tr/ejt


European Journal of Technique (EJT)   Vol  10, Number 1, 2020 

Copyright © INESEG                                       ISSN 2536-5010 | e-ISSN 2536-5134                                                  http://dergipark.gov.tr/ejt       

for naming marble types, the color in general or the region where they are extracted or both are 

considered together Elazig Cherry, Mugla White, Burdur Beige etc.  

Even marble types have with the same name, there may be color and texture differences. Even 

field experts have difficulty identifying the type of marble they encounter. This situation may cause 

problems between suppliers and customers[4].  

The classification of the marble species and the determination of the product quality are 

generally made by experts in the field. Based on the variability of marble types from country to 

country and from region to region and the range of the color scale, companies need automatic systems. 

In the literature, many studies have been done to classify marble species. Hernandez et al. 

compared the classification success of artificial neural networks with deterministic statistical 

classification algorithms for control of marble slabs[5]. Machine learning based computer vision 

applications have recently been used in the classification of marble types and determination of quality 

levels[6-9]. 

Doğan and Akay proposed a method based on the AdaBoost algorithm and histogram 

differences and totals for the classification of marble slabs and achieved a high success for four 

different marble classes[10]. Lopez et al.  used functional support vector machine and functional 

neural network using data obtained from spectrometer for classification of ornamental Stones[11]. 

Topalova and Tzokev used multilayered artificial neural networks to classify marble textures in real 

time[12]. Selver et al.  classify the marble slabs using hierarchical clustering algorithm to increase the 

quality control standards[9]. 

In the field of computer vision, Deep Learning models have been quite successful [13]. Since 

the artificial neural networks are insufficient to extract information from the pictures, the 

Convolutional Neural Networks have been developed[14]. The architecture of convolutional neural 

networks is inspired by the biological vision system. Compared to standard artificial neural networks 

with similar layer size, CNNs have less connection, lower number of parameters to be trained [13]. 

The success of these networks in vision applications is due to two important features: spatially shared 

weights and spatial pooling[15].CNN is the more complex form of neural networks. In this multi-

layered network, for feature extraction there are 3 main layers, such as convolution layer, pool layer, 

fully connected layer. Normally in the neural networks, each neuron in the input layer is bound to the 

next layer by the output neuron. This is called fully connected. In the CNN structure, the FC structure 

is not used until the last layer [20,21]. In the literature, the most popular area in which CNN is used is 

image classification.  

In this study, LeNet, Visual Geometry Group Convolutional Neural Networks (VGG16) and 

Residual Neural Network(ResNet) architectures which are frequently used in the literature are used for 

the classification of marble slabs and their success is compared. The main aim of the study is to 

investigate models for the automatic identification systems needed in the sector and to integrate 

effective models with mobile platforms. 

The contributions of this paper are as follows:  

• It is the first multi-class study in marble classification using Deep Neural Networks. 

• It provides new dataset for marble classification 

• Models obtained at the end of the study can be used as decision support mechanism 

• The models can be easily integrated into mobile applications  
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2. Related Work 

When image classification problems for marble samples are examined, we see that geometric 

and morphological transformation, color and textures of the image are obtained by using image 

processing applications before CNN networks. Most of the works are designed to be operated on the 

production line based on marble industry. From these studies; 

Alajarin et al.  has designed a system to classify marbles in the production line at the marble 

industry. In the prototype he used, he analyzed the color texture of the marble surfaces and classified 

them according to the corresponding group. RGB, XYZ, YIQ, and K-L for image analysis. Color 

spaces are used, and then feature extraction is provided by basic component analysis. The extracted 

features and the artificial neural network were used to classify the marbles[8].  

Selver et al. followed a two-stage method for marble classification. First, features were 

extracted using textures and color spaces. These features have been tested with many artificial neural 

networks. Then classification was made by using hierarchical radial basis function network 

(HRBFN)[9].  

Benavente and Pina presented a mathematical method based on morphology, dividing and 

classifying polished marble samples. In this method, separate textural regions were determined by 

watershed method. Morphological procedures were applied to find 3 elements on image (vein, 

background and transition) and classification was made according to these properties[16]. 

Akkoyun performed a program to be used in marble classification. This program makes marble 

quality classification by using image processing applications on marble images obtained from 

production band[17]. 

In their study, Doğan and Akay suggested a new hierarchical classification method based on the 

use of AdaBoost classification algorithms of various types for automatic classification of marble slab 

images. Features obtained by total and difference histograms method are classified by using Adaboost 

algorithms. This classification was compared with neural networks and SVM[10].  

Selver et al. have developed an automated industrial conveyor belt system using image 

processing and hierarchical clustering for classifying marble slabs in their study[18].  

We could not find a marble classification multi-class study using CNN networks in the 

literature. However, Ferreira and colleagues used CNN to classify granite tiles[19] and Torun et al. 

[22] have trained 600 images in 3 classes by Alexnet and  Local Binary Pattern method  in their study.  

3. Experiments 

3.1. Experimental Setup 

CNN networks such as LeNet, VGGNet16, ResNet were used for the application. Two methods 

were used in the use of these networks. In the first method, the existing network structures for LeNet 

and ResNet were preserved. The training was provided by the transfer learning method for the VGG16 

network. A Geforce Gtx 1070 GPU graphic card was used for applications on the Ubuntu 16.04 

operating system. This reduces the calculation time for each iteration. The application is coded in 

python language using the Keras library. The used network architectures and dataset will briefly be 

introduced. 
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3.1.1 LeNet 

LeNet[23] is a CNN structure which is designed to recognize handwriting and machine-printed 

character recognition by Yann LeCun. The structure of LeNet is simple and small. LeNet as consisting 

of two parts: (i) a block of convolutional layers; and (ii) a block of fully-connected layers. The LeNet 

architecture consists of two sets of convolutional, activation, and pooling layers, followed by a fully-

connected layer, activation, another fully-connected layer, and finally a softmax classifier. 

3.1.2 VGG16 

VGGNET [24] developed by Simonyan and Zisserman was first used in ILSVRC 2014.VGG16, 

consisting of 16 layers deep (13 convolutional layer), is the most preferred network structure for the 

extraction of attributes from images due to its homogeneous structure. It includes 3 * 3 filters. The 

VGGNET structure is publicly available. It requires high calculation costs with 138 million 

parameters.  

3.1.3 ResNet 

This model[25], created by the Microsoft team, was developed to eliminate the problem of the 

convergence of gradient values to 0 in multi-layered deep networks. Thanks to this structure, which is 

known as residual now, it is possible to get successful results in deep layer networks. 

3.1.4 Transfer Learning 

Transfer learning is a method used for feature extraction from data set by using VGGNet, 

Alexnet[13], GoogleNet[26] etc. In this method, the attributes of the images are subtracted without 

using the upper layers of the network. In addition, in a method called Fine-tunning, upper layers are 

removed and replaced by other layers in this method. In transfer learning method, firstly, the existing 

layers must be frozen until the appropriate layers are found. After the network is trained in certain 

iterations, the existing layers are released and the network is continued with the new layers. In this 

study, this method is applied to VGGNet. Initially, new layers were added instead of the upper layers, 

then the existing layers were frozen up to 25 epoch. In the VGG16 model, Flatten, Dense (256), 

Dropout (256), Dense (classes = 28) layers are added instead of the upper layers that are extracted in 

the fine tunning process. With this training, the network reaches a certain accuracy rate. A new 

training process is continued as much as the desired epoch. Fig. 1 shows the transfer learning process. 

 

 

 

 

 

 

 

 

 

Figure 1. Transfer learning process 
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3.1.5 Dataset 

In Turkey there are more than 300 varieties of marble. In terms of industry, there are 28 marble 

types which are the most widely used among these types of marble. A data set has been created from 

marble images obtained from the firms operating in the sector. These images were resized to 224 * 

224 by using OpenCV[27] library based on the size of the image used in the CNN network. The 

number of images is increased via the data agumentation method. The data set consists of nearly 5600 

marble images. The number of images in each class is set to be equal to 200. 150 of them were used 

for training and testing. The remaining 50 is used in the validation process for the first time by the 

network. Our dataset, which contains a sample from each class, is shown in Fig. 2. The original dataset 

we have created can be reached below link publicly available Google Drive Link . 

In the data agumentation process which we use to increase our data set, class 

ImageDataGenerator in the Keras library is used. The methods and ratios used are as follows; 

rotation_range=40,width_shift_range=0.2, height_shift_range=0.2, shear_range=0.2, 

zoom_range=0.2,horizontal_flip=True,        fill_mode='nearest'.  

 

       

AageanRose AfyonBal AfyonBeyaz AfyonBlack AfyonGrey AfyonSeker BejMermer 

       

BlueEmperador Capuchino Diyabaz DolceVita EkvatorPijama ElazigVisne GoldGalaxy 

       

GulKurusu KaplanPostu KaracabeySiyah KemalpasaBeyaz Konglomera KristalEmprador LeylakMermer 

       

LimbraCloudy MediBlack MilasSedef OliviaMarble Oniks RainGrey Traverten 

Figure 2. Marble images of 28 class 

3.2. Evaluation Metric 

After completing the model trainings, accuracy, precision, recall and f1 score metrics are used 

in the model estimation process. A brief description of these is given below. These metrics are easily 

obtained with the scikit-learn and keras library in python programming language. 

Accuracy(acc) compares the index of the maximum true value to the index of the predicted 

maximum value, indicating how often the estimates are at the same point as the true values. 

Precision (P) is defined as the number of true positives(Tp) over the number of true positives 

plus the number of false positives(Fp) 

pp

p

FT

T
P


  (14) 

Recall (R) is defined as the number of true positives(Tp) over the number of true positives plus 

the number of false negatives(Fn) 
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np

p

FT

T
R


  (15) 

 

The quantities are also related to the (F1) score, which is defined as the harmonic mean of 

precision and recall 

RP

PxR
F


 21  (16) 

A macro-average calculates the metric independently for each class, and then takes the average, 

whereas a micro average collects contributions to measure the average measurement of all classes[28]. 

3.3. Experimental results under different parameter settings 

This section shows the results from the models. The models were run until they reached 100 and 

1000 epochs. The parameter values used in these models are given in Tab. 1. 

Working steps in summary; 

- In the study, firstly marble images were collected to create dataset. 

- These images were resized to 224 * 224 through OpenCV 

- These images are enhanced by data augmentation 

- Data set is divided into train, test. 

- Marbles are classified by using CNN networks. 

In the experiments, 2 pathways were observed in the use of CNN networks. Firstly, the data set 

that we have created has been trained in CNN networks and the appropriate weight values and high 

accuracy model have been saved. The second way was the classification of marble by using VGG16 

model with the method called fine tunning. The results in the tables were obtained from the test data. 

Table 1. Parameter values 

Models Optimizer Loss Function Metrics Batch_Size Test_Split_Size 

LeNet SGD learning rate:0.01 

Adam learning rate:0.001 

Categorial_Cross_entropy Accuracy 128 0.25 

VGGNet RMSprop learning 

rate:0.001* SGD learning 

rate:0.001 

Categorial_Cross_entropy Accuracy 32 0.25 

ResNet SGD learning rate:0.1** 

Momentum:0.9 

Adam learning rate:0.001 

Categorial_Cross_entropy Accuracy 128 0.25 

*This optimizer is used for the first 25 epoch of training where the layers are frozen. SGD optimizer was used for 

further training. **In the ResNet model, overfitting was prevented by using L2 norm regularization. For this purpose, the 

coefficient of regularization for weight reduction is 0.0005 
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Table 2. Models with SGD optimizer(100 epochs) 

Models  precision recall f1-score 

LeNet 

Micro Avg 0.73       0.73       0.73 

Macro Avg 0.75       0.75       0.72   

WeightedAvg 0.75       0.73       0.71 

VGG16 

Micro Avg 0.96       0.96       0.96 

Macro Avg 0.97       0.96       0.96   

WeightedAvg 0.96       0.96       0.96 

ResNet 

Micro Avg 0.82      0.82       0.82       

Macro Avg 0.85                0.83       0.82       

WeightedAvg 0.86       0.82       0.81       

 

Table 3. Models with SGD optimizer(1000 epochs) 

Models  precision    recall f1-score 

LeNet 

Micro Avg 0.93 0.93 0.93 

Macro Avg 0.94 0.94 0.93 

Weighted Avg 0.93 0.93 0.93 

VGG16 

Micro Avg 0.97 0.97 0.97 

Macro Avg 0.98 0.98 0.98 

Weighted Avg 0.98 0.97 0.97 

ResNet 

Micro Avg 0.96 0.96 0.96 

Macro Avg 0.97 0.97 0.97 

Weighted Avg 0.97 0.96 0.96 

When we look at the results in Tab. 2 of 100 epoch using SGD optimizer, it is seen that VGG16 

achieves a better result with approximately 96% precision performance. LeNet model needs more 

iteration due to its simple structure. 
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It is possible to see a better performance of VGG16 in Tab. 3 where 1000 epoch is used. ResNet 

achieved a result close to VGG16 with a performance of 96%. Thanks to its high epoch value, the 

LeNet model provided a significant performance improvement over the results of 100 epochs. 

Tab. 4 shows only the results of LeNet and ResNet models obtained with Adam optimizer. The 

reason why the VGG16 model is not in this table is that the data set we use with Adam optimizer is 

worse than the LeNet model in the experimental observations. Looking at the table, it seems that the 

ResNet model performs well from the Lenet model, but this is not a very satisfactory result for a 

model. 

When we examine Tab. 5, it is possible to say that the Lenet model, which performs 92%, will 

be suitable for the data set that we use with Adam optimizer. Fig. 3 shows the confusion matrix 

obtained with validation data on the VGG16 model which provides the highest performance. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Confusion matrix of validation data on VGG16 

Table 4. Models with Adam optimizer(100 epochs) 

Models  precision recall f1-score 

LeNet 

Micro Avg 0.77 0.77 0.77 

Macro Avg 0.78 0.77 0.77 

WeightedAvg 0.78 0.77 0.77 

ResNet 

Micro Avg 0.88 0.88 0.88 

Macro Avg 0.90 0.89 0.87 

WeightedAvg 0.89 0.88 0.86 
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Table 5. Models with Adam optimizer(1000 epochs) 

Models  precision recall f1-score 

LeNet 

Micro Avg 0.92 0.92 0.92 

Macro Avg 0.92 0.92 0.92 

WeightedAvg 0.92 0.92 0.92 

ResNet 

Micro Avg 0.89 0.89 0.89 

Macro Avg 0.90 0.90 0.90 

WeightedAvg 0.90 0.89 0.89 

 

When the performance of the models are evaluated, it is possible to say that the VGG16 model 

is better than the other models when it is used with SGD optimizer on the marble data set. In the 

second performance criterion in which Adam Optimizer is used, LeNet performed better than ResNet 

in the high epoch number. It was observed that the VGG16 gave even worse results than LeNet when 

it is used with Adam optimizer.  Fig. 4 shows the visualization of activation maps for the first 5 blocks 

in VGG16. Fig. 5 shows experimental studies on the model obtained by performing transfer learning 

on VGG16. The red label indicates the estimated label and the green label indicates the actual label 

value.  

 

 

a) b) 

 

 

c) d) 

 

 

e) f) 

Figure 4. a) Original Image b) Visualization of the feature maps extracted from block 1 c) Visualization of the feature 

maps extracted from block 2 d) Visualization of the feature maps extracted from block 3 e) Visualization of the 

feature maps extracted from block 4 f) Visualization of the feature maps extracted from block 5 
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Figure 5. Experimental results of validation data on VGG16 

4. Conclusion 

The aim of this study, which we used to classify marble images with CNN networks, is 

preparing dataset for expert systems which can be used in marble industry and presenting our trained 

model with these datasets to the service of researchers. Within the framework of the research, 28 most 

familiar images of marble were obtained and these images were extended by data agumenatation 

method and data set was created. The dataset is trainedwith LeNet, ResNet,VGGNet16, which is one 

of the most known CNN network architectures. Looking at the results of the training, it is observed 

that high accuracy rate is achieved. Because some networks used require computational costs, the 

GPU requirement was created and this requirement was met with the Geforce GTX 1070 GPU. 

VGGNet16 and ResNet models were completed on an epoch with an average of 18 seconds with this 

GPU. In LeNet model, this rate was 2 seconds. The evaluation metrics are not only satisfied with 

accuracy, but also the results are given in metrics such as f score, precision, recall in model estimation 

process. Since the use of CNN in the multi-class marble classification field was first tried in this study, 

it is suggested that researchers will give an idea for future studies. The dataset were published as 

public. The mobile expert system is designed to be developed for future applications. 
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A SIMULATION MODEL FOR CUSTOMER FLOW ANALYSIS IN A COMMERCIAL 

BANK IN NIGERIA 

 

Mayowa Rafiat AJIBOYE1*, Isiaka ISMAIL2, Temitope Olubanjo KEHINDE3, Adewale ABE4 

In view of competitiveness and increasing search for improved services in 

Nigerian commercial banks, there are some organizational changes necessary 

to facilitate this fate. Recently, the possibility of applying operational research 

techniques, more specifically computer simulation, was raised to address the 

problem of customer queues at bank branches. No bank has been punished 

with a fine if there are customers waiting for more than a certain period of 

time in the queues to be served. The solution to the problem sought to offer 

customer-care to the crowd in all bank branches in Nigeria. In view of this, 

the present work proposes a computer simulation model to study the flow of 

customers in a branch of the bank. This model simulates service capacity and 

time in the face of various hypothetical scenarios to which a bank branch may 

be subject using the Rockwell Automation Arena® v15 software. The results 

make it possible to evaluate new policies for increasing the quality of service 

and compliance with easy customer-care operational service. The generated 

scenarios were evidence alternatives that would reduce waiting times with 

only a few minor alterations. Thereby allowing the service with maximum 

waiting time the standards required. 

 

Key words: Simulation, commercial-banks, queuing, Arena, customer-care 

1. Introduction  

Waiting lines have always characterized a problem at commercial banks. Initially, parallel lines 

were used, one for each service desk. Subsequently, these parallel lines were replaced by a single line, 

where all customers wait in a single line for the first available window. Currently, in addition to the 

single line, bank branches provide customers with a wide variety of alternative services and in an 

automated way, either at branches or over the internet, but they have not, however, been able to eliminate 

the long lines inside the bank branches. 

With the emergence of new products and services offered by the banking sector, banking 

institutions, aware of their responsibilities, have invested significantly in actions aimed at offering 

personalized and high-quality service to all their customers and users. 

                                                   
1
 Department of Accounting, Al-Hikmah University, Ilorin, Nigeria (rafiat.ajiboye@yahoo.com) https://orcid.org/0000-0003-

01777-4799 
2
 Department of Electrical & Electronic Engineering, Ekiti State University, Ado-Ekiti, Nigeria, (isiaka.ismail@eksu.edu.ng) 

https://orcid.org/0000-0003-2428-2383 
3
 Department of Industrial & Production Engineering, University of Ibadan, Ibadan, Nigeria, (kehindeolubanjo@gmail.com) 

https://orcid.org/0000-0001-7703-7395 
4
 Department of Electrical & Electronic Engineering, Ekiti State University, Ado-Ekiti, Nigeria, (adewale.abe@eksu.edu.ng) 

https://orcid.org/0000-0002-3285-1833 

 

Received: 31 January 2020; Accepted: 01 March 2020                                                                                              Doi: https://doi.org/10.36222/ejt.683040 

64

http://dergipark.gov.tr/ejt


European Journal of Technique (EJT)   Vol  10, Number 1, 2020 

Copyright © INESEG                                       ISSN 2536-5010 | e-ISSN 2536-5134                                                  http://dergipark.gov.tr/ejt       

Due to modernization and increasing population, the number of people served by banks grow 

daily and the services offered are increasing in numbers. To further aggravate this problem, there is a 

seasonality inherent in banking operations, such as payday for civil servants, the eve of holidays, end 

and beginning of the month, lunchtime and close to the closing of the branch, etc. 

These issues generate changes in the dynamics of the client flow and make it difficult to predict 

resources allocation and, consequently, control the time of the agency's operations. It is often common 

for a customer to wait for more than 30 minutes to be served or perform an operation at an ATM. This 

is a typical problem and is repeated in many agencies in the country. Following the worldwide trend of 

expanding electronic service as a cost reducer, the banking sector has been gradually expanding 

investment in electronic equipment to increase the range of services, facilitate the service and 

convenience of its customers. 

According to Abensur [1], the need for the banking network to reduce administrative and 

operational costs without prejudice to the quality of service has raised the segment to greater investment. 

New technologies such as ATMs allow banks to offer their customers service channels such as 

withdrawals, deposits, bill payments, transfers, and investments.  

However, many customers still prefer traditional service, directly at the counter, as they believe 

that personal contact is essential. Therefore, offering a quality service means adjusting consumer 

expectations on a consistent basis, that is, if the perceived service reaches or exceeds the expected 

service, customers feel able to use the service provider again [2-4]. The search for process improvement 

is an important factor for the institutional success of any organization, regardless of its size, whether 

public or private, as long as it is carried out in a structured way and is understood by everyone in the 

organization. Therefore, if, on the one hand, there is an increase in technology to reduce the queues in 

the attendance at the counters, and on the other hand, there is a reduction in the number of attendants, 

the problem will persist if there are still queues at conventional ATMs. 

Recently, this problem was studied by Favaretto and proposed the approach from the perspective 

of operational research [5]. He identified the complexity inherent to the dynamics of customer flow in 

bank branches and characterized it as a typical problem to be addressed by computer simulation. In these 

works, it was concluded, among other things, that considering the usual costs of banking operations, the 

stipulated time is compatible with the amount of the fine adopted, forcing the bank to operate within the 

law. In the work of Paradi and Zhu, basic procedures were presented for data sampling and the 

construction of a simulation model for a bank branch [6]. 

In view of this, it becomes necessary to build a model that allows studying the performance of the 

process under certain conditions, allowing the observation of behaviour and enabling the comparison of 

different scenarios. Thus, the present work aimed to create a computer simulation model from data 

collected directly at a bank branch to assess the flow of customers in critical periods of operation. From 

the developed model, several hypotheses were presented that could minimize or even solve the issue. 

The scenarios were simulated according to different situations that the agency could be subject to at 

different times of operation. 

2. Description of the Bank Branch 

The X branch chosen for this study has the services of manual cashiers (conventional service) and 

ATMs (automatic teller machines or self-service) with independent single lines, thus characterizing it 

as a typical agency with the services under study. At the request of management, the agency was not 

identified. 
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The branch has two floors, as shown in Figures 1 and 2. As seen in Figure 1, the lower floor, the 

entrance to the branch and right after the ATM windows. After the revolving door are the information 

and general assistance desks, where customers take their passwords and head for the stairs. On the lower 

floor, there are also seven tables for managers. There are seven ATMs for self-service (two of which 

were inactive). Two employees assist customers with difficulties in operating the machines. Next to the 

stairs, there are two information and general assistance windows, where the customer also takes the 

password for assistance from the manual boxes on the upper floor. 

Figure 1. Ground floor of the Agency. 

Figure 2. Top floor of the Agency. 

 

On the upper floor, shown in Figure 2, there are manual assistance windows and chairs for waiting 

for assistance. Of these windows, two operated regularly and one was inactive. One attendant is designed 

specifically for conventional customers and the other is designed to serve preferred customers (elderly, 

pregnant women, etc.). If this type of customer is not on hold, he also serves conventional service 

customers. 

At the agency, the queuing and password system, that is, the customer arrives, picks up the 

password, waits on the chairs destined for that purpose, and is attended to by the order of arrival. 

The service points are: 

a. Manual assistance: 2 boxes, open from 10 am to 4 pm. 

b. Self-service: 5 ATMs, open from 8 am to 8 pm. 
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During the observation of the system, three types of assistance were identified: 

i. Customer service execution - preferential (manual service); 

ii. Customer service execution - conventional (manual service); 

iii. Customer self-service (ATM service). 

3. Description of the Simulation Model 

For the development of the model presented in this work, the methodology was proposed by [7, 

8], composed of problem formulation and analysis; project planning; formulation of the conceptual 

model; macro-information and data collection; model translation; verification and validation; 

experimental design; comparison of systems and identification of the best solutions; documentation and 

presentation of results and implementation. The verification and validation were carried out also using 

the methodology proposed by Sargent [9, 10]. The conceptual model was developed using the logical 

elements proposed by Montevechi, et al. [11]. 

The translation of the conceptual model of the system to the computer simulation model was 

performed using the Rockwell Automation Arena® v15 software. The data were collected between 

September 1 and September 30, 2019, as they are typical days of high demand in bank branches and 

from this, it was possible to observe that of the 4523 customers who used conventional cash, 82 % were 

of normal service and 18 % were in priority service. 

Two people with stopwatches were positioned in strategic places for data collection. One person 

was located next to the ATMs and the other to the executive ATMs, collecting customer arrival times 

independently. On the second day, service times were collected, where, once again, one person was 

located next to the ATMs and the other one next to the executive ATMs. 

Figures 3 and 4 show the arrival times of customers at the agency for executive and automatic 

assistance, throughout the working day (10 am to 4 pm) and at 15 minute intervals. 

It can be seen in these graphs that the behaviour of the flow of customers arriving at the bank 

branch is very irregular, presenting strong fluctuations, sharply and throughout the period. In this way, 

the difficulty of finding a possible distribution of probabilities that adequately represents the stochastic 

behaviour of the variables under analysis is characterized. Thus, it was decided to insert this data into 

the computational model through resources for generating shifts, the Schedule. This feature establishes 

rules that will be in effect for certain periods of time. Thus, it is possible to generate values very close 

to those presented in the respective Figures 3 and 4. 

Figure 3. Customer arrival times per minute for manual service. 
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Figure 4. Customer arrival times per minute for automated service. 

 

Regarding service times, the behaviour was more homogeneous, oscillating more smoothly 

around an average. This result was already expected, as it is an operation carried out in a more regular 

and systematic way, by one person, who performs the service. These data were processed by the Input 

Analyzer software, complementary to Rockwell Automation Arena® v15 software, to determine the best 

probability distribution that adheres to the set of values. The elements F2, F3 and F4, in the legend of 

Figure 5, show the theoretical distributions of probabilities that best adhere to the stochastic behaviour 

of the variables. 

The main purpose of the Input Analyzer software is to identify the best theoretical probability 

distribution, using the following adherence tests, namely: Chi-square and K-S [12]. 

After collecting data and identifying the behaviour of the variables that represent the dynamics of 

the customer flow at the bank branch, the conceptual model of the system was then shown, shown in 

Figure 5. 

 

Figure 5. Conceptual model of customer flow at the bank branch. 

 

The description of the parameters used in the banking service operation are stated in Table 1 

below. Two Arena® v15 schedule modules (referring: E1 and E2, in Figure 5) were used to input data 

regarding the arrival of customers who were destined for ATMs and executive cashiers. 
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Table 1. Banking service operation parameters. 

 Description Parameter 

E1 Arrival of Customers for Automatic Service Schedule - referring to Figure 4 (one customer at a time) 
E2 Arrival of Customers for Manual Service Schedule - referring to Figure 3 (one customer at a time) 

F1 Automatic Answering Queue Location Infinite capacity 
F2 Auto Answer Normal log (average: 0.0725 and deviation: 0.0656) min 
F3 Manual Service Queue Location Infinite capacity 
F4 Conventional Manual Service 0.5 + Normal log (average: 3.1 and deviation: 2.76) min 
F5 Manual Attendance Preference 0.5 + Normal log (average: 3.1 and deviation: 2.76) min 
F6 Exit Location Infinite capacity 
R1 Electronic Cashier 5 Answering Machines 
R2 Execution Cashier 3 Service windows 

C 1Preferential Service Control 15 % of Preferred Customers  

1If there is no preferred customer, the first in line is served. . 

This procedure was adopted, because although all clients use the same access door when the 

agency arrives, the behaviour of the two services is different, justifying the collection made separately. 

The customer who goes to the ATM, after performing self-service, leaves the system. The 

customer who goes to the cashier after his arrival is characterized by his type of service, whether 

preferential or conventional. If the customer has a preferential service, he goes to his specific cashier 

and is served. In the same way, the conventional customer is addressed to the conventional execution 

cashier and is served, if the customer of this service is in the queue and the preferred execution cashier 

is idle, the conventional customer goes to the preferred cashier to be served. Then, after the service, this 

type of customer leaves the system. 

After the translation of the conceptual model to the simulation model in Arena® v15, verification, 

and validation were performed, following the methodology proposed by Sargent [9, 10]. In this stage, 

the model was monitored step by step, that is, all incoming customers were accompanied to their service 

and checked out. It was also found that the results obtained matched those of the real system, through 

an agency employee. 

4. Analysis and Discussion of Results 

Six hypothetical scenarios were designed, in order to allow the assessment of different situations 

in relation to the flow of clients that the agency maybe subject to, in typical situations of its daily life. 

These scenarios are described below and consider both a situation of increase with a reduction in the 

arrival rate, as well as an increase in resources. 

The reduction in the arrival rate makes it possible to evaluate days with a less intense flow, 

characteristic of the system's seasonality. 

a. Scenario 1 - Increasing the capacity of the manual gearbox from one to two, in addition to the 

preferred gearbox. 

b. Scenario 2 – 10 % increase in the number of customers arriving at the agency. 

c. Scenario 3 - Increase of 20 % in the number of customers arriving at the agency. 

d. Scenario 4 - Increase in the number of preferred customers from 15 % to 25 %. 

e. Scenario 5 - Increase in the number of ATMs from 5 to 6 resources. 

f. Scenario 6 – 50 % reduction in the number of customers arriving at the agency. 

50 replications were used in the simulations of the respective scenarios. In the analysis of these 

scenarios, the average and the maximum number of customers waiting in the queues, the average and 

the maximum waiting times in the queues and the average and maximum occupancy rates of the service 

resources were considered. The results of the simulations of the respective scenarios are presented in 

Tables 2 to 7. 
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Scenerio 1: 

The increase in the number of conventional execution boxes from one to two boxes was simulated. 

The results show only the rates and times that have changed. 

Table 2. Represention of results for scenario 1. 

 
Actual situation Scenerio 1 

Medium Maximum Medium Maximum 

CONVENTIONAL Execution Box 

Number of customers in the queue 7 34 2 22 

Waiting time 15.45 min 78.13 min 2.87 min 33.31 min 

Cashier occupancy rate 92.62 % 99.99 % 66.30 % 83.83 % 

PREFERENCIAL Execution Box 

Number of customers in the queue 1 6 1 9 

Waiting time 3.84 min 51.09 min 2.41 min 47.17 min 

Cashier occupancy rate 81.72 % 99.93 % 44.64 % 66.44 % 

 

Results and observations: 

From the results obtained in the simulation of this scenario, it was possible to observe that the 

number of customers in the conventional executive cashier queue, service time and cash occupancy rate 

decreased. And in the preferred cash register, despite having undergone changes, its impact was 

minimal. However, in both situations in scenario 1, the law was sometimes not enforced. However, the 

occupancy rate of the conventional cashier resource went from 99.9 % to 83.8 % in maximum situations. 

Thus, moving to a more adequate occupancy rate for a human being. 

Scenerio 2: 

A proportional increase in the data collected for the agency arrival rate by 10 % was simulated. 

The arrival rate increased from 738 to 801 customers, maintaining the same behavior of the data 

collected for both arrivals. 

Table 3. Represention of results for scenario 2. 

 
Actual situation Scenerio 2 

Medium Maximum Medium Maximum 

CONVENTIONAL Execution Cashier 

Number of customers in the queue 7 34 11 49 

Waiting time 15.47 min 78.11 min 21.64 min 99.16 min 

Cashier occupancy rate 92.62 % 99.99 % 95.60 % 100 % 

PREFERENCIAL Execution Cashier 

Number of customers in the queue 1 6 1 9 

Waiting time 3.84 min 51.09 min 4.23 min 45.34 min 

Cashier occupancy rate 92.62 % 99.93 % 89.30 % 99.90 % 

ELECTRONIC Cashier 

Number of customers in the queue 3 36 5 45 

Waiting time 1.31 min 16.90 min 2.40 min 23.33 min 

Cashier occupancy rate 76.56 % 85.22 % 83.92 % 94.17 % 

 

Results and observations: 

It was observed that in the conventional executive cashier, the number of customers in the queue, 

the service time and the cash occupancy rate increased a lot. In the preferred executive cash register, the 

increase was smaller. At the ATM, the impact was great, and there was an increase in all items. 

 

Scenerio 3: 

In this scenario, the number of customers who arrived was 858, due to the 20 % rate increase. 
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Table 4. Represention of results for scenario 3. 

 
Actual situation Scenerio 3 

Medium Maximum Medium Maximum 

CONVENTIONAL Execution Cashier 

Number of customers in the queue 7 34 16 75 

Waiting time 15.46 min 78.12 min 31.51 min 120.70 min 

Cashier occupancy rate 92.62 % 99.99 % 98.08 % 100 % 

PREFERENCIAL Execution Cashier 

Number of customers in the queue 1 6 2 9 

Waiting time 3.83 min 51.08 min 4.65 min 50.05 min 

Cashier occupancy rate 81.72 % 99.93 % 95.12 % 100 % 

ELECTRONIC Cashier 

Number of customers in the queue 3 36 11 82 

Waiting time 1.30 min 16.91 min 5.60 min 40.26 min 

Cashier occupancy rate 76.56 % 85.22 % 91.43 % 96.10 % 

 

Results and observations: 

As in the previous scenario, the queues increased, but with greater intensity. 

Scenerio 4: 

This scenario was simulated with the same rate of arrival of customers at the branch, with the 

percentage of preferred customers increasing from 15 % to 25 %. 

Table 5. Represention of results for scenario 4. 

 
Actual situation Scenerio 4 

Medium Maximum Medium Maximum 

CONVENTIONAL Execution Cashier 

Number of customers in the queue 7 34 6 34 

Waiting time 15.46 min 78.12 min 14.76 min 83.36 min 

Cashier occupancy rate 92.62 % 99.99 % 89.61 % 99.98 % 

PREFERENCIAL Execution Cashier 

Number of customers in the queue 1 6 2 14 

Waiting time 3.83 min 51.08 min 5.36 min 60.99 min 

Cashier occupancy rate 81.72 % 99.93 % 85.06 % 99.93 % 

 

Results and observations: 

In this scenario, the preferred executive cash register had an increase in all criteria, whereas in the 

conventional executive cash register there was a decrease in the number of customers in the queue, in 

the service time and occupancy rate, but not enough to comply with the law. 

 

Scenerio 5: 

In this scenario, the behavior of the system was analyzed by increasing the number of ATMs, 

from 5 to 6 machines. 

Table 6. Represention of results for scenario 5. 

 
Actual situation Scenerio 4 

Medium Maximum Medium Maximum 

ELECTRONIC Cashier 

Number of customers in the queue 3 36 1 21 

Waiting time 1.31 min 16.90 min 0.39 min 10.26 min 

Cashier occupancy rate 76.56 % 85.22 % 64.06 % 73.89 % 

 

Results and observations: 

In this scenario, it was noticed that there was a drop in all the evaluated points, due to the increase 

in the resource's capacity. 
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Scenerio 6: 

In the last simulated scenario, the situation with which the agency spends during non-peak days 

was analyzed, so a 50 % drop in arrival rate was estimated. Soon it was possible to analyze what the 

agency's idleness these days. The number of clients who arrived at the agency to simulate this scenario 

was 372. 

Table 7. Represention of results for scenario 6. 

 
Actual situation Scenerio 6 

Medium Maximum Medium Maximum 

CONVENTIONAL Execution Cashier 

Number of customers in the queue 7 34 1 18 

Waiting time 15.46 min 78.12 min 4.20 min 52.19 min 

Cashier occupancy rate 92.62 % 99.99 % 63.82 % 83.47 % 

PREFERENCIAL Execution Cashier 

Number of customers in the queue 1 6 0 5 

Waiting time 3.83 min 51.08 min 1.23 min 30.43 min 

Cashier occupancy rate 81.72 % 99.93 % 26.37 % 49.05 % 

ELECTRONIC Cashier 

Number of customers in the queue 3 36 0 5 

Waiting time 1.30 min 16.91 min 0.01 min 2.62 min 

Cashier occupancy rate 76.56 % 85.22 % 31.95 % 38.18 % 

 

Results and observations: 

In this analysis the expected occurred. On normal days, the agency's resource capacity met the 

needs of the demand, but in the waiting time for conventional and preferred cash, they still exceeded the 

limit determined by law in some moments of the simulations. 

5. Analysis of Scenario 

In scenario 1, when there was an increase in the resource capacity of conventional executive cash, 

the flow of clients improved considerably at the branch, through the reduction of queues and service 

time. Through this result, the agency is practically complying with the law, but in the preferred cashier 

the waiting time is still long, so a fourth cashier is needed during peak hours. The occupancy rate also 

decreased, giving the agency's employee time off to provide better quality care. 

In scenario 2, the 10 % increase in the arrival rate influenced the increase in the number of 

customers who arrived at the branch, so the number of customers in the queues and the occupancy rate 

also increased in all cashiers, but not significantly, due to these already high. However, in scenario 3, 

with the 20 % increase, this impact was greater, as the number of customers increased significantly and 

the cashiers had their occupancy rate of 100 %. 

In scenario 4, with the increase in the percentage of preferred customers, the cash flow of this 

type of service was overloaded, but the load of the conventional service box decreased. 

In scenario 5, the number of ATMs was increased from 5 to 6 counters, in this situation the 

machine occupancy rate decreased even though it was not necessary, since the machines can have their 

occupancy rate up to 100 %. But due to the arrival rate being very dispersed, in some moments small 

and in others very large, the addition of this window reduced the queues for this service, which can be 

seen in Figure 3, providing more satisfaction to the customer in self-service. 

In scenario 6, the customer arrival rate decreased by 50 %, to analyze what the agency's situation 

would be like on non-peak days. For this situation, the capacity of the agency's current resources meets 

its needs. 
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The analyzed scenarios can be divided into two classes. First, the scenarios that propose an 

improvement in the current situation of the agency, such as, for example, the increased capacity for 

appeal and, later, the scenarios that simulate situations that may occur to worsen the current situation of 

the agency, such as the increase in the rate of arrival of customers. 

However, as observed in the analysis of the scenarios, on peak days changes are needed in the 

real situation of the agency, so that it is complying with the “queue law” and providing more quality in 

the service of its clients. 

Through the comparisons made between the scenarios presented, those that improved the service 

conditions at the agency, represented in scenarios 4, 5 and 6, stood out. From these comparisons, it was 

possible to analyze how the average service time would be, the average number of queued customers 

and the average occupancy rate according to the best scenarios as proposed by the agency. 

6. Conclusions 

The model adequately described the behavior of the system under study and proved to be an 

important tool to assist bank branch managers in making decisions about the operation of resources and 

to better control the behavior of queues. From the computer simulations, it was possible to evaluate that, 

in peak days, there is a need to increase the capacity of resources in the studied agency, so that it can be 

fulfilling the requirements determined by the “queuing law”. 

From the initial moment of data collection, it was possible to observe that the occupancy rate of 

the agency's employees was high and, from the results of the simulations, it was possible to verify that 

the employees had their occupancy rate beyond normal. If the rate of arrival of customers increases 

further, as analyzed in some scenarios, it was found that the attendants, in manual cashiers would further 

increase their respective occupancy rates to extremely high rates, compromising the performance of 

functions. 

It is also worth mentioning the application of Integrated DEFinition Methods of simulation 

(IDEF-SIM) in conceptual modeling. As indicated in the article by Montevechi, et al. [11], the creation 

of the conceptual model, using appropriate syntax and semantics, makes the computational model 

translation stage more agile, improving the development of the simulation project as a whole. 
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THE EFFECTS OF WELDING PRESSURE AND REINFORCEMENT RATIO ON 

WELDING STRENGTH IN DIFFUSION-BONDED AlMg3/SiCp COMPOSITES 

 

Nilhan ÜRKMEZ TAŞKIN1, Rifat YAKUT2*, Engin ALP3 

In this study, using the diffusion welding method, welded joints were created 

with AlMg3/SiCp composite materials, and the mechanical strengths of these 

joints were examined. The AlMg3/SiCp composite specimens were cut out of 

plates produced directly with the semi-solid stir-squeeze casting method and 

contained 10% SiCp and 20% SiCp reinforcement. To examine the effects of 

reinforcement ratios on joint strength, specimen couples with the same and 

different reinforcement ratios were created. To examine the effects of 

different welding pressures on joint strength, by keeping the welding 

temperature constant at 580°C, welding was performed under 3 different 

pressures as 1.5 MPa, 2.5 MPa and 3.5 MPa. By determining the 

mechanical strengths of the welded joints that were formed by shear test, the 

effects of reinforcement ratios and welding pressures on joint strength were 

investigated. As a result of the shear tests applied on the welded specimens, 

in the specimens that were diffusion-welded, welding quality decreased 

based on increasing reinforcement ratios, but as the amount of pressure and 

application duration increased, joint strength increased. As the SiC ratio 

increased in the joint zones, diffusion became difficult, and weak joints were 

obtained. The microscopic structure of the joint zone was examined by using 

optical microscopy and scanning electron microscopy (SEM). It was seen 

that diffusion welding could be successfully performed in bonding SiCp-

reinforced aluminium composites if the suitable welding pressure and 

duration are selected. 

Key words: Diffusion Welding, Aluminium, SiC, Metal Matrix Composites, 

Shear Test. 

1. Introduction 

Metal matrix composite (MMC) materials are advanced materials that have increasing usage 

rates in almost all industrial fields, especially defence, automotive and aviation [1-3]. A selected metal 

or metal alloy matrix material may not only be strengthened with reinforcements in micro/nano 

dimensions and different forms, but all thermal processes and cold forming methods that can be 
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applied on the metal or metal alloy selected as the main matrix material may also be performed [4]. 

Although MMCs continue to be used and developed in almost every sector, it is one of the main 

problems that need to be overcome that, in bonding applications of these materials with different 

metals or themselves, the superior technical properties gained in production cannot be transferred to 

the joint zone [5-7]. Especially in bonding applications of particle-reinforced composite materials with 

fusion welding, different densities of the reinforcement material and the matrix material lead to 

separation of the matrix material that goes into a liquid form and the reinforcement materials in 

various forms, failure of achieving the reinforcement distribution before the welding process and 

formation of segregation zones [8, 9]. Besides this, problems such as formation of unwanted reaction 

products due to processing temperatures higher than the melting temperature, uncontrolled 

solidifications that form during cooling or cracking of welding zones by excessive reduction of the 

ductility of the material are also frequently encountered [10-14]. In solid-state welding methods where 

melting does not take place, it is aimed for the materials to be bonded to preserve their structures and 

properties before the welding process, while the welding parameters in the diffusion bonding/welding 

method are temperature, pressure, duration of pressure application and atmosphere, welding zones 

with adequate mechanical properties may be obtained by providing the optimum values, and this 

method may also be used to bond MMCs according to the reports in the literature [15-23]. However, 

welding particle-reinforced aluminium composites is difficult and requires taking special precautions. 

Systematic work on this issue has been encountered in very few studies, and in this study, the 

weldability of MMC materials containing different reinforcement ratios was examined. Composite 

specimen couples with the same and different reinforcement ratios were prepared from AlMg3/SiCp 

composite blocks, and the prepared specimens were subjected to diffusion welding at the temperature 

of 580°C and under pressures of 1.5 MPa, 2.5 MPa and 3.5 MPa. To determine the effects of 

reinforcement ratios on joint strength, shear and microhardness tests were applied, and the 

microstructures of the bonded-welded joints were examined by optical microscopy and SEM. 

2. Experiments 

2.1. Materials 

The specimen material consisted of AlMg3/SiCp composite material obtained by the semi-solid 

stir and squeeze casting method. This method is described in a patent held by Urkmez Taskin and 

Taskin [23, 24]. As the matrix material in the composite materials to be subjected to diffusion welding, 

the AlMg3 (EN AW 5754) aluminium alloy, which has good weldability, ductility and toughness 

properties and excellent corrosion resistance especially against seawater, was used. The chemical, 

mechanical and physical properties of AlMg3 are shown in Tables 1 and 2. As the reinforcement 

material, SiCp particles with grain sizes of 500 Mesh (~12 μm) were utilized. With semi-solid stirring, 

the reinforcement material can be homogenously stirred into the matrix alloy in the desired ratio, and 

during stirring, problems such as flocculation of the reinforcement, separation from the mixture or 

precipitation are not encountered. Additionally, as reinforcement addition takes place at a relatively 

lower temperature than liquid stirring methods, formation of unwanted reaction products is minimized 

[20, 23, 25]. 
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Table 1.  Chemical composition of the AlMg3 alloy [23] 

Fe Si Mn Cr Ti Cu Be Mg Zn - 

max 

0.4 

max 

0.4 

max 

0.5 

max 

0.3 

max 

0.15 
max 0.1 

max 

0.0003 
2.6-3.6 max 0.2 

0.1<Mn+Cr<0.6 

Al-remainder 

Table 2.  Mechanical and physical properties of the AlMg3 alloy and composite specimens [23] 

 AlMg3 AlMg3/SiCp (vol 10%) AlMg3/SiCp (vol 20%) 

Brinell hardness (HBW): (O) (H111) 45 100 148 

Tensile strength (MPa) (F) (H112) 180 210 245 

Proof strength (MPa) (F) (H112) 70-80 190 210 

Density, g/cm3 2.66 2.91 2.99 

Young Modulus, GPa 68-72 70 76 

Shear Modulus, GPa 27 - - 

Melting Temperature, °C 600-640  - - 

A-Min. elongation at fracture (%) (F) (H112) 13-14 12 10 

2.2. Diffusion welding furnace and shear test apparatuses 

For the diffusion welding process, the diffusion welding furnace whose picture is seen in Figure 

1 was designed and produced. The picture of the apparatus that was designed for placing the 

specimens into the diffusion welding furnace and forming welded joints is shown in Figure 2, while 

the specimen dimensions are shown in Figure 3.  

 
 

 
Part 

 No 

Part  

Name 

1 Specimen tray  

2 Lower cap 

3 Resistance bearing bush 

4 Body 

5 Upper cap 

6 Load application punch 

7 Bearing bush 

8 Thermocouple housing 

9 Heating resistance 

10 Lower bearing bush 
 

Figure 1. Schematic drawing of Diffusion bonding apparatus [25] 

Diffusion welding apparatuses were designed and produced out of steel material with the machining 

method. The welded specimens [28] had dimensions of 25 mm x 12 mm x 3 mm, while the shear 

specimens were obtained by cutting these specimens into 3 parts with dimensions of 8 mm x 12 mm x 

3 mm (Figure 3). For applying the shear test, a shear apparatus was designed in compliance with the 

jaws of the INSTRON 1501 universal device and produced (Figure 4).  

 

   
Figure 2. Diffusion bonding fixture [25] 

 
Figure 3. Dimensions of diffusion and shear test specimens [25] 
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Figure 4. Apparatus for the shear test and the diffusion bonded shear test specimen photo [25]  

2.3. Diffusion Welding  

The diffusion welding specimens were cut out of AlMg3 composite blocks with dimensions of 

25 mm x 12 mm x 3 mm using the wire erosion method. The cut specimens were placed onto each 

other in the welding apparatus shown in Figure 2 and joined. In the diffusion welding process, welding 

temperature, duration and pressure values were selected by considering studies in the literature. In the 

trial welding processes, welding was performed when the welding temperature was in the range of 560 

- 590°C, and thus, the welding temperature was selected as 580°C. The diffusion welding process was 

performed under normal atmosphere and without using an intermediate layer. Two different times as 

120 min and 180 min were selected as the welding durations. The welding duration started as soon as 

the temperature of the specimens reached 580°C. During the process, the temperature was constantly 

controlled. The specimens were cooled by themselves inside the furnace and under a fixed load.  

The literature was taken as a basis for the pressure values to be applied in the diffusion welding 

process. For the diffusion welding of Al-based SiC particle-reinforcement composite materials, by 

conducting trials in the interval of 1-5 MPa, the lower pressure value for bonding to start was 

determined as 1.5 MPa, while the upper pressure value where plastic deformation started was 

determined as 3.5 MPa. In the same conditions, by performing welding procedures with the specified 

parametric values on the unreinforced matrix alloy, the reference specimens were prepared. Using 

three different pressure values and two different durations, 2 specimens for each case were joined by 

diffusion welding. The welding pressures and times used in this study are shown in Table 3 [23, 26]. 

Table 3. Diffusion bonding parameters used in this study 

Material Combination 
Temperatu

re (°C) 

Welding 

Pressure (MPa) 

Welding Time 

(min) 

AlMg3- AlMg3 

580 

1.5 

2.5 

3.5 

120 

180 

AlMg3-AlMg3/SiCp, (vol 10%) 

AlMg3-AlMg3/SiCp, (vol 20%) 

AlMg3/SiCp, (vol 10%)-AlMg3/SiCp, (vol 10%) 

AlMg3/SiCp, (vol 20%)-AlMg3/SiCp, (vol 20%) 

2.4. Characterisation 

Each of the welded specimens was divided into three equal parts, and a total of 6 shear test 

specimens with the same conditions were prepared. The surfaces of the specimens to be welded were 

prepared with 100, 200 and 400 mesh sandpapers, and they were left in pure alcohol before the 

procedure. To determine the bond strength of the diffusion welded specimens, shear and hardness tests 

were applied. The shear tests were performed at a progression rate of 0.5 mm/min with an INSTRON 

8501 Universal test device by applying force in the compression direction. The microhardness tests 

were performed on the basis of the DIN EN ISO 6507-1 standard.  

 

The welded specimens were firstly divided lengthwise into two and embedded in Bakelite. The 

specimens that were subjected to standard sanding and polishing procedures were finally subjected to 
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etching. The metallographic examinations of the welded specimens were carried out by an optical 

microscope and by SEM.  

3. Results and Discussion 

The specimens that were bonded by diffusion welding were firstly macroscopically examined, 

and whether or not the welding pressure caused a deformation was determined. As seen in Table 4, a 

preliminary study was carried out under 1.5 MPa, 2.5 MPa and 3.5 MPa of pressure and 120 min and 

180 min of welding duration to determine the suitable pressure and duration. As the results obtained at 

the welding durations of 120 min and 180 min in the preliminary study were in parallel to each other, 

it was found appropriate in this study to use the welding duration of 180 min. Whether or not joint 

formation took place and whether or not deformation was observed are shown in Table 4 regarding the 

material couples’ welding procedure in the preliminary study. No deformation was observed in any of 

the specimen couples that were welded under the pressures of 1.5 MPa and 2.5 MPa.  

Table 4. Diffusion bond and deformation formation according to the applied pressure and time 

Material couple 
Temperature 

(°C) 
Pressure 

(MPa) 
Time 

(dk) 
Deformation Bonding 

AlMg3 - Al Mg3 580 

1.5 120 - - 
180 No + 

2.5 120 No - 

180 No + 

3.5 120 Yes + 

180 Yes + 

Al Mg3 - AlMg3/SiCp (10%) 580 

1.5 120 No - 

180 No - 

2.5 120 No - 

180 No + 

3.5 120 Partially + 

180 Partially + 

AlMg3 - AlMg3/SiCp (20%) 580 

1.5 120 No - 

180 No - 

2.5 120 No - 

180 No + 

3.5 120 Partially + 

180 Partially + 

AlMg3/SiCp (10%) - AlMg3/SiCp (10%) 580 

1.5 120 No - 

180 No - 

2.5 120 No - 

180 No + 

3.5 120 No + 

180 Yes + 

AlMg3/SiCp (20%) - AlMg3/SiCp (20%) 580 

1.5 120 No - 

180 No - 

2.5 120 No - 

180 No + 

3.5 120 No + 

180 No + 

Deformation took place in the non-reinforced specimen couples and on the non-reinforced side in 

cases of welding with 10% and 20% SiCp-reinforced composites under the pressure of 3.5 MPa. No 
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deformation was observed on the reinforced sides. Under the same pressure, deformation did not occur 

after the welding process of 20% SiCp and 10% SiCp-reinforced composites. No deformation was 

observed in the 20-20% AlMg3/SiCp specimen couple under 2.5 MPa. There was negligible 

deformation in the 10-10% AlMg3/SiCp specimen couple under 3.5 MPa. The pressure value of 3.5 

MPa was determined as the upper boundary of pressure in the diffusion welding process of 10% SiCp-

reinforced specimens. There was no deformation in the 20-20% AlMg3/SiCp specimens under 3.5 

MPa. 

The welded joints were examined under an optical microscope and by SEM. Figure 5 shows 

that, in the optical microscopic examinations of the specimens processed under a pressure of 1.5 MPa 

for 120 min, the welding zone lines were noticeable, and gaps and welding lines could not be 

eliminated in this zone. 

 

     
a)                                                                  b) 

Figure 5. Optical microscope images of the AlMg3/SiCp (20%)- AlMg3 couple diffusion welded for 180 min under  

1.5 MPa. a) x2.5, b) x100 

Figure 6a shows that there were gaps and pores of ~1-5 μm dimensions on the joint line in the 

bonding zones of the AlMg3/SiCp (vol.20%) - AlMg3specimens that were bonded under a pressure of 

2.5 MPa for 120 min, whereas Figure 6b shows that gaps and pores decreased on the joint line in the 

bonding zones of the AlMg3/SiCp (vol.20%) - AlMg3specimens that were bonded under a pressure of 

2.5 MPa for 180 min.  

 

  
a)                                                                    b) 

 Figure 6. SEM images of the bonded joints of AlMg3/SiCp (20%) - AlMg3 samples under a) 2.5 MPa pressure and 

120 min. b) 2.5 MPa pressure and 180 min. 

          Bond line 
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Figures 7a and 7b show the bonding zones of the AlMg3 / SiCp (vol.20%)-AlMg3 couple that were 

bonded for 180 min under a pressure of 3.5 MPa. Bonding occurred in the welding zone, and the line 

in the interface mostly became unnoticeable.  

 

     
Figure 7. Optical microscope and SEM images of the AlMg3/SiCp (20%) - AlMg3 couple diffusion-welded for 180 min 

under a pressure of 3.5 MPa. a) X250, b) X1000  

 

As the diffusion welding pressure increased, there were increases in the shear strength of all 

specimens where bonding occurred. Moreover, in the welding process of the composites with a high 

reinforcement ratio, the reinforcement particles probably posed an obstacle to diffusion, and lower 

results were obtained in comparison to the shear strength of the non-reinforced material. When the 

joined specimens included a high ratio of reinforcement, for example, in the case that both parts 

included 20% of reinforcement, and 1.5 MPa of pressure and 120 min of time were applied, bonding 

did not occur completely, and very low shear strength values were obtained. With the increase in the 

welding time and pressure, bonding occurred in the composite materials with high reinforcement 

ratios, and the shear strength values increased. The highest shear strength values were obtained in the 

diffusion welding process of the non-reinforced specimens, while as the welding pressure that was 

applied increased, the shear strength values showed an increase. These results were in good agreement 

with the studies by Cooke et al. (2012) and Zhang et al. (1999). In both these studies, it was stated that 

the strength of diffusion bonded joints decreases with increasing SiCp volume percentage. In the 

welding of the composite materials with the welding parameters in this study, the highest shear 

strength was obtained in the specimen couple where AlMg3 / SiCp(vol.10%)-AlMg3 were bonded for 

180 min under a pressure of 3.5 MPa. If the shear test results are interpreted, it is seen that the 

reinforcement rate affected the quality of welding in the diffusion welding process of the particle-

reinforced composite materials. In this study that was in parallel with similar studies in the literature, 

the SiCp particles in the bonding zone affected the success of diffusion welding negatively, and joints 

with low strengths were obtained. Increased welding pressure and time led to an increase in joint 

strength [26, 27]. The lowest shear strength was obtained at a 1.5 MPa bonding pressure in the AlMg3 

/ SiCp (volume 20%) composite couples, and the highest shear strength was obtained at a 3.5 MPa 

bonding pressure in the AlMg3 / SiCp(vol.10%)-AlMg3 couples. For the bonded joints produced at 

the bonding time of 120 minutes, not enough diffusion bond was provided for all samples. Figure 8 

shows the plot of the change in the shear strength of the samples with the diffusion bonding pressures 

in 180 minutes of bonding time. 
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 Figure 8. Shear test results at different bonding pressures and the welding duration of 180 min 
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(c) 

 

Fig.9. Hardness profiles across the bonded line, (a) AlMg3-AlMg3 (b) AlMg3-AlMg3/SiCp (vol.10%) (c) AlMg3-

AlMg3/SiCp (vol.20%) 

 

The microhardness profiles for across the bond line for the AlMg3/AlMg3 and AlMg3/SiCp-

AlMg3 couples (3.5 MPa/180min) are shown in Fig. 9. In all conditions, the hardness values in all 

regions were higher than the hardness values of the base (AlMg3) materials. Fig. 9a shows the cross-

section of the bond line of the AlMg3-AlMg3 couple. The hardness profile shows the almost 

homogeneous distribution in the bond regions of these samples. The highest hardness value as 70 

HV0.2 was measured in this sample. In welded joints formed used the AlMg3/SiCp composites and the 

AlMg3 matrix alloys, the hardness values in the bond region were measured as higher than the matrix 

material’s hardness values. The highest hardness value on the side of the AlMg3/SiCp (vol.10%) 

composite was found as 74 HV0.2, and the hardness value on bonded line was 68 HV0.2 (Fig. 9b). 

Fig. 9c shows the cross-section of the bond line of the AlMg3-AlMg3/SiCp (vol%20) couple. In this 

sample, a hardness peak was observed close to the interface on the composite side. When the holding 

time was increased from 120 min to 180 min, hardness was also increased. Likewise, by increasing the 

welding pressure from 2.5 MPa to 3.5 MPa, hardness was also increased. It was found that the side of 

the AlMg3/SiCp (vol.20%) composite at a 3.5 MPa pressure had the maximum hardness value as 124 

HV0.2. Moreover, the hardness value on the AlMg3 matrix alloy was 68.5 HV0.2, and the hardness 

value on the bonded zone was nearly the same values. These results were in good agreement with the 

studies by Muratoglu et al. (2006) and Mollaoglu et al. (2006). In both these studies, it was stated that 

the hardness values of diffusion bonded joints increase by increasing SiCp volume percentage, and 

when the bonding time increases, the bonding strength increases, too. Bonding time has a significant 

effect on the diffusion bonding process.  

4. Conclusions 

The following conclusions may be drawn from this study: 

 

a) The AlMg3 / SiCp - AlMg3 couples were successfully diffusion-bonded for all welding 

pressures at a 580ºC bonding temperature for 180 min holding times. The AlMg3couples 
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were bonded with diffusion at lower pressures in comparison to the composite samples. It 

was observed that their shear strength was higher than the composite couples. 

b) The shear strength of the AlMg3 / SiCp (vol.20%) composite couples was lower than the 

AlMg3 / SiCp (vol.10%) and AlMg3 couples at all pressures. As the reinforcement rate was 

increased in the composite samples, deformation decreased at all bonding pressures. 

c) As the diffusion pressure and bonding time increased, the shear strength increased in all 

samples. 

d) The strength of the diffusion-bonded joints decreased with increasing SiCp volume 

percentage. The hardness values of the diffusion bonded joints increased with increasing the 

SiCp volume percentage. Moreover, bonding time had a significant effect on the diffusion 

bonding process.  
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MIXING OF BIODIESELS PRODUCED FROM DIFFERENT SOURCES WITH JET FUEL 

AND COMPARISON OF FUEL PROPERTIES OF THE BLENDS 

Fevzi YAŞAR1* 

Air quality standards set forth by the Clean Air Act and its amendments have 

established guidelines for the reduction of harmful ground-level emissions 

from the aviation sector. The aviation industry raises environmental concerns 

as it is vulnerable in the event of an energy crisis and also consumes fossil 

fuels. In this sector, when using biomass based fuels instead of fossil fuels, 

possible energy crises will be prevented and greenhouse gas emissions will 

also be reduced. This is a kind of biomass energy (bioenergy), biodiesel, can 

be used in diesel engines as an alternative fuel. Biodiesel is produced from 

renewable resources such as vegetable and animal fats. Biodiesel is 

sustainable, environmentally friendly, non-toxic, an alternative fuel for diesel 

engines. In this study, biodiesel fuels were produced from different feedstocks 

(canola oil, algae oil, sunflower oil, cottonseed oil, and waste cooking oil) 

and then blended with jet fuel (JP-8) at various ratios including 5-10-15-20% 

(on volume basis, v/v). The some critical fuel properties of the blends were 

compared with each other and those of the jet fuel. Considering the properties 

of the biodiesel used, it is seen that the fuel with the highest density, viscosity, 

flash point and freezing point was waste cooking oil (WCO) (892 kg/m3, 4.66 

mm/s2, 180 oC, -8 oC). Accordingly, WCO biodiesel blends were found to be 

higher than others. In addition, it was determined that the algae biodiesel used 

in the study had the best density (881 kg/m3), flash point (150 oC) and freezing 

point (-14 oC), and cotton biodiesel met the most suitable viscosity value.  

Key words: Jet fuel,  biodiesel, blend, fuel properties 

1. Introduction  

Energy, which is of primary importance in ensuring the development, and welfare of countries, 

has recently become one of the most strategic tools in the international system.  Energy policies address 

issues such as the safe access of energy resources to international markets in the short term, supply and 

pricing, and development plans and policies in the long term. Although there are no problems in terms 

of reserves in oil and natural gas supply for the next few decades, issues such as searching, producing, 

and delivering new reserves seem to remain the main problem areas affecting international relations. 

Population and income growth are the main factors that cause increase in energy consumption. The 

recent population growth, especially in non-Western countries, and the rapid industrialization and 
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urbanization of these countries have led to major increases in primary energy demand such as oil and 

natural gas. As the world economy grows, the desire for fast delivery of products for trade countries has 

made it important to use the existing energy resources effectively and then to obtain cheap and clean 

energy resources. In order to meet the energy needs, imported energy sources have been used, and high-

cost investments based on fossil-based fuel imports have been made, and foreign dependency in energy 

has reached serious levels for many countries.   The aviation industry is a fast growing sector, which is 

the only network that provides the possibility of rapid worldwide transport. Air transport is becoming 

more popular in world trade, tourism and travelling, the connection of companies for meetings and 

conferences, and many other businesses. It is a convenient way of bridging large distances in relatively 

short time [1]. One of the most important factors that determines the transportation cost in the aviation 

sector is the fuels used in planes. On the other hand, as a result of the increase in fossil fuel consumption 

in the aviation sector, it causes environmental problems due to the harmful and toxic gases such as CO2, 

SO2 and NOx [2, 3]. By 2020, global international aviation emissions are projected to be around 70% 

higher than that of 2005; and the International Civil Aviation Organization (ICAO) forecasts that by 

2050 they could grow by a further 300-700% [4]. The International Energy Agency (IEA) has reported 

that the world will need 50% more energy in 2030 than it needs today due to the transportation sector 

becoming as the second largest energy consuming sector after the industrial sector. Mostly, 

transportation sector sourced from fossil fuels consumes more than 90% of petroleum while a small 

amount is sourced from natural gas and renewable energy sources [9, 10]. As the demand for energy 

increases, the conventional oil and natural gas reserves that can be commercially exploited will diminish 

after approximately 41.8 and 60.3 years, respectively [11]. Therefore, in order to limit the negative 

consequences of climate change, priority and significance should be given to new and renewable energy 

sources, not fossil fuels [12]. For many years, efforts have been made to use alternative fuels to eliminate 

these problems in road vehicles, and countries encourage the use of biofuels both to protect the 

environment and to reduce their dependence on import petroleum. Similarly, in the aviation sector, this 

has led to the need to identify this potential and examine the availability of alternative fuels. In the 

studies carried out for this purpose, the necessity of the use of biofuels in the aviation industry and the 

characteristics of alternative fuel types that can be used were examined. As a result, thanks to the fuel 

systems and unique designs of the aircraft to be produced in the future, it is evaluated that alternative 

fuels that can be used in internal combustion engines and gas turbines may have similar properties, and 

this will contribute to economic development and environmental protection by creating a fuel union in 

road and air transport [13]. However, it is a known fact that fuel also significantly affects the potential 

of reducing greenhouse gas emissions. Four certified pathways to produce bio-jet fuels are described 

here and shown in Fig.1. 

Among these alternative methods and fuels, blending and using biodiesel with different 

proportions of jet fuels has become very popular recently. Commercial aviation fuel is fossil-sourced, 

and the concern that fuels may perish over time raises a number of concerns regarding the safety of 

fuels. In addition, jet fuel production studies from solar energy and carbon dioxide are thought to take 

quite a long time. This requires aviation industry stakeholders to have cost-effective, environmentally 

friendly and sufficient fuel supplies that can be used in existing and future fleets. As a result, various 

airline companies, aircraft manufacturers and engine manufacturers, as well as other industry 

participants, are collaborating with biofuel suppliers to test renewable jet fuel mixtures in existing 

engines both on the ground and in the sky [15]. 
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Figure 1. A simplified schematic diagram of different technology pathways to bio-jet fuel [14] 

 
Over the past five years, several commercial routes have been flown using blends of biofuels and 

conventional jet fuel. For instance, in 2008, Air New Zealand flew a Boeing 747 from Auckland to 

Wellington with one of its four engine fuelled with a blend of 50% hydro-processed jatropha seeds and 

50% Jet A1. In late 2011, KLM Royal Dutch Airlines launched a series of 100 flights from Amsterdam 

to Paris powered by a 50% blend of camelina-derived biofuel, followed by 100 more flights in February 

2012 using cooking oil-derived biofuel. Similarly, between July and December 2012, Lufthansa 

performed a long-term evaluation of Hydro-processed Esters and Fatty Acids (HEFA) kerosene on 1187 

flights from Hamburg to Frankfurt [16]. The International Air Transport Association aspires to use 6% 

biofuel blends in aircraft by 2020 and several test flights have already been performed using blends of 

conventional jet fuel and bio-jet fuel from algae, camelina, jatropha and other plant-based feedstocks 

for both commercial airliners and military aircraft.  Sustainability remains the main concern in order for 

biofuels to become the source of jet fuel; notably, the ability for the biofuel to conserve ecological 

balance, productivity, biodiversity and natural resources. Use of biofuels with jet fuels is undoubtedly 

expected to be an improvement in reducing emissions [17]. Payan et al. [18] addressed environmental 

studies of alternative fuels and analysed the relative greenhouse gas (GHG) emission reduction for 

biomass sources compared to conventional jet fuel based on fossil sources and its blend. The results are 

summarized in Table 1. 

As can be seen in Table 2, when compared to conventional fossil fuel sources, while raw material having 

the highest GHG emission is Jatropha with 42%, the raw material having the lowest emission is found 

to be Wood Residues with 148%. The increase in trade, through both inter-region and inter-country, 

demonstrates the importance of the transportation sector in terms of country economy with globalization. 

Airway is one of the means, which is used for carrying and transporting both people and products or 

services from one place to another with various purposes.  The global fuel consumption by commercial 

airlines has increased each year since 2009, and is predicted to reach an all-time high of 98 billion 

gallons in 2020. While the great recession created a slight decrease in consumption over 2008 and 2009, 
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by 2011 consumption levels had recovered to exceed pre-recession levels. Fig. 2 shows the total fuel 

consumption of commercial airlines worldwide between 2005 and 2020 [19] 

 
Table 1. Relative GHG emission reductions for biomass sources compared to fossil sources [18]. 

Biomass Feedstock                                          GHG Emission Reduction 

Compared to Conventional Jet Fuel (%) 

Jatropha                             42 

Canola                             44 

Corn Stover                             55 

Switchgrass                             63 

Miscanthus                             72 

Camelina                             86 

Waste Fat                             87 

Algae                             124 

Sweet Sorghum                             133 

SRCW                            145 

Wood Residues                             148 

 

 

Figure.2. Total fuel consumption of commercial airlines worldwide between 2005 and 20120 (in billion 

gallons) 

2. Materials and Methods 

The fuel properties of biodiesel vary greatly depending on the fatty acid distribution [20]. The most 

important features are ignition ability, cold flow properties and oxidative stability. Although saturation 

and fatty acid distribution in lipids do not have a significant effect on the production of biodiesel by the 

transesterification method, it is directly associated with the properties of the fuel. For example, biodiesel 

fuels produced from saturated oils have a high cetane number and very strong oxidative stability, while 

exhibiting lower combustion properties. Biodiesel fuels produced from saturated fat tend to gel at 

ambient temperatures. Biodiesel produced from long chain unsaturated fatty acid rich raw material has 

good cold flow property. However, the tendency of these fatty acids to oxidize is very high when 

compared to others. Therefore, problems may arise during the long-term storage of biodiesel [21]. 
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The analyses of fatty acid composition of the oils were conducted by Dicle University Science and 

Technology Application and Research Centre (DÜBTAM). The fatty acid profile of the vegetable oils 

used in this study is summarized in Table 2. 

Table 2. Fatty acid compositions of oils (wt.%) 
 

Fatty acid C:D 
Closed 

Formula 
Algae Sunflower Cotton Canola WCO 

Lauric C12:0 C12H24O2 --- --- --- --- --- 

Myristic C14:0 C14H28O2 --- 0.075 0.686 0.045 0.13 

Palmitic C16:0 C16H32O2 15.64 5.933 21.468 6.234 8.80 

Palmitoleic C16:1 C16H30O2 0.324 0.144 0.556 0.342 --- 

Stearic C18:0 C18H36O2 2.108 3.442 2.607 2.486 4.20 

Oleic C18:1 C18H34O 54.89 36.224 18.214 61.455 45.15 

Linoleic C18:2 C18H32O2 19.56 52.945 55.446 22.124 39.74 

Linolenic C18:3 C18H30O2 4.876 0.383 0.145 5.108 0.20 

Arachidic C20:0 C20H40O2 2.240 0.230 0.062 1.432 0.43 

Behenic C22:0 C22H44O2 0.334 0.456 0.144 0.366 0.75 

 

The algae oil used in the study was obtained from a commercial company (Soley Biotechnology, 

Istanbul, Turkey) and the other oils were purchased from a local supermarket. In order to produce fuel 

suitable for the standard, Sigma-Aldrich's 99.7% purity methyl alcohol and as a catalyst Merck brand 

99.9% purity potassium hydroxide (KOH) were purchased from commercial companies. In accordance 

with our previous studies and literature information, 65 oC temperature, 60min reaction time, 1% catalyst 

and 20% of methyl alcohol were determined as optimum conditions; and transesterification reactions of 

all oils were performed under these conditions. The properties of the biodiesel fuels produced were 

analysed at TÜPRAŞ Batman Refinery fuel analysis laboratory and Batman University Technical 

Sciences Vocational School Refinery and Petro-Chemistry Technology Program Laboratory.  

3. Results and Discussion 

Fuel properties of jet fuel (JP-8) and biodiesel blends mixed in different proportions are given in Table 3. 

Density is an important fuel property directly related to aircraft performance. Some fuel-gauging 

systems give readings proportional to the speed of sound; therefore, this property is also an important 

fuel parameter. The speed of sound in a material characterizes its susceptibility to pressure changes at 

constant entropy. Therefore, while density is a static property, the speed of sound provides information 

about effects relating to the distribution of energy on a molecular scale [22]. When biodiesel produced 

from different oils at the rates of 5%, 10%, 15% and 20% is added to jet fuel, the density values of the 

blends change as in Figure 3. 
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Table 3. Fuel properties of jet fuel, biodiesel fuels and their blends at various blends 
 

 FUELS PROPERTIES 

 
 Density  

15oC (kg/m3) 

Kinematic Viscosity 

40 oC (mm2/s) 

Flash Point 

(oC) 

Freezing Point 

(oC) 

Raw 

Jet Fuel 795 1.17 43.0 -55.1 

Canola 883 4.48 172.0 -11 

Algae 881 4.55 150.0 -14 

Sunflower 885 4.28 178.0 -7 

Cotton 881 4.22 175.0 -13 

WCO* 892 4.66 180.0 -8 

%5B 

Canola 800 1.23 55.5 -29.7 

Algae 801 1.25 48.0 -25.7 

Sunflower 803 1.23 53.5 -32.6 

Cotton 812 1.34 55.5 -21.4 

WCO* 818 1.54 60.1 -16.5 

% 10B 

Canola 803 1.33 60.2 -25.3 

Algae 805 1.36 49.5 -21.2 

Sunflower 809 1.32 56.2 -28.4 

Cotton 816 1.38 60.3 -18.5 

WCO* 823 1.58 65.5 -13.7 

%15B 

Canola 809 1.42 64.8 -21.4 

Algae 811 1.44 50.5 -18.6 

Sunflower 816 1.43 59.5 -24.3 

Cotton 825 1.52 62.7 -15.2 

WCO* 836 1.77 68.3 -9.7 

% 20B 

Canola 816 1.56 68.4 -17.8 

Algae 818 1.59 51.5 -15.2 

Sunflower 824 1.55 63.7 -17.1 

Cotton 830 1.64 68.5 -11.3 

WCO* 840 1.95 70.7 -5.8 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Density changes of biodiesels mixed with jet fuel in different proportions 
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As seen in Figure 3, it is seen that when biodiesel fuels with higher density than jet fuel are mixed with 

jet fuel, they show a relative increase in density compared to the amount of biodiesel (%). However, all 

measured values appear to be within the scope of ASTM D 1298.  Jet fuels are a mixture of 

hydrocarbons, the molecular weights of these hydrocarbons vary depending on their chain length. 

Therefore, it is known that the melting point and the smoke point, which have a significant effect on the 

quality of aviation fuel, change with the chain length of the hydrocarbon [23]. One of the important 

features that determine the quality of the fuels used in the aviation industry is the viscosity of the fuel. 

It is desirable that the fuel viscosity is quite low, since low viscosity means that the fuel comes to the 

engine combustion chamber without problems[24]. Apart from these features, jet fuels must not have 

any water other than the amount specified in the standards. If there is too much water in the fuel, the 

risk of freezing of the fuel will increase as the aircraft rises high. Freezing of the fuel will disrupt or 

interrupt the fuel flow to the turbines. This can cause turbines to malfunction. The high viscosity of jet 

fuels is an important problem for the injection nozzles of the turbines. In such a case, during fuel 

injection, the nozzles need to use more energy to spray the fuel. If this problem is not resolved, it will 

shorten the working life of the injection nozzles, resulting in higher maintenance costs and re-ignition 

the engine in the event of a malfunction during flight. It also affects the pressure drop in high viscosity 

fuel lines [25]. As a consequence, the fuel pump must work harder to guarantee a constant flow rate so 

that the turbines can continue working as required [26, 27]. In Figure 4, there are the viscosity values of 

jet fuel + biodiesel blends obtained with biodiesel mixed with jet fuel at different rates measured at 40 
oC. It is seen that all of the determined values are below 2 mm2/ s. This predicts that the mixture obtained 

by adding up to 20% of biodiesel into jet fuel will not be a problem in terms of viscosity. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Viscosity changes of biodiesels mixed with jet fuel in different proportions 
 

The flash point of a volatile material is the lowest temperature at which its vapours ignite if given an 

ignition source [28, 29]. The flash point is sometimes confused with the auto-ignition temperature, the 

temperature that causes spontaneous ignition. The fire point is the lowest temperature at which the 

vapours keep burning after the ignition source is removed. It is higher than the flash point, because at 

the flash point more vapour may not be produced fast enough to sustain combustion [30]. 
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Fig. 5. Flash point changes of biodiesels mixed with jet fuel in different proportions 
 

When biodiesel produced from different oils at 5%, 10%, 15% and 20% ratios is added to the jet fuel, 

the flash point values of the mixtures change as in figure 5. It is seen that all of the obtained results are 

within the scope of ASTM D 3828 values. Therefore, it is thought that when 20% of the biodiesel used 

in this study is added to the jet fuel, it will not be a problem in terms of the Flash Point feature. 

Freezing point is an important quality specification for jet fuel [31]. This is the temperature at which 

components in the fuel start to solidify into wax crystal [32]. Freezing point is measured as the 

temperature at which the last wax crystal melts when warming a fuel that has previously been cooled 

until wax crystals formed [33]. At very low temperatures, aviation fuels will develop solid hydrocarbon 

crystals. The freezing point test for aviation fuels was developed to determine the temperature at which 

these crystals completely disappear. The freezing point test is important for aviation fuels since 

impeding fuel flow can have catastrophic effects for aircraft such as interfering with the atomisation of 

the fuel [34]. 

Fig. 6. Freezing point changes of biodiesels mixed with jet fuel in different proportions 
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As seen in Figure 6, when the biodiesel used in the study was added to the jet fuel in different proportions 

(5%, 10%, 15% and 20%) and freezing points of the mixtures were measured, a significant increase was 

found in the values. This suggests that fuel mixtures may cause some problems in the engine as the 

aircraft height increases. However, it is anticipated that this problem can be solved with additional 

freezing point reducing additives and appropriate amount of biodiesel. 

4. Conclusions 

The main purpose of this study is to determine the density, viscosity, flash point and freezing point 

values of the fuel mixtures obtained by adding 5%, 10%, 15% and 20% ratios (v/v) of different biodiesel 

blends into jet fuel. The fatty acid compositions of the oils used in the study were measured and the 

effects of the biodiesel fuels produced from various oils on the fuel quality were determined. 

Considering the properties of the biodiesel used, it is seen that the fuel with the highest density, viscosity, 

flash point and freezing point is WCO (892 kg/m3, 4.66 mm2/s, 180 oC, -8 oC). As a result, values of 

WCO biodiesel blends were found to be higher than other blends. In addition, it was determined that the 

Algae biodiesel used in the study has the best density (881 kg/m3), Flash point (150 oC) and Freezing 

point (-14 oC), and the cotton biodiesel meets the most suitable viscosity value. When we look at the 

mixtures we used in this study, it is seen that all values except freezing point values comply with the 

standards. It is thought that the freezing point problem in the blends can be overcome by using suitable 

additives and appropriate proportions. 
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CRASHWORTHINESS INVESTIGATION OF VEHICLE FRONT BUMPER BEAM WITH 

DIFFERENT CROSS-SECTIONS UNDER AXIAL DYNAMIC LOAD 

Hüseyin BEYTÜT1, Selçuk KARAGÖZ2*, Serkan ÖZEL3 

     Bumper beam, is one of the first structures exposed to impact at the time 

of an accident. Therefore, how it behaves at the time of an accident is 

extremely important in terms of passenger safety, cargo and other critical 

parts of the vehicle. What is expected from a bumper beam is to absorb 

the kinetic energy of the vehicle through plastic deformation, particularly 

at low and medium speeds. In this study, finite element models of the 

crash situations of the bumper beams with five different cross-sectional 

geometries and equal weights were created by using the HyperMesh 

software and crash analyses were carried out. Since the bumper beams 

may behave differently in different barrier types, pole and wall barrier 

impact test was investigated. AA6061-T6 Aluminum alloy was used as the 

material and Johnson-Cook was used as the material model. The results 

revealed that the cross-sectional geometry had significant effect on 

crashworthiness and the models exhibited different crashworthiness on 

wall and pole barriers. RADIOSS/explicit and non-linear finite element 

codes were used. 

     Keywords: Vehicle bumper beam; energy absorption; finite element 

method; crashworthiness.  

1. Introduction 

In today's vehicle designs, vehicle crashworthiness and vehicle mitigation have become attractive 

matters for both automobile manufacturers and researchers [1, 2]. Crashworthiness is an engineering 

term used to describe the ability of a vehicle structure to protect its occupants during a crash [3]. The 

importance of vehicle crashworthiness is constantly increasing due to strict safety norms, high 

competition and increasing safety concerns.  

Bumper beams, which are among the passive safety systems in vehicles, are important structural 

elements for vehicle crashworthiness. Since the bumper beam is one of the main parts that absorbs 

vehicle crash energy, its design and production are extremely critical for an efficient energy absorption 
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[4]. Bumper beams are impact absorber structures located in the front and rear of the vehicle and whose 

primary function is to protect critical parts of the vehicle and occupants. Bumper beams are applied to 

today's vehicles by being designed with different materials in various geometries with crash boxes.  

The main purpose of this dual system is to absorb the kinetic energy of vehicle and to ensure that 

occupants survive the accident with minimum damage. Since the cross-section of the bumper has effect 

on the crash performance, it can be designed in different cross-sections [5] (fig. 1).  

 

 

 

 

 

 

 

 

Figure 1. Bumper beam cross-section examples and models [5]. 

The main physical phenomenon, where the structures used for energy absorption absorb energy, 

is plastic deformation. Keeping plastic deformation at maximum level is important in terms of the 

amount of energy that is absorbed. Therefore, the material used needs to be stiff but deformable [6-8]. 

A non-deformable structure will act as rigid and transmit the force to the other parts without performing 

its essential task which is energy absorption.  

Cross-section [9, 10], material [11, 12], wall thickness [13], loading conditions [14], which are 

the main parameters that significantly affect crashworthiness of bumper beam, are the most studied 

subjects by researchers. Certain parameters have been determined in the determination of 

crashworthiness of energy absorbing structures. The most important ones are the amount of absorbed 

energy, peak crushing force, mean crushing force, crash force efficiency and specific energy absorption. 

1.1 Absorbed Energy (AE) 

The amount of absorbed energy by bumper beam can be found in the area below the force-

displacement curve (Equation 1).  

                             AE = ∫ P(x)dx
d

0
                               (1) 

Where; d refers to displacement and P(x) refers to the force in the axial direction.  

1.2 Peak Crushing Force (PCF) 

Peak crushing force generally occurs on the first reaction force if the trigger mechanism (groove, 

hollow, hole) is not used. It is expected to be low in terms of the force to be transmitted to the occupants 

at the time of an accident.  

1.3 Mean Crushing Force (MCF) 

The mean crushing force value is found by the ratio of AE to displacement (Equation 2). In order 

to keep the AE at the maximum level, it is a desired situation that the forces after the first reaction force 

are close to the mean crushing force.  
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                              Po =
AE

d
                                     (2) 

1.4 Crash Force Efficiency (CFE) 

Crash force efficiency (η) is calculated by the ratio of the MCF to the PCF (Equation 3). It is an 

important parameter in evaluating the crashworthiness of the structure since it depends on both the AE 

and PCF (Pmax⁡). 

                               η =
Po

Pmax                                  (3) 

1.5 Specific Energy Absorption (SEA) 

It is calculated by the ratio of the AE to the mass of the structure (Equation 4). Since all models 

in this study have equal weights, the absorbed energy rates will be equal to the specific energy absorption 

rates.  

                              SEA =
AE

m
                                  (4)   

2. Material and Method 

In addition to the energy absorption property of bumper designs, lightness, ease of production and 

being economic are also expected. Steel, aluminum, magnesium alloys and polymeric-based composites 

are main materials used as bumper beam material [15]. In this study, Aluminum 6061-T6 alloy was used 

as the bumper material. Johnson-Cook material model [16], which represents the isotropic elasto-plastic 

material was used due to the fact that the vehicle front structure components used for energy absorption 

are subjected to significant plastic deformations in a very short time at the time of an accident and due 

to the effect of strain rate on crashworthiness. Johnson-Cook material model is often used in dynamic 

analyses since it pays attention to the strain rate , hardening and temperature effect [17-19]. In this study, 

temperature influence was neglected. The mechanical properties and Johnson-Cook parameters 

belonging to aluminum 6061-T6 alloy are given in Table 1. 

Table 1. Mechanical properties of AL6061-T6 alloy and Johnson-Cook parameters [20]. 

E(GPa) 𝝆(gr/cm3) 𝝂 A(GPa) B(GPa) n C 

70 2.7 0.33 324 114 0.42 0.002 

Where A is the yield stress, B is hardening parameter, n is hardening exponent and C is strain-

rate coefficient. Bumper models was designed as surface on CATIA software in a way to have the same 

surface area (0.357 m2) in 5 different geometries (Figure 2). In model 2, model 3 and model 4 designs, 

outward or inward hollows were formed. In this way, it was aimed to reduce the peak crushing force by 

allowing easier folding.  

 

 

 

Figure 2. Bumper beam models designed in 5 different cross-sectional geometries and in the same weight. 
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Each bumper weight is calculated as approximately 1155 g for 1.2 mm wall thickness and 2700 

kg/m3 density. Shell elements in the size of 2.5x2.5 were used for mesh by using HyperMesh software. 

As contact definition, "Nodes to Surface Contact", which ideally represents the model in dynamic 

analyses and uses penalty method, was used [21, 22]. During folding, the friction coefficient between 

the surfaces of the bumper beams and between the bumper beam and the wall and pole barriers was 

accepted as 0.2 and Coulomb's law of friction was used [23, 24]. The created pole and wall barriers were 

defined as rigid to prevent deformation. 1225 kg mass was added to the bumper beams to provide a real 

crash environment and they were crashed to straight wall and pole barriers with 56 km/h. In addition, 

all models were restricted from other degrees of freedom except the axis to which the speed was 

provided (Figure 3).  

Figure 3. Model 3's finite element model and schematic representation regarding a) pole barrier b) wall barrier.  

Since the bumper beam under dynamic load was subjected to very high plastic deformation in a 

very short time, explicit method was used. In the explicit method, the total analysis time is divided into 

much smaller time intervals which are named as time steps. The statement regarding the time step is 

given in Equation 5 and Equation 6. 

                               ∆𝑡𝑒 =
𝑙

𝑐
                                   (5)                 

                               𝑐 = √
𝐸

𝜌
                                   (6) 

Here; 𝑙 represents the smallest distance between the 2 nodal points of the element, c represents 

the sound velocity of the material, E represents the elasticity modulus of the material and 𝜌 represents 

the density of the material. As the size of the element used in the formation of the mesh becomes smaller 

and the elasticity modulus of the material increases, the time step will become smaller and thus, the 

solution time will extend. In this study, the time step varies between 1.966 E-4 and 3.321 E-4 depending 

on the model.  

3. Results and Discussion 

The deformation conditions occurring on the wall and pole barriers of the bumper beam models 

designed for each geometry at the end of the crash analyses are shown in Figure 4. While off-center 
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deformation was observed on the pole barrier, deformations also occurred on the sides on the wall barrier. 

In addition, stresses were at maximum level on these areas because the end parts of all models were 

restricted to other degrees of freedom except the axis in which the speed was provided. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Models' deformation conditions on rigid pole and wall barriers and Von Mises stress distributions.  

It is a desired situation that the reaction force, which is an important criterion in the evaluation of 

crashworthiness, is low in terms of occupant and transported cargo safety. In order to reduce the peak 

crushing force that usually occurs in the first reaction force, hollows were added to Model 2, Model 3 

and Model 4. Thanks to the added hollows, the peak crushing force in these models was found to be 

lower than in other models. On the rigid wall barrier, the highest crushing force was achieved in Model 

5 and the lowest in Model 1 (fig. 5).  

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Crash load versus displacement curves for rigid wall barrier. 
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Peak crushing forces on the pole barrier of the models with hollows were also lower as on the 

wall barrier. In terms of both wall barrier and pole barrier, the first reaction force of the Model 3 was 

found to be the lowest and the Model 5 was found to be the highest. This situation is thought to be 

caused by the fact that the Model 5 did not have any hollow and its cross-sectional geometry was 

straighter than other models.  

For all models, the peak crushing force on the wall barrier was higher than the pole barrier. The 

reaction forces of the models occurring on the rigid pole barrier are given in Figure 6. In the Model 1 

with no hollow, the peak crushing force occurred at the first reaction force, while it occurred at the next 

reaction forces in other models. On the rigid pole barrier, the highest crash load was obtained in the 

Model 5 and the lowest in the Model 2. 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Crash load versus displacement curves for rigid pole barrier.  

The amount of absorbed energy by the models on the wall barrier is given in Figure 7. The Model 

5 has the most energy absorption, while the Model 3 has the lowest energy absorption. 

 

 

 

 

 

 

 

 

 

 

Figure 7. Absorbed energy versus time curves for rigid wall barrier. 
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The amount of absorbed energy by the models on the pole barrier is given in Figure 8. The Model 

5 has the highest energy absorption, while the Model 4 has the lowest energy absorption.  

  

 

 

 

 

 

 

 

 

 

 

Figure 8. Absorbed energy versus time curves for rigid pole barrier. 

Since all bumper beam models had a more homogeneous plastic deformation on the wall barrier, 

they achieved more energy absorption compared to the pole barrier. At the same time, their peak 

crushing forces were also higher. When the analysis results are evaluated, it is seen that the highest 

absorbed energy (AE) value was obtained in the Model 5 in terms of both pole and wall barrier. The 

lowest peak crushing force (PCF) was obtained in the Model 1 for rigid wall barrier and Model 4 for 

rigid pole barrier. When the results are evaluated in terms of crash force efficiency (CFE) depending on 

both AE and MCF, the best result was obtained in the Model 1 for rigid wall barrier and Model 2 for 

rigid pole barrier. Dynamic analysis results for all models are given in Table 2. 

Table 2. Dynamic analysis results for all models. 

Model 

No 

Rigid Wall Barrier 

 AE (J)   PCF (kN)   MCF (kN)   CFE 

Rigid Pole Barrier 

  AE (J)     PCF (kN)    MCF (kN)    CFE 

Model 1 2456.70 37.56 26.65 0.709 1029.33 18.20 11.15 0.612 

Model 2 2189.75 41.22 23.75 0.576 949.51 14.94 10.28 0.688 

Model 3 2094.02 38.79 22.72 0.586 920.08 18.44 9.96 0.540 

Model 4 2282.18 38.14 24.76 0.649 895.58 15.10 9.70 0.642 

Model 5 2524.40 46.74 27.39 0.586 1082.20 28.19 11.72 0.415 

4. Conclusion 

The peak crushing force is expected to be low and the absorbed energy is expected to be high in 

the values obtained as a result of crash analyses. 5 different bumper beams having the same weight were 

modeled and crashworthiness under dynamic load was investigated. In order to reduce the peak crushing 

force that usually occurs at the first reaction force, hollows were added to some models. It was observed 

that the first reaction force was lower in the models with hollow and it was concluded that the first 

reaction force could be reduced by adding hollow.  
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When finite element analysis of the models is evaluated, it is seen that the highest energy 

absorption was achieved in the Model 5 with 2524.40 J for rigid wall barrier and 1082.2 J for rigid pole 

barrier. However, in the Model 5, the peak crushing force values were 46.74 kN for the rigid wall barrier 

and 28.19 kN for the rigid pole barrier, and these are the highest values for all models. This situation is 

thought to be caused by the fact that the Model 5 did not have any hollow and its cross-sectional 

geometry was straighter than other models. Although the Model 5 has the highest energy absorption 

value, it is considered negative because the peak crushing force is much higher than other designs. When 

the results are evaluated in terms of crash force efficiency depending on both absorbed energy amount 

and peak crushing force, it was obtained in the Model 1 with 0.709 for rigid wall barrier and in Model 

2 with 0.688 for rigid pole barrier. Since the Model 1 has more stable reaction forces for rigid wall 

barrier and Model 2 for rigid pole barrier, these designs come to the forefront compared to other designs.  

The results reveal that the minor changes made in the cross-sectional geometry of bumper beam 

affect crashworthiness and the first reaction force can be reduced by adding hollows to bumper beam. 

Furthermore, the models showed different crashworthiness on rigid wall and pole barriers. Therefore, it 

is important to perform analyses not only for a barrier type but also all possible barrier types of the 

bumper beam to be mounted to the vehicle in terms of the vehicle crashworthiness. 
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EFFECT OF  ENERGY  INPUT ON WEAR PERFORMANCE OF BORON COATING 

MADE WITH PTA 

 

Musa KILIÇ1 

It is inevitable that wear on the surfaces occur when especially metal 

surfaces contact each other. One of the most crucial problems among 

surface machining is wear problem. In this study, surface of 316 L  stainless 

steel was coated with boron via plasma arc method and 160, 165 and 170 

current values were utilized as welding parameters.  

The effect of the energy input on microstructure and on the abrasion 

resistance of the hard structures formed in the coating region was 

investigated.  

 It was determined from optical microscope and SEM analysis that the 

coating area consisted of  branched and leaf-shaped dendritics; and eutectic 

structures were formed between these dendritics. As a result of EDX taken 

from coated region, Fe, B and Cr elements were found. After wear test, low 

mass loss was determined in samples coated with Boron 2 and it is clear that 

coating os Boron on 316 L stainless steel substrate is increased wear 

resistance. While the highest weight loss was occurred in 316 L satinless 

steel with 45 mg and the lowest weight loss was obtained from Boron 2 

sample with 27 mg. 

Key Words: PTA, Boron, Abrasive resistance, Coating 

1. Introduction 

 

Wear is one of the problems which is not wanted in industry as a consequence of demages that it 

leads to in engineering processes in terms of cost, labor and time when the metals contact to each 

other.  

According to their usage places, the tribology properties of metals can be improved by using 

surface coating methods in order to eliminate the damages such as fatigue, friction and wear occurring 

in metals [1-2].    

As surface coating methods, hard filling processes such as plasm transferred arc welding (PTA)  

and gas tungsten arc welding (GTAW) were used with the help of thermal sparying methods such as 

high velocity oxy fuel (HVOF), atmospheric plasma spraying (APS) and flame sparying(FS) [3-7]. 
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PTA coating method is a preferred method because it is cheap and feasible. In addition, PTA method 

has attracted the attention of researchers in recent years due to its high welding speed, well penetration 

depth and good arc stability, as well as its wear-corrosion resistance and improved fatigue strength[8-

11].  In particular, in this method, besides the wide range of materials, the performance of the material 

surfaces can be greatly improved by low dilution and deterioration between the hard filler layer 

formed on the coated surfaces and the substrate material [12-16]. Plasma transferred arc (PTA) 

technique provides strong metallurgical bond formed between the coating and substrate, low porosity, 

high energy conversion efficiency, high precipitation rate, low heat input [17]. 

Since the materials are melted in PTA coatings, the melting temperature of the metal to be 

formed with the base material should be approximately the same or lower than the base metal. 

Otherwise, the plasma arc does not melt or partially melt the material to be coated while melting the 

base metal at high temperatures. In this case, since a good diffusion cannot be achieved, the coating 

layer cannot be formed completely [18]. 

Q.Y. Hou et al. [19] investigated the effects of molybdenum on the microstructure and wear 

resistance of nickel-based alloy coatings with PTA method and established that the wear resistance 

increased by 47.2%. 

Y. F. Liu et al. [20] investigated the microstructure and non-lubricated shear wear properties of 

TIC reinforced composite coating performed by PTA method; and obtained the result of high surface 

hardness and non-lubricated wear resistance of the composite coating. 

L. Bourithis et al. [21] applied boroning process to AISI 1018 steel with the help of PTA 

coating method and obtained coatings in thicknesses ranging from 1 to 1.5 mm and in hardness 

ranging from 400 to 1600 HV. In the examination, they observed that the wear was quite low. 

R. Iakovu et al. [22] showed that hardness values were established between 1000-1300 HV as a 

result of coating,  and that tool steels were successfully coated with boron by using PTA coating 

method. They determined that the boroned surface contained austenitic and martensitic mixtures 

together with the Fe2B-type boride layer, and that some cracks were observed in the austenitic regions 

and these cracks did not have any critical effects on slip wear. 

L. Bourithis and G. Papadimitrou [23] achieved successful coatings in boron and CrB2 coating 

work of the plain carbon steel surface with PTA coating method. As a result of the study, they stated 

that the wear rates were low in both coatings, and they obtained hardness between 1000-1300 HV in 

boron coatings and 900 HV hardness in coating made with CrB2 powder. 

In this method, since the arc temperature rises to high temperatures, the surface of metal and 

metal alloys with high melting temperature is applied by using many coating powders and 

combinations of these powders. Thanks to its high coating thickness and high energy density, PTA 

hard fill coating is widely used in sectors such as  defense industry, aircraft industry, machinery and 

manufacturing, medicine, automotive industry [24-26]. 

Boron and boron-derived products with different uses have also been widely used in the 

surface hardening process of steels in the industry [27]. 

Boron surface coating can be applied to tempered steels, tool steels, stainless steels, cast steels, 

cast irons, non-ferrous metals and alloys such as sintered metal powders, nickel, cobalt, molybdenum 

and titanium [28-29]. 

 

The high hardness of the boride layer and the low friction coefficient contribute to the increase 

of wear resistance[22, 29]. 
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Boroning can increase the service life of the steels by increasing the wear resistance, corrosion-

erosion resistance and microhardness [30-31]. The surface coating process with boroning method is a 

method that is used a lot in the industry, and it brings the surface of the applied material to very high 

hardness values. The hardness of the boron layer varies between 1800-2100 HV and can reach up to 

2400 HV in high alloy steels [22, 32]. In addition, boron coating contributes to increase the breaking 

and flowing fatigue and corrosion fatigue resistance of metals [33-34]. 

In this study, surface of 316 L stainless steel was coated with boron element by plasma transfer 

arc method (PTA). Coating morphology was characterized by optical microscope and SEM-EDX. The 

effect of energy in put on the hard structures which formed after coating on substrate was examined by 

wear test  and under the load of 5N, 10N and 20N for ASTM G99 standards with the help of a pin on 

disc method.The mass loss of the wear zone after the wear process was characterized by 

microstructure. 

2. Materials and Method 

In this study, surface coating was applied to the surface of AISI 316 L steel   by using 

elemental boron powder  with PTA. The chemical composition of boron powder and substrate 

materials are given in Table 1 and Table 2, respectively. The boron  used in the coating process 

had a grain size of 1µm. Table 2 shows the chemical composition of boron powder and the 

properties of the powder. 

Tablo 1:  Boron chemical composition 

 Purity 

(%) 

Average 

particle 

size 

Melting 

Temp. 

(oC) 

Density 

(gr/cm3) 

Molecular  

weight 

(gr/mol) 

Boron 96.21 <1.5µm 2076 2.34 10.81 

 

Table 2: AISI 316L stainless steel chemical composition 

Cr C S Ni Si Mn Mo P 

18.0 0,03 0,03 14.0 0,75 2.0 3.0 0.045 

 

Before coating, the surface of AISI 316L stainless steel, which would be used as 

substrate material, was cleaned with a lathe to remove dirt and oxides. As shown in Figure 1a, 

10mm width and 3mm deep grooves were opened on the surface of AISI 316 L stainless steel 

with the help of milling machine so that dust can be deposited on the substrate after surface 

cleaning process. 

 

                           Figure 1:  (a) AISI 304 satinless steel substrate , (b) Boron powder laid base 
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After the grooving process was completed, the samples were then cleaned by washing in 

acetone bath to remove dirt and debris.  

Into the groove opened sample, the boron element was deposited in the substrate after soaked 

with polyvinyl alcohol in an atmosphere of argon gas Figure 1b. Samples were placed in the oven at 

30℃ and dried so that the wetting agent would be removed from coating zone before coating with 

PTA. The main purpose of wetting the powders with polyvinyl alcohol is prevent flying of boron 

powder from channel during arc blow.. For the welding parameters(160A, 170A and 180A), only the 

mechanical impacts provided by the different current values on the coating surface and the interface 

surface were examined. 

After the samples were prepared, coating was performed with plasma arc welding using the 

parameters given in Table 3. The schematic picture of the plasma source used in the experimental 

phase and the coating sample produced after the process are given in Figures 2a and b. 

 
Figure 2:  (a)Schematic figure of PTA source and coating process [23] , (b) Sample processed with 

cooating, (c) Wear device schematic picture 

After successful coating process, samples were cut in a precision cutting machine in a 

perpendicular direction to the coating for wear and microstructure analysis. The samples, of 

which the cutting process was completed, were subjected to coarse polishing with optical 

microscope, SiC sandpaper with 240-1200 mesh size for SEM-EDX analysis. In the fine 

polishing process, the samples were polished with 1 micron diamond paste and broadcloth. In 

microstructure and SEM-EDX analysis, samples were etched with Nital solution before 

internal structure analysis. Microstructured analysis of the etched samples was carried out 

with Nicon optical microscope. JSM5600 Brand SEM-EDX device was used for detailed 

microstructure and elemental analysis. 

Table 3:  Boron coating process parameters 

Sample 

No 

Setback 

Adjustment 

(mm) 

Nozzle 

Diameter 

(mm) 

Current 

(A) 

Protectve 

Gas 

L/min 

Plasma 

Gas 

L/min 

Boron-1 0,8 2,4 160 25 0,5 

Boron-2 0,8 2,4 165 25 0,5 

Boron-3 0,8 2,4 170 25 0,5 

 

Samples with coating process were subjected to abrasion using the ASTM G99 standard with 

the pin-on disk device of Turkyus Podwt, the schematic picture of which is given in Figure 2c. 

b c 
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The wear parameters were chosen as applied load 10 N, the sliding speed 0.4 m / s and the 

sliding distances 250 m, 5000 m and 1000 m. stalked grit sandpaper was used as abrasive.Mass Losses 

from the sample after wear were determined by weighing the residue on a balance with a sensitivity of 

0.0001 mg. 

3. Results and Discussion 

3.1.Microstructure 

The optical microscope, SEM pictures of the coating layers are shown in Figure 3 a, c, d and in 

Figure 3b, the EDS result table in the SEM image. 

As seen in Figure 4, the XRD result containing the phase compounds obtained in the coating 

layer is given. 

It was observed that the coating zone did not contain any adverse effects such as cracks and 

pores. The feed rate and energy inputs used in PTA surface coating process melted the substrate 

material together with the coating material, resulting in metallurgically bonded coatings [35]. 

However, with the increasing current value, the increase of energy input increased the melting of the 

substrate material. 

It is estimated that the melting depth has increased in parallel with the increase in the current 

value and the increase in the melting rate [9]. 

In the coating process, the tungsten electrode in the plasma arc welding torch was used as heat 

source. The method allows the formation of a liquid bath with the coating layer and the substrate 

melting together with the start of the arc. It is based on the rapid solidification of the liquid bath with 

the advancement of the torch. Fu Liu et al. stated that with the advancement of the torch in the coating 

process with PTA, the melt at the bottom of the melting pool would result in solidification in the form 

of a fusion line. They also noted that with the formation of the fusion line, interdiffusion occurred 

between the coating layer and the substrate, and a high-quality metallurgical bond was formed [2]. 

Diffusion between the substrate and the coating layer appears to have been successful. As shown in the 

optical microscope picture, deep lines seen in the substrate region are thought to be traces of rolling. In 

the coating area, it was determined that dendritic structures were formed intensely together with the 

eutectic structure. 

The diffusion occurring in the solid with the solidification of the liquid bath changes the 

distribution of the dissolved substrate and the elements of the coating layer. The dendrite formed after 

solidification causes a minimum soluble content in the arms [36]. Dendrites occurring in the form of 

primary and secondary arms in metal or alloy elements are the most frequently observed 

microstructure in solidified metals and other materials. While rapid cooling produces thin dendrites, 

slow cooling affects the properties of the materials by providing large and coarse dendrites [37-39]. 

Dendritic structures formed in the form of leafy, cellular and branched shapes at the same time, 

especially in the region close to the interface and in the coating area, are more clearly seen in SEM 

pictures given in Figure 3b. The dendritic arms formed showed a developed perpendicular to the 

coating layer. 

This liquid bath was determined after XRD analysis that substrate elements and coating material 

formed hard phases such as FeB, Fe2B and CrB after solidification. 
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Figure 3:  (a) Picture of Optical Microscope, (b) Boron1 coating zone SEM picture and 

EDS table, (c) Boron2 coating zone SEM picture, (d)Boron3 coating zone SEM picture 

 

 
Figure 4: XRD result 

 

In Figure 3b,c and d SEM picture of the coating zone and 3b SEM picture EDX result are given. 

The interface is evident in SEM pictures. The coating zone consists of dendtrite and eutectic 

structures. Dendtirit structures are observed to be mostly composed of cellular dendtritis and leaf-

shaped dendtirites. As shown in Figure 3 SEM picture, with the high temperature occurring as a result 
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of plasma arc temperature, diffusion transitions have occurred from the coating layer to the base 

material and from the base material to the coating layer [35]. Figure 4 presents the XRD analysis 

result.  It was determined that FeB, Fe2B and CrB compound phases are formed. 

As a result of EDS analysis, wt. 7,271% B, wt. 16,245% Cr and wt. 76,484% Fe elements were 

determined. According to these results, when Fe-B-Cr phase binary and ternary diagrams are 

examined in  Figure 5 SEM-EDS, it is thought that FeB, Fe2B and CrB compound phases are formed.. 

Homolová et al. stated that chromium has solubility in iron borides and iron in chromium borides, as a 

result of which Cr2B, Cr5B3, CrB, Cr3B4, CrB2 and CrB4, two iron borite Fe2B and FeB phase 

compounds are formed in the isothermal section study of the B-Cr-Fe triple phase system,  [40]. In the 

study Gür et al. conducted, they stated that FeCrC TIC, SIC and B4C powders were melted as a result 

of PTA source energy after the solidification, as a result of EDS analysis in micro-structure EDS 

analysis, Fe,Cr,B,Si elements were formed, and in XRD results, FeB, Fe2B, Fe3(C, B), C3B6 phases 

applied for surface coating were formed [41]. As a result of this study, it is thought that there are 

probably the same phase compounds in their structures that have similar results with our EDS analysis.  

As a result of the literature review, the authors match the phase compounds obtained after their 

analysis with the phase compounds obtained after XRD analysis in this study. 

 
Figure 5:  a) Fe-B binary, b) Fe-Cr binary  c) Fe-B-Cr ternary phase diagram system [40].  

   

3.2. Surface Wear 

Other processes such as load, sliding distance, sliding time, lubrication status, material pair 

and coating methods applied in the wear of the materials are very important parameters. Some of these 

parameters are important when producing materials and some are important when making new 

processes such as coating on the produced material. The rest can be intervened in the wear test device. 

When these parameters are considered as a whole during the experiment, the important thing is the 

heat released during the friction, whether the tribo surface is formed, the friction coefficient value and 

the loss of mass or shape have changed [42]. According to the parameters specified in Table 1 on AISI 

316 L stainless steel, the friction coefficients were measured during the wear tests of the materials 

coated with Boron. In Figure 6, the friction coefficient measured for 2250 s in abrasive wear 

experiments is given. 
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Figure 6:  Graph of friction coefficient depending on time after wear 

 

In abrasive wear experiments, it is seen that fluctuations occur while friction coefficient graph 

is obtained. In abrasive experiments, the fact that abrasive sanding has some certain pores and that it 

continuously ruptures materials from the surface of material has been the biggest factor in these 

fluctuations. When we look at the friction coefficient result of Boron 1 and Boron 2 samples, it is seen 

that it starts with 0,5 and continues in a stable direction with 0,4. Boron 3 sample, on the other hand, 

starts with 0,4, and draws a lineer graphic with fixed 0,3 value. No difference is observed in values 

and graphics of friction coefficient obtained for different sliding distances. Accordingly, the average 

friction coefficients should be taken into account, especially when measuring the friction coefficient. 

Average friction coefficients of AISI 316 L material and materials coated with Boron1, Boron2 and 

Boron3 are obtained 0,276; 0.381; 0.368 and 0.324, respectively. According to the average friction 

coefficient results, it is seen that the friction coefficient of the coated layers is higher than the 

substrate. Studies have reported that there are opinions that the friction coefficient increases or 

decreases depending on the wear parameters, and the reason for this is related to the formation of the 

tribo surface [43]. The tribo surface formed between the wear part and the sliding surface reduces the 

friction coefficient. In other words, when the load increases, the nominal contact area between the pin 

and the opposite surface increases, so the increase in the contact temperature leads to softening of the 

surface, thereby resulting in more sliding movement between the contact surfaces, thus reducing the 

coefficient of friction [44]. In Figure 7, mass losses due to shear distance are given in abrasive wear 

tests. 

The mass loss graph obtained as a result of the wear analysis is given in Figure 7. As seen in 

the results, the highest mass loss was obtained from the AISI 316L stainless steel uncoated sample. It 

is seen that losses of approximately the same value occurred in the coated samples. Wear losses 

increased due to the sliding distance and this is an expected case. As shown in the graph in Figure 7, 

the lowest weight loss value at 250 m distance was obtained in Boron2 sample with approximately 5 

mg, while the highest value was obtained from uncoated AISI 316L sample with a value of 13 mg. 
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While the distance was about 1000m, the lowest weight loss value was obtained with Boron2 sample 

with approximately 25 mg, while it was found that there was a loss of approximately 45 mg in the 

uncoated AISI 316 L sample. 

 
                  Figure 7: Mass loss graphic based on post-wear distance 

 

According to these results, it is thought that hard boride structures formed as a result of coating 

with boron reduce the wear losses. An inverse proportion was found between mass loss and friction 

coefficient. The main reason for this inverse ratio is thought to be caused by hard boride layers formed 

on the surface. Kainz et al. stated that the addition of B, C or a combination of these during their 

surface treatment resulted in an increase in mechanical properties [45]. Çelik and Kilickap stated that 

hard particles also improved their tribological properties as they increased the hardness of the material 

[46]. With the results obtained, the surface losses of boron-coated samples were less than that of the 

uncoated sample. According to the results, it was determined that the coated samples had better 

abrasion resistance. 

 

4. Conclusions 

In this study, BORON coatability on AISI 316L steel surface was investigated by Plasma 

Arc Welding method. For this purpose, the following results have been achieved depending on the 

factors affecting the coating process, microstructure and abrasion results at different current 

values. 

1. It has been determined that less mass loss has occurred in the coated samples 

compared to the uncoated sample as can be seen in the graph obtained. 

2. 316 LL stainless steel with low hardness and weak abrasion resistance is thought to 

give more efficient results as a result of coating process with these materials. 

3. From the microstructure analysis after coating, it is seen from the microstructure 

pictures that a good bond has been formed as a result of successful diffusion 

between coating layer in the materials coated with boron. 
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4. It has been determined that dense dentric arms and eutectic structures have been 

formed between the coating samples, especially in the coating area, and the formed 

dentric structures have been perpendicular to the coating layer. 

5. As a result of XRD analysis, it was determined that the microstructure consists of 

CrB, F2B and FeB phase compounds. 
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PERFORMANCE ANALYSIS OF COOLING SYSTEM WITH HORIZONTAL TYPE 

GROUND SOURCE HEAT PUMP FOR DIYARBAKIR CONDITIONS 

Fatih KOÇYİĞİT 1* 

In this study, the performance of the horizontal type ground source heat pump 

cooling system in the summer was analyzed for cooling the testing area with 

a size of 9x8x2.8m in Diyarbakır province with a warm climate. Energy and 

exergy analysis was applied to the system and system units by examining the 

results obtained in the summer in the evaluated system. The monthly and 

seasonal mean values of the data in the summer (01.06.2018 / 30.08.2018 ) 

were taken for 11 node points determined in the installed system. In the energy 

analysis performed with the results obtained, it was calculated that the energy 

loss in the system was 2.499kW and the energy efficiency 76.86%. For the 

system units, the unit operating with the lowest energy efficiency was 

determined as the compressor. According to exergy analysis applied to the 

system, it was calculated that the exergy loss of the system was 2.150 kW and 

the second law efficiency was 20.70%. The compressor was also determined 

as the unit with the highest exergy loss in the system. Compressor should be 

prioritized for improvement studies to be planned according to both energy 

and exergy analysis results. The COP value of the system was found to be 

4.05, and it was determined that the system, the use of which was examined in 

the summer, could be used for Diyarbakır province. 

Key words: Groud Source Heat Pump, Horizontal Type Ground Source Heat 

Pump, Energy Analysis, Exergy Analysis, 

 

1. Introduction  

Due to gradual reduction of energy resources and the rapid increase in energy prices nowadays, 

efficient use of energy has become a necessity. The increase in harmful effects of fossil fuel-powered 

systems on the environment along with the increasing energy needs in parallel with the growing 

population has caused users to search for different solutions with the developing technology [1]. In this 

context, ensuring energy efficiency has become very important for the efficient use of energy and the 

energy economy. Most of the energy produced is consumed in the heating and cooling of the houses. 

Many studies are carried out to use energy more efficiently in the world and alternative solutions are 

sought for conventional air conditioning systems. Heat pumps are preferred in many applications and 

are increasingly used due to their high usage efficiency and environmentally friendly technologies in 

compared to commonly used conventional air conditioning systems. Ground source heat pump systems 

are mainly preferred for the air conditioning of the houses. In previous studies, it was indicated that the 
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energy consumed in the air conditioning of the houses could be reduced with the help of heat pumps, 

and thus, energy could be used more efficiently. In the literature, many studies were carried out on the 

use and evaluation of heat pumps for air conditioning. Kıncay and Temir[2] carried out a study on the 

dimensioning of vertical type ground source heat pump system for a villa. Akbulut et al. [3] performed 

the energy and exergy analysis of the integrated wall cooling system with vertical type ground source 

heat pump in the Renewable Energy House at Yıldız Technical University. Furthermore, Akbulut et al. 

[4] performed the exergoeconomic and environmental analyses of the integrated wall cooling system 

with vertical type ground source heat pump used in the cooling season. Nevertheless, Akbulut et al. [5] 

performed the exergy, exergoeconomic and environmental analysis of the integrated wall heating system 

with a vertical ground source heat pump in the winter for the specified testing area. In their study, they 

indicated that the vertical type ground source heat pump system could be used for Istanbul province. 

Ünal et al. [6] performed the energy, exergy and exergoeconomic analysis of the solar powered vertical 

type ground source heat pump system for the heating season in Midyat district of Mardin province. In 

their study, they reported that it was appropriate to use the solar powered vertical type ground source 

heat pump system in Mardin province. Ünal and Temir [7] performed the exergoeconomic analysis of 

the cooling system with a ground source heat pump for the testing area they determined in Mardin 

province. Hepbaşlı et al. [8] conducted experimental studies to examine the performance of a vertical 

type ground source heat pump with a depth of 50 m in order to meet the air conditioning needs of a 65 

m2 room in İzmir province. Nagano et al. [9] conducted studies to improve the design of the ground 

source heat pump in Sapporo. In their study, they also compared CO2 emission data and determined the 

payback period for the specified region of the system they designed as 9-14 years. Niğdelioğlu [10] 

evaluated the system performance with parameters affecting a ground source heat pump system used for 

cooling in the summer in Kütahya province. As a result of the experimental analyses, they determined 

that the mean COP value of the ground source heat pump system used was 3.41, and they indicated that 

the system could be used for Kütahya province. Özgener and Hepbaşlı [11] conducted studies on 

performance evaluation by modeling the ground source heat pump system. In their studies, they 

performed the performance analysis of the vertical type and horizontal type ground source heat pump 

systems that they modelled, and they compared the systems with the results obtained. Karabacak et al. 

[12] conducted an experimental investigation to determine the performance of the vertical type ground 

source heat pump system in the summer in Denizli. In their study, the COP values were obtained as 3.1–

4.8 for the system investigated. Zhai and Yang [13] experimentally analyzed the ground source heat 

pump system with a cooling capacity of 500 kW in Shanghai. According to the results of the analyses, 

they determined that the system to be installed would have a two-year payback period. In his study, 

Kılıç[14] designed a ground source heat pump system by using two different methods to meet both the 

heating and cooling needs of a two-storey villa in Adana. He analyzed the designed system for both 

summer and winter seasons. Ünal and Akan [15] performed the energy and exergy analysis of the solar 

powered vertical type ground source heat pump in Mardin province depending on the experimental data 

obtained. In their analysis, they indicated that the system unit with the highest exergy loss rate was the 

compressor. Esen [16] designed a vertical type ground source heat pump system with drilling wells of 

different depths, 30 m, 60 m and 90 m, to be used in the garden of a house in the summer and winter 

seasons in Elazığ. He compared the performance of three systems by using different artificial neural 

network methods. With the results obtained in the summer and winter seasons, he indicated that the 

ground source heat pump system with a depth of 90 m had the highest system performance. Isık et al. 

[17] an analysis was made according to the second law of thermodynamics, to an existing thermal power 
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plant that uses lignite fuel. In their studies, useful power, reversible power and irreversibility amounts 

were determined for the turbine from the power plant components forming the system and the overall 

efficiency of the system was calculated 

In this study, unlike the studies in the literature, a horizontal type ground source heat pump cooling 

system was built Diyarbakır province Bismil county, which has a warm climate and provides its needs 

for air conditioning mainly with fossil-based fuels. Depending on the results of the experimental studies 

conducted during the summer in the system built, energy and exergy analysis was applied to the system 

and its units and the usability of the system analyzed in this county was evaluated. 

2. Material And Method 

In this study, a horizontal type ground source heat pump was used for testing in order to meet the cooling 

needs of a 9x8x2.8 m ground floor of a workplace in Diyarbakır, Bismil county, and a thermodynamic 

analysis of the system was made for the summer season. The test facility has nine units consisting of 

compressor, condenser, evaporator, throttle valve, two circulation pumps, horizontal type underground 

heat exchanger, accumulation tank and fan coil panel and 11 node points where measurements are taken. 

The test facility is used to meet the cooling need of the location. In addition, temperature measurements 

were made with PT-100 type thermocouples (sensitivity ± 1ºC) placed in 11 node points determined in 

the system and the flow rates of the fluid were measured with GT-TD-20 type ¾ ” PVC turbine 

flowmeters (sensitivity 1%) placed after the pumps and the refrigerant fluid flow was measured from 

the controller of the heat pump. Pressure measurements in the system were made with the help of 

manometers on the heat pump. The data obtained by the measurements were recorded instantaneously 

with the help of 24 channel datalogger. The electricity meter connected to the network is used for the 

measurements of the electricity consumption of the compressor, pumps and fan coil panel. The data 

obtained were averaged over a 3-month period determined for the summer season, and evaluation was 

performed for the system and its units. The general scheme of the system used for cooling is presented 

in Figure 1. During the theoretical operation of the system, the fan coil panel transfers the heat it extracts 

from the space (ĖFCP) to the evaporator. Then, heat transfer fluid is converted into gas with the heat 

extracted with evaporator (ĖL). When the heat transfer fluid is in gaseous state, its temperature and 

pressure are increased by the compression process performed in the compressor and transported to the 

condenser. The heat generated during the condensation process in the condenser  (Ė̇H) is transferred to 

the underground circuit (Ė̇G). Then the refrigerant passes through the throttle valve and the cycle 

continues in this way. 
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 Figure 1. a) Flow chart of the system in the summer season b) Heat pump room c) Horizontal underground heat 

exchanger 

 

The information about the features and assumptions of the system used in the experimental study are 
presented below: 

 The system analyzed is a system that complies with the continuous-flow open system model. 
The cooling capacity of the horizontal type ground source Restherma brand heat pump used in 
the system to meet the cooling needs of the test site is given as 9 kW in the catalog data. 

 For the horizontal type underground heat exchanger, 15 m long and 10 m wide, 150 m2 area was 
laid horizontally to a depth of 2 m. A total of 730 m long PE 80 type pipe was used for the 
horizontal type underground heat exchanger. Since the underground heat exchanger was 
completely surrounded by soil, heat losses in this unit were neglected. 

 The heat exchanger I functions as an evaporator. The heat exchanger II functions as a condenser. 
Scroll type Copeland brand compressor was used in the system. There was no enthalpy loss in 
the throttle valve (h3= h4). The accumulation tank used has a capacity of 200 liters. Heat loss 
occurred although the accumulation tank had insulation. Accumulation tank was used as a 
balance tank functioning for cold water storage in the system. In the system, cassette floor type 
2 pipe AE 400 model fan coil panel is used. 

 Underground heat exchanger in the system, water in the fan coil panel, and refrigerant R407C 
in the heat pump were used as the heat carrier fluid. While the properties of the water were 
determined by the EES package program, the properties of the R407C were determined with the 
help of the Refprop package program.  

 In the exergy analysis, reference environmental values were used as T0= 0.01°C and P0= 1 bar. 
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2. 1. Analyses 

While the first law of thermodynamics is taken as a basis in energy analyses, both the first and second 

laws of thermodynamics are used together in exergy analyses. The energy balance for the examined 

system, which fits a continuous-flow open system, is expressed by Equation 1. 

Ė = H + KE + PE = ṁ [h +
v2

2
+ g. z]    (1) 

 

In the system analyzed, the height change was zero, and thus, potential energy was considered zero. 

Kinetic energy was considered zero since the energy change due to the velocity change of the fluid was 

very small compared to the internal energy. When potential energy and kinetic energy are neglected, the 

energy balance is presented by Equation 2.  

Ė = ṁ . h    (2) 

In this study, the expression of energy loss is given by Equation 3. 

Ėloss = Ėin − Ėout 

 
   (3) 

The efficiency of the system or system element (COP: Coefficient of Performance) was found by 

dividing the value desired to be obtained by the value required to be spent for this purpose.  

  

η =
value desired to be obtained

value required to be spent
   (4) 

The most useful work that a system can do in a given state is defined as exergy (availability). The term 

exergy is a feature related to the states of the system and the environment. In this study, only physical 

exergy equations were used. Physical exergy is given by Equation 5. 

                                                        Ėx = ṁ. Ψ = ṁ[(h − h0) − T0(s − s0)]                           (5)  

Furthermore, the exergy of the work transferred at the system boundaries is equal to its own value. In 

this context, the exergy expression of the work is presented by Equation 6. The exergy value of the 

transferred heat is calculated by multiplying its value by the Carnot Efficiency calculated by evaluating 

the temperature at the system boundary and the ambient temperature. The exergy expression of the 

transferred heat is presented by Equation 7. 

                                                                  ĖxW = W                                                                              (6)       
 

ĖxQ = Q(1 −
T0

T
 )                                                                (7) 

In this study, exergy loss, in other words, exergy destruction is given by Equation 8.  

Ėxloss = Ėxin − Ėxout=Ėxdestruction      (8) 
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In this study, after the exergy loss in each unit of a system was determined, the exergy loss rate was 

achieved by proportioning the exergy loss of the relevant unit to the exergy loss in the whole system. 

The exergy loss rate is presented by Equation 9 

   dk =
Ėxloss,unit

Ėxloss,system
                                                 (9) 

The second law efficiency was defined as expressed in Equation 10 according to the fuel-product 

principle. 

ηII =
Ėxproduct

Ėxfuel
                                                                     (10)    

  

The equations used in the energy and exergy analysis performed in the study are presented in Table1.  
 
Table 1. Equations Used in Thermodynamic Analysis 

Unit Energy Balances Exergy Balances 

System 

Ėloss = ṁFCPhFCP + Ẇin − ṁGhG 

Ẇsystem = Ẇ
in = Ẇp1 + Ẇcomp + Ẇp2 + ẆFCP 

COPsistem =
ĖG

Ẇsystem

 

Ėxloss = ṁFCPΨFCP + Ẇin − ṁGΨG 

Ẇsystem = Ẇ
in = Ẇp1 + Ẇcomp + Ẇp2 + ẆFCP 

ηII =
Ėxproduct 

Ėxfuel 
 

Compressor Ėloss = ṁ1h1 + Ẇcomp − ṁ2h2 Ėxloss = ṁ1Ψ1 + Ẇcomp − ṁ2Ψ2 

Condenser Ėloss = ṁ2h2 + ṁ5h5 − ṁ3h3 − ṁ6h6 Ėxloss = ṁ2Ψ2 + ṁ5Ψ5 − ṁ3Ψ3 −  ṁ6Ψ6 

Evaporator Ėloss = ṁ4h4 + ṁ11 h11 − ṁ8h8 − ṁ1h1 
Ėxloss = ṁ4Ψ4 + ṁ11Ψ11 − ṁ1Ψ1 −  ṁ8Ψ8 

Throttling Valve Ėloss = ṁ3h3 − ṁ4h4 
Ėxloss = ṁ3Ψ3 − ṁ4Ψ4 

Pump 1 Ėloss = ṁ6h6 + Ẇp1 − ṁ7h7 Ėxloss = ṁ6Ψ6 + Ẇp1 − ṁ7Ψ7 

Underground 

Heat Exchanger 
Ėloss = ṁ7h7 − ĖG − ṁ5h5 

Ėxloss = ṁ7Ψ7 − ĖxG − ṁ5Ψ5 

Pump 2 Ėloss = ṁ9h9 + Ẇp2 − ṁ10h10  
Ėxloss = ṁ9Ψ9 + Ẇp2 − ṁ10 Ψ10 

Acc. Tank  Ėloss = ṁ8h8 − ṁ9h9 
Ėxloss = ṁ8Ψ8 − ṁ9Ψ9 

Fan Coil Panel Ėloss = ṁ10h10 + ĖFCP + ẆFCP − ṁ11h11  
Ėxloss = ṁ10 Ψ10 + ĖxFCP + ẆFCP − ṁ11 Ψ11 

 

The mean flow, temperature and pressure values measured at the node points determined in the summer, 
the enthalpy and entropy values, and the energy and exergy values obtained with the help of determined 
equations are presented in Table 2. 
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Table 2. Values Obtained for the Node Points in the Summer  

 

Node Number 1 2 3 4 5 6 7 8 9 10 11 

Mass Flow (kg/s) 0.041 0.041 0.041 0.041 0.330 0.330 0.330 0.210 0.210 0.210 0.210 

Pressure (bar) 4.90 11.80 11.80 4.90 1.65 1.65 1.65 1.53 1.53 1.53 1.53 

Temperature (°C) 8.09 50.48 22.63 2.26 20.48 26.32 26.34 13.75 14.28 14.31 25.12 

Enthalpy (kj/kg) 422.38 444.42 227.61 227.61 85.682 110.71 110.84 59.982 60.169 60.312 105.58 

Entropy (kj/kgK) 17.985 18.149 11.095 11.096 0.303 0.386 0.386 0.206 0.208 0.209 0.366 

Energy Rate (kW) 17.318 18.221 9.332 9.332 28.275 36.534 36.577 12.596 12.635 12.666 22.172 

Exergy Rate (kW) 6.755 7.475 6.486 6.485 0.976 1.754 1.797 0.788 0.713 0.685 1.186 

 

In addition to the values given in Table 2, the power consumed by the compressor in the winter 
season is 1.705 kW, the power consumed by each of the circulation pumps is 0.048 kW and the power 
consumed by the fan coil panel is 0.250 kW. In addition, the heat transferred to the soil is determined to 
be 8.302 kW and the exergy value is 0.561 kW, the heat drawn from the experimental area with the fan 
coil panel is 8.750 kW and the exergy value is 0.660 kW. (Ẇkomp = 1.705 kW, ẆP1 = 0.048 kW, ẆP2 = 
0.048 kW, ẆFCP = 0.250 kW, ĖG =8.302 kW, ĖFCP =8.750 kW, ĖxG =0.561 kW, ĖxFCP =0.660 kW) 

           For the summer season. the energy analysis of the system units was performed by using the 
equations presented in Table 1 depending on the values in Table 2. The results of the energy analysis 
performed for the system and its units are presented in Table 3. 
 
Table 3. Energy analysis results for the system and its units in the summer. 

 

Unit System    Comp. Cond. Evap. 
Throtling 

Valve 
Pump-1 UHE Pump-2 

Acc. 

Tank 

Fan Coil 

Panel 

Ėın (kW) 10.801 19.023 46.496 31.504 9.332 36.582 36.577 12.683 12.596 21.666 

Ėout (kW) 8.302 18.221 45.866 29.914 9.332 36.577 36.577 12.666 12.635 22.172 

Ėloss (kW) 2.499 0.801 0.630 1.590 0.000 0.005 0.000 0.018 -0.039 -0.506 

Ėfuel (kW) 10.801 1.705 8.889 9.576 9.332 0.048 8.302 0.048 12.635 9.756 

Ėproduct (kW) 8.302 0.904 8.259 7.986 9.332 0.043 8.302 0.030 12.596 8.750 

 η(%) 76.86 53.00 92.91 83.40 100.00 89.38 100.00 62.56 99.69 89.69 

 
        The values of energy loss amounts along with the energy input and output energy for the system and 

its units are presented in Table 3. Furthermore, fuel energy amount and product energy amount values of 

the system and its units and the energy efficiency of the system and system units obtained from these 
values are also presented. As a result of the analysis, the amount of energy loss in the whole system was 

determined to be 2.499 kW. The energy efficiency of the system was achieved as 76.86%. According to 

the results presented in Table 3, the energy efficiency value of the compressor was determined as the unit 
with the lowest efficiency of the system by 53.00%. Energy loss of system units in the summer is given 

in Figure 2.The monthly distribution of the amount of energy loss observed in the system for the summer 

season is presented in Figure 3.  
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Figure 2. Distribution of energy loss in the system to the system units in the summer. 

 

          

Figure 3. Monthly distribution of the energy loss in the system to the system units in the summer season. 

 

In the assumptions and calculations made for system units in Figure 3, evaporator, compressor, 
condenser and fan coil panel energy, respectively, were determined as the units with high saving potential. 
The maximum energy loss for the summer season in the system was determined in the evaporator and 
compressor by 1.590 kW and 0.801 kW, respectively. In the energy analyses, no energy loss was observed 
in the underground heat exchanger and throttle valve. Because it was accepted that there was no heat loss 
in these units. In the summer, there was an average of 0.506 kW energy gain for the Fan Coil Panel and 
0.039 kW energy gain for the accumulation tank. The energy analysis results obtained for the summer 
season of the horizontal type ground source cooling system are presented in Table 4. 

Table 4. Monthly energy analysis results for the summer season. 

            Months worked June  July  August Average 

            Ẇcomp. (kW) 1.63 1.73 1.76 1.70 

            Ẇsystem (kW) 1.98 2.08 2.11 2.05 

            COPsystem 4.16 4.04 3.95 4.05 

            COPheat pomp 5.05 4.76 4.71 4.84 
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According to the results presented in Table 4, it was determined that the average amount of energy 
consumed by the horizontal type ground source heat pump supported evaporative cooling system in the 
summer was 2.05 kW, the average amount of energy consumed by the compressor was 1.70 kW and the 
mean COP value of the heat pump was 4.84.   

For the summer season, the exergy analysis of the system units was performed by means of the 
equations in Table 1 with the values presented in Table 2. The exergy analysis results for the system and 
its units are presented in Table 5. 

 

Table 5. Exergy analysis results of the system units in the summer. 

Unit 
System    Comp. Cond. Evap. 

Throtling 

Valve 
Pump-1 UHE Pump-2 

Acc. 

Tank 

Fan Coil 

Panel 

Ėxın (kW) 2.711 8.460 8.451 7.671 6.486 1.802 1.797 0.761 0.788 1.345 

Ėxout (kW) 0.561 7.475 8.239 7.543 6.485 1.797 1.537 0.685 0.713 1.186 

Ėxloss (kW) 2.150 0.985 0.212 0.127 0.001 0.005 0.259 0.075 0.075 0.159 

Ėxfuel  (kW) 2.711 1.705 0.989 0.398 6.486 0.048 0.821 0.048 0.788 0.660 

Ėxproduct (kW) 0.561 0.720 0.778 0.270 6.485 0.043 0.561 0.027 0.713 0.501 

ηıı(%) 20.70 42.228 78.60 68.00 99.98 89.38 68.38 56.94 90.43 75.86 

 

Exergy values of the system units in the summer season are given in Figure 4. The monthly 
exergy loss distribution of the system units for the summer season is presented in Figure 5. When this 
table is evaluated, system units can be compared. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Exergy values of system units in the summer season. 
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Figure 5. Monthly exergy loss of the system units in the summer. 

 

When Figure 5 was examined, it was observed that the monthly exergy loss amounts of the system 
units increased in direct proportion to the external air temperature. Maximum amount of exergy loss 
occurred in the compressor by 0.985 kW. The exergy loss rate values obtained by dividing the exergy loss 
amount in a unit of the horizontal type ground source heat pump cooling system in the summer by the 
amount of exergy loss in the whole system are presented in Figure 6.  

 

Figure 6. Exergy loss rates of the system units in the summer. 

 

According to the assumptions and thermodynamic calculations made for the summer season in 
Figure 6, the compressor in the system was the unit with the highest exergy loss rate by 40.51%. In this 
context, exergy loss rates are among the parameters to be considered first in the improvements considered 
to be made in the horizontal type ground source heat pump cooling system. The improvements to be made 
in the unit with high exergy loss will decrease the exergy loss of the unit and also increase the exergy 
efficiency of the system. 
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3. Conclusions  

In the summer (01 June 2018 - 31 August 2018), the electricity consumption of the scroll type 
compressor used in the horizontal type ground source heat pump cooling system was affected in direct 
proportion to external air temperature, therefore, it was determined that scroll type compressor started to 
operate more at high air temperatures. In the analyses performed in this context, it was determined that 
system COP values were also affected in direct proportion to external air temperatures. During the summer 
season analyzed, the outside air temperature was measured as 26.5°C and 31.4°C on average, respectively, 
in June and August, that are the coldest and hottest months. The soil temperature at the depth of the well 
excavated as 2 m was measured as an average of 18.6 °C in August, an average of 17.1°C in June and an 
average of 17.7°C in the summer. It was observed that the amount of energy transferred from the system 
to the soil varied between 8.04-8.45 kW in direct proportion to outside air temperature. The average 
amount of energy transferred from the system to the soil during the summer season was calculated as 8.30 
kW. Water was prepared at 12.50–14.25°C in the accumulation tank in order to meet the heat gain in the 
testing room during the summer season analyzed. In this process, the total amount of electricity consumed 
by the system from the meter (compressor, fan coil panel and circulation pumps) was measured as an 
average of 2.05 kW. The energy drawn by the horizontal type ground source heat pump cooling system 
from the determined testing room varied between 9.23-9.66 kW and was affected in direct proportion to 
the change of the outside air temperature. Nevertheless, the COP value of the whole system was 
determined between 3.95-4.16.  

When the exergy analysis results related to the units of the system examined during the summer 
season were evaluated, it was determined that the units with the highest exergy loss were compressor and 
evaporator, respectively. The units with the highest exergy loss rate in the system were compressor and 
fan coil panel. Although at first glance it appears that the energy loss in the evaporator was higher 
compared to the compressor, the exergy loss was much lower when compared to the compressor. 
Furthermore, when the energy efficiency and exergy efficiency were evaluated together as a result of the 
analyses performed in the system, the compressor stood out as the most inefficient unit. Therefore, the 
compressor should be considered first for the improvements to be planned. Considering these 
improvements, the first priority should be to evaluate the conditions that will allow the scroll type 
compressor to operate less often during system operation. For this purpose, the specified operating 
temperature ranges of the heat pump can be increased in the software of the system. Thus, the efficiency 
of the compressor of the horizontal type ground source heat pump, which is known to provide high thermal 
comfort in lower temperature regimes, will be increased. Thus, the system will be able to operate in lower 
temperature regimes for a longer period and the efficiency of the scroll type compressor will be increased. 
Along with the operation of the system in this way, both the exergy loss will be reduced and the electricity 
consumption will be further reduced. The improvements planned to be made in other system units should 
be as low-cost as possible and measures to reduce energy loss.  

In conclusion, the system was observed to be very successful when it was considered in terms of 
reducing the energy consumption of the horizontal type ground source heat pump cooling system used for 
cooling, and more efficient use of energy in Diyarbakır province Bismil county, which usually meets its 
needs for air conditioning with primary energy sources. Nevertheless, energy is used more efficiently with 
the preference of such systems that can be alternative, and their usage is considered to be beneficial both 
in terms of economy and environmental protection. 
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OPTIMIZATION OF PROCESS CONDITIONS FOR ADSORPTION OF METHYLENE 

BLUE ON FORMALDEHYDE-MODIFIED PEANUT SHELLS USING BOX-BEHNKEN 

EXPERIMENTAL DESIGN AND RESPONSE SURFACE METHODOLOGY 

Sinan KUTLUAY1*, Orhan BAYTAR2, Ömer ŞAHİN3, Ali ARRAN4  

This paper presents the use of formaldehyde-modified peanut shells as 

bioadsorbent for the adsorption of methylene blue for the first time. Firstly, 

the effect of medium pH, which is one of the important parameters for the 

adsorption process, was determined. Then, the adsorption process conditions 

such as adsorption time (30-150 min), initial concentration (50-200 ppm) and 

ambient temperature (25-40°C) were optimized by using response surface 

methodology (RSM) based on Box-Behnken experimental design. The pseudo-

first-order and pseudo-second-order kinetic models were used to evaluate the 

adsorption kinetic in this study under optimized process conditions. The 

maximum adsorption capacity was found under optimum process conditions; 

92.25 min adsorption time, 191.87 ppm initial concentration, 39.70°C 

adsorption temperature. The maximum adsorption capacity for methylene 

blue was determined to be 43.84 mg/g using RSM based on Box-Behnken 

experimental design. Adsorption kinetic results showed that the plots of the 

pseudo-second-order kinetic model were fit the experimental data better when 

compared to the pseudo-first-order model. Besides, results indicated that 

formaldehyde-modified peanut shells could be used as low-cost and effective 

bioadsorbent for the adsorption of methylene blue, which is one of the 

important dyes. Furthermore, it was concluded that the RSM based on Box-

Behnken experimental design can be applied successfully for the methylene 

adsorption process. 

Keywords: Response surface methodology; Box-Behnken experimental 

design; Bioadsorbent; Methylene blue adsorption 

1. Introduction 

Increasing environmental pollution in the world is of great concern and has caused irreversible 

damages to all creatures. Industrial and domestic wastes are the main sources of organic, inorganic and 

biological pollutants in terrestrial ecosystems and waters. Wastes from the textile, paint, pesticide, 

                                                    
1
Department of Chemical Engineering, University of Siirt, Siirt, Turkey, (sinankutluay@siirt.edu.tr, 04842121111) 

https://orcid.org/0000-0001-9493-918X 
2
Department of Chemical Engineering, University of Siirt, Siirt, Turkey, (baytarorhan@gmail.com, 04842121111) 

https://orcid.org/0000-0002-2915-202X 
3
Department of Chemical Engineering, University of Siirt, Siirt, Turkey, (sahinomer2002@yahoo.com, 04842121111) 

https://orcid.org/0000-0003-4575-3762 
4
Department of Chemical Engineering, University of Siirt, Siirt, Turkey, (ali.alaran2@gmail.com, 04842121111) 

https://orcid.org//0000-0005-8659-215X 
 
Received: 20 December 2019; Accepted: 30 May 2020                                                                          Doi: https://doi.org/10.36222/ejt.649205 
  

131

http://dergipark.gov.tr/ejt
mailto:sinankutluay@siirt.edu.tr
mailto:baytarorhan@gmail.com
mailto:sahinomer2002@yahoo.com
mailto:ali.alaran2@gmail.com


European Journal of Technique (EJT)   Vol  10, Number 1, 2020 

Copyright © INESEG                                       ISSN 2536-5010 | e-ISSN 2536-5134                                                  http://dergipark.gov.tr/ejt       

fertilizer, pharmaceutical, refinery, leather and paper industries contain toxic and hazardous chemicals 

that pose a potential health hazard to life [1-3]. Dyes are widely used in many industries such as the 

textile, food and photoelectrochemical industries. Most dyes are dangerous and toxic, prevent water 

from penetrating sunlight and produce carcinogenic, teratogenic and mutagenic effects [4, 5]. The 

intensive use of organic dyes causes them to be present in a high proportion of wastes and therefore 

solutions are recommended for their removal and disposal. Numerous studies have been conducted to 

remove micro-pollutants and water-soluble dyes from wastewater, including ultrafiltration, reverse 

osmosis, centrifugation, coagulation, oxidation, electrochemical methods, bio-healing, photocatalytic 

degradation and adsorption [6-10]. Among these methods, adsorption has been an economically viable 

approach that can remove multiple contaminants at the same time using a wide variety of adsorbents. 

Besides, adsorption technology has been recognized as an effective and economic control strategy as it 

has the potential to recover and reuse both adsorbent and adsorbent [11, 12]. Another approach to the 

problem of dyes adsorption is based on the use of materials in the natural environment known as 

bioadsorbents [13]. The reason for the use of activated carbon as an adsorbent in adsorption processes 

is due to its excellent properties [14, 15]. However, since activated carbon is highly costly, it has 

encouraged researchers to synthesize other low-cost adsorbents to remove dyes. Therefore, yellow 

passionflower fruit waste [16], sugar cane [17], neem leaf powder (Azadirachta indica) [18], Posidonia 

Oceanica (L.) fibers [19], rice husk [20], wheat husk [21], garlic husk [22], coffee husks [23], papaya 

seeds [24], Brazilian pine-fruit shell [25], Elaeagnus Angustifolia seeds [26], onion skins [27] and acorn 

shell [28] to be included some biomasses were converted to cheap biosorbents. 

The experimental design is applied for statistical modeling and systematic analysis of a problem 

in which the desired responses or output criteria are optimized by input variables or factors. One of the 

numerous experimental designs for empirical modeling is the response surface methodology (RSM), 

which can be considered a decisive sequential technique for developing leading processes, improving 

the design and formulation of new products and improving their performance. The greatest advantage 

of RSM over the traditional time-domain approach of a variable in each trial is the reduction in the 

number of experimental studies required for faster and more systematic investigation of process 

variables for selected-response parameters, including simultaneous and interaction of variables. One of 

the major advantages of RSM is that it allows the optimization of multiple experimental parameters that 

have an impact on the process response by performing a small number of experimental studies. The 

Box-Behnken design is the most commonly used combination design of the RSM model, which is 

adopted as an experimental design model to investigate the effect of the interaction of various parameter 

combinations [29-33]. The experimental design of Box-Behnken is an ideal method for performing a 

series of evaluations through rationalized design points along with a reliable curvature prediction [34]. 

In this study, RSM based on Box-Behnken experimental design was applied to optimize the process 

parameters that effective in adsorption of methylene blue, one of the most important dyes. This study 

aimed to investigate the use of formaldehyde-modified peanut shells as a low-cost bioadsorbent and to 

determine optimum process parameters for methylene blue adsorption. Also, it was aimed to develop an 

approach that provides a better understanding of the effects of conditions such as adsorption time, 

methylene blue initial concentration and adsorption temperature on the adsorption capacity and to 

determine the maximum adsorption capacity under optimum conditions.  
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2. Materials and methods 

2.1. Preparation of bioadsorbent 

In this study, the adsorption of methylene blue used in the paint and pharmaceutical industry using 

peanut shells was investigated. At the beginning of the study, peanut shells were ground (Retsch SR300) 

and classified according to particle size (Retsch AS200). Peanut shells were treated for 24 hours with 

1% formaldehyde solution in 1/5 ratio (peanut shells: formaldehyde; w/v) for color immobilization and 

removal of water-soluble substances. The peanut shells were then removed by filtration and washed 

with hot deionized water to remove formaldehyde. The washed peanut shells were dried at 80°C for 24 

hours and stored in closed containers for use in adsorption experiments. 

2.2. Adsorption experiments 

In adsorption experiments, the effects of parameters such as solution pH (2, 4, 6, 8 and 10), 

adsorption time (30-150 min), methylene blue initial concentration (50-200 ppm) and ambient 

temperature (25-40°C) were determined separately. The studies were started by examining the effect of 

solution pH and pH adjustments were performed using 0.1 M NaOH and 0.1 M HCl. At the end of the 

process, solution concentrations were determined by a UV-Vis spectrophotometer (Hitachi U-0080D) 

at a wavenumber of 616 nm. 

The adsorption capacity of methylene blue on the formaldehyde-modified peanut shells was 

calculated with equation 1. 

𝑞 =
𝐶0−𝐶𝑒

𝑚
× 𝑉          (1) 

Where q (mg/g) is the adsorption capacity, V (L) is the solution volume, m (g) is the amount of 

adsorbent and C0 (ppm) and Ce (ppm) are the initial and equilibrium concentrations of methylene blue. 

2.3. Design of experiments 

In the experimental design, the relationship between adsorption time (X1), initial concentration 

(X2) and temperature (X3) independent variables and adsorption capacity (Y) response was modeled by 

using Box-Behnken approach and RSM. The values of the independent variables for design points are 

presented in Table 1. The relationship of the response variable with the independent variables was 

represented by the second-order polynomial equation given below. The statistical significance level of 

the model was measured with the F-value (p <0.05) at 95% confidence interval. Adeq precision, 

regression coefficient (R2), adjusted regression coefficient (Adj. R2) and predicted regression coefficient 

(Pred. R2) parameters were used in the evaluation of the model. 

Table 1. Independent variables and levels of the process for Box-Behnken experimental design 

Independent variables Seymbol 
Levels of independent variables 

-1 0 +1 

Adsorption time (min) X1 30 90 150 

Initial concentration (ppm) X2 50 125 200 

Temperature (°C) X3 25 32.5 40 

In the optimization process, the response can be correlated with variables selected by linear or 

quadratic models. A quadratic model was given in the following equation. 

𝑌 = 𝑏0 + 𝑏1𝑋1 + 𝑏2𝑋2 + 𝑏3𝑋3 + 𝑏12𝑋1𝑋2 + 𝑏13𝑋1𝑋3 + 𝑏23𝑋2𝑋3

+ 𝑏11𝑋1
2 + 𝑏22𝑋2

2 + 𝑏33𝑋3
2 

                                                              

(2) 
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Where Y is the response variable (q), b0 is constant, bi is linear coefficient, bii is quadratic 

coefficient, bij is interaction coefficient, Xi is the coded variable level and i or j are the number of 

independent variables. 

2.4. Analysis of variance (ANOVA) 

The results obtained by Box-Behnken experimental design studies are given in the statistical 

analysis program. The results of the studies using the experimental data are evaluated according to 

statistical data such as p-value calculated by the program, adequate precision, adjusted and predicted 

regression coefficients (Adj. R2, Pred. R2). From the data obtained statistically, it was paid attention that 

the p-value is less than 0.05. Because the p-value is less than 0.05, the effect of the variable on the 

response is statistically significant, if it is greater than 0.100 indicates that the effect of the variables on 

the response is statistically insignificant. Besides, a sufficient sensitivity value greater than 4 indicates 

that the model used can be included in the design area. The difference between the adjusted regression 

coefficient and predicted regression coefficient values is less than 0.2 is another criterion showing the 

suitability of the model. 

3. Results and discussion 

3.1. pH effect on the adsorption process 

Studies examining the effect of solution pH on methylene blue adsorption capacity were 

performed for 100 ppm initial concentration and 30°C process temperature, 24 hours impregnation time 

and 75 rpm stirring speed. The results were given in Figure 1.  

 

Figure 1. pH effect on the adsorption capacity of methylene blue. 

 

As can be seen from the figure, especially after pH=4, the adsorption capacity decreased with 

increasing solution pH. This is probably due to the excess OH- ion in the medium and the cationic 

structure of the dye. At basic pHs, it is thought that excess OH- ion in the environment forms complex 

with cationic dye and reduces adsorption. It was also seen that adsorption capacity decreased because 

the pH is less than 4. The possible reason for this is thought to be the repulsion of the cationic dyes as a 
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result of the decrease in the negative charge regions of the adsorbent when the pH decreases and the 

increase in the positive charge regions on the surface. 

3.2. Statistical analysis and modeling by RSM 

The adsorption capacity response variable value obtained from the experiments carried out 

according to the experimental design created with Box-Behnken approach-based RSM are presented in 

Table 2. 

Table 2. Experimental design and results of the Box-Behnken experimental design. 

 Factor 1 Factor 1 Factor 1 Response 

Run X1: Time (min) X2: Concentration (ppm) X3: Temperature (°C) Adsorption capacity (mg/g) 

1 150 125 40 42.93 

2 150 125 25 25.20 

3 90 125 32.5 33.40 

4 90 125 32.5 35.87 

5 90 50 25 12.08 

6 90 125 32.5 36.36 

7 150 50 32.5 25.39 

8 30 125 25 14.89 

9 90 50 40 21.32 

10 30 125 40 33.58 

11 150 200 32.5 39.92 

12 30 50 32.5 12.38 

13 30 200 32.5 26.21 

14 90 200 40 42.79 

15 90 200 25 23.27 

 

Table 3. Model summary statistics for methylene blue adsorption response. 

Source R2 Adjusted R2 Predicted R2 F-value p-value  

Linear 0.8282 0.7813 0.7265 17.68 0.0002  

2FI 0.8457 0.7300 0.5753 0.3026 0.8229  

Quadratic 0.9863 0.9616 0.8259 17.11 0.0046 Suggested 

Cubic 0.9967 0.9770  2.12 0.3367  

 

Some statistical results were evaluated, such as ANOVA to check the accuracy of the model for 

methylene blue adsorption. It was suggested that adsorption capacity was a model that fitted the 

quadratic equation according to ANOVA results (Table 3). According to ANOVA results, the quadratic 

equation obtained for methylene blue adsorption was given below.   

𝑞 = 40.15 + 2.22𝑋1 + 7.16𝑋2 + 8.34𝑋3 + 3.63𝑋1 + 1.67𝑋1𝑋3

+ 2.20𝑋2𝑋3 − 4.63𝑋1
2 − 0.98𝑋2

2 − 3.36𝑋3
2 

(2) 

In the equation, q was represented the adsorption capacity of methylene blue, and X1, X2, and X3 

were independent variables, as previously mentioned. To demonstrate the validity of this model, qexp. 

and qmod. (mg/g) were compared to the adsorption capacities determined by experimental and model 

(Figure 2). As can be seen from Figure 2, the estimated results with the quadratic regression model and 

the actual experimental results were found to be quite close to each other. In addition, the magnitude of 

the independent variable (X1, X2, and X3) coefficients in the model equations confirmed the ANOVA 

results according to the most effective parameter evaluation. 
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Figure 2. Comparison of experimental and model adsorption capacities of methylene blue. 

 

Table 4. ANOVA for the quadratic model. 

Source Sum of 

Squares 

Degree of 

Freedom 

Mean Square F-value p-value  

Model 1506.98 9 167.44 40.00 0.0004 significant 

X1-Time 268.69 1 268.69 64.18 0.0005  

X2-Concentration 465.72 1 465.72 111.25 0.0001  

X3-Temperature 531.01 1 531.01 126.84 < 0.0001  

X1 X2 0.1268 1 0.1268 0.0303 0.8686  

X1 X3 0.2348 1 0.2348 0.0561 0.8222  

X2X3 26.39 1 26.39 6.30 0.0538  

X1² 22.58 1 22.58 5.39 0.0678  

X2² 168.67 1 168.67 40.29 0.0014  

X3² 47.49 1 47.49 11.34 0.0199  

Residual 20.93 5 4.19    

Lack of Fit 15.92 3 5.31    

Pure Error 5.01 2 2.51    

Cor Total 1527.92 14     

 

ANOVA results of the quadratic polynomial function proposed by Box-Behnken approach for the 

relationship between the response variable and independent variables are given in Table 4. Accordingly, 

the F-value of the model determined by the adsorption capacity ANOVA results of methylene blue was 

found to be significant at 40.00. Adeq precision value measures the signal to noise ratio. This ratio is 

requested to be greater than 4.00 in respect of the model's estimation suitability. Accordingly, as shown 

in Table 4, the adeq precision of the model for methylene blue was determined to be 18.89, which means 

that the model is suitable for these studies. Besides, the p-value of the model is less than 0.05, meaning 

that the terms of the model are meaningful and that it is more than 0.100 means that it is meaningless. 

According to the model obtained from the methylene blue study, p-values less than 0.05 showed that 

the model terms were significant. Adj. R2 and Pred. R2 are expected to be close to each other and the 

difference between them is expected to be less than 0.2  [35, 36]. The  Pred. R2 of 0.8259 is in reasonable 

agreement with the Adj. R2 of 0.9616; i.e. the difference is less than 0.2 for the methylene blue adsorption 

capacity response. This result showed that the model has high precision and reliability. 
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3.3. The effect of adsorption time and initial concentration on the adsorption capacity 

The results obtained for the studies in which the effect of adsorption time and initial solution 

concentration on the methylene blue adsorption capacity are examined are given in Figure 2. As can be 

seen from the figure, the adsorption capacity increased with increasing adsorption time and initial 

concentration. This result showed that the adsorption of methylene blue depends on time and initial 

concentration. When this result and ANOVA results (F-value and p-value) were evaluated together, it 

was concluded that initial concentration was more effective than adsorption time. 
 

    

Figure 3. Contour and 3D response surface graphs showing the effect of time and methylene blue initial concentration 

on the adsorption capacity (Process conditions: pH = 4, temperature = 32.5°C, amount of adsorbent= 0.1 g, stirring 

speed = 75 rpm). 

3.4. The effect of adsorption time and temperature on the adsorption capacity 

The results obtained for the studies in which the effect of adsorption time and solution temperature 

on methylene blue adsorption capacity are examined are given in Figure 3. As can be seen from the 

figure, the amount of methylene blue adsorbed generally tends to increase with increasing adsorption 

time and temperature. This result showed that the adsorption capacity of methylene blue depends on 

both time and temperature. Based on ANOVA results (F-value and p-value), it was found that this result 

was significant and the effect of temperature parameter on the adsorption process was higher. 
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Figure 4. Contour and 3D response surface graphs showing the effect of time and temperature on the adsorption 

capacity (Process conditions: pH = 4, initial concentration = 125 ppm, amount of adsorbent= 0.1 g/100 mL, stirring 

speed = 75 rpm). 

3.5. The effect of initial concentration and temperature on the adsorption capacity 

The results obtained for the studies examining the effect of solution initial concentration and 

temperature on methylene blue adsorption capacity are given in Figure 4. As can be seen from the figure, 

the adsorption capacity generally tends to increase with increasing temperature and initial concentration. 

This result showed that adsorption capacity was dependent on both initial concentration and temperature. 

It can be said that the temperature is more effective on the methylene blue adsorption capacity according 

to the evaluation made based on ANOVA results (F-value and p-value) in which binary parameter 

effects are determined. 

 

 
Figure 5. Contour and 3D response surface graphs showing the effect of initial concentration and temperature on the 

adsorption capacity (Process conditions: pH = 4, adsorption time = 90 min, amount of adsorbent= 0.1 g/ 100 mL, 

stirring speed = 75 rpm). 
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3.6. Optimization of process parameters for methylene blue adsorption 

The main objective of this study was to find a combination of experimental variable levels that 

provide the maximum adsorption capacity value for the methylene blue response variable. Adsorption 

time (A: X1), initial concentration (B: X2) and (C: X3) temperature variables were optimized to determine 

the maximum adsorption capacity in the studied range. In this context, in the adsorption study using 

modified peanut shells, the optimum numerical values of experimental parameters were determined by 

applying the Box-Behnken experimental design method as an effective tool to find the maximum 

adsorption capacity of methylene blue (Figure 6). Under the determined optimum conditions, the 

maximum adsorption capacity of methylene blue was found as 43.84 mg/g. The desirability [37] of these 

parameters, which completely represents the desired or ideal response values, was found to be 0.999 for 

methylene blue adsorption. For optimum point evaluation, validation experiments were performed for 

optimum process conditions corresponding to 10 different desirability levels among different 

desirability levels recommended by the package program and under these conditions, the maximum 

adsorption capacity for methylene blue was obtained as 42.95 mg/g. According to the results of the 

validation tests, the absolute error values between the test results obtained for the methylene blue 

response and the proposition values are below 3% and are acceptable. Based on all these evaluations, it 

can be concluded that the proposed model outputs are fully consistent with the experimental results.  

 

 

Figure 6. Desirability ramp for numerical optimization of adsorption conditions. 

3.7. Adsorption kinetic studies 

Adsorption kinetics is an important characteristic that must be examined to understand the 

adsorption dynamics between adsorbate and adsorbent and to determine the kinetic parameters [38]. The 

pseudo-first-order and pseudo-second-order kinetic models were used to evaluate the adsorption kinetic 

in this study under optimized process conditions. The validity of kinetic models was assessed by R2, 

regression coefficient, and Δq (%). The non-linear forms and parameters of the kinetic models studied 

are given in Table 5. Adsorption kinetic models were fitted to experimental data using non-linear 

regression analysis. The estimated kinetic parameters were listed in Table 6. The non-linear plots of the 

pseudo-first-order and pseudo-second-order kinetic models are shown in Figure 7. As can be seen from 

this Figure, it is clear that the plots of the pseudo-second-order kinetic model were fit the experimental 

data better when compared to the pseudo-first-order model. 
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Table 5. Non-linear forms and parameters of the adsorption kinetic models 

Kinetic models/Standard deviation Equation Reference 

Pseudo-first-order model 𝑞𝑡 = 𝑞𝑒 [1 − 𝑒(−𝑘1𝑡)] 1 [39] 

Pseudo-second-order model 𝑞𝑡 =  
𝑘2𝑞𝑒

2𝑡

1+𝑘2𝑞𝑒𝑡
 2 [40] 

Normalized standard deviation ∆𝑞(%) = 100√
∑[(𝑞𝑒𝑥𝑝.−𝑞𝑚𝑜𝑑.)/𝑞𝑒𝑥𝑝.]

2

𝑁−1
 3 [41] 

1qe and qt (mg/g) = the adsorption capacities at equilibrium and at time t (min), respectively, k1 = the adsorption rate constant 

of the pseudo-first-order kinetic model (1/min). 
2k2 = the adsorption rate constant of the pseudo-second-order kinetic model (g/mg/min). 

3qexp. and qmod. (mg/g) = the adsorption capacities of kinetic experiments and models, respectively, N = the number of 

adsorption kinetics data points, Δq = the normalized standard deviation. 

Table 6. Kinetic models parameters for the adsorption of methylene blue on formaldehyde-modified peanut shells 

Kinetic models Parameters Results 

Pseudo-first-order 

qe (mg/g) 23.60 

k1 (1/min) 0.029 

R2 0.971 

Δq (%) 9.65 

Pseudo-second-order 

qe (mg/g) 27.07 

k2 (g/mg/min) 0.00096 

R2 0.997 

Δq (%) 1.85 

 

 

Figure 7. Adsorption kinetics model fitting results and experimental kinetics of methylene blue on the formaldehyde-

modified peanut shells. 

4. Conclusions 

In this study, the first use of formaldehyde-modified peanut shells as bioadsorbent to remove 

methylene blue from aqueous solutions was investigated. Firstly, the effect of solution pH, which is one 

of the important parameters for the adsorption process, was determined. Then, conditions such as 

adsorption time, initial concentration and ambient temperature, which play a key role in the adsorption 

process, were optimized using the RSM based on Box-Behnken experimental design. The pseudo-first-

order and pseudo-second-order kinetic models were used to evaluate the adsorption kinetic in this study 
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under optimized process conditions. Adsorption kinetic results showed that the plots of the pseudo-

second-order kinetic model were fit the experimental data better when compared to the pseudo-first-

order model. Besides, the maximum adsorption capacity was found under optimum process conditions; 

95.25 min adsorption time, 191.87 ppm initial concentration, 39.70°C adsorption temperature. The 

maximum adsorption capacity for methylene blue was determined to be 43.84 mg/g using RSM based 

on Box-Behnken experimental design. Also, results indicated that formaldehyde-modified peanut shells 

could be used as low cost and effective bioadsorbent for the adsorption of methylene blue, which is one 

of the important dyes. Furthermore, it was concluded that the RSM based on Box-Behnken experimental 

design can be applied successfully for the methylene adsorption process. 

5. References  

[1] Richardson, S.D., Kimura, S.Y., Water Analysis: Emerging Contaminants and Current Issues, Analytical 

Chemistry, 88 (2016), pp.546-582. 

[2] Schwarzenbach, R.P., Escher, B.I., Fenner, K., Hofstetter, T.B., Johnson, C.A., Von Gunten, U., Wehrli, B., 

The Challenge of Micropollutants in Aquatic Systems, Science, 313 (2006), pp.1072-1077. 

[3] Shannon, M.A., Bohn, P.W., Elimelech, M., Georgiadis, J.G., Marinas, B.J., Mayes, A.M., Science and 

Technology for Water Purification in the Coming Decades, Nature, 452 (2008), pp.301-310. 

[4] Birhanlı, A., Ozmen, M., Evaluation of the Toxicity and Teratogenity of Six Commercial Textile Dyes using 

the Frog Embryo Teratogenesis Assay–Xenopus, Drug and Chemical Toxicology, 28 (2005) 51-65. 

[5] Jadhav, J., Kalyani, D., Telke, A., Phugare, S., Govindwar, S.P., Evaluation of the Efficacy of a Bacterial 

Consortium for the Removal of Color, Reduction of Heavy Metals, and Toxicity from Textile Dye Effluent, 

Bioresource Technology, 101 (2010), pp.165-173. 

[6] Ali, I., New Generation Adsorbents for Water Treatment, Chemical Reviews, 112 (2012), pp.5073-5091. 

[7] Brillas, E., Martínez-Huitle, C.A., Decontamination of Wastewaters Containing Synthetic Organic Dyes by 

Electrochemical Methods, an Updated Review, Applied Catalysis B: Environmental, 166 (2015), pp.603-643. 

[8] Chong, M.N., Jin, B., Chow, C.W., Saint, C., Recent Developments in Photocatalytic Water Treatment 

Technology: A Review, Water research, 44 (2010), pp.2997-3027. 

[9] Kumar, S.S., Shantkriti, S., Muruganandham, T., Murugesh, E., Rane, N., Govindwar, S.P., Bioinformatics 

Aided Microbial Approach for Bioremediation of Wastewater Containing Textile Dyes, Ecological Informatics, 

31 (2016), pp.112-121. 

[10] Li, J., Wang, X., Zhao, G., Chen, C., Chai, Z., Alsaedi, A., Hayat, T., Wang, X., Metal–Organic Framework-

Based Materials: Superior Adsorbents for the Capture of Toxic and Radioactive Metal Ions, Chemical Society 

Reviews, 47 (2018), pp.2322-2356. 

[11] Kutluay, S., Baytar, O., Şahin Ö., Equilibrium, Kinetic and Thermodynamic Studies for Dynamic Adsorption 

of Benzene in Gas Phase onto Activated Carbon Produced from Elaeagnus Angustifolia Seeds, Journal of 

Environmental Chemical Engineering, 7 (2019), pp.102947. 

[12] Kutluay, S., Baytar, O., Şahin Ö., Adsorption Kinetics, Equilibrium and Thermodynamics of Gas-Phase 

Toluene onto Char Produced from Almond Shells, Research on Engineering Structures and Materials, 5 (2019), 

pp.279-298. 

[13] Khorramfar, S., Mahmoodi, N.M., Arami, M., Gharanjig, K., Equilibrium and Kinetic Studies of the Cationic 

Dye Removal Capability of a Novel Biosorbent Tamarindus Indica from Textile Wastewater, Coloration 

Technology, 126 (2010), pp.261-268. 

[14] Baytar, O., Şahin, Ö., Saka, C., Sequential Application of Microwave and Conventional Heating Methods for 

Preparation of Activated Carbon from Biomass and Its Methylene Blue Adsorption, Applied Thermal Engineering, 

138 (2018), pp.542-551. 

[15] Özhan, A., Şahin, Ö., Küçük, M.M., Saka, C., Preparation and Characterization of Activated Carbon from 

Pine Cone by Microwave-Induced ZnCl2 Activation and Its Effects on the Adsorption of Methylene Blue, 

Cellulose, 21 (2014), pp.2457-2467. 

[16] Pavan, F.A., Lima, E.C., Dias, S.L., Mazzocato, A.C., Methylene Blue Biosorption from Aqueous Solutions 

by Yellow Passion Fruit Waste, Journal of Hazardous Materials, 150 (2008), pp.703-712. 

[17] Low, L.W., Teng, T.T., Rafatullah, M., Morad, N., Azahari, B., Adsorption Studies of Methylene Blue and 

Malachite Green from Aqueous Solutions by Pretreated Lignocellulosic Materials, Separation Science and 

Technology, 48 (2013), pp.1688-1698. 

[18] Bhattacharyya, K.G., Sharma, A., Kinetics and Thermodynamics of Methylene Blue Adsorption on Neem 

(Azadirachta Indica) Leaf Powder, Dyes and Pigments, 65 (2005), pp.51-59. 

[19] Ncibi, M.C., Mahjoub, B., Seffen, M., Kinetic and Equilibrium Studies of Methylene Blue Biosorption by 

Posidonia Oceanica (L.) Fibres, Journal of Hazardous Materials, 139 (2007), pp.280-285. 

141

http://dergipark.gov.tr/ejt


European Journal of Technique (EJT)   Vol  10, Number 1, 2020 

Copyright © INESEG                                       ISSN 2536-5010 | e-ISSN 2536-5134                                                  http://dergipark.gov.tr/ejt       

[20] Vadivelan, V., Kumar, K.V., Equilibrium, Kinetics, Mechanism, and Process Design for the Sorption of 

Methylene Blue onto Rice Husk, Journal of Colloid and Interface Science, 286 (2005), pp.90-100. 

[21] Bulut, Y., Aydın, H., A Kinetics and Thermodynamics Study of Methylene Blue Adsorption on Wheat Shells, 

Desalination, 194 (2006), pp.259-267. 

[22] Hameed, B., Ahmad, A., Batch Adsorption of Methylene Blue from Aqueous Solution by Garlic Peel, an 

Agricultural Waste Biomass, Journal of Hazardous Materials, 164 (2009), pp.870-875. 

[23] Oliveira, L.S., Franca, A.S., Alves, T.M., Rocha, S.D., Evaluation of Untreated Coffee Husks as Potential 

Biosorbents for Treatment of Dye Contaminated Waters, Journal of Hazardous Materials, 155 (2008), pp.507-

512. 

[24] Hameed, B., Evaluation of Papaya Seeds as a Novel Non-Conventional Low-Cost Adsorbent for Removal of 

Methylene Blue, Journal of Hazardous Materials, 162 (2009), pp.939-944. 

[25] Royer, B., Cardoso, N.F., Lima, E.C., Vaghetti, J.C., Simon, N.M., Calvete, T., Veses, R.C., Applications of 

Brazilian Pine-Fruit Shell in Natural and Carbonized Forms as Adsorbents to Removal of Methylene Blue from 

Aqueous Solutions-Kinetic And Equilibrium Study, Journal Of Hazardous Materials, 164 (2009), pp.1213-1222. 

[26] Ceyhan, A.A., Baytar, O., Güngör, A., Saygınlı, E., Söylemez, C., Removal of Malachite Green from Aqueous 

Solutions using Formaldehyde Treated Elaegnus Angustifalia Seeds, Selcuk University Journal of Engineering, 

Science and Technology, (2013). 

[27] Saka, C., Sahin, Ö., Removal of Methylene Blue from Aqueous Solutions by using Cold Plasma‐ and 

Formaldehyde‐ Treated Onion Skins, Coloration Technology, 127 (2011), pp.246-255. 

[28] Saka, C., Şahin, Ö., Adsoy, H., Akyel, Ş.M., Removal of Methylene Blue from Aqueous Solutions by Using 

Cold Plasma, Microwave Radiation and Formaldehyde Treated Acorn Shell, Separation Science and Technology, 

47 (2012), pp.1542-1551. 

[29] Amini, M., Abbaspour, K.C., Johnson, C.A., A Comparison of Different Rule-Based Statistical Models for 

Modeling Geogenic Groundwater Contamination, Environmental Modelling & Software, 25 (2010), pp.1650-

1657. 

[30] Bashir, M.J., Aziz, H.A., Yusoff, M.S., Adlan, M.N., Application of Response Surface Methodology (RSM) 

for Optimization of Ammoniacal Nitrogen Removal From Semi-Aerobic Landfill Leachate Using Ion Exchange 

Resin, Desalination, 254 (2010), pp.154-161. 

[31] Geyikçi, F., Kılıç, E., Çoruh, S., Elevli, S., Modelling of Lead Adsorption from Industrial Sludge Leachate 

on Red Mud by Using RSM And ANN, Chemical Engineering Journal, 183 (2012), pp.53-59. 

[32] Hamzaoui, A.H., Jamoussi, B., M'nif, A., Lithium Recovery from Highly Concentrated Solutions: Response 

Surface Methodology (RSM) Process Parameters Optimization, Hydrometallurgy, 90 (2008), pp.1-7. 

[33] Kalavathy, H., Regupathi, I., Pillai, M.G., Miranda, L.R., Modelling, Analysis and Optimization of 

Adsorption Parameters for H3PO4 Activated Rubber Wood Sawdust Using Response Surface Methodology 

(RSM), Colloids and Surfaces B: Biointerfaces, 70 (2009), pp.35-45. 

[34] Ghelich, R., Jahannama, M.R., Abdizadeh, H., Torknik, F.S., Vaezi, M.R., Central Composite Design (CCD)-

Response Surface Methodology (RSM) of Effective Electrospinning Parameters on PVP-B-Hf Hybrid 

Nanofibrous Composites for Synthesis of Hfb2-Based Composite Nanofibers, Composites Part B: Engineering, 

166 (2019), pp.527-541. 

[35] Erbay, Z., Icier, F., Optimization of Hot Air Drying of Olive Leaves Using Response Surface Methodology, 

Journal of Food Engineering, 91 (2009), pp.533-541. 

[36] Rai, A., Mohanty, B., Bhargava, R., Supercritical Extraction of Sunflower Oil: A Central Composite Design 

for Extraction Variables, Food Chemistry, 192 (2016), pp.647-659. 

[37] Pimenta, C.D., Silva, M.B., de Morais Campos, R.L., de Campos Junior, W.R., Desirability and Design of 

Experiments Applied to the Optimization of the Reduction of Decarburization of the Process Heat Treatment for 

Steel Wire SAE 51B35, American Journal of Theoretical and Applied Statistics, 7 (2018), pp.35-44. 

[38] Vargas, A.M.M., Cazetta, A.L., Kunita, M., Silva, T.L., Almeida, V., Adsorption of Methylene Blue on 

Activated Carbon Produced from Flamboyant Pods ( Delonix Regia): Study of Adsorption Isotherms and Kinetic 

Models, Chemical Engineering Journal, 168 (2011), pp.722-730. 

[39] Sari, A., Tuzen, M., Citak, D., Soylak, M., Equilibrium, Kinetic and Thermodynamic Studies of Adsorption 

of Pb(II) from Aqueous Solution onto Turkish Kaolinite Clay, Journal of Hazardous Materials, 149 (2007), 

pp.283-291. 

[40] Dursun, A.Y., Kalayci, Ç.S., Equilibrium, Kinetic and Thermodynamic Studies on the Adsorption of Phenol 

onto Chitin, Journal of Hazardous Materials, 123 (2005), pp.151-157. 

[41] KUTLUAY, S., Benzen Uçucu Organik Bileşiğinin Badem Kabuğundan Üretilen Char Üzerine Gaz Fazı 

Adsorpsiyonu: Kinetik, Denge ve Termodinamik, Bitlis Eren Üniversitesi Fen Bilimleri Dergisi, 8 (2019), 

pp.1432-1445. 

 

142

http://dergipark.gov.tr/ejt


 
 
 
Research Article 

European Journal of Technique (EJT)   Vol  10, Number 1, 2020 

Copyright © INESEG                                       ISSN 2536-5010 | e-ISSN 2536-5134                                                  http://dergipark.gov.tr/ejt       

EJT 

 

THE ROLE OF STATIC VAR COMPENSATOR AT REACTIVE POWER COMPENSATION  

 

Behçet KOCAMAN1*, Nurettin ABUT2 

As the need for electricity has increased and the cost of energy generation has 

arised. For this reason, it is important to use the generated energy in good 

quality, safely and efficiently. Reactive power compensation is one of the most 

effective application to reduce transmission losses, prevent voltage drops, 

prevent consumers from paying for reactive energy, facilitate operating, 

increase efficiency and save energy in energy systems. However, due to 

improvements in semiconductor technology, reactive power compensation 

systems have gained a new dimension. The power compensation made by the 

use of semiconductor power elements is called Static VAR Compensation. This 

compensation is used for the compensation of loads such as arc furnaces, 

elevators, automotive; paper packaging, food and textile, point welding 

machines, port cranes, flat welds. Transient events are minimized, losses are 

reduced, back uped possibility,controled flexibility and reliability are ensured 

by using Static VAR Compensation systems in power network. In this study, 

thyristor triggering angles and power factor values of a system, that contains 

reactive loads and controlled by Static VAR Compensation, were obtained by 

using the computer software developed by Microsoft C Sharp (C#) 

programming language. The results were discussed in terms of importance of 

using such controlling structures in power networks.     

 

Key words: Energy efficiency, Reactive power, Static VAR compensation  

 

1. Introduction  

Due to the fact that operating costs are high in energy generating units, the efficiency of renewable 

energy sources is in the development process, the leakage losses in the transmission and distribution 

system are large, the state does not have enough resources to reduce losses and the demand for electricity 

increases day by day, need of more quality and reliable energy has appeared[1].  

For this reason, reactive reactive power compensation has become compulsory and the prospect 

has begun to increase day by day to use the produced energy better and more efficiently, to reduce 

transmission losses, to prevent voltage drops, and to pay the price of reactive energy that causes financial 

burden on consumers[2]. Because reactive power compensation is one of the most effective 

measurements to facilitate operation in power systems, it increase efficiency and ensure energy saving.  
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According to the “Procedures and Principles Regarding Tariff Applications of Distribution 

Licensee Legal Entities and Supply Companies" accepted by the Energy Market Regulatory Authority 

at its meeting dated 30.12.2015, For customers with a power of less than 50 kVA, the inductive reactive 

power consumption exceeds 33% of the active power, the capacitive reactive energy to the system 

exceeds 20%; Inductive reactive power consumption exceeding 50 kVA and over 20% of active power 

users are obliged to pay reactive power rating in case of capacitive reactive energy supply to the system 

exceeding 15%. For this reason, when the reactive power limits are exceeded, reactive power 

consumption fee is applied. While different methods are being developed for the production of 

electricity every day, various techniques and methods are being investigated in order to use the produced 

energy in the most efficient way.   

Reactive power can be controlled by switching shunt capacitors and reactors. If thyristors are used 

as a switch, these use for the current control within capacitors and /or shunt reactors. These can provide 

fast and stepless control of reactive power. In recent years, with the developing technology, power 

electronics components can be manufactured with greater power. In addition, the performance of the 

control elements has also been improved[3]. The Flexible AC Transmission System (FACTS) 

implementation is predominantly for dynamic issues, this design proves the point that there are mainly 

three main variables whose direct control in the power system might have an impact on performance. 

They are voltage, angle, impedance. FACTS Controllers use for Power Systems’ Controllability[4].  

In general terms FACTS devices, especially SVCs have became fundamental components in 

planning, operation and control stages of power systems[5].  

There are different types FACTS Controllers. These are; Thyristor Controlled Series 

Compensation (TCSC), Static Synchronous Series Controller (SSSC), Thyristor-switched series 

capacitor (TSSC), Static Synchronous Compensator (STATCOM), Static VAR Compensator (SVC) and 

Unified Power Flow Controller (UPFC). Research focuses on the impact of compensation of the SVC 

and STATCOM controllers, especially on the steady-state analysis and for first-swing stability 

enhancement [6-8]. Comparison for different FACTS Controllers given by Table 1. 

 

Table 1. Comparison for different FACTS Controllers [9]  

Control Attributes FACTS Controllers 

 TCSC  SSSC TSSC STATCOM SVC UPFC 

Power flow control x x x   x 

Voltage profile improvement    x x x 

Line commutated x  x  x  

Forced commutated  x  x  x 

Voltage source converter  x  x  x 

Current source converter x x x x x  

Transient and dynamic 

converter 
x x x  x x 

Damping oscillation x x x x x x 

Fault current limiting x  x   x 

Voltage stability x x x x x x 
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2. Classification of Reactive Power Compensation 

In practice, compensation is provided by controlling reactive power by using contactor and 

semiconductor power elements. The compensation made using the contactor is called conventional 

compensation and the compensation made using semiconductor power elements is called Static VAR 

Compensation. 

2.1.  Conventional compensation  

Most of the electrical loads used in the industry are inductive reactive power from the electric 

grid. In order to compensate this inductive reactive power, capacitors groups with different capacity 

values are used after the meters in the plant.  

Devices called reactive power control relays determine the reactive power needed by the system 

and either activate or deactivate groups of capacitors that will provide the capacity value to compensate 

for this power[10].  

When reactive power compensation is required, the capacitor groups are only activated within 5 

to 10 seconds in the conventional compensation systems. Such a long time causes overloads and major 

losses in the electric grid. The total loss that occurs when losses are taken into account by thousands of 

end-users is reaching levels of reparability for power distribution companies.  

In addition, these systems cause transient voltages, arcs, sudden voltage increases and electrical 

noise during switching because the power factor correction process takes the capacitor blocks out of 

contact by means of contactors[11]. Along with that, this system tries to supply capacitive reactive 

energy to the system through reactive power control relay and contactor.  

However, it can not respond to loads that powerful and quickly enter and exit the circuit. To be 

able to perform a complete compensation, a large number of single-phase grades must be used. In 

addition, entering and leaving a large number of circuits in a short time has an adverse effect on the 

capacitor and arcing occurs in the contacts of the contactors[12].  

The In order to compensate the reactive power when the loads are switched on and off fast, a 

instantaneous start current as shown in Figure 1. on capacitors when capacitors switched on contactors.  

 
Figure 1. Instantaneous start current change 

 

As the loading and unloading operations of the loads become more frequent, instantaneous start 

current and arc effect cause deformation of the contactor contacts and after a while the contacts stick. 

In many cases, this situation, which occurs in contactors, can cause the contactors to burn. This 

also causes shortening of life due to continuous current draw of the capacitors. The disadvantages of 

conventional compensation systems and the development of semiconductor technology have brought 

reactive power compensation systems to a new dimension. 
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It is not possible to respond to fast variable loads by switching with mechanical contactors in 

conventional systems. Such workings can only be answered by switching with a thyristor. In thyristor 

systems, since capacitors are activated at zero crossings, the obligation to wait for discharge times is 

eliminated. In addition, when the capacitors are switched on for the first time, it is possible to switch 

them on and off at a high speed since the current drawn is minimum. Thus, the life and power quality of 

capacitors and switching elements are also positively affected. In addition, panel maintenance costs are 

minimized. For this reason, using static VAR compensator at reactive power compensation is important. 
 

2.2. Static VAR Compensation 
 

The static VAR compensators (SVCs) are traditionally used to dynamically compensate reactive 

power[13]. SVC systems, which are implemented as thyristor-switched compensation systems, are one 

of the most effective methods of ensuring energy efficiency. The basic types of reactive power control 

elements that bring the whole or a part of a SVC system into play are; thyristor controlled reactor (TCR), 

thyristor switched  reactor (TSR) ve thyristor switched capacitor (TSC)[14- 15]. SVCs increases the 

quality of power in many respects. There are many functional benefits of the SVC. Such as flicker 

reduction, Voltage stabilisation, reactive power compensation, reduction of harmonics, energy savings, 

increase in productivity. It has the ability to provide maximum capacitive and inductive power limits 

and every value between these limits. In general, the SVC circuit diagram is given in Figure 2. 

 
Figure 2. SVC circuit diagram 

 

It is provided the capacitors to be switched on in less than 10 ms by using thyristor modules. In 

addition, a high instantaneous starting current generated during the switching of the capacitors is 

prevented and only the normal capacitor current flows, as shown in Figure 3.  In this way, rapidly varying 

loads can be easily compensated, the compensation response time can be adjusted between 20 and 500 

ms. 
 

  

Figure 3. The capacitor's own nominal current change 
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Static VAR compensation systems have advantages such as minimizing transient events, reducing 

losses, providing redundancy, control flexibility and high reliability. However, it is an important 

question that causes harmonics that affect energy quality. This compensation is used compansation of 

loads such as especially in the fields of arc furnaces, elevators, automotive, paper, packaging, food, 

textile, glass, cement sectors, point welding machine, harbor cranes, flat welds, where power factor 

coming in and out very frequently and in short period shows frequent and big changes. The 

implementation diagram for a three-phase Static VAR Compensation implemented as a thyristor-

switched compensation system shown in Figure 4. 
 

 

Figure 4. Three-phase SVC application scheme[4] 

 

3.  Static VAR Compensation Application 

In a fixed-capacitor thyristor controlled reactor (FC-TCR), the fixed capacitors generate reactive 

power while the TCR will consume power. Since the reactive power generation of the capacitor group 

is fixed at a certain voltage level, the reactive power generation of the system provided by the reactor is 

determined by changing the triggering angle of the thyristors. 

Changing the triggering angle of the thyristor will control the main component of the reactor 

current, thus  controlling the magnitude of the reactive power[16]. 

 An facility has been selected for such a static VAR compensation system application.  The 

maximum power of the selected facility is 292 kW and the maximum current drawn from the network 

is 738 A. When all loads in the system are activated, the power factor cos φ = 0.6, ie the largest phase 

difference is 53 °. In this facility, FC-TCR compensation method is used to raise the power factor to 

nearly 1. The fixed capacitor value used in the system has been selected to be 8,817 μF, the power 400 

kVAr and the reactor value XL = 1.1 mH. The principle connection diagram of the compensation system 

is given in Figure 5[11]. 
 

System includes a control and measurement unit as shown in Fig.5. This structure is the most 

important component of overall system. Because triggering angles are being adjusted by this unit. This 

adjustment can be summarized as given below; 

. Measure grid current and terminal voltage 
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. Measure phase angle 

. Calculate active power 

. Calculate reactive power 

. Obtain difference of fixed capacitor power value and calculated reactive power 

. Calculate triggering angle by using from Equation 1 to Equation 8 

. Output calculated triggering angle value 
 

 

Figure 5. Principle connection diagram of the compensation system 

 

 

 The power factor is reduced when dissimilar loads in the system enter the operation at different 

times. The fixed capacitor group will remain active after compensating the reactive load to bring the 

power factor closer to 1. 

 For this power compensation, this increased capacitive reactive power will be compensated by 

producing an inductive reactive power, depending on the α angle of trigger of the thyristor[17]. 

  In order to find the reactive power generated on the reactor depending on the angle of trigger 

of α thyristor, it is necessary to calculate the effective values of the current and the voltage depending 

on the trigger angle of the Equation 1. 

 

              QB(α)= Veff(α).Ieff(α)                                         (1) 

                                                                        

 The time-dependent variation of the current and voltage at the α triggering angle of the thyristor-

connected reactor circuit is given in Figure 6.  

 

 

 

 

 

 

 

Figure 6. Time-dependent change of current and voltage 
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IL(t) = 
1

L
. ∫ VL(t)dt +I0                                                 (2) 

 

IL(t) = 
𝑉𝑚

𝜔𝐿
 𝑆𝑖𝑛(𝜔𝑡 − 90°)+I0                                     (3) 

 

I0 = −
𝑉𝑚

𝜔𝐿
 𝑆𝑖𝑛(𝛼 − 90°)                                                    (4) 

 

If Equation (4) is written in place of Equation (3), Equation (5) is obtained. 

 

𝐼𝐿(𝑡) =
𝑉𝑚

𝜔𝐿
 𝑆𝑖𝑛(𝜔𝑡 − 90°)+(−

𝑉𝑚

𝜔𝐿
) 𝑆𝑖𝑛(𝛼 − 90°)                (5)   

 As shown in Figure 6., in the cases of ωt = α and ωt = β,          IL (t) = 0 and β = 2π- α. 
 

𝐼𝑒𝑓𝑓(𝛼) =
1

2𝜋
∫ 𝐼2𝛽=2𝜋−𝛼

𝛼
(𝑡)𝑑𝑡                             (6) 

The effective value of the current passing through the reactor after integration in Equation (6) 

depends on the α trigger angle is calculated by Equation (7). 

Ieff(α) =
Vm

ωL
√

(π−2α)(1−0.5Cos2α)−1.5Sin2α

π
                         (7) 

Similarly, the effective value of the voltage, depending on the α trigger angle, is calculated from 

Equation (8). 

     Veff(α) =
Vm

√2
√

π−2α−Sinα

π
                                                (8) 

According to the information described above, the flow chart of the overall system includes 

thyristors and other components is given in Figure 7. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.  Flow chart of the SVC system 
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As shown in Figure 7, the current and phase difference obtained from the network is measured. 

Grid voltage and fixed capacitor power are known. Active, reactive and apparent powers are calculated 

from these values. A loop was created to see which of the triggering angles of the thyristor of the 

inductive reactive power compensating capacitive reactive power remaining from the reactive power 

difference with the fixed capacitor power.  

 The inductive reactive power generated on the reactor due to the α triggering angle of the 

thyristor is calculated according to Equations. (1), (7) and (8). These calculate has been provided by the 

computer software developed by Microsoft C Sharp (C#) programming language.  If the power factor is 

close to 1 or 1, the program will start to measure new values for the load changes after having found the 

α trigger angle of the thyristor. The state of the computer program that computes the angle of trigger α 

and the after compensation power factor according to the different load cases in facility with the program 

are given by Table 2-5. 

 
Table 2. Algorithm result for case 1 

Case 1 Value 

Power.factor before compensation 0,65 

Measured current value 654  A 

Measured phase angle 49° 

Active power 282073 W 

Fixed capacitor power 400 kVAr 

Residual capacitive power after 

compensating reactive power in the 

system 

75,53 kVAr 

Thyristor controlled reactive power 78,8 kVAr 

Angle of thyristor trigger 37° 

Power factor after compensation 1 

 

Table 3. Algorithm result for case 2 

Case 2 Value 

Power factor before compensation 0,70 

Measured current value 595 A 

Measured phase angle 45° 

Active power 276593 W 

Fixed capacitor power 400 kVAr 

Residual capacitive power after 

compensating reactive power in the 

system 

123,419 kVAr 

Thyristor controlled reactive power 125,178  kVAr 

Angle of thyristor trigger 29° 

Power factor after compensation 1 

 

Table 4. Algorithm result for case 3 

Case 3 Value 

Power factor before compensation 0,84 

Measured current value 345 A 

Measured phase angle 32° 

Active power 192341 W 

Fixed capacitor power 400 kVAr 

Residual capacitive power after 

compensating reactive power in the 

system 

279,8  kVAr 

Thyristor controlled reactive power 287 kVAr 

Angle of thyristor trigger 10° 

Power factor after compensation 0,99 
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Table 5. Algorithm result for case 4 

Case 4 Value 

Power factor before compensation 0,94 

Measured current value 312 A 

Measured phase angle 19° 

Active power 193934 W 

Fixed capacitor power 400 kVAr 

Residual capacitive power after 

compensating reactive power in the 

system 

333,2 kVAr 

Thyristor controlled reactive power 341,5  kVAr 

Angle of thyristor trigger 5° 

Power factor after compensation 0,99 

 

5. Conclusion 

The energy used in industrial facilities must be uninterrupted and of good quality. Therefore, the 

important of the continuity and quality of the electric energy transmitted is increasing day by day. It has 

become imperative to reduce energy quality deficiencies resulting from reactive power change and 

voltage fluctuations. Conventional compensation systems cause disruptive effects in the network and 

cause overcurrents and voltages. SVC systems eliminate such negative effects. 

 SVC application is the most suitable solution for medium voltage installations where disturbing 

effects are present in the grid. Voltage stability is ensured with reactive power compensation by this 

application, harmonic and flicker levels are reduced to the values according to the standards. Thus, in 

addition to saving energy, production time is also shortened. SVC systems; it is the ideal solution for 

the compaction of loadings coming and going fast in the circuit. These systems, requirements provide a 

great advantage over conventional reactive power compensation systems because they provide precise 

and complete compensation against unbalanced loads.  

 For this reason, SVC systems are provide a lot of benefits to facilities as an alternative to 

conventional compensation systems. With the development of technology, the prices of power electronic 

components will be reduced and SVC systems will be an economical solution within small businesses.  

  In this respect, the role of SVC in reactive power compensation at power plants is large. With 

the computer program developed, the α trigger angle of the thyristor is calculated according to the 

different load conditions in operation and the states on the application are given. As the loads change, 

the reactive power is compensated by changing the α trigger angle of the thyristor with programme. 
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IDENTIFICATION OF PARKINSON’S DISEASE BY AR MODELLING OF GAIT SIGNALS 

Omer AKGUN1*, Aydin AKAN2 

Parkinson's is a neurodegenerative disease that, as in the case of other 

neurodegenerative diseases, has disruptive effects on human mobility. In this 

study, gait markers were obtained by using sensors under the foot, giving an 

output proportional to the force. Normal gait markers were compared with 

those of Parkinson’s patients. Thus, individuals with Parkinson's were 

identified by comparing the impulse model of gait markers obtained from 

normal individuals with those of Parkinson's patients. 

Key words: Parkinson, gait markers, impulse model  

Disease was identified using the differences between the impulse models of these processes.  

One of the fundamental objectives of current clinical research into neurodegenerative diseases is the 

development of early detection methods and presymptomatic diagnosis of neuronal dysfunction [1] . 

Several different approaches are being undertaken to identify bioindicators, involving the use of 

imaging, neurophysiological and cognitive tests, in addition to the latest technologies such as 

biochemical, proteomic, metabonomic and gene-array profiling of tissue and biofluids taken from 

patients. Key recent findings in each of these areas are discussed, including the walking function [2] .  

          In order to be able to walk for long periods of time without tiring, the muscle-skeleton and 

nervous systems need to be healthy. Brain, spinal cord, peripheral nerves, muscles, bone and joints 

should work together; joint movements, timing and force of the contractions muscular contractions 

should be adequate. 

           In order to move the body forwards, a repetitive series of movements occur in the legs.  This 

movement cycle, which is repeated in a defined sequence, is called the walking cycle.  

           Gait analysis is the examination of a person’s walk, both kinetically (in terms of factors which 

cause joint movements such as force, pressure, momentum, torque and factors which determine 

kinematical sizes) and kinematically (in terms of translocation, linear speed, acceleration, and 

corresponding angular sizes) [3]. 

           Scientific evaluation of human movement goes back to the time of Aristo. In 350 B.C., Aristo 

found that the joint movements were caused by muscle contraction. A few centuries later, Galen (A.D. 

131-201) asserted that nerves governed muscle contraction. During the Renaissance period, Galileo’s 

student Borelli, and Marey, in the 19th century, conducted dynamic studies relating to the human 

walk. In the late nineteenth century, the photographer Eadweard Muybridge made significant 
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contributions to gait analysis. Braune and Fischer subsequently converted photographic images to 

numeric variables in 1895 .In the 1930s, Eberhart and Inman repeated these experiments in detail by 

using a rotating perforated disk in front of the camera lens. Verne Inman and Jacquelin Perry 

introduced scientific gait analysis as we know it today into clinical practice, with their studies 

beginning in the 1950s.  Since the rapid development of personal computers in the 1980s, walking 

analysis systems have been developed for clinical practice and are widely used throughout the world 

[4]. 

          Gait analysis is the numeric evaluation, definition and interpretation of walking . Although 

many walking problems can be detected with visual examinations conducted by experienced doctors, 

walking analysis technology is required in order to interpret the problem numerically, to record and 

subsequently re-evaluate it, and to objectively evaluate the effectiveness of the treatment [5]. In 

modern walking analysis laboratories, the patient’s walk is first evaluated visually and with video 

recordings. Movement data is then transferred to the computer via transmitter or reflectors attached to 

appropriate points on the patient’s body; additionally, variations in floor reaction force measured when 

standing on a floor-mounted force platform are also uploaded to the computer. It is also possible to 

measure dynamic electromyography and energy consumption [6].  Diagnosis is made, based on 

evaluation of the data and the clinical status of the patient. Previous studies, which come within the 

scope of this paper on the numerical evaluation of neurodegenerative diseases and gait dynamics, were 

conducted by Hausdorff et al. [6,7]. Those studies were generally based on analysis relating to gait 

rhythm [7]. 

          The present study is based on the modeling of gait markers, obtained by using sensors sensitive 

to the force beneath the foot, using the AR process. Parkinson Disease was identified using the 

differences between the impulse models of these processes.  

2. Parkinson Disease 

Parkinson Disease (PD) is the second most prevalent neurodegenerative disease worldwide, and 

is the primary movement disorder in terms of frequency.   

 Parkinson's is a slow onset clinical outlook, which generally emerges in those over the age of 

50, and which rarely appears under the age of 40. One of the most distinct symptoms in Parkinson's is 

the tremor observed in the resting state, which is mostly observed in the hands.  This tremor generally 

has 3-7 beats per second and disappears during purposeful movement and sleep, for example when 

reaching to pick up an object . This type of tremor observed in Parkinson's patients is one of the most 

important clinical symptoms in which the electroencephalography (EEG), electromyogram (EMG) 

interaction is clearly observed [8].   

          Another important symptom of Parkinson's is the increase in muscle tone . Consequently, there 

is stiffening in the patient, when the patient attempts a passive movement, a resistance is encountered.  

For example, when one attempt to open the patient’s bent arm opening the elbow joint, the movement 

becomes more difficult due to the resistance encountered.    

 Another important symptom is the general slowing of movements. In Parkinson Disease and 

Parkinsonism, which are the most important diseases of the extrapyramidal system, walking is 

pathognomonic. Patients walk with a flexed posture, with small and gradually more rapid steps. 

Patients have difficulty in commencing walking, changing direction and stopping whilst walking; The 

number of steps per minute does not vary significantly; The step width increases; Hip, knee and foot 

joint movements are reduced; Arm swing reduces; Opposite direction pelvis and body rotation is 
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observed; In the initial contact phase, stepping with the entire foot sole instead of the heel is observed, 

and turning in the heel deteriorates.  

  In addition to the above symptoms, patients may display reduction in mimics, talking with a 

monotonous and low voice and difficulty in sitting down or getting up [9].  

In Parkinson Disease, the nerve cells in the substantia nigra, the structure of the brain which produces 

dopamine, are damaged and reduced.  The reason for the damage caused to these cells is still unknown 

at present. It is evident that this is not a random situation and that it is not due to atherosclerosis, weak 

blood circulation, or inflammatory or changes of microbial origin. It has been suggested that a 

deficiency in certain undefined substances, or an unknown toxin may be responsible for this cell 

damage.                                        

     The extensions of these cells are in areas called “striatum” (stripy object). The excreted 

dopamine adheres to the receptive structures (receptors) found here and transmits information from 

one nerve cell to another. As sufficient dopamine is not produced in the brain, symptoms of Parkinson 

Disease emerge which manifest themselves in the form limb tremors in the resting state, muscle 

rigidity, slowness of movement and posture deformity. Before the symptoms emerge, approximately 

60% of the dopaminergic neurons in substantia nigra and 80% of the dopamine in the striatum are lost 

[10]. 

3. Application 

This study is based on the kinetically analysis of gait dynamics. Kinetically analysis is the 

examination of the forces which create movement (floor reaction forces, joint moments, and joint 

strengths). The only measurable data in kinetically analysis is the floor reaction force vector (FRFV) 

[11]. FRFV is measured with pressure-sensitive plates, called a force platform, which measure the 

total force applied on the floor by the foot. Transducers placed on both sides, front, back and inside of 

the platform measure the components in all three planes of the load placed on the surface of the 

platform and transfer this data to the computer [12]. Another option, used in the present study, is to 

record gait markers by placing force sensitive piezoelectric sensors under the foot (Figure 1).  

     In this way, 60 second long gait markers were recorded. These were converted to 18,000 

series at 300 Hz frequency using an analog-digital converter and transferred to the computer. Gait 

markers were taken from the left feet of 11 normal individuals and 12 Parkinson patients. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Piezoelectric sensors under the foot. 
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4. AR Modelling of Gait Signals  

Model-based (parametric) methods are based on modeling of the y(n) data series as the output 

of a linear system characterized by a rational system [13]. 

          A dynamic linear system (Figure 2a)) is defined by unit impulse response [14]. With   as input,   

as output and   as noise markers, the system is modeled with   unit impulse response.   Output 

expression gives the formula:  

 


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nvknxnhny                                             (1)     

 

 

 

 

 

 

 

 

 

 

Figure 2. A dynamic linear system. 

 

AR models are used in discrete time systems encountered in practical applications, and in 

situations when it is necessary to model the system using only the output values as data. In the AR 

model, the y(n)  gait marker’s current value and previous values are equal to the total of y(n-1),y(n-

2),………,y(n-M)  finite linear combination and the error term v(n). Therefore, if a y(n) time series 

provides the difference equation 

                )()(........)2()1(.)( 21 nvMnYbnybnybny M                                              (2)     

 

This is an AR process of the  M. degree. The b1, b2,,……,bM  constants are AR parameters, 

whilst  v(n)  is a white noise process [15,16,17].  

     In Figure 3, the system, which is only y(n)  output expression, is expressed with the formula: 
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The transfer function of the AR model using Z transformation will be: 
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The impulse models of normal and Parkinson gait markers modelled with a 4th degree AR 

process as in Figure 2b) are shown in Figure 3.a),b),c),d). 

 

Table 1. Peak values of impulse models of gait markers. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
a)                                                                      b) 

 

 
c)                                                                        d) 
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                                                  e)                                                                                    f)                                                                   

Figure 3.  a) Gait markers taken from normal individual  

                 b) impulse model 

                 c) Gait markers taken from Parkinson's patient  

                 d) Parkinson's patient impulse model 

    e) Impulse responses of gait markers of 11 normal 

    f) Impulse responses of gait markers of d 12 Parkinson's patients   

5. Conclusions 

The peak values of the impulse models of normal gait markers are collected in two groups. 

Whilst the first group typically has values in the region of 0.04, the second group takes values in the 

region of 0.13, 0.14 and 0.15.  

 The peak values of impulse models of Parkinson patients’ gait markers are differentiated from 

normal markers, with values in the region of 0.11 and 0.12 (Figure 3 e),f) and Table 1). 
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INVESTIGATION OF ROUTE TRACKING PERFORMANCE WITH ADAPTIVE PID 

CONTROLLER IN QUADROTOR  

Ayşegül SUNAY1, Aytaç ALTAN2, Egemen BELGE3, Rıfat HACIOĞLU4*  

Depending on the intended use, the Unmanned Aerial Vehicle (UAV) must 

either be able to calculate the route itself to follow or be loyal to the 

predetermined route. In addition, in some cases, it is of paramount importance 

to follow the route, reduce the cost and follow the route in the most accurate 

way, especially under difficult conditions. The aim of this study is to 

investigate the system modeling of quadrotor to design the position and route 

following control algorithms of the system which is based on this modeling 

and to simulate the mentioned algorithms with adaptive proportional-

integral-derivative (PID) controller. Firstly, system modeling and 

mathematical equations has been developed. Secondly, the simulation 

environment has been created through the MATLAB program. Route tracking 

in this simulation environment has been performed on three different 

geometries, rectangle, lemniscate, spiral route tracking and the rate of the 

quadrotor on these routes and the amount of error has been determined. The 

comparison of these geometric shapes revealed the necessity of adaptive PID 

approaches in cases of sudden maneuvers. 

 

Key words: Quadrotor, UAV modeling, route tracking, adaptive PID            

controller. 

1. Introduction 

Unmanned aerial vehicles (UAVs) in the national intelligence and defense industry, search and 

rescue activities, the security of places where geographical structure is inaccessible and difficult, and in 

civilian projects in daily life (monitoring of sports in challenging tracks, detecting illegal flow, etc.) is 

frequently used. For the last 10 years, UAVs have been preferred in military and civilian applications 

due to their ability to move autonomously or manually, to leave the beneficial loads on the specified 

targets and to perform autonomous descent and takeoff [1]. UAVs are produced in different sizes and 

structures according to the tasks they will perform. Aerodynamic structures play an important role in 

performing the assigned tasks [2]. 
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UAVs, like many other vehicles, can be produced in various geometries depending on the location 

and area where the activity will take place. One of the most commonly used and preferred UAVs is the 

four propeller UAVs called quadrotor. The four-propeller UAVs, in its most basic structure, include a 

microcontroller, sensor, brushless DC motor, speed controller and power supply [3]. 

The planning of the trajectories that the UAVs will follow to fulfill the assigned tasks and the 

completion of the task by the UAV following this trajectory is vital for the UAV activities in strategic 

regions. In this study, the performance of trailing trajectories with different geometries of quadrotor with 

adaptive PID controller is examined under external disturbance. 

In this paper, system modeling of the UAV are defined in order to get dynamic response as well 

as route tracking problem. In the third section, PID and adaptive PID properties are explained including 

advantages of adaptive PID and its use in UAVs. The applications of PID and adaptive PID methods on 

different geometries are examined in the fourth section. As a result, the performance of the UAV tracing 

trajectories with different geometries is examined with PID and adaptive PID controllers and the 

necessity of adaptive PID controllers is demonstrated in case of sudden maneuvers. The nomenclature 

of variables and abbreviations used in this article are shown in Tab. 1. 

 

Table 1. Nomenclature of variables and abbreviations used in the article 

Variables Descriptions 

{𝑔} Body frame 

{𝐺} Coordinate frame 

𝑋,𝑌, 𝑍 North, east, down positions of quadrotor, respectively. 

𝑥, 𝑦, 𝑧 North, right, down positions of quadrotor, respectively. 

𝜙,𝜃,𝜓 Roll, pitch and yaw angles, respectively. 

𝑝, 𝑞, 𝑟 Yaw, pitch and yaw rates, respectively. 

𝑐(. ), 𝑠(. ), 𝑡(. ) 𝑐𝑜𝑠(. ), sin(. ) , tan⁡(. ), respectively. 

𝑢1, 𝑢2, 𝑢3, 𝑢4 Total thrusts, roll angle input, pitch angle input, yaw angle input, 

respectively. 

𝜔𝑖,⁡𝐾𝑑 , 𝐾𝑇, ℓ Motor angular speed, drag torque ratio constant, thrust constant, arm 

length, respectively. 

𝐼𝑥, 𝐼𝑦, 𝐼𝑧 The moment of inertia around each axis 

𝑚, 𝐽𝑇𝑃 Mass of quadrotor, moment of inertia, respectively. 

𝑋𝑑 , 𝑌𝑑, 𝑍𝑑 Desired positions in each axis 

𝐾𝑃, 𝐾𝐼, 𝐾𝐷 Proportional, integral, derivative control gain, respectively. 

𝐾𝒳1
, 𝐾𝒳2

, 𝐾𝛷1⁡𝐾𝛷2 Gain coefficient matrices 

𝑢1, 𝜙𝑑, 𝜃𝑑 Control signal, rolling and pitching desired signals, respectively. 

2. System Model of Quadrotor 

A quadrotor is defined as a multicopter that can fly through four rotors and provide movement 

maneuver. Compared to conventional helicopters using a main rotor and tail rotor, quadrotor using four 

rotors are preferred because they are easy to install and complex to control. In classical helicopters, 

complex mechanical systems consisting of many moving parts are controlled by commands transmitted 

to the rotors. On the other hand, quadrotors are generally advantageous in terms of ease of system 
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control. Quadrotor motors are fixed pitch, the use of chassis without simple and moving parts, and 

forward maneuverability due to high propulsion are the prominent features of the quadrotors. UAVs 

provide this movement with various torque and thrust forces. Each rotor contains a brushless DC motor. 

The rotors of the quadrotors are symmetrical and mutually arranged. The rotational directions and speeds 

of the rotors are changed and the movement of the quadrotors in three-dimensional space (on the 𝑥, 𝑦 

and 𝑧 plane) is provided [4]. 

The rotation directions of the motors on the quadrotor, which are placed symmetrically about the 

horizontal and vertical axis, are shown in Fig. 1. Motors 1 and 3 rotate counterclockwise, motors 2 and 

4 rotate clockwise. This applies to all multicopters. The aim is to prevent the UAV from moving 

uncontrolled about its own axes. By moving the propellers in different directions, the torque (rotating 

force) is balanced and the movement of the UAV is provided depending on the speed and direction of 

the propellers [5]. When the rotors move at the same speed, the aircraft takes off  if gyroscopic effects 

are neglected. The thrust force generated by each motor must be the same to ensure stable aeration. A 

slight change in the propulsion of any of the engines (external disturbances such as wind, rain) can lead 

to an increase in the amount of error in aircraft control. By changing the speed of a single motor, the 

bearing force can be changed; horizontal and vertical axis movements can be achieved in this way [6].   

In Fig. 1, quadrotor; Euler roll, pitch and yaw angles are indicated by body frame {𝑔}⁡and the overall 

coordinate frame {𝐺}. Hence the state variables is defined as in [6]; 𝑋,𝑌, 𝑍, general (north,east,down) 

position; 𝑥, 𝑦, 𝑧, body (north, right, down) position,  𝜙,𝜃, 𝜓 roll, pitch and yaw angles; 𝑝, 𝑞, 𝑟, roll, pitch 

and yaw rates of the four propeller, respectively 
 

 

Figure 1. Rotational motion of the four-propeller UAV motors. 

 

The quadrotor moves in six degrees of freedom, three cycles and three rotations. These 

movements are achieved by changing the direction of rotation and speed of the motors. The movement 

of the quadrotor motors according to the direction of rotation is shown in Fig. 2. Thick arrows indicate 

fast, thin arrows indicate slow rotation. According to this; (a) forward motion, (b) backwards motion, 

(c) movement left, (d) movement right, (e) increase altitude, (f) decrease altitude, (g) leftwards rotation, 

(h) rightwards rotation [7]. Control of rolling, pitching and yawing rates, 𝑝, 𝑞, 𝑟, together with position 

variables is important when evaluating duty time in route tracking. 
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Figure 2. Quadrotor motions. 

2.1. Modeling of Four-Propeller 

The state variables for the speed of the UAV are generated via the coordinate frame {𝑔} on the 

body; however, the state variables specified for the position are on the global coordinate {𝐺} frame. 

Therefore, a transformation matrix must be created to transform the variables on the coordinate frame. 

The transformation on the general coordinate {𝐺} frame and the body coordinate frame {𝑔} is given as 

𝑥 = 𝑅𝐺
𝑏𝑋, 𝑦 = 𝑅𝐺

𝑏𝑋, 𝑧 = 𝑅𝐺
𝑏𝑍     (1) 

 

𝑅𝐺
𝑏 = 𝑅(𝜙)𝑅(𝜃)𝑅(𝜓) = [

1 0 0
0 𝑐(𝜙) 𝑠(𝜙)

0 − 𝑠(𝜙) 𝑐(𝜙)
] [

𝑐(𝜃) 0 − 𝑠(𝜃)
0 1 0

𝑠(𝜃) 0 𝑐(𝜃)
] [

𝑐(𝜓) 𝑠(𝜓) 0

−𝑠(𝜓) 𝑐(𝜓) 0
0 0 1

] (2) 

In this paper, 𝑐(. ) = 𝑐𝑜𝑠(. ), 𝑠(. ) = 𝑠𝑖𝑛(. ), 𝑡(. ) = 𝑡𝑎𝑛(. ), has been represented for simplicity. Since 

angular velocities are defined in the body coordinate frame {𝑔} and Euler angles in intermediate 

coordinate frames, the transformation matrix is used to determine the relationship between the angular 

velocities and time derivatives of the Euler angles such as 

 

[
𝑝
𝑞
𝑟
] = 𝑅(𝜙)𝑅(𝜃) [

0
0
𝜓̇

] + 𝑅(𝜙)[
0
𝜃̇
0
] + [

𝜙̇
0
0

]                   (3)         

 

[

𝜙̇

𝜃̇
𝜓̇

] = [

1 𝑠(𝜙) 𝑡⁡(𝜃) 𝑐(𝜙) 𝑡⁡(𝜃)

0 𝑐(𝜙) −𝑠⁡(𝜙)

0
𝑠⁡(𝜙)

𝑐⁡(𝜃)

𝑠⁡(𝜙)

𝑐⁡(𝜃)

] [
𝑝
𝑞
𝑟
]           (4) 

Brushless motor types are often used to produce the required thrusts and torques in UAVs. Each 

motor is energized by the electric battery and the electronic speed controller (ESC) receives the desired 

motor speeds output and sends these commands to each motor. The thrusts and moment equations are 

used to define as 
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[

𝑢1
𝑢2
𝑢3

𝑢4

] = [

𝐾𝑇⁡⁡⁡⁡⁡ 𝐾𝑇 ⁡⁡⁡⁡⁡𝐾𝑇 ⁡⁡⁡⁡⁡⁡⁡⁡⁡𝐾𝑇

⁡0 ⁡⁡⁡⁡−ℓ𝐾𝑇 ⁡⁡⁡⁡⁡⁡0⁡⁡ ⁡⁡⁡⁡⁡⁡⁡ℓ𝐾𝑇

ℓ𝐾𝑇

𝐾𝑑

0
−𝐾𝑑

−ℓ𝐾𝑇

𝐾𝑑

⁡⁡⁡⁡⁡⁡⁡0
⁡⁡⁡⁡−𝐾𝑑

]

[
 
 
 
 
𝜔1

2

𝜔2
2

𝜔3
2

𝜔4
2]
 
 
 
 

    (5) 

for control inputs of the UAV where 𝑢1 : total thrusts, 𝑢1
𝑚𝑖𝑛 ≤ 𝑢1 ≤ 𝑢1

𝑚𝑎𝑘𝑠, 𝑢2: roll angle input, 𝑢2
𝑚𝑖𝑛 ≤

𝑢2 ≤ 𝑢2
𝑚𝑎𝑘𝑠, 𝑢3: pitch angle input, 𝑢3

𝑚𝑖𝑛 ≤ 𝑢3 ≤ 𝑢3
𝑚𝑎𝑘𝑠, 𝑢4: yaw angle input, 𝑢4

𝑚𝑖𝑛 ≤ 𝑢4 ≤ 𝑢4
𝑚𝑎𝑘𝑠, 𝜔𝑖: 

i.th motor angular speed (rad/s), 𝜔𝑖
𝑚𝑖𝑛 ≤ 𝜔𝑖 ≤ 𝜔𝑖

𝑚𝑎𝑘𝑠⁡⁡⁡⁡⁡⁡𝑖 = 1 …4, 𝐾𝑑: drag torque ratio constant, 𝐾𝑇: 

thrust constant, ℓ ∶  arm length. It is important to limit the control inputs that can be calculated by the 

control system which are transferred to ESCs and converted to motor speeds. 

Equations of motion used in the control of UAV, including (3)-(4) can be defined as 

 

[
𝑋̈
𝑌̈
𝑍̈

] =
−1

𝑚
[

𝐾𝑑𝑥 0 0
0 𝐾𝑑𝑦 0

0 0 𝐾𝑑𝑧

] [
𝑋̇
𝑌̇
𝑍̇

] −
1

𝑚
[

𝑐(𝜙)𝑠(𝜃)𝑐(𝜓) + 𝑠(𝜙)𝑠(𝜓)
𝑐(𝜙)𝑠(𝜃)𝑠(𝜓) − 𝑠(𝜙)𝑐(𝜓)

𝑐(𝜙)𝑐(𝜃)
] 𝑢1 + [

0
0
𝑔
]                  (6) 

[
𝑝̇
𝑞̇
𝑟̇

] =

[
 
 
 
 
 
(𝐼𝑧−𝐼𝑦)

𝐼𝑥
𝑞𝑟

(𝐼𝑥−𝐼𝑧)

𝐼𝑦
𝑟𝑝

(𝐼𝑦−𝐼𝑥)

𝐼𝑍
𝑝𝑞]

 
 
 
 
 

+

[
 
 
 
−𝐽𝑇𝑃

𝐼𝑥
𝑞

𝐽𝑇𝑃

𝐼𝑦
𝑝

0 ]
 
 
 

𝛺 +

[
 
 
 
 
𝑙

𝐼𝑥
0 0

0
𝑙

𝐼𝑦
0

0 0
1

𝐼𝑍]
 
 
 
 

[

𝑢2

𝑢3

𝑢4

]                                                           (7) 

where  𝐼𝑥, 𝐼𝑦 and 𝐼𝑧 represent the moment of inertia around each axis; 𝑚 refers to the mass of quadrotor; 

𝐽𝑇𝑃 ⁡refers to the moment of inertia caused by the rotation of the motor; ⁡𝛺 = 𝜔1 + 𝜔2 − 𝜔3 + 𝜔4 

and⁡𝑝, 𝑞, 𝑟⁡refer to rolling, pitching and yawing rates respectively as in [8].  

2.2. Route Tracking  

In order to ensure that the UAVs move unmanned, to move to the desired route as soon as possible 

and to use minimal energy, it is essential that they follow course and ensure movement on the desired 

route. In order to follow the route, either the UAV has to advance along the predetermined route, or it 

has to establish its own route with specific algorithms and methods. There are many studies in the 

literature regarding the follow-up of the UAV [5-6, 9]. Accordingly, the route that the UAV will take 

first must be determined first. Reference points are determined on desired route. The trajectory 

optimization is performed over the determined points and the 𝑋, 𝑌, 𝑍 position is determined for tracking 

the trajectory and converted to the 𝑥, 𝑦, 𝑧 position via the body coordinate. This creates the rolling, 

pitching, deflection angles and provides motor control where the height, position, offset and speed 

values are adjusted and acceleration is provided in the horizontal-vertical plane. 

Reference points are determined in all route tracking systems and the UAV's follow-up rate is 

examined. Accordingly, if 𝑋𝑑 , 𝑌𝑑 ,𝑍𝑑 ⁡will determine the reference route in route tracking, 𝑋, 𝑌, 𝑍 indicate 

the route of the UAV. Hence the error can be calculated as 

 

𝑒 =⁡√(𝑋𝑑 − ⁡𝑋)2 + (𝑌𝑑 − 𝑌)2 + (𝑍𝑑 − 𝑍)2        (8) 

where UAV speed and task completion duration are important. 
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3. Controller Design for UAV 

In this section, PID control and adaptive PID control are outlined and adaptive PID estimation 

method is mentioned. The most common type of control system is the Proportional-Integral-Derivative 

(PID) control system [10]. The PID controller is known as a closed loop feedback system. The control 

system calculates the difference between the actual and desired state and generates an error value. The 

measured values output from the sensor on the UAV are fed back to calculate this error signal and 

provide the balance between the desired value and the measured value [11]. The output of the PID 

control system is a control value that will bring the system closer to the desired state. Adaptive PID 

control, on the other hand, is a control method for changing system behavior to adapt to new situations. 

Adaptive PID control is inherently non-linear as it will adapt to new situations. 

 By using a PID controller, it is possible to move the UAV in the air, glide and move in the 

desired direction [12]. The PID controller is advantageous in terms of easy adjustment, design and 

strength of parameter gains; however, in non-linear and definite situations associated with the 

mathematical model, the quadrotor models limit the movement and performance of the UAV. The UAV 

controlled by the PID controller has control inputs 𝑢(𝑡), 

𝑢(𝑡) = 𝐾𝑃𝑒(𝑡) + 𝐾𝐼 ∫ 𝑒(𝜏)
𝑡

0
𝑑𝜏 + 𝐾𝐷𝑒̇(𝑡)     (9) 

where 𝐾𝑃 , proportional control gain, 𝐾𝐼 , integral control gain, 𝐾𝐷, derivative control gain and 𝑡, time 

variable is expressed. In this paper, PID parameters are obtained by taking the system stability into 

consideration in order to ensure the follow-up of the reference route. The PID parameters are embedded 

in the motor drive circuits of the UAV. 

 The adaptive PID control is intended for changes in parameters 𝐾𝑃, 𝐾𝐼, and  𝐾𝐷. The 

performance in determining the gain parameters directly affects the performance of the PID controller. 

Therefore, in the study, the gain parameters of the PID controller are determined by the Ziegler-Nichols 

method. The adaptive PID controller block diagram of the UAV is shown in Fig. 3. It is aimed to 

determine the orientation and deflection performance and speed of the UAV based on the system model 

by regulating the controller coefficients. Adaptive PID control generally includes three basic steps that 

are system modeling, controller design and adaptation of the controller [12-15]. The system modeling 

part is created by adapting the mathematical modeling of the UAV into the system. Then, the system is 

observed and their behavior is examined. A model is obtained from the input and output signal 

parameters of the observed system. This process is called parameter estimation [11]. 

Figure 3. UAV adaptive PID controller block diagram. 
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Here, the UAV is examined and propeller speeds are controlled by obtaining the required thrust control 

signals.  In the event that the frictionsl forces and gravity effects mentioned in Eqs. (3, 4) and (6, 7) are 

neglected, the dynamic model of UAV is obtained as  

 

𝒳̈ = [
𝑋̈
𝑌̈
𝑍̈

] = −
1

𝑚
[

𝑐(𝜙)𝑠(𝜃)𝑐(𝜓) + 𝑠(𝜙)𝑠(𝜓)

𝑐(𝜙)𝑠(𝜃)𝑠(𝜓) − 𝑠(𝜙)𝑐(𝜓)

𝑐(𝜙)𝑐(𝜃)
] 𝑢1 + [

0
0
𝑔
]    (10) 

           𝛷̇ = [

𝜙̈

𝜃̈
𝜓̈

] =

[
 
 
 
 
1

𝐽𝑥
0 0

0
1

𝐽𝑦
0

0 0
1

𝐽𝑧]
 
 
 
 

[

𝑢2

𝑢3

𝑢4

]           (11)  

where the 𝒳⁡ = ⁡ [𝑥 𝑦 𝑧]𝑇 position vector is the attitude vector containing the roll, pitch, and yaw 

angles  𝛷⁡ =⁡ [𝜙 𝜃 𝜓⁡⁡]𝑇⁡of UAV. If the slow change of Euler angles is linearized with Eqs. (6) and 

(7), the resulting reference model is 𝒳𝑚 , 𝛷𝑚 state variables, 𝑋𝑑 , 𝛷𝑑 target variables, 

𝒳̈𝑚=𝒳̈𝑑 + 𝐾𝒳2
(𝒳𝑑 − 𝒳̇𝑚)+⁡𝐾𝒳1

(𝒳𝑑 − 𝒳𝑚)      (12) 

𝛷̈𝑚=𝛷̈𝑑 + 𝐾𝛷2
(𝛷𝑑 − 𝛷̇𝑚)+⁡𝐾𝛷1

(𝛷𝑑 − 𝛷𝑚)                                                              (13) 

where 𝐾𝒳1
, 𝐾𝒳2

, 𝐾𝛷1
, and 𝐾𝛷2

 are gain coefficient matrices. Accordingly, position error and attitude 

error vectors are defined as 

   𝑒𝒳=⁡𝒳 − 𝒳𝑚      and  𝑒𝛷=⁡𝛷 − 𝛷𝑚          (14) 

Adaptation rules to obtain Lyapunov-based stable control signals can be defined as 

𝛶̇𝒳 = 𝐾𝒳(𝑒̇𝒳 + 𝐾𝒳1
𝑒𝒳)        (15) 

𝛶̇𝛷 = 𝐾𝛷(𝑒̇𝛷 + 𝐾𝛷1
𝑒𝒳)              (16) 

so that the control inputs 

𝜗 = −[𝑒𝒳 + 𝜑𝒳
𝑇 𝛶𝒳+𝐾𝛷2

+ 𝐾𝒳2
(𝑒̇𝒳 + 𝐾𝒳1

𝑒𝒳)]     (17) 

 𝑢 = −[𝑒𝛷 + 𝜑𝛷
𝑇𝛶𝛷 + 𝐾𝛷2

(𝑒̇𝛷 + 𝐾𝛷1
𝑒𝒳)]      (18) 

are obtained. Here, 𝜗 control signal provides 𝑢1, 𝜙𝑑 , 𝜃𝑑 rolling and pitching desired signals, while u 

control signal gives 𝑢2, 𝑢3, 𝑢4 signals [16]. Also the gain matrices can be defined as 

𝐾𝒳 = 𝛼𝒳𝜑𝒳 and ⁡𝐾𝛷 = 𝛼𝛷𝜑𝛷                                                         (19) 

where 𝛼𝒳,⁡𝜑𝛷 positively defined matrices that determine the adaptation rate and 
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𝜑𝒳 = [𝐾𝒳1
𝑒̇𝒳 − 𝒳̈𝑚 |⁡⁡⁡

0
0
1
]

𝑇

                                                                                   (20) 

𝜑𝛷 = 𝑑𝑖𝑎𝑔(𝐾𝛷1
𝑒̇𝛷 − 𝛷̈𝑚)                                                                                     (21) 

control signals in Eqs. (17) and (18) include adaptive PID coefficients. 

4. Route Tracking Results 

In this section, the route tracking simulation is performed via the MATLAB program of UAV. 

While performing this simulation, two different control approaches, PID and adaptive PID, are applied 

and their performance is compared with each other. In this simulation, regulated control systems and 

route tracking modeling have been developed. UAV flight time is 60 sec where sampling time is 0.01 

sec. The motion of the UAV with the PID  and adaptive control algorithms on the 𝑥, 𝑦 and 𝑧⁡coordinates 

has been examined on a circle, rectangle, lemniscate ∞⁡and spiral trajectory. The trajectory tracking 

performances are examined on 3 different scenarios (a), (b), and (c) respectively, as shown in Fig. 4. 

The reason for examining follow-up performance trajectories is; the aim of the present study is to 

investigate the follow-up rate of hard turns for scenario 1, reverse turns for scenario 2 and soft turn - 

ramp up for scenario 3, and to determine the amount of error. The amount of error indicates the 

relationship between the specified route and the performance of the UAV to follow the route. If 𝑋𝑑(𝑡),

𝑌𝑑(𝑡), 𝑍𝑑(𝑡) are to determine the reference route in the course of the follow-up, 𝑋(𝑡), 𝑌(𝑡), 𝑍(𝑡) then 

total error according to the position of the UAV is 

𝑒𝑇 =⁡∑ √(𝑋𝑑(𝑡) − ⁡𝑋(𝑡))2 + (𝑌𝑑(𝑡) − 𝑌(𝑡))2 + (𝑍𝑑(𝑡) − 𝑍(𝑡))2𝑁
𝑡=1                                    (22) 

In addition, the total route followed by the UAV is calculated based on location information. 

  

 
(a) (b) (c) 

Figure 4. UAV route tracking trajectory (a) rectangle, (b) lemniscate ∞, (c) spiral. 

In this study, route tracking performance of four propeller UAV with PID and adaptive PID 

controller was investigated. PID, 𝐾𝑃, 𝐾𝐼, and , 𝐾𝐷 coefficients for X, Y and Z position and roll (𝜙) - pitch 

(𝜃) - yaw (𝜓) angles and rates of four propeller UAVs are presented in Tab. 2. 

The performance of the UAV with adaptive PID control algorithm to follow a rectangular, 

lemniscate ∞ and spiral trajectory has been investigated on the trajectory shown in Figs. 5-7, 

respectively. Figs 5-7 also show reference route. In addition, Tab. 3 lists the total path length for PID 

and adaptive PID controller performance including total route length as well as total distance error as 

defined in Eq. (22). It has been seen that adaptive PID results much better than PID controller 
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performance. Adaptive PID total error is about 10% less that PID controller not only for hard turns as 

in scenario 1 (rectangle), but also for reverse turns as in scenario 2 (lemniscate, ∞). In addition to that 

adaptive PID shows about 50% better total error compare to PID controller for soft turn - ramp up as in 

scenario 3 (spiral). 

 

Table 2. PID parameters of UAV. 

 𝑿, 𝒀 𝒁 𝒑, 𝒒, 𝒓 𝝓, 𝜽 𝝍 

𝐾𝑃  0.35 5.89 3.30 4.50 10 

𝐾𝐼  0.25 0.0 0.20 0.12 0.24 

𝐾𝐷  0.35 5.05 0.02 0.17 0.34 

 

Table 3. PID and adaptive PID performance of UAV. 

Route PID Adaptive PID 

 Route (m) eT (m) Route (m) eT (m) 

Rectangle  (16.0m) 18.736 95.509 18.736 85.757 

Lemniscate (15.8m)   18.480 100.446 18.405 91.458 

Spiral         (29.3m) 31.423 189.620 29.943 106.873 

 

Fig. 8 shows the position change 𝑋, 𝑌 and 𝑍 position tracking including yaw angle as well as 

squared error change for spiral route tracking of both the PID controller and the Adaptive PID controller. 

Especially for the hard turn at 8-10 sec, Adaptive PID shows much better performance compare to PID 

controller. It is very important to note that route tracking application should solve hard turn problem.  

Fig. 9 shows the variation of 𝐾𝑃, 𝐾𝐼, 𝐾𝐷  coefficients for adaptive PID controller as in UAV 𝑋, 𝑌, 𝑍 

position and deviation movements. The changes are parallel to the parameters given in Tab. 1. 

 

 

Figure 5. Rectangular route tracking for PID and adaptive PID.  
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Figure 6. Lemniscate ∞ route tracking for PID and adaptive PID. 

 

 

 

 

Figure 7. Spiral route tracking for PID and adaptive PID. 
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Figure 8. Spiral route tracking X,Y,Z position, yaw angle and square position error for PID and adaptive PID. 

 

 

Figure 9. Spiral route tracking PID coefficient change for adaptive PID. 
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5. Conclusions 

In this study, PID and adaptive PID controller performance for route tracking of four propeller 

UAVs are studied. Performance of both PID and adaptive PID controllers on trajectories with various 

geometries has been tested. It has been observed that the error rate of the proposed controller for three 

different trajectories are lower than the PID controller which is used as a reference. In cases of sudden 

maneuvers, the necessity of adaptive approaches has been demonstrated. In addition, a stable flight was 

observed when appropriate PID gain values have been obtained for the system. It has been shown that 

the adaptive PID controller can be used in route tracking applications with high accuracy. In future 

studies, the performance of the proposed controller will be tested under different external disturbances 

as well as target detection and tracking applications. 
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EFFECT OF WC REINFORCED ON MICROSTRUCTURE AND MECHANICAL 

PROPERTIES OF CUALMN ALLOYS PRODUCED BY HOT PRESSING METHOD 

Tayfun ÇETİN 1, Mehmet AKKAŞ 2* 

In this study, the effect of WC reinforcing particles on the microstructure and 

mechanical properties of CuAlMn and CuAlMn-WC alloy produced by 

powder metallurgy method was investigated by adding 5 %, 10 % and 15 % 

by volume WC to CuAlMn alloy. Cu, Al, Mn and WC powders of 

approximately 99.9 % purity with a grain size of 325 mesh were used in the 

production of the alloys. The samples were produced by hot pressing method 

at 900 ℃ temperatures under 35 MPa pressure for 6 minutes. Microstructure, 

phase formation, hardness and corrosion properties of the samples were 

investigated in detail. Scanning electron microscopy (SEM) was used for 

microstructure analysis and X-ray diffractogram (XRD) was used for phase 

formation detection. The hardness measurements of the samples were 

measured by microhardness measuring device. The corrosion tests were 

performed potentiodynamic polarization curves of the composite materials in 

3.5% NaCl solution. As a result, it has been determined that the mechanical 

properties of WC reinforcing particles added to CuAlMn matrix increase with 

increasing volume ratio. 

Key words: CuAlMn alloys, hot press, mechanical properties, 

microstructure properties, reinforced WC 

1. Introduction 

With the rapid development of technology, many new types of materials are being developed and 

used. These materials are more suitable for today's conditions and their usage is becoming widespread. 

Metal matrix composite materials have also been studied in recent years and new types of materials are 

derived. Production method with PM is a method used to produce full or semi-finished products [1]. It 

has been stated that some composite materials, such as super alloys and hard metals, can only be 

produced by the PM method, because the melting temperatures of the metals are very high and it is very 

difficult to reach these temperatures under industrial conditions [2,3,4]. Many different Cu alloys are 

used in the chemical industry and electro technologies [5-7]. Cu alloys have high corrosion and oxidation 

resistance in addition to their good thermal resistance and electrical resistance. In addition, copper has 

a good ductility and toughness [8]. Composites with Cu matrix have high thermal conductivity and 

electrical conductivity. In addition, the mechanical properties and tribological properties of these 

composites are good [9-12]. 
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Metal matrix composites have many positive properties such as high elastic modulus, high 

strength and reproducibility [13]. In addition, these materials have very good abrasion resistance due to 

particle reinforcements [14,15]. There is also a lot of research on composites with copper matrix [16]. 

In a study, the abrasion resistance was improved by adding Ni3Al particles to the copper matrix [9]. 

CuCr SiC composite material has been produced and it has been stated that the hardness increases in the 

examination [17]. In addition, FeMnp and FeCrp were added to the Cu matrix to investigate their 

microstructure and mechanical properties [18]. By adding different additions to the Cu matrix, its 

hardness, strength, abrasion resistance and conductivity can be improved [19]. In addition, tensile 

strength increased up to 4% within the varying Cu matrix ratios; It was observed that after 4% it 

decreased and the hardness increased with increasing Cu matrix ratio [20]. 

Although powder metallurgy (PM) is not a newly known process, it was only used as an industrial 

process in the early 20th century. PM method has been used extensively in different fields since the 

beginning. As an example to these; tool steels, stainless steels, superalloys, aluminum and titanium 

alloys, copper and copper alloys, nuclear materials and cermets can be given [1-5,21]. Parts produced 

by this method have a smoother surface than parts produced by other methods and often do not require 

secondary treatment. It was determined that approximately 97% of the first material used in mass 

production with PM was used. Accordingly, the production of the part is cheaper and in the desired 

composition, and some parts that are difficult to produce and process by other methods are easily 

produced. By making fluctuations on the value of the punch pressure, it is possible to produce products 

in various forms in a better quality and in a proper manner [4]. 

Demand increases for copper (Cu) based alloys, especially Cu-Al-Ni, CuZn-Al and Cu-Al-Mn 

alloys due to their cheap cost and good shape recall effects and superelasticity in engineering 

applications [22-24]. Cu-based shape recall alloys have been in great demand after the 1960s and have 

been used as alternatives to NiTi alloys, because they have good electrical and thermal conductivity 

[25,26]. Cu based shape remembering alloy systems are in great demand in the practical applications of 

shape remembering alloys. Because it can be produced both cheaply and easily. However, as the high 

Al additive to this alloy causes the grain boundaries to weaken, it creates a very fragile alloy. It is 

important to add new elements to strengthen the Cu-Al alloy with a good ductility [27,28]. The addition 

of new elements to Cu-Al alloys made this alloy group more useful and attractive. However, in addition 

to the elementary additive, CuAl based shape recall alloys can improve the performance of the applied 

heat treatment. Generally, high temperature shape recall alloys are important in the robotics, automotive 

and aircraft industries. The application temperatures of these alloys should be above 390 K [29,30]. In 

this study, the effect of heat treatment temperature and heat treatment time on the conversion 

temperature and crystal structure of CuAlMn alloy, which is a new high temperature shape remember 

alloy, will be examined. There are some studies in the literature about the production of Cu-Al-Mn alloys 

with the PM method and the relationship between the microstructure and mechanical properties [31,32]. 

For example, Yu-Yang Gao et al. [33,34] in their study, they made a characterization study by adding 

different ratios of SiC to Al-Cu-Mg-Si-Mn composites by using PM method. They determined that the 

particles were dispersed homogeneously and the tensile strength increased. This has been linked to the 

formation of precipitates of SiC particles during sintering and post-sintering cooling. Yan et al. In their 

study, they investigated the change of martensitic phase by adding Ni to Cu-Al-Mn shape memory alloy 

casting method. They found that when 2% Ni was added, the triple Cu-Al-Mn alloys increased the shape 

memory from 85% to 92%. Cu-Al-Mn alloys have a high tensile strength. It is used in the production of 
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machine parts, vehicles, lifting gear, railway wagons in constructions where high strength is required. 

Strength in Hardened State It has been determined that it reaches the strength of 52 steel [32]. 

2. Experimental Procedure 

In the starting matrix powders, Cu, Al, Mn and WC an average particle size 44 μm were used. 

The matrix in produced segments that was sintered by hot pressing process. Powder mixtures were 

weighed by using precision scales and mixing process was applied for 30 minutes by using a turbula 

mixer (Celmak Group 7T, Turkey). PEG 400 (Polyethylene Glycol) at a rate of 1,5 wt% was added in 

the powder mixture in order to reduce friction forces during hot pressing and to provide a homogenized 

mixture. Previously, powders were weighed 20 grams, and then CuAlMn-WC were produced with a 

pressure of 300 MPa by using double-effect hydraulic press (Dim-Net WP-45SA, Korea). After that, 

CuAlMn-WC were placed within graphite dies and hot pressed under vacuum atmosphere by a PLC 

controlled direct hot pressing machine (Zhengzhou Golden Highway, SMVB 80, China) (Fig. 1).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. PLC controlled direct hot pressing machine. 

 

Following that production process was completed by applying a sintering to the samples in a 

furnace (Prothem, PLF 120/27, Turkey) under argon atmosphere at 900 ℃ and under pressure 35 MPa 

and for 4 minutes.  Composite parameters of production were given in the Tab. 1. 

 

Table 1. Hot pressing production parameters. 

Sample Pressure (MPa) Temperature (℃) Time (min.) Chemical Composition 

1 
 

35 

 

900 4 

CuAlMn 

2 CuAlMn - 5 % WC 

3 CuAlMn - 10 % WC 

4 CuAlMn - 15 % WC 

 

The produced composite samples were characterized for hardness, optical microscope. Surface of 

the samples were polished with 200, 400, 600, 800, 1000 and 1200 mesh wet sandpaper by using 

grinding device (Metkon Forcimat, Turkey). Microhardness of the samples were measured in Vickers 
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microhardness terms (HV0,1) by using 16 second time and 0,1 kg of load. Surface of the samples were 

etched by a special etcher which consists of 50 gr. (FeCl3 – 6H2O) + 960 ml. methanol + 200 ml. HCI 

after polishing and then microstructure investigations were performed. The SEM images and EDS 

analyzes of the materials were obtained from the “FEI” brand “Quanta FEG 250” in model device at 

Kastamonu University Central Research Laboratories (Fig. 2a). The XRD analyzes of the samples were 

taken from “Bruker” brand “D8 Advance” model device at Kastamonu University Central Research 

Laboratories (Fig. 2b).  

Figure 2. (a) FEI QUANTA 250 FEG SEM analyzer, (b) Bruker D8 Advance XRD analyzer. 

 

The hardness measurements of the materials were done by using “SHIMADZU” brand “HMV-

G21” model microhardness measurement device (Fig. 3a) under 16 min. waiting time and 100 g load. 

Corrosion tests of the produced materials were made by “Gamry” brand Potentiostat / Galvanostat 

device (Fig. 3b).  

 

 
Figure 3. (a) SHIMADZU HMV-G21 model microhardness measuring device, (b) Reference 3000 Potentiostat / 

Galvanostat / ZRA device. 

3. Results and Discussion 

The SEM images of the CuAlMn-WC composites produced by the powder metallurgy method 

(Fig. 4) were taken and evaluations were made according to the obtained images.  

When the SEM images are examined, it is seen that WC particles are distributed homogeneously 

in the interior of the sample containing CuAlMn. Samples produced are non-cracked and partially 

porous. As the addition of WC increases, the pore amount decreases and it is seen from SEM 
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photographs. The homogeneous dispersion may be sufficient due to the sintering temperature [35]. 

Represents the WC powders are uniformly separated on the CuAlMn in the Fig. 4 [36]. 

Figure 4. SEM images CuAlMn-WC composites produced: (a) CuAlMn, (b) CuAlMn - 5% WC, (c) CuAlMn – 10% 

WC and (d) CuAlMn - 15% WC. 

 

 Fig. 5 shows hardness as a function of the WC content in the composites.  

Figure 5. Microhardness graph of samples. 

Hardness values were determined by taking the average of six different measurements on each 

composite. Hardness of the composites increased with increasing WC content. This may be explained 

by rule of mixture, applied to composite materials [37]. The hardness measurement values were 206 

HV0,1 for CuAlMn, 248 HV0,1 for CuAlMn – 5% WC, 322 HV0,1 for CuAlMn – 10% WC and 490 HV0,1 
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for CuAlMn – 15% WC. They are almost identical in the CuAlMn and CuAlMn – 5% WC hardness of 

composites by addition of WC. But CuAlMn – 15% WC composite is sharply increased in the hardness 

increased the amount of WC. 

Fig. 6 shows SEM-EDS analysis taken from the samples.  

Figure 6. SEM-EDS analysis of the samples. 

 

When the analysis results given in Fig. 6 were examined, it was figured out that the material was 

CuAlMm and WC. When the analysis results given in Fig. 6 were examined, the peaks of Cu, Al, Mn, 

W and C that were present also in the samples were clearly seen.  The matrix phase acquires a brighter 

backscattered electrons contrast level in splats where WC dissolution was more pronounced. Fig. 7 

shows XRD graphs of the CuAlMn-WC composites produced by hot pressing method. 

When the XRD graphs given in Fig. 7 were examined, the peaks of Al77Mn23, Al5Cu2Mn3, 

AlCu2Mn, AlCu4, Mn, Al8Mn5, Cu0.4W0.6 and WC were determined. In this study, the phases formed are 

shown by XRD analysis; The formation of other phases has been revealed according to the results of 

EDS analysis.In their study on the effect of CuAlMn/WC ratio on the plastic deformation in 

178

http://dergipark.gov.tr/ejt


European Journal of Technique (EJT)   Vol  10, Number 1, 2020 

Copyright © INESEG                                       ISSN 2536-5010 | e-ISSN 2536-5134                                                  http://dergipark.gov.tr/ejt       

strengthening mechanism, Ji et al., determined similar peaks [38]. The dominant phases were seen to be 

Al77Mn23, Al5Cu2Mn3, AlCu2Mn and AlCu4 in the graphs.  When all peaks were examined, it was found 

that as WC amount increased in the samples. 

 

Figure 7. XRD graphs of the samples. 

The corrosion tests of the samples were carried out in the prepared 3.5% NaCl solution. 

Potentiodynamic polarization curves resulting from the experiments are given in Fig. 8. 

Figure 8. Tafel curves of samples. 

 

The potential was applied to the open circuit potential after -0.5 mV to 0.5 mV. Immersion time 

of 30 minutes was applied. Ecorr (corrosion potential), Icorr (corrosion current), βa (anodic tafel curve), βc 

(cathodic tafel curve) and corrosion rate were determined from tafel curves. Rp (corrosion resistance) 

was calculated using Stern and Geary equation (equation 1) [39]. 

 

𝑅𝑝 =
𝛽𝑎 𝑥 𝛽𝑐

2.303 𝑥 𝐼𝑐𝑜𝑜𝑟 (𝛽𝑎 + 𝛽𝑐)
                                                                          (1)  
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The electrochemical results of the samples are given in Tab. 2. 

 

Table 2. Electrochemical results of samples. 

Materials 
Ecorr 

(mV) 

Icorr (µAcm-

2) 
βa (mV) βc (mV) 

Corrosion 

rate (mpy) 

Rp Corrosion 

resistance (kΩ.cm2) 

1 -302 16,72 95 512 10,76 2,08 

2 -354 21,8 124 759,8 18,54 2,12 

3 -367 10,5 127 188 10,23 3,13 

4 -391 14,2 142,9 404,9 14,12 3,22 

 

As a result, there is a reaction between Cu, Al, Mn and WC. When the Tab. 2 is examined, the Rp 

(corrosion resistance) of the sample CuAlMn was 2.08 kΩ.cm2, while the value for the sample CuAlMn 

+ 5 % WC was calculated as 3.22 kΩ.cm2. It is clear from the data obtained that as the amount of WC 

in the reinforced increases, the corrosion resistance of the samples increases. Similar results have been 

found in the literature for composites of reinforced WC [28]. 

 

4. Conclusion 

 

 The effects of WC on the microstructure and mechanical properties of composites fabricated by 

hot pressing were investigated.   

 Microstructure observation demonstrates a relative homogenous distribution in CuAlMn of WC 

particulates.  

 The hardness measurement values were 206 HV0,1 for CuAlMn, 248 HV0,1 for CuAlMn – 5% 

WC, 322 HV0,1 for CuAlMn – 10% WC and 490 HV0,1 for CuAlMn – 15% WC.  

 The analysis of EDS the peaks of Cu, Al, Mn, W and C that were present also in the samples 

were clearly seen.   

 The dominant phases were seen to be Al77Mn23, Al5Cu2Mn3, AlCu2Mn and AlCu4 in the XRD 

graphs.  

 It is clear from the data obtained that as the amount of WC in the reinforced increases, the 

corrosion resistance of the samples increases. 
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In this study, the ultimate aim is to provide objective scientific proof to 

promote biodiesel blends in constant areas (official institutions, hospital, 

school, etc.) as a renewable fuel. For that, biodiesel obtained from animal, 

vegetable and microalgae oil by a method of transesterification and these 

biodiesels have been prepared by 10% blended with diesel fuel and has been 

named respectively as AB10, VB10 and MB10. The biodiesel blends and 

reference diesel fuel (ULSD) have compared with by obtained combustion 

and emission values in a diesel engine generator system under cold start, 

loadless and high idling constant engine speed of 1500 rpm. Experimental 

results showed that using biodiesel blends in diesel engine generator system 

had almost parallel cylinder gas pressure (CGP), cumulative heat release 

(CHR), heat release rate (HRR), knock density (KD) and mean gas 

temperature (MGT) compared to ULSD fuel operation in this research diesel 

engine. In addition, CO, NOx and HC emissions decreased, CO2 increased 

compared to ULSD fuel at same experimental conditions. 
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1. Introduction 

Continuous depletion of fossil fuels, rising fossil-fuel prices, carbon prices, and the quest for cleaner 

environment for low carbon fuel these are the reasons why researchers are searching for fossil-fuel 

alternatives. Clean energy, non-flammable, environmentally friendly and non-toxic are some of the 

reasons that make biodiesel an acceptable choice for fossil-fuel substitution in the near future [1]. 

Biodiesel is fast becoming the best option for replacing diesel fuel among many renewable fuels. This 

is due to their potential for satiating energy demand, rising global warming and greenhouse gasses 

[2,7]. In addition, biodiesel is distinct from traditional diesel fuel; in any case, it does not contain any 

kind of undesirable fixations, such as sulphur and polycyclic aromatics. Biodiesel can be used instead 

of diesel fuel without making any outstanding changes to the engine fuel system components [6,3]. 

Microalgae are stated to be the alternative source of biomass feedstock for biodiesel that can meet the 

transport sector's global demand due to superior productivity of biomass and high oil content. 

Microalgae are capable of producing double biomass in about two days [4,5,10]. For current fuel 

systems, high engine efficiency should be taken from the biofuel without causing any damage to 

engine components [8].  

Microalgae fuels in a research diesel engine and investigated the factors affecting the in cylinder gas 

pressure values and maximum in-cylinder pressure change. In this study used diesel fuel, crude 

microalgae oil and biodiesel based on the results of their study, microalgae oil and biodiesel reduced 

the performance parameters of engine, as there is an increase on the noise of engine owing to knock 

density [9]. In a separate analysis by the same team [11], it was demonstrated that the start of injection 

timings of biodiesel fuels resulted in earlier timings in comparison with diesel fuel owing to its high 

density and kinematic viscosity. 

The purpose in this study of used animal biodiesel, vegetable biodiesel and microalgae biodiesel, 

which blended ultra-low sulfur diesel fuel (ULSD), was to investigate the possibility and usability of 

10 percent biodiesel in a diesel engine generator power at cold start and loadless conditions. The 

European Union's Renewable Energy Directive, which promotes the use of renewable energy, 

mandates that at least 10% of the energy resources used in the transportation industry will come from 

renewable energy sources. Inspired by this idea; three biodiesel blends and ULSD are evaluated and 

compared, under cold start and loadless conditions of research engine to identify combustion 

parameters. The ultimate goal is to provide reliable scientific evidence to support biodiesel blending as 

a renewable fuel in constant areas (official organizations, hospital, education, etc.). Comprehensive 

experiments have been carried out to evaluate the change in combustion parameters when running the 

engine with test fuels under cold start, loadless conditions and high idling 1500 rpm in a power 

generator diesel engine. In addition, under cold start, high idling and unloaded operating conditions, 

no detailed study has been found in literature on the combustion parameters of AB10, VB10 and 

MB10 biodiesel blends. 
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2. Material and Experimental Methods 

2.1.  Experimental setup and installations 

In this study, the animal oil biodiesel (AB) was derived from beef bone marrow by transesterification 

for the experimental study at the chemical plant in Istanbul (TR), the vegetable oil biodiesel (VB) 

produced from safflower/canola oil blend was provided from a commercial facility in Kocaeli (TR), 

and ULSD was purchased in a commercial station in Batman (TR). The aim of various source of 

biodiesel with ULSD blends was to investigate the possibility and usability in a diesel engine powered 

generator under cold start, high idling and unloaded operating conditions. So that, experiment fuels 

were prepared by blending 90% ULSD  + 10% animal fat oil biodiesel (AB10), 90% ULSD + 10% 

safflower/canola biodiesel (VB10) and  90% ULSD + 10% microalga oil biodiesel (MB10). Together 

with the 10% blends, it produces the best engine performance and can minimize exhaust emissions in 

comparison with diesel fuel, except NOx [12].  Thus, biodiesel blend ratios were chosen as 10%. Tab. 

1 presents some of the significant chemical and physical characteristics of this fuels.  

Table 1. Some of physical and chemical characteristics of ULSD, AB10, VB10 and MB10 fuels. 

Parameter / Test fuels ULSD AB10 VB10 MB10 EN 14214 ASTM D6751 

Lower colorific value, 

(kJ/kg) 

42550 40250 41580 41530 - 
      - 

Viscosity, 40 C (mm2/s) 2.959 3.014 3.896 3.968 3.5-5             1.6-6 

Diesel index 50.5 52.4 53.8 51.4 51 min             47min 

 

The experimental investigation has been carried out using every one of the ULSD, AB10, VB10 and 

MB10 experiment fuels in a diesel engine power generator working at cold start, high idling speed of 

1500 rpm and loadless. The experimental configuration schematic diagram has viewed in Fig. 1. The 

aim of various source of biodiesel with ULSD blends was to investigate the possibility and usability in 

a diesel engine powered generator with high idling operations.  

Table 2. Specifications of engine diesel powered electric generator  

Engine parameter Specification 

Output power  18 kW  

Cooling system     Water cooling  

system  of Intake   Naturally aspirates  

Model 4DW81-23D 

Bore x stroke (mm) 85 × 100 

Displacement (cm3 ) 2400 

Cylinders 4 

System of combustion  Direct injection 

Compression ratio 17:1 

Injector nozzles 4 

Injection timing 23o BTDC 

Injection pressure 400 bar 
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Together with the 10% blends, it produces the best combustion and can minimize exhaust emissions in 

comparison with diesel fuel, except NOx. [12]. Thus, blends of biodiesel were chosen as 10%. Tab. 1 

presents some of the significant chemical and physical properties of test fuels.  

 

Figure 1. The view of overall experimental configuration 

2.2. Methods of Calculation  

The parameter of combustion values were obtained by a piezoelectric transducer mounted in the 

combustion chamber and analyzed by FEBRS combustion software, which allows data to be collected 

from the cylinder pressure sensor and crank encoder. The obtained and measured by this application is 

the volume of the cylinder, cylinder gas pressure (CGP), mean piston speed and piston acceleration 

versus CAD. The CGP was written down for each CAD of 1o and mean of 100 cycles were utilized by 

the crank encoder. In this work, CGP and other combustion parameters were used to compute knock 

density (KD), heat release rate (HRR), mean gas temperature (MGT) and total heat release (CHR). By 

means of software, each CAD of 1o and average of 100 cycles were established for all parameters by 

equations below:  

𝑄̇ =
𝛾

𝛾−1
𝑃𝑑𝑉 +

1

𝛾−1
𝑉𝑑𝑃 + 𝑄𝑤                                                                                                            (1)                                                                                                                    

The ratio of specific heats is given in Eq. (2) benefited with the mean gas temperature [13]. 

𝛾 = 1.338 − 60 × 10−5𝑇 + 10−8𝑇2                                                                                                (2)

                                                                                                   

The cumulative heat release (CHR) was calculated in Eq. (3) [14]. 

187

http://dergipark.gov.tr/ejt


European Journal of Technique (EJT)   Vol 10, Number 1, 2020 

 

Copyright © INESEG                                       ISSN 2536-5010 | e-ISSN 2536-5134                                                  http://dergipark.gov.tr/ejt       

 

ʃ𝑑𝑄 = ʃ (
𝛾

𝛾−1
) 𝑝(𝑑𝑉) + ʃ (

1

(𝛾−1)
) 𝑉(𝑑𝑃)                                                                                                (3)

                                          

In heat transfer coefficient (HTC) was calculated by using the Eq. (4) [14].  

ℎ = 𝐶0𝑉−0.06𝑝0.8𝑇−0.4[𝑐𝑚 + 1.4]0.8                                                                                    (4)

                                                                            

The knock density (KD) was given in Eq. (5) and calculated from cylinder gas pressure and mentioned 

above parameters [15]. 

𝑑𝑝(𝜃) =
[86(𝑝𝑖−4−𝑝𝑖+4)+142(𝑝𝑖+3−𝑝𝑖−3)+193(𝑝𝑖+2−𝑝𝑖−2)+126(𝑝𝑖+1−𝑝𝑖−1 )]

1188𝑑𝜃
                                                   (5) 

3. Experimental Result and Discussion 

3.1.  Combustion results 

In this combustion results section, in cylinder gas pressure (CGP), heat release rate (HRR), knock 

density (KD), cumulative heat release (CHR) and other significant combustion characteristic depend 

on crank angle degree (CAD) of power generator diesel engine were examined for ULSD, AB10, 

VB10 and MB10 test fuels. It can be observed in the Fig. 2 that in CGP and HRR values increased as 

the experimental engine cold conditions and high idling operations. In order to prevent cyclical 

differences, the CGP used in the calculation were taken as the average of 100 cycles. The CGP values 

of loadless cases have occurred after top dead center (TDC). Maximum CGP was occurred at 

50.415305 bar in the ULSD test fuel, taken as 9o after TDC. Other hand, under identical experimental 

conditions, it occurred with 50.265965 bar pressure in AB10 fuel 8 CAD after TDC, with 52.018538 

bar pressure in VB10 fuel 9 CAD after TDC and with 52.019738  bar pressure in MB10 fuel 8 CAD 

after TDC. When in CGP versus on CAD for all test fuels under cold start and loadless conditions 

were observed, it is seen that every cycle is almost different from each other. There are a many similar 

results reported in the literature [17-19]. The development of cyclic variations includes a variety of 

physical and chemical factors [16, 24, 27, 29].  

 

Figure 2. Changing of CGP and HRR curves with CAD at cold start, high idling and loadless conditions 
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Maximum HRR values were obtained after TDC was between 359ᵒ-365ᵒ under cold start, loadless and 

high idling conditions were observed, it is seen in the Fig. 2.  The most important parameters affecting 

the HRR of test fuels are; cetane number, density, viscosity, erasable internal temperature and thermal 

value. Cetane number, viscosity and density affect the ignition delays of fuels, and as the ignition 

delay increases, the rate of heat release increases [21-21]. Under cold start, high idling and loadless 

conditions, maximum HRR for ULSD was obtained as 22.00524 J /CAD after 8o from TDC. 

Moreover, under identical experimental conditions, maximum HRR for AB10 fuel was measured as 

27.891084 J/CAD after 10° TDC, maximum HRR for VB10 occurred as 26.376701 J/CAD after 9o 

TDC and maximum HRR for MB10 occurred as 23.663952 J/CAD after 9o TDC.  Due to the load 

condition of the experimental engine, a significant difference was found when the HRR values were 

examined. The HRR values of test fuels were similar under identical experimental conditions. When 

the CGP and HRR curves were analyzed under same operating conditions, the combustion was 

delayed for VB10 blend. There are a many similar results reported in the literature [7, 19]. 

In Fig. 3 are properly inspected, it can be observed that the mean gas temperature (MGT) values have 

increased due to an increase in CGP at same experiment conditions. The MGT of VB10 fuel showed 

almost the same combustion behaviour with other fuels during the controlled combustion phase, while 

it was determined as the fuel that released the lowest temperature, which separates it from the other 

test fuels during the after combustion phase. The cold research engine is under high idling and 

loadless, the maximum MGT occurred 1390 K at 374 CAD of engine with AB10 fuel. The MGT 

increases with the increasing inflammation depending on fuel composition of experimental fuel [23]. 

The knock density (KD) in diesel engines is that the fuel pumped into the cylinder does not instantly 

burn, but accumulates and burns unexpectedly, and the in-pressure increases. Thus, this is known as 

one of the reasons why diesel engines have a high noise level. When the Fig.3  are examined, no KD 

values has exceeded the acceptable value [22]. As can be observed that KD levels of all the test fuels 

were obtained at the appropriate values at cold start, high idling and loadless conditions.  

Variation of in the mass burning rate (MBR) of ULSD, AB10, VB10 and MB10 test fuels at cold start, 

high idling and loadless conditions are given in Fig. 4. The MBR is a characteristic calculated from the 

CGP and volume change of the cylinder in the FEBRIS software based on LabVIEW. This parameter 

displays the amount of fuel burned at each crank angle over a cycle obtained from the mean of 100 

cycles. For all the test blends, MBR values were identical to each other, but it has slight differences.  

Under same operating conditions VB10, MB10 and AOB10 test fuels have burnt earlier than the 

ULSD fuel. It is thought that the better evaporation end optimal blends of micro algae, vegetable oil 

biodiesel and animal fat biodiesel led to this propensity. Values of Heat transfer rate (HTR) depend on 

crank angel at same operating conditions are present in Fig. 4. As it can be observed in the figure, 

max. HTR of AB10 and VB10 at these experimental conditions compared to the ULSD and MB10 test 

fuels are higher. 
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Figure 3. Changing of MGT and KD curves with CAD at cold start, high idling and loadless conditions 

 

 

 

Figure 4. Changing of HTR and MBR curves with CAD at cold start, high idling and loadless conditions  
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In same experimental conditions, maximum CHR values for test fuels were obtained after TDC. The 

lowest CHR values were obtained VB10 and AB10 at cold start, high idling and loadless conditions. 

Higher cetane number results in a lower ignition delay and lower fuel to be burned in the phase of 

premixed combustion. In case of look at Tab. 1, it is seen that the AB10 and VB10 have highest and 

ULSD have lowest cetane number. Therefore, as AB10 and VB10 fuels are predicted to have a shorter 

delay in ignition, and thus much more CHR value has been obtained. The higher CHR value of ULSD 

fuel is only related to the colorific value of the ULSD fuel. The changing of coefficient of heat transfer 

(CHT) curves with CAD for test fuels are given Fig. 5.  The highest coefficient of heat transfer was 

obtained MB10 and ULSD fuels at cold start and loadless conditions of experimental engine. The 

increase in heat transfer coefficient is associated with the increase of MGT with engine loads and the 

cylinder gas velocity.  

 

Figure 5. Changing of CHR and CHT curves with CAD at cold start, high idling and loadless conditions  
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Figure 6. Changing of CO, CO2, NOx and HC emissions of test fuels at cold start, high idling and loadless       

conditions 
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The reason that may be owing to more efficient combustion of biodiesel blends at this operations 

condition. So the decline in the value of CO at loadless of experimental engine can be presented as 

evidence for increases of CO2 emissions at this conditions. NOx and HC emissions of test blends were 

lower than ULSD into power generator diesel engine at cold start, high idling and loadless conditions 

illustrated in Fig. 6C, 6D, respectively. The consequences of two major factors are produced the NOx 

emissions. Firstly, if the temperature of the combustion inside the cylinder is approximately higher 

than 1600 oC, the nitrogen molecules begin to react with oxygen and as a result NOx is formed. 

Secondly, if the reaction time for the above-mentioned condition is reasonable, the amount of NOx 

emission will be emitted to the highest level [23]. 

Conclusions 

The effect of AB10, VB10 and MB10 fuels on metrics of combustion in a diesel engine coupled with 

electrical generator under cold start, high idling and loadless conditions have investigated. This 

experimental study was carried out under cold start-loadless conditions and constant speed of the 

generator set. Based on the results obtained from the experiments the following conclusions were 

concluded: 

* Parameters of combustion such as in-CGP, HRR, and CHR, MGT, MBR, and knock density were 

partly similar from ULSD fuel. It was identified that the curves were generally parallel to each 

other; and biodiesel-blended fuel combustion values showed behaviours close to the reference 

ULSD fuel. In addition, CO, NOx and HC emissions decreased, CO2 emissions increased compared 

to ULSD fuel under cold start-loadless and high idling conditions of the power generator diesel 

engine.  

* Because of the negative impact of fossil fuels on people and the environment, seeking alternative 

and cleaner energy sources has become crucial. Some of the alternative biodiesels were analyzed 

and tested in diesel engine power generator in this study. As the results show, AB10, VB10 and 

MB10 fuels performed better combustion measures than the ULSD reference. Considering that 

fossil fuels (gasoline, diesel fuel, oil, and natural gas) will end one day, although biodiesel fuels 

partially reduce engine performance, it can be used in construction machines requiring high torque.  
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A STUDY ON THE EXAMINATION OF THE SINTER METALLOGRAPHIC STRUCTURE  

Ömer Saltuk BÖLÜKBAŞI1* 

Sintering process is carried out domestic and imported iron ore powders, 

fluxes, coke dust, metallurgical recycling powders and slag forming agents. 

Nowadays, in order to obtain process and operating parameters that will work 

with the best sinter quality, extensive researches have been made by iron and 

steel industry. Sinter quality parameters followed by the sinter blend loaded 

on the sinter strand and then granulated were examined. We can obtain 

chemical analysis of the phases by scanning electron microscopy (SEM) 

technique, but full consistency with images is not always possible and 

especially SFCA (silico-ferrite of calcium and aluminium) and SFCA-I phases 

are difficult to distinguish from each other and future studies are required in 

this field. The mineralogy and microstructure of the sinter plays an important 

role in determining the physical and metallurgical properties of the iron ore 

sinter. Mineralogical characterization of sinter phases; it is a complementary 

tool to conventional physical and metallurgical tests applied to iron ore sinter 

to evaluate and estimate sinter quality. Measurement techniques used in this 

study; optical image analysis and X-ray diffraction (XRD), scanning electron 

microscopy (SEM), energy distribution spectroscopy (EDS), results from raw 

data converted to autoquan format will be explained on the new studies on the 

interpretation of the Rietveld system. Depending on the measurement 

objectives of each technique, the quantification of the crystal phases, the 

relationship between the measurement results, the chemical composition of 

the phases and the relations between the minerals, as well as their advantages 

and disadvantages will be explained. 

Key Words: Iron ore sinter mineralogy, agglomeration, crystal structure, 

SFCA, phase chemistry 

1. Introduction 

Sinter, which is formed by melting of fine iron ores and fluxes (limestone, dolomite, etc.) at high 

temperature (950-1350oC), is the main ferrous input material of blast furnace. Iron ores constitute sinter 

cake compound in SFCA phase compound and in the form of glassy structure. Due to the significant 

effect of SFCA on sinter quality, it is the most important component of the sinter bond matrix. Sinter 

reactions become successful by controlling the microstructure and concentration of SFCA during the 

sintering process. In the current existing sinter plants, quality is monitored on the basis of small basicity 

(CaO/SiO2) ratio only. This study will investigate the effect of these four components CaO, Al2O3, 
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Fe2O3, SiO2 within the sintering process on the hardness, reducibility and efficiency will be investigated 

and establish an association. 

The literature includes studies that qualitatively examined the microstructure of the sinter in 

general; and its chemical structure, mineralogy, morphology as well as the distribution of different 

mineral phase structures in the sinter matrix during the sintering process [1, 2, 7]. Sinter mineral 

formation mainly consists of SFCA, SFCA-I and SFCA-II phases. The key binding phases that provide 

strength of the material are SFCA and SFCA-I [3, 6, 12, 13]. The formation and contents of these 

structures vary according to the operational practices (sinter blend used, temperature, basicity, sintering 

time, etc.). Our study investigates the mineralogical conditions that allow for the formation of SFCA 

and SFCA-I phase structures which affect quality especially in the internal structure of the sinter. When 

the sinter blend consisting of iron ore, limestone, coke dust and flux mixture is heated in a sintering 

machine, dicalcium ferrite (C2F-2CaO.Fe2O3) structure is formed as the first product at 750-780 oC, and 

then, iron oxide, SFCA and silicate phases are formed at 1220-1300 oC [4,8,14,15]. With increased 

sintering temperature, dicalcium ferrites react with hematite to take the form of calcium ferrite (CF- 

CaO.Fe2O3 [5, 10, 16]. Quartz begins to react with the SFCA-I and SFCA form at 1050oC. SFCA-I 

breaks down between 1220 oC and 1240 oC and takes the form of SFCA [9, 10, 14, 20]. 

A study by Scarlett et al. (2004) suggests that the phase compositions in the sinter matrix structure 

consist of iron oxide by 35 to 60%, ferrites (mostly SFCA) by 20 to 45%, glassy phases by more than 

10% and dicalcium silicates by more than 10%. They emphasize that the bond phase morphology is 

typically composed of SFCA phase composition as well as iron oxides and silicates, forming the most 

important bond phase structure since SFCA has a major impact on the technological properties of the 

sinter [17, 18, 21]. Cores et al. [19, 25] consider that the technological quality of the sinter depends on 

the mineral phase form generated during the sintering process, and SFCA is the strongest bond phase 

affecting the sinter quality. During studies on the effects of ore mixtures of different compositions on 

sinter quality, it has been observed that the reducibility and cold strength of the sinter depends on the 

presence of calcium ferrite in the microstructure of the sinter [20, 34]. The said studies also suggest that 

the form consisting of hematite cores surrounded by SFCA-I is the desired structure for high sinter 

quality. During the reduction reactions, the porous structure of the acicular SFCA has been proven to 

provide a wide surface contact to prevent spread of cracks. 

Pownceby and Clout (2003) investigated the initiation of mineral compositions of the SFCA phase 

and the issue that CF3 (CaO.3Fe2O3), CA3 (CaO.3AI2O3) and C4S3 (4CaO.3SiO2) or Fe2O3-AI2O3-CaO 

compounds can be designed to create a link within a planar structure. In the aforementioned study, they 

observed the SFCA composition encountered in industrial sinter and named the SFCA forms as SFCA, 

SFCA-I and SFCA-II (dendritic) solid solution series [3,9,10,22]. In their study, Bristow and Waters 

(1991) state that SFCA affects the grain structure of the sinter matrix by stabilizing a fine porosity during 

a reduction in the initial reduction phase. They noticed that the SFCA content in the sinter structure has 

a maximum effect on the increase of reducibility. They studied on the association between the 

availability of SFCA and hematite in the sinter cake and maximum reducibility [9, 27, 28, 29].  

Industrially produced iron ore sinters include two types of SFCA categorized in the literature 

based on the composition, morphology and crystal structure of the SFCA phase structure in iron ore. 

SFCA, which is the first type of these phases in the sintered material is found in the composition of 

M14O20 stoichiometry and Ca+2
2.3Mg+2

0.8Al+3
1.5Fe+3

8.3Si+4
1.1O-2

20, and the second type SFCA-I is found in 

the composition of M20O28 stoichiometry and Ca+2
3.18Fe+3

15.48Al+3
1.34O-2

28 [2,3]. Sinter material differs 

from chemical composition depending on the raw material used, process conditions and production 
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conditions. The chemical morphology and element structure of the sintered material, which has a 

heterogeneous structure, can vary depending on the raw material supply system and process conditions 

[11-16, 31, 33]. The impact of the SFCA and SFCA-I phases on the formation mechanisms and the 

formation of a number of sintering parameters have recently been partially done by few studies [19, 23-

25, 32]. However, the SFCA phase within the sinter has a significant impact on the improvement of 

sinter quality parameters such as TI (Tumbler index / cold strength), RDI (Reduction degradation index 

/ hot strength), RI (Reduction index / reduction property) and RUL (Reduction under load) (26, 27, 30). 

Sintering plants in the integrated iron and steel plants in our country (İskenderun Iron and Steel 

Works Co. / İSDEMİR, Ereğli Iron and Steel Works Co. / ERDEMİR and Karabük Iron and Steel Works 

Co. / KARDEMİR) monitor quality on the basis of small basicity (CaO/SiO2) ratio only.  The total 

annual sinter production of these plants exceeds 11 million tons. However, what is important in 

determining the quality in the sintering process is the fact that the changes in ferrite structures, wustite 

(FeO) and aluminate cannot be monitored since no common monitoring method could be developed yet. 

By controlling the SFCA (silico-ferrite calcium and aluminium) structure in the sintered structure, this 

quaternary phase matrix (CaO, Al2O3, Fe2O3, SiO2) will be taken under control and all parameters that 

may affect the quality of the process will be examined. All compounds in the sinter matrix must be 

evaluated individually using the Rietveld method (Fe2O3, Fe3O4, Ca2SiO4, SFCA, SFCA-I) to know the 

quantitative contents of existing phase structures. Data obtained after determination of SFCA quantity 

in the sintered material will be associated with other quality parameters monitored (Basicity, RDI, 

mineralogical, etc.) and performance data coming from blast furnaces to increase the usage efficiency 

of the sinter and consequently reduce the raw material costs.  

2. Material and Method 

Sinter is an important blast furnace input material formed by adding 0-10 mm iron ores and fluxes 

which cannot be charged directly to the blast furnaces and limestone powder, dolomite, olivine, coke 

dust, return dust and waste materials (chimney dust, steelmaking slag, mill scale, gas cleaning sludge of 

blast furnace and steelmaking) in certain proportions without being completely melted, which are heated 

to 950-1350 ºC so as to adhere to each other due to superficial melting. The flow chart of a typical 

industrial sinter plant is displayed in Figure 1. During the sintering process, the combustion that starts 

in the sinter furnace moves from the surface of the blend laid on the sinter strand to its base, and the 

surfaces of the particles in the combustion zone reach the melting temperature, and the gangue 

components form a semi-liquid slag, the moisture in the blend evaporates, the carbonates decompose, 

the sulphurous compounds oxidize and their sulphur burns away from the system.  

The internal structure of the sinter consists of the composition of iron ores in the sintering process, 

SFCA and dicalcium silicate, and glassy structure. The reactions that occur also regulate the volume 

fraction of each mineral that may affect the quality of the sinter, thus the performance of the blast 

furnace. SFCA is considered to be the most important component of the sinter bond matrix since it 

affects sinter quality significantly if the content of SFCA in sintered iron ore is high. Sinter reactions 

become successful by controlling the microstructure and concentration of SFCA during the sintering 

process. In this study, sample variety was provided by producing at different operating parameters with 

a laboratory type sintering machine in order to be able to perform more rapid test studies from iron ore 

blends prepared in different compositions. In sinter production, domestic and imported iron ores are 

mixed with certain proportions of fluxes (limestone, dolomite, etc.) and fuel (coke dust) to produce 

sinter in the basicity values of 1.6-2.0 (CaO/SiO2) and at different operating parameters. Ratios of 
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imported iron powder and domestic iron powder to be used in the sinter blend will vary between 50-

70% and between 30-50%, respectively depending on operating and laboratory practices. The content 

of fluxes to be used in the sinter blend will be in the range of 7 to 9% depending on the acidic compounds 

such as SiO2 and Al2O3.  

 

 

Figure 1. Typical flow chart of industrial type sinter production [35]. 

Sinter blend samples were prepared in accordance with the following parameters; 

 Consumption of coke dust. It will vary between 6% and 7% in the blend depending on the sintering 

temperature. 

 Humidity of the raw material: 7-8%. 

 Ignition temperature: 1000~1200 oC, 1 minute ignition negative pressure: 5660 Pa. 

 Negative pressure for sinter: 10.850 Pa. 

3. Experimental Studies and Comments 

3.1. SEM and XRD Studies on Sinter Samples 

Given the increasing importance and studies in directing the sinter production quality according 

to the SFCA content in the sinter phase structure in addition to the existing physical and chemical quality 

monitoring tests of the sinter, which is an important input material in blast furnace process control; 

determination of ideal SFCA will help to control all sintering parameters of the sinter, which is the main 

input material of the blast furnace process in iron and steel plants. Thus, besides the cost advantage to 

be created by a better process control by charging more stable sinter to the Blast Furnace, a new iron 

production quality monitoring will be provided for the iron and steel industry on a global scale. 

Quadruple bond SFCA phase has been accepted as a main parameter in the sintering process by scientists 

since it significantly affects the technological quality of the sinter including high mechanical hardness 

(TI, RI and RDI, etc.), but it has not been sufficiently studied yet. Studies conducted on the effects of 

microstructure and mineral composition on the crack resistance of the sinter noticed that SFCA-I 

(especially acicular SFCA) is the main material affecting the spreading resistance of cracks. It has been 

observed that the acicular SFCA type of porous structure provides a greater reaction area in solid-gas 

contact, thereby increasing the reducibility in the blast furnace, shortening the processing time and 

saving fuel (metallurgical coke) and time. 
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Figure 2. Sinter sample a) S-1 and b) S-2 SEM images, c) S-3 and d) S-4 optical microscope images (Hem: 

Hematite, Mag: Magnetite, SFCA, SFCA-I (X500) 

SEM and optical microscope studies were performed with 500X magnification on sinter samples. 

The presence of SFCA and SFCA-I phase structures in the sinter matrix varies depending on the 

sintering temperature, blend ignition time and furnace temperature. The SEM and optical microscope 

images of the sinter samples are indicated in Figure 2. 

 

Figure 3. Sinter sample XRD phase analysis diagram. 
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XRD phase diagram was demonstrated in Figure 3. During the XRD studies conducted, Fe2O3 

(hematite), Fe3O4 (magnetite), FeO (wustite), SiO2 (quartz), Ca2SiO4 (larnite), CaO (lime), and XRD 

device printouts for SFCA and SFCA-I phases are quantitatively determined with the help of the 

Rietveld Method. The composition information of SFCA and SFCA-I phases stoichiometrically is 

demonstrated in Table 1. 

 

Table 1. Stoichiometric composition information of SFCA and SFCA-I phases 

 Fe+3  Fe+2  Fe Al Ca Mg Si Mn 

SFCA 
(M14O20)  

10.18 0.90 11.08 0.50 1.85 0.17 0.49 0.08 

SFCA-I 
(M20O28)  

14.36 1.72 16.08 0.38 3.48 0.21 0.05 0.38 

 

3.2 The Study of Rietveld Method and Autoquan Program on the Sinter Samples 
 

 

 

Figure 4. Rietveld (refinement) image of the sinter sample. 

The phase structures in the sinter were determined using XRD devices with X-Ray tubes that 

irradiates Cu K-alpha and Co K-alpha. The scanning process was done between 5-90º at the scanning 

speed of 2 degree/min. Crystal data phase files with * .XRDML extension of sinter samples is created 

in XRD device and these files are converted to files with *.RD extension by PANalytical X'Pert 

Highscore Plus software program. In this file, the files are converted to *.RAW files using ConVX.exe 

program and opened with the Autoquan program having the crystal data files of the related phases. 
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Autoquan program and the rietveld method can be used to determine the individual percentage of all 

phases in the sinter structure. Data on quantitative contents of existing phase structures is obtained from 

the study conducted by this method. The XRD drawing of a typical sinter material is given in Figure 4. 

The position of the peaks obtained from the crystal structure of the sinter is shown as a vertical line. For 

example, the hematite mineral content in the sinter material can be easily identified and measured by 

XRD with an approximately 12 minute scan. Rietveld image of the sinter sample was indicated in Figure 

4. When using powder XRD with mineral compositions obtained by SEM analysis, much information 

can be obtained about the element distribution in various minerals. The advantage of this method over 

other methods is to more accurately determine phase contents (%) by using the information content of 

the diffractogram better. 

Before the raw data obtained were evaluated in Autoquan, the conditions of the relevant device 

were kept available in the device file. This step was important for a proper refinement process. However, 

the XRD convert program used to convert the raw data format to Autoquan format is given in Figure 5. 

 

Figure 5. XRD convert program 

Figure 5 indicates charts containing the results of quantitative phase measurements using 

Autoquan with an X-Ray tube that radiates Cu K-alpha and Co K-alpha. Different SFCA values were 

found in the same samples subjected to Cu K-alpha and Co K-alpha analysis. According to the results 

obtained with the tube that radiates Cu K-alpha during the investigation of the phase structures of the 

sinter materials, since the incident ray is absorbed due to the fluorescence and absorption effect, 

especially in iron-containing materials, the intensity/counts sensitivity values were quite low, so no 

healthy results could be obtained. In order to determine the phase structures in the sinter, XRD device 

with X-Ray tube that radiates Co K-alpha, which can make more precise measurements in iron-

containing phases, was preferred. After the sample size was grinded to 20 microns, it was scanned at 30 

kV and 35 mA in the XRD device. Figure 6 reveals the quantitative (%) sinter phase results of the 

structures in the internal morphology of the sinter sample, obtained by Rietveld analysis performed via 

the Autoquan program using XRD device with Cu K-alpha and Co K-alpha radiation on the sinter 

samples. 
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Figure 6. Rietveld analysis quantitative sinter phase results by XRD device with Cu K -alpha and Co K-

alpha radiation. 

 

Using the rietveld method, all compounds in the sinter matrix are evaluated individually (FeO, 

Fe2O3, Fe3O4, Ca2SiO4, SFCA, SFCA-I, etc.) to know about the quantitative contents of the existing 

phase structures. The Rietveld method utilizes the relative weight ratios of all phase crystals included in 

the model better and helps the determination of more accurate phase quantities (as %), and results are 

achieved quantitatively and quickly in a few minutes without the need for standard or calibration [22, 

30, 31]. It also facilitates the interpretation of sinter phase data and the regular protection of phases. The 

Autoquan program supports the analytical listing of SFCA phase results from the sinter sample and 
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transferring the results to standard applications. Thanks to this program, changes that may occur in the 

sinter structure or process conditions can be tracked more accurately with the SFCA data.  

 

4. Conclusion  

All-important parameters in the sinter material, which affect the quality of the sintering process 

are examined in order to make the sintering process more stable with a detailed internal structure 

analysis. The changes shown by the structures within the sinter matrix structure, especially SFCA, 

SFCA-I and SFCA-II phase structures, which have a great effect on the physical and metallurgical 

properties of the sinter, depending on the sintering temperature, time, raw material type and basicity are 

followed by Autoquan program and Rietveld method, and the process and raw material conditions 

required for the full control of the sinter mineral formation are determined to create more durable sinter 

production and process monitoring systematics. Within the scope of this study, it will be possible to use 

the data to be obtained with the XRD device to quantify the phase structures formed in the sinter 

produced using the related software. In this context, it is important to make a correlation with the 

physical properties of the material, especially the ones that affect the strength of the material, by 

following up the ratio of iron oxides formed during the process to the SFCA phase structures. The result 

of the study is reduction in the return dust contents as a result of the production of high-strength sinter, 

and the valuation of such fine dusts in the blast furnace to provide significant savings in ore 

consumption. Utilization of an X-Ray tube that radiates Co K-alpha, which can make more precise 

measurements in iron-containing phases for investigation of the sinter phase structure, is important due 

to the fluorescence effect at more intensive values. 
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