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A DEEP LEARNING IMAGE CLASSIFICATION USING TENSORFLOW FOR  

OPTICAL AVIATION SYSTEMS 

A. Acet and A. E. Akkaya 

 

 
Abstract— Deep learning has become very popular in recent years. 

Great progress has been made in the task of classifying images with the 

development of deep learning. This research utilized the deep learning 

methods in TensorFlow to classify the bird and airplane images. In the 

first step, a general framework for the classification of deep learning 

images, an image classification network namely airplane images and bird 

images are built. Then, the images were randomly chosen from the 

Caltech-UCSD Birds-200-2011 and Caltech 101 datasets. To correctly 

classify airplane and bird images, a total of 1600 images used. The 1072 

images used to train the network and the 528 images used to test built 

deep learning network. The training phase lasts only 20 epochs to 

achieve 100% accuracy on the train set. The test data were classified as 

99.05%. Overall accuracy is 99.69%. This research has a certain 

importance to explore the use of cognitive systems approach in aviation 

safety. 
 

Keywords— Deep learning, TensorFlow, CUDA, Image classification. 

 

1 .  I N T R O D U C T I O N  

N RECENT years deep learning has become a hot topic of 

research. In the area of artificial intelligence, image 

recognition, pattern recognition and autonomous driving deep 

learning have made significant progress. Deep learning has 

some benefits. These networks are independent of artificial 

features. Also, deep learning systems can learn adaptively. 

Thus the algorithm's reliability and versatility are greater than 

the conventional approach of image processing. Convolutional 

Neural Networks (CNNs) are a special type of deep learning 

models widely used in areas such as image classification [1] 

and natural language processing [2]. Before deep learning 

architectures, conventional artificial neural networks were 

used to determine what features an image contains. To achieve 

this, the image is transformed into a column or row vector and 

given to the system input. In this type of structure, many 

features are composed of side-by-side pixel values. However, 

the human perception system looks at corners, lines and 

rounded shapes to perceive an image. When an image is 

flattened and brought into a row or column vector, all the fine 

details disappear. It is almost impossible to try to solve this 

structure, which is difficult to perceive even by perfectly 

functioning human intelligence, using machine learning 

techniques. CNNs has been developed as a solution to this 

problem. CNNs use feedforward structure. Unlike 

conventional artificial neural networks, it has convolution and 

pooling layers for feature extraction and reducing the size of 

the input image, respectively. Using both layers, important 

features in the image can be extracted. 

This research utilized the deep learning methods in 

TensorFlow [3] to classify the bird and airplane images. 

Firstly, the residual network, a general framework for the 

classification of deep learning images, an image classification 

network namely airplane images and bird images are built. 

Then, the Caltech-UCSD Birds-200-2011 [4] and Caltech 101 

[5] datasets are used to train and validate the neural network. 

To correctly classify airplane and bird images, total of 1600 

images consists of birds and airplanes used. The split rate of 

the network is 0.33. The 67% of images (1072 images) used to 

train the network. The %33 of the images (528 images) used 

to validate the network. The training phase lasts only 20 

epochs to achieve 100% correctness and the test data were 

classified as 99.4%.. Although they have similar structures, 

aircraft and bird images have been successfully distinguished 

from each other. This research has a certain importance to 

explore the use of cognitive systems approach in aviation 

safety. 

 

2 .  D A T A S E T  

Caltech-UCSD Birds-200-2011 [4] and Caltech 101 [5] 

datasets used for train and test steps. Total of 1600 images is 

chosen from the dataset that has various sizes. These images 

are labelled as airplane image, and the bird image (Figure 1). 

All dataset images are divided into two sets. The training set 

consists of 1072 images and the test set consists of 528 

images. Firstly, to train the weights of the built CNN, a 

training set is used. The validation set is randomly chosen 

from the set to confirm the model's generalization ability. 

Therefore, the model weights are selected to be saved on the 

validation data according to the value of the loss function. 

Finally, at the test step, the saved weights of the trained model 

are used to give decisions about the class on the test set. 

 

 

Fig.1. Sample airplane (a) and bird (b) images used for a classification task. 
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3 .  T O O L S  A N D  N E T W O R K  M O D E L  
3.1. Development Environment 

In this study, CNN using TensorFlow application was 
performed on GPU using Python language in Anaconda 
environment. The calculations on the GPU have been 
performed via the Nvidia CUDA library. CUDA acceleration 
package and cudacnn are installed, and then some related 
OpenCV-Python, TensorFlow, Scikit-learn and Keras 
packages are installed. Proposed network has been trained on 
the Nvidia GeForce GTX 1070 8GB 256-bit graphic card that 
has 1920 CUDA cores. 
Python programming language provides an easy way to solve 
the problems with coding flexibility [6]. Python is a platform-
independent, less time-consuming scripting language [6]. It is 
a high level interpreted. Many developers use Python for 
developing easy to code programs. ABC language was popular 
but shortly after arriving on the market Python took its crown. 
Python language is a dynamic language and it has garbage 
collection mechanism.   
The Scikit-learn library is widely using for modelling with 
data mining and data analysis. The Scikit-learn, NumPy, 
matplotlib, and SciPy libraries contain simple tools for 
machine learning classification, regression and clustering tasks 
[7]. Supervised learning algorithms, non-supervised learning 
algorithms, feature extraction and cross-validation are some 
features of this library. 
Sample Python code for proposed CNN is given below. 

model.add(Convolution2D(kernel_size=3, strides=1, 

filters=32, padding='same', activation='relu', name='conv1', 

input_shape=input_shape)) 

 

model.add(MaxPooling2D(pool_size=2, strides=2)) 

… 

model.add(Dense(num_classes, activation='softmax')) 

 

model.add(Dropout(0.8)) 

 

model.add(Dense(num_classes, activation='softmax')) 

 

optimizer = adam(lr=0.001, beta_1=0.9, beta_2=0.999, 

epsilon=1e-08, decay=0.0) 

 

model.compile(optimizer=optimizer, 

loss='categorical_crossentropy', metrics=['accuracy']) 

 

hist = model.fit(X_train, y_train, batch_size=64, 

epochs=num_epoch, verbose=1, validation_data=(X_test, 

y_test), shuffle=True) 

 

3.2. Convolutional Neural Networks (CNNs) 

CNNs are feedforward neural networks. In feedforward neural 

networks, the signal flows over a network without loops [8]. A 

typical CNN model consists of convolutional, activation, 

pooling, fully connected, and output layers. The convolutional 

layer has a function composed of multiple convolutional 

kernels. Each kernel symbolizes a linear function in matching 

kernel [8]. In the pooling layer, a layer by layer down-

sampling non-linear function used for aiming at reducing 

progressively the size of the feature representation. A fully 

connected layer can be considered a type of convolutional 

layer. The kernel size of fully connected layers is  1 ×1. To 

compute the probabilities of input image belonging to which 

classes, the output or prediction layer is often used at the last 

fully connected layer. 

The proposed CNN consists of eight layers. The first, third 

and fifth layers are the convolution layers where the basic 

features of the image detected. The second, fourth and sixth 

layers are the pooling layers, which reduces the image size by 

half. In convolution layers, more detailed information about 

the image was tried to be obtained by using 32,64 and 128 

filters of size 3x3 in first, third and fifth layers respectively. 

The seventh layer is a fully connected (dense) layer in which 

all neurons are connected together. Immediately after this 

layer, unnecessary nerve cells were deleted using a 0.5 

dropout value in order to prevent overfitting problem. The 

eight and last layer determines which results will be included 

in the class of airplanes or birds from the previous layers. One 

of the activation functions the Rectified Linear Unit (ReLU) 

[9] is used in the first, third, and fifth layers of the convolution 

layers. The ReLU function used in conjunction with other 

layers. ReLU activation function has become the most 

commonly used in deep learning networks and more popular 

than logistic sigmoid and hyperbolic tangent functions [10]. In 

this study, ReLU function used as an activation function. The 

ReLU is,  where x is the input value to the ReLU function, 

formulated as follows,   

𝑓(𝑥) =  𝑚𝑎𝑥(0, 𝑥)                                   (1) 

It truncates all negative values input to zero. Only half of the 

ReLUs is activated when used in combination with a batch 

normalization layer. Therefore at a given time, it results in 

sparse activations. The Softmax activation function used in the 

eight-layer. 
 

 
Fig.2. Framework of proposed CNN.  

 

 

TABLE I 

PARAMETERS OF PROPOSED CNN 

Layer name Layer Parameters 

Input Image 128x128 pixels 

Conv1 Kernel size=3, strides=1, filters=32x32, ReLU 

Maxpooling Pool size=2, strides=2 

Conv2 Kernel size=3, strides=1, filters=64x64, ReLU 

Maxpooling Pool size=2, strides=2 

Conv3 Kernel size=3, strides=1, filters=128x128, ReLU 

Maxpooling Pool size=2, strides=2 

Dense layer Neuron size=128, ReLU, Dropout=0.8 

Output Average pooling, fully connected 2 class, Softmax 
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3.3. Categorical Cross-Entropy Loss Function 

Categorical Cross-Entropy Loss Function, also called Softmax 
Loss function, consists of Softmax activation and Cross-
Entropy loss functions. When this function used, CNN has 
trained to output a probability over the classes for each image. 
Equation (2) and Equation (3) shows Softmax output and 
Categorical Cross-Entropy loss functions. 

                           𝑓(𝑆)𝑖 =
𝑒𝑆𝑖

∑ 𝑒𝑆𝑗𝐶
𝑗

.                                  (2)   

 

                           𝐶𝐸 = − ∑ 𝑡𝑖𝑙𝑜𝑔(𝑓(𝑠)𝑖)

𝐶

𝑖

.                           (3)   

4 .  T R A I N  A N D  T E S T  C N N  

4.1. Train the CNN Architecture 

Adam [11] is selected as an optimization algorithm. The initial 

learning rate of Adam algorithm is set to 0.001. The batch size 

is chosen 64 for the Nvidia GTX1070 graphic card. The 

network model has trained 20 epochs. At the training step, 

data augmentation is used by the function generator in Keras. 

The model checkpoint class is used to select optimal model 

weights with respect to the validation loss value. Figure 3 

shows train loss and validation loss values for 20 epochs. 

Figure 4 show train accuracy and test accuracy curves. 

 
Fig.3. The train and validation loss curves of proposed CNN. 

 

Fig.4. The train and validation accuracy curves of proposed CNN. 

4.2. Test Result 

After the CNN trained, the generalization ability of the trained 

model should be evaluated. To achieve this the test set which 

consists of 240 airplane images and 288 bird images is used. 

For the evaluation of the proposed CNN, we assumed the class 

containing airplane images as the positive class, and therefore 

the accuracy, sensitivity, and specificity are computed with 

reference to this. We report the definitions for these 

parameters, just for clarity. 

 

 True Positive (TP) is the number of airplane images 

correctly classified; 

 True Negative (TN) is the number of bird images 

correctly classified; 

 False Positive (FP) is the number of bird images 

incorrectly classified as airplane image; 

 False Negative (FN) is the number of airplane images 

incorrectly classified as bird image. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

(𝑇𝑃 + 𝑇𝑁) + (𝐹𝑃 + 𝐹𝑁)
= 1 − 𝑒𝑟𝑟𝑜𝑟 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒 =
𝐹𝑃

𝑇𝑁 + 𝐹𝑃
= 1 − 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 

 

 

Table II shows true and predicted labels after the prediction 

step on the test set. The sensitivity and specificity are two 

indexes generally used to evaluate the performance of the 

classifier. Table II is also called the confusion matrix.  

 

 
Error rate and accuracy are can be obtained from the confusion 

matrix. The error rate is calculated by dividing the number of 

all false estimates by the total number of the data set. The best 

worst error rate is 1, the best is 0. Accuracy is calculated by 

dividing the number of all correct estimates by the total 

number of the data set. The worst accuracy is 0, the best is 1. 

It can be calculated with (1–error rate). Sensitivity is 

TABLE II 

TEST RESULTS 

  Predicted label 

 
 

Airplane 

(Positive) 

Bird 

(Negative) 

T
ru

e 
la

b
el

 

Airplane 

(True) 

237 

(True Positive) 

3 

(False Negative) 

Bird 

(False) 

2 

(False Positive) 

286 

(True Negative) 
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calculated by dividing the number of true positive predictions 

by the total positive number. This is called a recall or true 

positive rate (TPR). The worst sensitivity is 0, the best is 1. 

Specificity is calculated by dividing the number of correct 

estimates by the total number of negatives. This is also called 

true negative rate (TNR). The worst specificity is 0, the best is 

1. Sensitivity is calculated by dividing the number of true 

positive predictions by the total positive predictions. This is 

called a positive predictive value (PPV). The worst precision 

is 0, the best is 1. The false-positive ratio is calculated by 

dividing the number of false-positive predictions by the total 

number of negatives. The worst false positive rate is 1, the 

best is 0. It can also be calculated as (1–specificity). 

 

Table III shows the discrimination ability of the proposed 

convolutional neural network overtraining and testing steps. 

Also, whole datasets are shown in the table in terms of 

accuracy, sensitivity and specificity. The whole dataset split 

by 0.33 split ratio. 

 

 
 

Figure 5 is an example for wrongly classified and labelled 

airplane image with 97.42% probability. This image is a bird 

image and for the human optical system, it has different 

properties. CNN decreases this image size at every max-

pooling step. If we zoom out enough we see it looks like a 

plane because of the wingspan.  

 

 
 

Fig.5. Misclassification of bird image at proposed CNN. 

5 .  C O N C L U S I O N S  

In this paper, based on binary image classification, airplane 

and bird classification model is built. Then, equally chosen 

1600 airplane and bird images are divided into two sets, train 

and test. The optimal model weight selected is done by the 

loss value of the validation set. Finally, the accuracy of the 

trained model has 99.16% precision and 98.75% sensitivity 

ratios. This study valuable for exploring the application of 

deep learning method in optical early bird detection systems 

for aviation. 
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PERFORMANCE EVALUATION OF DIFFERENT ARTIFICIAL NEURAL 

NETWORK MODELS IN THE CLASSIFICATION OF TYPE 2 DIABETES 

MELLITUS 

 

E. Guldogan, Z. Tunc, A. Acet and C. Colak 

 

 
Abstract— Objective: In this study, it is aimed to classify type 2 

Diabetes Mellitus (DM), compare the estimates of the Artificial Neural 

Network models and determine the factors related to the disease by 

applying Multilayer Perceptron (MLP) and Radial Based Function (RBF) 

methods on the open-access dataset.  
 

Material and Methods: In this study, the data set named “Pima Indians 

Diabetes Database” was obtained from 

https://www.kaggle.com/uciml/pima-indians-diabetes-database. The 

dataset contains 768 records with 268 (34.9%) type 2 diabetes patients 

and 500 (65.1%) people without diabetes, which have 9 variables (8 

inputs and 1 outcome). MLP and RBF methods, which are artificial 

neural network models, were used to classify type 2 DM. Factors 

associated with type 2 DM were estimated by using artificial neural 

network models. 
 

Results: The performance values obtained with MLP from the applied 

models were accuracy 78.1%, specificity 81.2%, AUC 0.848, sensitivity 

71%, positive predictive value 61.7%, negative predictive value 86.8% 

and F-score 66%. In relation to RBF model, the performance metrics 

were accuracy obtained 76.8%, specificity 82.1%, AUC 0.813, sensitivity 

66.0%, positive predictive value 64.6%, negative predictive value 83% 

and F-score 65.3%, respectively. When the effects of the variables in the 

data set examined in this study on Type 2 DM are analyzed; The three 

most important variables for the MLP model were obtained as Glucose, 

BMI, Pregnancies respectively. For RBF, it was obtained as Glucose, 

Skin Thickness, and Insulin. 
 

Conclusion: The findings obtained from this study showed that the 

models used gave successful predictions for Type 2 DM classification. 

Besides, unlike similar studies examining the same dataset, the 

significance values of the factors associated with the models created were 

estimated.  
 

Keywords—Classification, Multilayer perceptron neural network, 

Radial-based function neural network, Type 2 Diabetes Mellitus. 

 

1 .  I N T R O D U C T I O N  

     

 IABETS mellitus (DM) is a chronic disease that seriously    

affects both daily life and quality of life. This disease 

cannot be cured completely, but when it is managed well and 

precautions are taken, its negative effects in the short and long 

term can be minimized [1, 2]. DM is a chronic and metabolic 

disease characterized by abnormalities in protein, 

carbohydrate, and fat metabolism caused by absolute or 

relative insulin deficiency and accompanying clinical, 

biochemical findings [3]. Type 1 DM is an autoimmune 

disease and is caused by the destruction of pancreatic beta 

cells. Type 2 DM is defined as the combination of insulin 

resistance and impairment of pancreatic beta cells in insulin 

secretion [4].  
Type 2 DM is a heterogeneous disorder caused by a large 

number of genetic and environmental factors. Although the 
pathogenesis of type 2 diabetes is quite complex, it is 
characterized by two main pathophysiological causes. 
A decrease in insulin sensitivity or insulin resistance. 

Dysfunction of pancreatic beta cells in addition to relative 

insulin deficiency (insulin secretion defect) [5]. 

Type 2 DM accounts for 80-90% of all diabetes cases. The 

frequency of the disease is increasing gradually all over the 

world. The prevalence of type 2 DM increases with age. 

Factors such as the transition from traditionally accepted 

lifestyle to western lifestyle, the increase in the number of 

overweight and obese individuals, decrease in activities such 

as exercise and sports, and unhealthy diet contributed to the 

prevalence of the disease [6]. 

Artificial Neural Networks (ANNs) are computer systems 

developed to directly realize the features of learning, which is 

one of the features of the human brain, such as the ability to 

derive, create and discover new information without any help 

[7]. ANN can provide nonlinear modeling without needing 

any prior knowledge between input and output variables, 

without any assumptions [8]. Artificial neural networks are a 

successful method in solving many daily life problems such as 

classification, modeling, and prediction. Multilayer Perceptron 

(MLP) is a frequently used ANN model for the solution of 

nonlinear problems. It is a feed-forward, backpropagation 

network using at least one layer between the input and output 

layers consisting of at least three layers [9]. In the forward 

propagation stage, while calculating the output and error value 

of the network, the link weight values between the layers are 

updated to minimize the calculated error value in the reverse 

propagation stage [10]. 

Radial-based function (RBF) neural networks are feed-

forward networks consisting of a 3-layer structure: an input 

D 
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layer, an output layer, and a single hidden layer. This hidden 

layer is the layer using radial functions that give the network 

its name as a transfer function. While the inputs of this 

network are not linear, the output is linear [11]. The input 

layer consists of source nodes and provides the connection of 

the network with the environment. The only hidden layer in 

the network makes a nonlinear transformation from the input 

area to the hidden area. The conversion from the input layer to 

the hidden layer is a nonlinear constant transformation with 

radial-based transfer functions. The output layer is linear and 

is the layer that responds to the network, which is the transfer 

signal applied to the input layer. An adaptive and linear 

transformation is performed from the hidden layer to the 

output layer [12].   

In this study, it is aimed to compare the classification 

performance of Type 2 DM and to determine the risk factors 

that may be associated with Type 2 DM by applying MLP and 

RBF models on the open-access Type 2 DM data set. 
 

2 .  M A T E R I A L  A N D  M E T H O D S  
 

2.1. Dataset  

In this study, the data set named “Pima Indians Diabetes 

Database” was obtained from 

https://www.kaggle.com/uciml/pima-indians-diabetes-database to 

examine the working principle of MLP and RBF ANN models 

and to determine risk factors. In the data set used, there were 

768 individuals with 268 (34.9%) type 2 diabetes patients and 

500 (65.1%) people without diabetes. DM was described as a 

concentration of plasma glucose greater than 200 mg/dl two 

hours after ingestion of a carbohydrate solution with 75 gm. 

All the subjects were females and ≥ 21 years old at the time of 

the index examination [13, 14]. Explanations about the 

variables in the data set and their properties are given in Table 

1. 
 

TABLE I 

EXPLANATIONS ABOUT THE VARIABLES IN THE DATASET AND THEIR 

PROPERTIES 

Variable Variable Description 
Variable 

Type 

Variable 

Role 

Pregnancies Number of pregnancies Quantitative Input 

Glucose 

2-hour plasma glucose 

concentration in the oral 

glucose tolerance test 

Quantitative Input 

Blood 

Pressure (BP) 

Diastolic blood pressure 

(mmHg) 
Quantitative Input 

Skin 

Thickness (ST) 

Triceps skinfold thickness 

(mm) 
Quantitative Input 

Insulin 
2-hour serum insulin (mu 
U / ml) 

Quantitative Input 

BMI 
Body mass index [weight 
in kg / (height in m)2] 

Quantitative Input 

Diabetes 

Pedigree 

Function (DPF) 

Diabetes family tree 
function 

Quantitative Input 

Age Age (years) Quantitative Input 

Outcome 
Class variable (type 2 DM; 

0: absent, 1: present) 
Qualitative Output 

3 .  A R T I F I C I A L  N E U R A L  N E T W O R K  

M O D E L S  

 

In this study, classification performance was compared by 

applying MLP and RBF methods on artificial neural network 

models on Type 2 DM data set and risk factors that may be 

associated with Type 2 DM were determined. Because of its 

power, flexibility, and ease of use, artificial neural networks 

are the preferred tool for many predictive data mining 

applications. Predictive neural networks are particularly useful 

in applications where the mechanism underlying them is 

complex. In recent years, interest in the application of neural 

networks has increased for problems that cannot be solved 

with classical techniques, and ANN has been used 

successfully in many medical applications. Unlike traditional 

spectral analysis methods, artificial neural networks not only 

model signals but also produce solutions for the classification 

of signals. Another advantage of artificial neural networks 

compared to the methods available for the analysis of 

biomedical signals is that after their training, they are very 

fast. MLP is a nonparametric artificial neural network 

technique that performs many detection and prediction 

operations [15]. 

Radial Based Function Neural Network (RBFNN) was 

developed in 1988 inspired by the effect response behaviors 

seen in biological nerve cells and entered the history of ANN 

by applying it to the filtering problem. It is possible to see the 

training of RBFNN models as a curve-fitting approach in 

multi-dimensional space. For this reason, the training 

performance of the RBFNN model turns into an interpolation 

problem, finding the most suitable surface for the data in the 

output vector space. RBFNN models are defined in three 

layers as the input layer, hidden layer, and output layer, 

similar to general ANN architecture. However, unlike 

conventional ANN structures, RBFNNs use radial-based 

activation functions and nonlinear cluster analysis in the 

transition from the input layer to the hidden layer. The 

structure between the hidden layer and the output layer 

continues to function as in other ANN types [16].  

In the construction of MLP and RBF models, nearly 60% 

and 40% of the whole dataset were used for training and 

testing stages, respectively. Rescaling method for the variables 

was standardized for both models, the number of units in the 

hidden layer was 6 for MLP and 5 for RBF, hidden layer 

activation function was hyperbolic tangent for MLP and 

softmax for RBF, the number of units in output layer was 2 for 

both models, and output layer activation function was softmax 

for MLP and identity for RBF. Hyperparameters of the models 

were optimized by the scaled conjugate gradient method.   

 

3.1. Performance Evaluation of the Models 

In the performance evaluation of MLP and RBF artificial 

neural network models for predicting the factors that may be 

associated with type 2 DM, different metrics that can be 

calculated from the values in the confusion matrix (Table 2) 

given below have been obtained. 
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TABLE II 

CONFUSION MATRIX FOR CALCULATING PERFORMANCE METRICS 

 
                                Real 

Positive Negative Total 

P
re

d
ic

te
d
 

Positive 
True positive 

(TP) 

False 

negative 

(FN) 

TP+FN 

Negative 
False positive 

(FP) 

True 

negative 

(TN) 

FP+TN 

Total 
TP+FP FN+TN 

TP+TN+FP+F

N 

 

 

The metrics considered in the performance evaluation of the 

models in this study are given below. 

Accuracy = (TP+TN)/(TP+TN+FP+FN) 

Sensitivity = TP/(TP+FP) 

Specificity = TN/(TN+FN) 

Positive predictive value = TP/(TP+FN) 

Negative predictive value =TN/(TN+FP) 

F-score = (2*TP)/(2*TP+FP+FN) 

4 .  D A T A  A N A L Y S İ S  

 

Quantitative data are summarized by median (minimum-

maximum) and qualitative variables are given by number and 

percentage. Normal distribution was evaluated with the 

Kolmogorov-Smirnov test. Whether there is a statistically 

significant difference between categories of the dependent 

variable in terms of input variables, the Mann-Whitney U test 

was used for the analyses. P<0.05 values were considered 

statistically significant. In all analyses, IBM SPSS Statistics 

26.0 for the Windows package program was used. 

 

5 .  R E S U L T S  

 

Descriptive statistics related to the target variable 

examined in this study are presented in Table 3. There is a 

statistically significant difference between the dependent 

variable classes in terms of other variables other than the 

insulin variable. 

In this study, descriptive statistics of the factors examined 

according to the type 2 DM variable are summarized in Table 

3. According to these findings, while there was a difference 

between the presence and absence of type 2 DM in terms of 

Pregnancies, Glucose, BP, ST, BMI, DPF and Age (p<0.05), 

no statistically significant difference was found for the Insulin 

factor (p>0.05). 

 
TABLE III 

DESCRIPTIVE STATISTICS ABOUT INPUT AND OUTPUT VARIABLES 

 
 Outcome (Diabetes Mellitus)  

Variable 
Absent 

(n=500) 
Present (n=268) p value 

Statistics 
Median (Min-

Max) 
Median (Min-Max)  

Pregnancies 2 (0-13) 4 (0-17) <0.001 

Glucose 107 (0-197) 140 (0-199) <0.001 

BP 70 (0-122) 74 (0-114) <0.001 

ST 21 (0-60) 27 (0-99) 0.013 

Insulin 39 (0-744) 0 (0-846) 0.066 

BMI 30.1 (0-57,3) 34.3 (0-67.1) <0.001 

DPF 
0.336 (0.078-

2.329) 
0.449 (0.088-2.42) <0.001 

Age 27 (21-81) 36 (21-70) <0.001 

 

 

BMI: Body mass index; ST: Skin Thickness; DPF: Diabetes 

Pedigree Function; BP: Blood pressure; 

Classification matrices of the testing stages for MLP and 

RBF models are shown in Tables 4 and 5, respectively. 

 

 
TABLE IV 

CLASSIFICATION MATRIX OF THE TESTING STAGE FOR THE MLP MODEL 

 

            Real 

Predicted 
Present Absent Total 

Present 66 41 107 

Absent 27 177 204 

Total 93 218 311 

 
 

TABLE V 

CLASSIFICATION MATRIX OF THE TESTING STAGE FOR THE RBF MODEL 

 

            Real 

Predicted 
Present Absent Total 

Present 64 35 99 

Absent 33 161 194 

Total 97 196 293 

 

 

Table 6 presents the performance criteria values calculated 

from the models to classify type 2 DM in the testing stage. 
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TABLE VI 

PERFORMANCE METRIC VALUES CALCULATED FROM THE GENERATED MODELS 

IN THE TESTING STAGE 
                         Model 

Metric 

ANN type 

MLP RBF 

Accuracy (%) 78.1 76.8 

Specificity (%) 81.2 82.1 

AUC 0.848 0.813 

Sensitivity (%) 71.0 66.0 

Positive predictive value (%) 61.7 64.6 

Negative predictive value (%) 86.8 83 

F-score (%) 66.0 65.3 

AUC: Area under the ROC curve; MLP: Multilayer perceptron neural 

network; RBF: Radial-based function neural network 

  

The values related to performance criteria obtained from 

MLP and RBF models are demonstrated in Figure 1. 

 

 
 

Fig.1. Performance criteria values obtained from MLP and RBF models in the 
testing stage (MLP: Multilayer perceptron; RBF: Radial-based function) 

 

 
TABLE VII 

IMPORTANCE VALUES OF EXPLANATORY VARIABLES ACCORDING TO MLP AND 

RBF MODELS 

Explanatory 

Variables 
MLP  RBF  

Glucose 0.287 0.175 

BMI 0.219 0.144 

Pregnancies 0.134 0.074 

DPF 0.125 0.135 

Age 0.077 0.068 

Insulin 0.072 0.159 

BP 0.057 0.078 

ST 0.03 0.167 

Total 100.00 100.00 

 
BMI: Body mass index; ST: Skin Thickness; DPF: Diabetes Pedigree 

Function;  

BP: Blood pressure; MLP: Multilayer perceptron; RBF: Radial-based function 

 

 

In this study, the importance values of the factors related to 

diabetes mellitus are given in Table 7, while the values for 

these importance percentages are shown in Figure 2. 

Table 7: Importance values of explanatory variables according 

to MLP and RBF models 

 

 
Fig.2. The importance values for possible risk factors (BMI: Body mass 
index; ST: Skin Thickness; DPF: Diabetes Pedigree Function; BP: Blood 

pressure; MLP: Multilayer perceptron; RBF: Radial-based function) 

 

6 .  D I S C U S S I O N  

An artificial neural network is a very successful 

technique that solves the classification and prediction 

problems and is a mathematical model promoted by the 

regulation and functional feature of artificial neural networks. 

Neural networks include input and output layers and (in most 

cases) hidden layers that convert the input to output. When 

artificial neural network architecture is used to predict any 

disease, the ANN model can be generally built in two stages: 

training and testing. First, the ANN model is trained on the 

specified dataset and the weights of the connections between 

the neurons are fixed. Second, the model examined is 

validated to determine the classification of a new data set. The 

performance of the models constructed is evaluated using 

different criteria. [17]. 

In this study, it was aimed to apply multilayer perceptron 

and radial-based function from artificial neural network 

models on an open-source type 2 DM dataset and to compare 

classification estimates. In this framework, various factors 

(explanatory variables) that may be associated with type 2 DM 

(dependent variable) are estimated by multilayer perceptron 

and radial-based function artificial neural network models, and 

the use of artificial intelligence methods in the classification 

problem of interest is revealed. Also, the importance levels of 

factors that may be associated with type 2 DM for use in 

preventive medicine applications were obtained from these 

models. 

According to the results of the performance criteria 

(accuracy, AUC, sensitivity, negative predictive value, and F-

score) calculated in this study, the MLP model gave better 

predictive results than the RBF model in the classification of 

type 2 DM. However, when the criteria of selectivity and 

positive predictive value are taken into consideration 

compared to the MLP model, the higher classification rates 

were obtained. The three most important risk factors that can 
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be associated with type 2 DM were Glucose, BMI, and 

Pregnancies according to the MLP model, while the RBF 

model defined Glucose, Skin Thickness, and Insulin, 

respectively. 

In a study using the same data set, the accuracy, 

sensitivity, and specificity performance criteria used in the 

classification made with support vector machines were 

obtained as 78%, 80%, and 76.5, respectively [18]. In another 

study using the same data set, classification was made using 

six different machine learning models. The best classification 

performances were achieved from the Hoeffding Tree 

algorithm based on these models, and precision, Recall, F-

criterion, and area under the ROC curve values calculated 

from this algorithm were obtained as 0.757, 0.762, 0.759 and 

0.816, respectively. [19]. In this study, the classification of 

DM was performed with MLP and RBF models on the same 

data set, and higher classification performances were obtained 

from the experimental results of the current study. 

As a result, the findings obtained from this study showed 

that the classification of Type 2 DM performed successful 

predictions. Also, unlike similar studies examining the same 

dataset, the importance values of the factors associated with 

the type 2 DM were estimated with the classification models. 
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CLASSIFICATION OF BREAST CANCER AND DETERMINATION OF 

RELATED FACTORS WITH DEEP LEARNING APPROACH 

 

E. Guldogan, Z. Tunc and C. Colak 

 

 
Abstract— Aim: In this study, it is aimed to classify breast cancer 

and identify related factors by applying deep learning method on 

open access to breast cancer dataset.  

 

Materials and Methods: In this study, 11 variables related to open 

access to breast cancer dataset of 569 patients shared by the 

University of Wisconsin were used. The deep learning model for 

classifying breast cancer was established by a 10-fold cross-

validation method. The performance of the model was evaluated with 

accuracy, sensitivity, specificity, positive/negative predictive values, 

F-score, and area under the curve (AUC). Factors associated with 

breast cancer were estimated from the deep learning model. 

 

Results: Accuracy, specificity, AUC, sensitivity, positive predictive 

value, negative predictive value, and F-score values obtained from 

the model were 94.91%, 91.47%, 0.988, 96.90%, 95.42%, 95.14%, 

and 96.03%, respectively. In this study, when the effects of the 

variables in the dataset on breast cancer were evaluated, the three 

most important variables were obtained as area mean, concave points 

mean and symmetry mean, respectively.  

 

Conclusion: The findings of this study showed that the deep learning 

model provided successful predictions for the classification of breast 

cancer. Also, unlike similar studies examining the same dataset, the 

importance values of cancer-related factors were estimated with the 

help of the model. In the following studies, breast cancer 

classification performances can give more successful predictions 

thanks to different deep learning architectures and ensemble learning 

approaches. 

 

Keywords—Breast cancer, artificial intelligence, deep learning, 

classification. 

 

 

1 .  I N T R O D U C T I O N  

     

 REAST cancer is one of the leading causes of death 

among women in developed and developing countries. 

Detection and classification of breast cancer development in 

the early stages allow patients to receive appropriate 

treatment. Breast cancer is considered a genetically 

heterogeneous and biologically diverse disease. Long-known 

clinical and phenotypic differences are associated with 

differences in gene expression. Previous studies of breast 

tumors have identified five different types of breast carcinoma 

subtypes [luminal A (estrogen receptor (ER) +); luminal B 

(ER +); HER2 overexpression; normal breast-like and basal-

like] associated with different clinical outcomes [1, 2]. 

Artificial intelligence (AI) involves the use of computer 

systems to achieve set goals by mimicking cognitive 

abilities. Machine learning (ML) classification is an AI field 

that allows algorithms or classifiers to learn patterns in large 

and complex datasets and produce useful predictive 

outputs. Applying ML algorithms to large datasets can reveal 

new trends and relationships that may have beneficial effects 

for clinical practice in medicine. Scientific studies have 

investigated the application of ML methods in health care 

and have shown that ML has an important effect on 

improving health quality and safety [3]. In an actual study, it 

is reported that artificial intelligence systems that can 

perform at the level of expert radiologists in digital 

mammography evaluation increase breast cancer screening 

accuracy and efficiency [4].  

 The complex structure of processes such as pretreatment, 

clustering, feature selection, and extraction, etc. in classical 

machine learning approaches reduces the performance and 

accuracy of the system. To solve problems related to 

traditional machine learning techniques, deep learning 

strategies are proposed to extract relevant information from 

raw images and to be used effectively in the classification 

process In deep learning, features are determined by the 

training operations performed from data sets with the help of a 

general-purpose learning approach. [1]. 

In this study, it is aimed to classify breast cancer and 

determine related factors by applying deep learning method on 

open access to breast cancer data set. 

 

 

2 .  M A T E R I A L  A N D  M E T H O D S  
 

2.1. Dataset  

To analyze the working principle of the deep learning method 

and to evaluate the model, the open-access dataset called 

“Breast Cancer Wisconsin (Diagnostic) Data Set” was 

obtained from UCI Machine Learning Repository [5]. In the 

data set used, there are 569 people examined for breast cancer. 

Of the individuals, 357 (62.7%) were diagnosed as benign and 

212 (37.3%) were diagnosed as malignant. The explanations 

about the variables in the data set and their properties are 

given in Table 1. 
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TABLE I 
EXPLANATIONS ABOUT THE VARIABLES IN THE DATASET AND THEIR 

PROPERTIES 

Variable 
Variable 

Description 

Variable 

Type 

Variable 

Role 

diagnosis 
 

The diagnosis of 

breast tissues (M = 

malignant, B = 
benign) 

Qualitative Output 

radius_mean 

Mean of distances 

from the center to 

points on the 
perimeter 

Quantitative Input 

texture_mean 
The standard 

deviation of gray-

scale values 

Quantitative Input 

perimeter_me

an 

Mean size of the 

core tumor 
Quantitative Input 

area_mean - Quantitative Input 

smoothness_ 

mean 

Mean of local 

variation in radius 
lengths 

Quantitative Input 

compactness_ 

mean 

mean of perimeter^2 

/ area - 1.0 
Quantitative Input 

concavity_ 

mean 

Mean of the severity 
of concave portions 

of the contour 

Quantitative Input 

concave 
points_mean 

mean for the number 

of concave portions 

of the contour 

Quantitative Input 

symmetry_ 

mean 
- Quantitative Input 

fractal_dimen
sion_mean 

mean for "coastline 
approximation" - 1 

Quantitative Input 

 

 

3 .  D E E P  L E A R N I N G  M O D E L  

Deep Learning is based on the multi-layer feed-forward 

neural network trained with stochastic slope landing using the 

back-propagation approach. Related network; the hyperbolic 

tangent (tanh), rectifier, and maxout (a generalization of ReLU 

and leaky ReLU functions) can contain many hidden layers of 

neurons with activation functions. Advanced features such as 

adaptive learning speed, rate annealing, momentum training, 

dropout, and L1 or L2 regulations can provide high predictive 

accuracy. L1 is a regularization technique that restrains the 

absolute valuation of the weights and has the net influence of 

dropping some weights (setting them to zero) from a model to 

decrease complexity and refrain overfitting problems. L2 is 

another regularization technique that restrains the sum of the 

squared weights. This technique presents bias into the 

estimates of the parameter; however, it frequently performs 

considerable gains in modeling as the variance of the estimate 

is decreased. Each computes node trains a copy of global 

model parameters on local data in multiple threads 

(asynchronously) and periodically contributes to the global 

model through the model average across the network [6]. 

For the validity of the model, a 10-fold cross-validation 

method was used. In the 10-fold cross-validation method, all 

data is divided into 10 equal parts. One part is used as a test 

set and the remaining 9 parts are used as a training data set and 

this process is repeated 10 times. Hyperparameters related to 

the deep learning model were selected as activation function 

(Maxout linear unit), hidden layer sizes (50), the number of 

revolutions (10), epsilon (1.0 e
8)

 and rho (0.99). Table 2 shows 

the hyperparameters used in building the deep learning model 

[7]. RapidMiner Studio software was used in all modeling and 

analysis [8]. 

 
TABLE II 

HYPERPARAMETERS USED TO CONSTRUCT A DEEP LEARNING MODEL 

Hyperparameter name Hyperparameter 
selection 

Activation function Maxout linear unit 

Hidden layer sizes 50 

Number of revolutions 10 

Epsilon 1.0 e8 

Rho 0.99 

 

3.1. Performance evaluation criteria 

The classification matrix for the calculation of 
performance metrics is given in Table 3.  

TABLE III 
CONFUSION MATRIX FOR CALCULATING PERFORMANCE METRICS 

                                Real 

Positive Negative Total 

P
re

d
ic

te
d
 

Positive 
True positive 

(TP) 

False 

negative 

(FN) 

TP+FN 

Negative 
False positive 

(FP) 

True 

negative 

(TN) 

FP+TN 

Total 
TP+FP FN+TN 

TP+TN+FP+F

N 

 

The metrics considered in the performance evaluation of 

the models in this study are given below. 

 

Accuracy = (TP+TN)/(TP+TN+FP+FN) 

Sensitivity = TP/(TP+FP) 

Specificity = TN/(TN+FN) 

Positive predictive value = TP/(TP+FN) 

Negative predictive value =TN/(TN+FP) 

F-score = (2*TP)/(2*TP+FP+FN) 

 

4 .  D A T A  A N A L Y S I S  

Quantitative data are summarized by median (minimum-

maximum) and qualitative variables are given by number and 

percentage. Normal distribution was evaluated with the 

Kolmogorov-Smirnov test. Whether there is a statistically 

significant difference between categories of the dependent 
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variable in terms of input variables, the Mann-Whitney U test 

was used for the analyses. p<0.05 values were considered 

statistically significant. In all analyzes, IBM SPSS Statistics 

26.0 for the Windows package program was used. 

5 .  R E S U L T S  

Descriptive statistics related to the target variable 

examined in this study are presented in Table 4. There is a 

statistically significant difference between the dependent 

variable classes in terms of other variables other than the 

fractal_dimension_mean variable (p<0.001). 

 
TABLE IV 

DESCRIPTIVE STATISTICS ABOUT INPUT AND OUTPUT VARIABLES 

Variables 

Diagnosis 

p* value Benign (n=357) Malignant (n=212) 

Median (min-max) Median (min-max) 

radius_mean 12.2 (6.98-17.85) 17.33 (10.95-28.11) <0.001 

texture_mean 17.39 (9.71-33.81) 21.46 (10.38-39.28) <0.001 

perimeter_mean 78.18 (43.79-114.6) 114.2 (71.9-188.5) <0.001 

area_mean 458.4 (143.5-992.1) 932 (361.6-2501) <0.001 

smoothness_mean 0.09 (0.05-0.16) 0.1 (0.07-0.14) <0.001 

compactness_mean 0.08 (0.02-0.22) 0.13 (0.05-0.35) <0.001 

concavity_mean 0.04 (0-0.41) 0.15 (0.02-0.43) <0.001 

concave points_mean 0.02 (0-0.09) 0.09 (0.02-0.2) <0.001 

symmetry_mean 0.17 (0.11-0.27) 0.19 (0.13-0.3) <0.001 

fractal_dimension_mean 0.06 (0.05-0.1) 0.06 (0.05-0.1) 0.537 

*: Mann Whitney U test 

 

In this study, the classification matrix for the deep learning 

model used to classify breast cancer is given in Table 5 below. 

 
TABLE V  

CLASSIFICATION MATRIX FOR DEEP LEARNING MODEL 

            Real 

Predicted 
Malignant Benign Total 

Present 194 11 205 

Absent 18 346 364 

Total 212 357 569 

 

 

 
Fig. 1. Values related to performance criteria 

 

 

The values related to performance criteria are given 

graphically in Figure 1. 

Accuracy, specificity, AUC, sensitivity, positive/negative 

predictive value, F-score metrics for the deep learning model 

are summarized in Table 6. Accuracy, specificity, AUC, 

sensitivity, positive predictive value, negative predictive 

value, and F-score values obtained from the model were 

94.91%, 91.47%, 0.988, 96.90%, %95.42%, %95.14%, and 

%96.03%, respectively.   

 
TABLE VI  

THE VALUES OF PERFORMANCE METRICS 

Performance Criterion Value 

Accuracy (%) 94.91 

Specificity (%) 91.47 

AUC 0.988 

Sensitivity (%) 96.90 

Positive predictive value (%) 95.42 

Negative predictive value (%) 95.14 

F-score (%) 96.03 
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In this study, the importance values of the factors related to 

breast cancer are given in Table 7. Among the three most 

important factors, the most important variable is the 

area_mean , followed by the concave points_mean and 

ssymmetry_mean, respectively.  

 
TABLE VII  

SEQUENCE OF VARIABLES IN ORDER OF IMPORTANCE 

Variables Importance (%) 

area_mean 10.99 

concave points_mean 10.78 

symmetry_mean 10.77 

perimeter_mean 10.67 

fractal_dimension_mean 10.04 

concavity_mean 10.03 

radius_mean 9.32 

smoothness_mean 9.22 

compactness_mean 9.13 

texture_mean 9.06 

 

According to the World Health Organization (WHO), early 

diagnosis of cancer greatly increases the chances of making 

the right decision on a successful treatment plan [9, 10]. 

Computer-Aided Diagnosis (CAD) systems are widely applied 

in the detection and differential diagnosis of many different 

types of diseases. Therefore, increasing the accuracy of a CAD 

system has become one of the main research areas. In this 

study, using the deep learning approach on open access breast 

cancer data set, computer-aided classification of breast cancer 

and related factors were determined. Thus, it is possible to 

prevent the progression of the disease and to implement 

alternative treatment protocols by diagnosing breast cancer in 

the early stages [11, 12].  

When similar studies were examined, Wisconsin Original 

Data Set consisting of 569 records and 31 (30 predictors, 1 

target) feature/variable was used to increase the accuracy of 

the diagnosis of breast cancer in different machine learning 

methods. The accuracy of the proposed support vector 

machine model was found to be 0.9766 and the study results 

showed that the proposed model has a high-performance rate 

and will contribute to improving breast cancer diagnosis 

accuracy, which is an important problem of today. In this 

study, the accuracy value was calculated as 0.9491 in the 

breast cancer classification made using only 11 (10 predictors, 

1 dependent) feature/variable on the same data set [13]. In this 

study, breast cancer classification was made successfully by 

using fewer variables/features, and similar performance 

criteria were obtained in the study described. Thus, in this 

study, the breast cancer classification accuracy rate was 

obtained very high by using fewer variables, and the 

importance values related to the investigated features were 

also revealed with the deep learning technique. Clinicians can 

evaluate the risk factors that may be effective in the 

development of breast cancer clinically more effectively with 

the help of the importance values related to the variables 

obtained from the deep learning model created. In a similar 

study, a CAD was developed for the detection of breast cancer 

using a back-propagation supervised approach following deep 

belief networks unsupervised learning. In the model used in 

this process, weights were obtained from the deep belief 

network and backpropagation neural network was used with 

the learning function of Liebenberg Marquardt. The model 

created was tested on the Wisconsin Breast Cancer Data Set 

and gave a 99.68% accuracy rate showing promising results 

compared to previously published studies [14]. In the study 

summarized, only deep learning algorithms were used to 

detect breast cancer and no risk factor analysis that could be 

associated with breast cancer was performed. In this respect, 

this study shows significant differences from similar studies 

examining the same data set. 

Breast cancer risk prediction provides systematic 

identification of individuals at the highest and lowest risk. 

Thus, the detection of high levels of breast cancer risk factors 

in the general society and women with a family history 

provides a more accurate decision on disease prevention 

therapies and screening [15-17]. When the effects of the 

variables in the data set examined in this study on breast 

cancer are examined; the three most important variables are as 

area_mean (10.99%), concave points_mean (10.78%), and 

symmetry_mean (10.77%) were obtained as a result of 

calculations. 

To sum up, the findings obtained from this study showed 

that the deep learning model created gave successful 

predictions in classifying breast cancer. Besides, unlike similar 

studies examining the same data set, the significance values of 

cancer-related factors were estimated from the model created. 

In further studies, the classification performances of different 

types of deep learning architectures and ensemble learning 

approaches can provide more successful predictions. 
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SAMPLE SIZE EFFECT ON CLASSIFICATION PERFORMANCE OF MACHINE 

LEARNING MODELS: AN APPLICATION OF CORONARY ARTERY DISEASE 

 

M. Kivrak, F.B. Akcesme, and C. Çolak 

 

 
Abstract—Cardiovascular diseases are among the most common 

causes of death due to their widespread prevalence. Accurate and 

timely diagnosis of coronary artery disease, one of the fatal 

cardiovascular diseases, is very important. Angiography, an invasive 

method, is an expensive and special method used to determine the 

disease and can cause serious complications. Therefore, cheaper and 

more efficient data mining methods are used in the diagnosis and 

treatment of cardiovascular diseases. As an alternative approach, by 

establishing clinical decision support systems using data modeling 

and analysis methods such as data mining, errors and costs can be 

reduced by providing clinicians with computer-aided diagnosis, and 

patient safety and clinical decision quality can be significantly 

increased. In this study, the data set on the open-source access 

website was used to classify cardiovascular disease and consists of 

patient records of 14 variables created by the Cleveland clinic. Also, 

machine learning methods (C5.0 Decision Tree, Support Vector 

Machine, Multilayer Perceptron, and Ensemble Learning)were used 

to determine the risk of coronary artery disease by deriving 1000 and 

10000 data sets from the cardiology data set obtained from original 

303 patient records. Performance evaluation of models is compared 

in terms of accuracy, specificity, and sensitivity. In trying to 

determine the most successful model in estimating the risk of 

coronary artery disease, the results are presented comparatively. 

 

Keywords—Cardiovascular Diseases, Sample Size, Data Mining, 

Ensemble Learning. 
 

 

 

1 .  I N T R O D U C T I O N  

 

HE Cardiovascular diseases (CVD) are caused by 

pathologies in the heart and blood vessels, and coronary 

artery disease (CAD), heart failure, cardiac arrest, ventricular 

arrhythmias, sudden heart death, ischemic stroke, transient 

ischemic attack, subarachnoid and intracerebral hemorrhage, 

abdominal aortic aneurysm, can result in diseases and 

congenital heart diseases [1].  

CVD can cause myocardial infarction, heart failure, and 

sudden heart death. Nuclear screening, echocardiography, 

electrocardiogram (ECG), non-invasive (non-invasive) 

procedures such as exercise stress test, and invasive 

(interventional) procedures such as angiography are required 

for the diagnosis of coronary artery disease [2]. For this 

reason, the angiography diagnostic method, which is an 

invasive method, is used as a determinant in the definitive 

diagnosis of coronary artery diseases and in determining the 

severity of the disease. However, angiography procedure is a 

diagnostic method that requires a high cost and advanced 

technical expertise [3]. As an alternative approach, by 

establishing clinical decision support systems using data 

modeling and analysis methods such as data mining, errors 

and costs can be reduced by providing clinicians with 

computer-aided diagnosis, and patient safety and clinical 

decision quality can be significantly increased [4].  

 
This study aims to classify cardiovascular disease and 

consisted of patient records of 14 variables created by the 
open-source dataset of the Cleveland Clinic. Besides, machine 
learning methods (C5.0 Decision Tree, Support Vector 
Machine (SVM), Multilayer Perceptron (MLP), and Ensemble 
Learning) were used to determine the risk of coronary artery 
disease by deriving 1000 and 10000 data sets from the 
cardiology data set obtained from original 303 patient records. 
Performance evaluation of models is compared in terms of 
accuracy, specificity, and sensitivity. In order to determine the 
most successful model in estimating the risk of coronary artery 
disease, the results are presented comparatively on the open-
sourced heart dataset. 

2 .  M A T E R I A L  A N D  M E T H O D  
2.1. Data Set 

The dataset used for the analysis was obtained from 
http://archive.ics.uci.edu/ml/datasets/statlog+(heart) [5]. The 
data set contains the original 303 heart disease data and 14 
variables. In the original 303 heart disease dataset, 1000 and 
10000 datasets were derived from the dataset that showed 
similar distributions from the dataset due to the binomial 
distribution of the target variable (glass) and the normal, 
binomial and uniform distribution of the explanatory 
variables. These variables are class, age, gender, chest pain 
type, resting blood pressure, serum cholesterol, fasting blood 
sugar, resting electrocardiographic results, maximum heart 
rate achieved, painloc, oldpeak, the slope of the peak exercise 
ST segment, number of major vessels (colored vessels) and 
thal. The detailed explanations of the variables are given in 
Table I.  

2.2. Knowledge Discovery in Databases (KDD) 

In the process of KDD; data selection (heart dataset), data 
preprocessing (extreme and missing value analyses), data 
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transformation(normalization, etc.), data mining and 
evaluation, and interpretation of the results were performed. 

 

2.3. Classification Method 

The most commonly used data mining methods on the 
analyzed datasets have been applied for the classification of 
CVD. Performance data obtained by using C5.0 Decision 
Tree, SVM, MLP, and Ensemble Learning classification 
methods were comparatively presented to the data sets (303, 
1000, and 10000 sample sizes). 

 

 
 

Fig.1. Classification Method and Ensemble Learning Algorithm. 

 

2.3.1.C5.0 Decision Tree 

The C5.0 Decision Tree is one of the methods for supervised 
learning in the form of a tree structure used for classification 
as well as regression in general. The aim is to build the tree 
structure that predicts the label of a target variable using the 
model created.[6]. The C5.0 algorithm uses the concept of 
knowledge gain and entropy to optimally separate nodes. 
When there are k probabilities for X variable (attribute) 
𝑃1, 𝑃2, 𝑃3, … . . 𝑃𝑘  respectively, entropy for variable X is given 
in the equation below [7].  

                         Entropy = H(X) = -∑ 𝑝𝑗𝑙𝑜𝑔2(𝑝𝑗)𝑘
𝑗=1               (1) 

When the target attribute of the sub-clusters 𝑇1, 𝑇2, 𝑇3, … . . 𝑇𝑘in 
the training set is subdivided into sub-compartments, the 
weighted average of the information required to determine the 
class of each T is given as the weighted sum of entropies. 

                             𝐻𝑆(𝑇) =  ∑ 𝑝𝑖𝐻𝑆(𝑇İ)
𝑘
𝑖=1                                (2) 

Information gain is calculated to perform the separation 
process. The C5.0 algorithm realizes the optimal separation 
process by determining the separation criterion that has the 
greatest information gain in each decision node. Information 
gain is given in the equation below[8].  

 

                            IG (S) = H(T) - 𝐻𝑆(𝑇)                                   (3) 

 

2.3.2. Support Vector Machine (SVM) 

SVM, which is accepted as the latest technology in pattern 
recognition, aims to increase the predictive performance by 
finding the Maximal Marginal Hyper Plane (MMH). 
Sequential Minimum Optimization (SMO) improves the 
training of the SVM classifier using polynomial nuclei. This 
generally replaces all missing values and converts the nominal 
properties to binary values[9,10].To find a decision boundary 

between the two classes, SVM tries to maximize the gap 
between classes, choosing linear separations in a property 
area. Classification of the k-core function points in space 
𝑥𝑖is𝑦𝑖 , which varies between -1 and +1. If 𝑥′ is a point with an 
unknown classification, the prediction classification 𝑦′'is as in 
the equation below. 

           𝑦′ = 𝑆𝑖𝑔𝑛(∑ 𝛼𝑖𝑦𝑖𝐾(𝑋𝑖 , 𝑋′) + 𝑑𝑛
𝑖=1                               (4) 

In the equation, K; core function, n; support vector 
number, α; adjustable weight and d are defined as bias. The 
classification process is linear in the number of support 
vectors [11]. 

 

2.3.3. Multilayer Perceptron (MLP) 

The most widely used artificial neural network model 
today is the MLP network, which has also been extensively 
analyzed and many learning algorithms have been developed 
from it.[12].MLP is a feed-forward, fully artificial neural 
network model that maps input data sets to an appropriate 
output set by adjusting the weight between internal data nodes. 

             𝑦 =  ∅(∑ 𝑊𝑖𝑋 + 𝑏) =  ∅(𝑊𝑇𝑋 + 𝑏)𝑛
𝑖=1                     (5) 

Equality; W defines the weight vector, X the vector of inputs, 
b bias (bias), and ∅ activation function [13]. 

 

2.4. Ensemble Learning 

Ensemble learning methods essentially aim to achieve the 
most accurate result by combining different methods. It can 
also be applied successfully in various machine learning 
systems such as feature extraction, error correction, unstable 
data, learning to deviate in non-stationary distributions, and 
confidence estimation."Bagging and Boosting" are the most 
commonly used algorithms for the training of ensemble 
classifiers. The most common unification rule used to combine 
individual classifiers is majority voting. The choice of the 
𝑊𝑐class with the majority vote is as inequality [14,15]. 

 

                        ∑ 𝑑𝑡,𝑐 = 𝑚𝑎𝑥𝑐 ∑ 𝑑𝑡,𝑐
𝑇
𝑡=1

𝑇
𝑡=1                                (6) 

 

2.5. Performance Metrics 

Accuracy (AC) is defined as the division of values 
incompatible eyes by the total number of observations and is 
indicated by equation 7. 

                       AC = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑁+𝐹𝑃
                                             (7) 

 

Sensitivity is the ability of the test to distinguish patients 
from real patients and is indicated by equation 8. 

 

Sensitivity = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                   (8) 

 

Specificity is the ability of the test to distinguish robots from 
real robots and is indicated by equation 9 [16]. 
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                    Specificity = 
𝑇𝑁

TN+FN
                                              (9) 

 

3 .  R E S U L T S  
3.1. Model Development 

In data sets of 303, 1000, and 10000; Due to the low 
performance of the model, the feature selection model was 
applied to the data set. Variables 0.8 and above were 
determined as important contributing variables, while 0.6 and 
above variables were determined as marginal contributing 
variables. After the optimization process, data sets were 
divided into two as 70 % training and 30 % testing. Data 
analysis was performed by using the IBM SPSS Modeler 
Version 18.0 package program. 

 

3.2. Evaluation of the Models 

After the model development, the evaluation metrics 
calculated within the scope of the investigation of how the 
sample size affects the model performance by using different 
classification methods are shown in Table II. For n = 303, the 
highest accuracy rate in the train data set was 77.2 %, while 
the group was ensemble learning, while the lowest classifier 
was MLP with 60.7 %.  

 

TABLE I 

THE DETAIL EXPLANATION OF THE VARIABLES IN THE DATASET 

Variables Explanation 

Class Target(0: healthy,1: disease) 

Age age 

Gender gender(1=male, 0=female) 

Chest pain type chest pain type (1=angina, 2=atypical angina, 
3=non-anginal pain, 4=asymptomatic pain)  

Resting blood pressure resting blood pressure 

Serum cholesterol serum cholesterol in mg/dl 

Blood sugar fasting blood sugar, (fasting blood sugar > 120 

mg/dl) (1 = true; 0 = false) 

Electrocardiographic 
results 

resting electrocardiographic results 
(0=normal,1= having ST-T wave abnormality, 

2= showing probable or definite left ventricular 

hypertrophy by Estes' criteria ) 

Max heart rate maximum heart rate achieved 

Pain lock exercise induced angina (1 = yes; 0 = no) 

Oldpeak Oldpeak= ST depression induced by exercise 

relative to rest 

ST-segment the slope of the peak exercise ST segment 

Vessels number of major vessels 

Thal Thal(A thalliumstress test; thal: 3 = normal; 6 =  

 

In the test data set after model training, the highest 
classifier was again ensemble learning with 76.7 %, while the 
lowest was C5.0 with 63.3 %. For n = 1000, the highest 
accuracy rate in the train data set was 95.4 %, while the group 
was ensemble learning, while the lowest classifier was MLP 
with 66.7 %. In the test data set after model training, the 
highest classifier was again ensemble learning with 96.8 %, 
while the MLP was the lowest with 62.4 %. For n = 10000, the 
highest accuracy rate in the training data set was MLP with 

94.2 %, while the lowest classifier was C5.0 with 86.7 %. 
After model training, the highest classifier was again MLP 
with 100 % in the test data set, while SVM was the lowest 
with 96.3 %. 

TABLE II 

MODEL PERFORMANCE METRICS 

Train 

(n=303) 

Accuracy 

(%) 

Sensitivity 

(%) 

Specificity 

(%) 

Time 

(Second) 

SVM 69.7 63.7 62.6 5 

C5.0 75.6 68.8 63.6 4 

MLP 60.7 54.9 52.8 6 

Ensemble 77.2 68 70.5 7 

Test (303) 

   

  

SVM 73 70.6 75 2 

C5.0 63.3 69.7 100 1 

MLP 67.4 72.6 66.7 3 

Ensemble 76.7 71.7 81.2 5 

Train 
(n=1000) 

   

  

SVM 86 79.5 78.2 15 

C5.0 94.1 88.6 83.8 12 

MLP 66.7 63.5 58.9 13 

Ensemble 95.4 87.8 87.2 11 

Test 
(n=1000) 

   

  

SVM 90.9 81 83.3 8 

C5.0 95.2 89.9 89.5 7 

MLP 62.4 55.7 65 9 

Ensemble 96.8 92.6 89.7 6 

Train 
(n=10000) 

   

  

SVM 90.4 82.6 82.9 34 

C5.0 86.7 84.5 81.7 28 

MLP 94.2 88.6 86.2 44 

Ensemble 90.5 86.4 82.1 23 

Test 
(n=10000) 

   

  

SVM 96.3 90.3 90.2 17 

C5.0 96.7 93.3 91 12 

MLP 1 1 1 38 

Ensemble 99.3 98.5 98.6 11 

 

4 .  C O N C L U S I O N  
Diagnosis and treatment of a serious disease, such as 

cardiovascular diseases, is a very difficult problem and 
requires many pretreatment experiments and important 
datasets. The success of the models to be used when applying 
different classification methods can only be measured by 
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proving the performance. In this study, increasing the sample 
size in the data sets positively contributes to the model 
performance, it was determined that an ensemble learning 
algorithm is an approach that can be suggested in three data 
sets in general. 
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EVALUATION OF ASSOCIATION RULES BASED ON CERTAINTY FACTOR:  

AN APPLICATION ON DIABETES DATA SET  

 

M. Kivrak, F.B. Akcesme, and C. Colak 

 

Abstract— Data mining is the process of discovering useful 

information that has not been previously revealed from large 

amounts of data. Association rules mining is one of the most 

important techniques used in data mining and artificial intelligence. 

The first research in the association rules was to find relationships 

between different products in the customer transaction database and 

customer purchase models. Based on these relationships, researchers 

have begun to expand the field of data mining. One of these areas is 

the application of the rules of association in the field of medicine. 

Thus, through these applications, the relationship of various features 

in medical data can be discovered, and the findings obtained can aid 

medical diagnosis. Support and confidence are the two primary 

measures employed in the evaluation of association rules. The rules 

obtained with these two values are often correct; however, they are 

not strong rules. For this reason, there are many interestingness 

measures proposed to achieve stronger rules. Most of the rules, 

especially with a high support value, are misleading. For this reason, 

there are many interestingness measures proposed to achieve stronger 

rules. This study aims to establish strong association rules with 

variables in the open-sourced diabetes data set. In the current study, 

the Apriori algorithm was used to obtain the rules. As a result of the 

analysis, only 52 confidence and support criteria were taken into 

consideration. For more powerful rules, certainty factor was used as 

one of the interestingness measures proposed in the literature, and it 

was concluded that only 39 of these rules were strong as a result of 

the analysis. 

Keywords— Machine learning, classification, artificial neural network, 

support vector machines, decision tree, logistic regression, linear 

disriminant, nearest neighbor. 

1 .  I N T R O D U C T I O N  

HE data mining is an important process of extracting 

previously unknown and useful information from data in 

databases [1]. Data mining techniques include classification, 

prediction, associations, and clustering. One of the most 

important data mining applications is that of mining 

association rules [2]. Initial research in association rules is 

about finding relationships between different products in the 

customer transaction database, as well as customer purchase 

models.  

Based on these relationships, researchers had begun to expand 

the field of data mining.  

One of these areas is the application of association rules in the 

medical field. Thus, through these applications, the association 

of various attributes can be discovered in medical data, and 

this can help medical diagnosis [3].This study aims to 

establish strong association rules with variables in the open-

sourced diabetes data set. 

2 .  M A T E R I A L  A N D  M E T H O D S  

2.1. Data Set 

The dataset used for the analysis was obtained from the 

website(http://datahub.i.o>machine-learning>diabetes) [4]. 

The data set contains 768 samples and nine variables. These 

variables are age, pregnancies, PG concentration, diastolic BP, 

tri-fold thick, resting electrocardiographic results, serum ins, 

BMI, DP function, and diabetes.The detailed explanation of 

the variables are given in Table I. Data analysis was 

performed by using RStudio Version 1.1.463 programming 

language. 

 
2.2. Knowledge Discovery in Databases (KDD) 

In the process of KDD, data selection (diabetes dataset), data 
preprocessing (extreme and missing value analyses), data 
transformation (normalization, etc.), data mining and 
evaluation, and interpretation of the results were performed. 

 
2.3. Association Rules Mining 

Association rules mining is a very common technique that can 

define various rules or relationships between variables. [5]. 

These association rules are composed of two item sets, the 

antecedent (left-hand side) and consequent (right-hand side), 

the expression of the form is  X⇒Y, where X and Y are called 

antecedent and consequent of the rule respectively [6,7]. There 

are many algorithms used in association rules such as the 

Apriori algorithm, Eclat algorithm, and FP-growth algorithm. 

The most classic and frequently used algorithm is the Apriori 

algorithm, and it used to find all frequent item sets in a given 

database [8].  

 

2.3.1. Basic Measures 

The support and confidence are basic measures in building 

strong association rules from the frequent item sets [9]. 

Support is defined as the probability that transactions in the 

database contains items both the antecedent and the 

consequent of the rule, as follows.  
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T A B L E  I .  

T H E  D E T A I L E D E X P L A N A T I O N  O F  T H E  V A R I A B L E S  

D A T A  S E T  

 
 

Support (X⇒Y)=(Transactions containing both X and Y items) 
/ Total number of transactions. 

Confidence is a measure that reveals the association between 

antecedent and consequent of a rule.  

Confidence (X⇒Y): Total number of transactions containing 

items X and Y divided by the total number of transactions 

containing item X.  

Confidence (X⇒Y) = Support (X,Y) / Support(Y) [5]. 

 

If a minimum threshold for support is chosen low, large 

numbers of rules are created, and assessment of such rules is 

rather complex and time-consuming. Also, selecting the 

minimum threshold value high causes some rules to be 

skipped [5]. Therefore, some interestingness measures (IM) 

are developed to solve this problem [9]. 
 

2.3.2. Interestingness Measure (IM) 

Certainty Factor (CF) is interpreted as a measure of the 
variation of the probability that Y is in a transaction when we 
consider only those transactions where X is defined as follows 
[7]. 

CF(X⇒Y)=(Conf(X⇒Y)−Supp(Y))/(1−Supp(Y)) 

 

If Conf(X⇒Y)>Supp(Y),  

and,  

CF(X⇒Y)=(Conf(X⇒Y)−Supp(Y))/Supp(Y) 

 

If Conf(X⇒Y)<Supp(Y), and 0 otherwise. 

 

1 .  E X P E R I M E N T A L  R E S U L T S  

Since the variables of age, pregnancies, PG concentration, 

diastolic BP, tri-fold thick, serum ins, BMI, and DP function 

were continuous variables on the data set, they were 

transformed into categorical variables by using the program.  

For the experimental results, the minimum support value was 

1.5 percent (1.5%), and the confidence value was 80 percent 

(80.0%).  

As a result of the analysis, it was found that 52 rules were 

formed respectively, which consisted of triple, quadruple, and 

quintile association rules, which were observed the most as of 

confidence and support values. It is necessary to take care of 

the high confidence and support values, which are among the 

measures used in the interpretation of the obtained rules [10]. 

Interpretation of the rules obtained only with the measures of 

confidence and support led to the obtaining of correct but not 

strong rules. There are many interestingness measures used in 

the literature to obtain stronger rules. In this context, in 

addition to the confidence and support measures, the certainty 

factor was used. Certainty factor approaching 1 indicates that 

the rules are identified with high accuracy [7]. For this reason, 

it was concluded that only 39 of the 52 rules that could 

provide a relationship between the diagnosis and other 

variables of the patient were strong. The rules obtained are 

given in Table II. Also, explanations of the variables used in 

Table II are given in Table I. 
The three examples of the interpretation of the rules in Table 
II are given below: 

 Rule 1: Patients with a Pregnancies [10], not having a 

tri-fold thick, do not have serum insulin with a 

probability of 100 %. 

 

 Rule 2: Patients with a tri-fold thick [0] and between 

the age of [27] do not have serum insulin with a 

probability of 100 %. 

 

 Rule 7: Patients with a Pregnancies[1] and between 

the age of [27]do not have diabetes with a probability 

of 0.96%. 
Other rules achieved from the association rules mining are 

similarly interpreted in the related table. 

2 .  D I S C U S S I O N  

Association rule mining is to discover association rules that 
satisfy a given database with predefined minimum support and 
confidence. The problem is usually broken down into two sub 
problems. One is to find those item sets whose occurrences in 
the database surpass a predefined threshold; such item sets are 
called regular or large item sets. The second problem is to 
create association rules with the minimum confidence 
constraints from those broad item sets [11]. 

Interpreting association rules by using only confidence and 
support measures might create many disadvantages; therefore, 
it will be more accurate to assess it with certainty factor, 
proposed by Shortliffe and Buchanan (1984) [12]. Similar to 
this study, Berzal et al. (2002) found that there were some 
disadvantages of evaluating association rules just with the 
measures of confidence and support; and also suggested that 
especially items with a very high support value might cause 
misleading rules [13]. 

There are many alternative interest measures to reach stronger 
rules in association rules mining. In this study, the Apriori 
algorithm was used to obtain association rules with open-
sourced diabetes data set. In the application, the confidence 
factor and the rules with high support values are obtained on 
the right side of the rule. For that reason, in addition to the 
confidence and support measures, the certainty factor, which is 
one of the interestingness measures, was used to define the 
interesting rules in this research. 

Abbreviation Explanation 

Age Age 

Pregnancies Number of pregnancy 

PG 

Concentration 

Plasma glucose in 2 hours in oral glucose 
tolerance test 

Diastolic BP Diastolic blood pressure (mm Hg) 

Tri-Fold Thick Three-layer binding layer thickness (mm) 

Serum Ins 2 Hour serum insulin (mu U / ml) 

BMI  (weight in kg / kg (height in m) ^ 2) 

DP Function Diabetes family tree function 

Diabetes Diabetes (1 = yes; 0 = no) 
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T A B L E  I I .  

 T H E  G E N E R A T E D  A S S O C I A T I O N  R U L E  

Row 
num. 

Rule 
num. 

Association Rule (X ⇒Y) Confidence Support 
Certainty 
Factor 

1 1 {Pregnancies=10,Tri.Fold.Thick=0}    => {Serum.Ins=0} 1 0.0156 1 

2 2 {Tri.Fold.Thick=0,Age=27}  => {Serum.Ins=0} 1 0.0156 1 

3 3 {Diastolic.BP=0,Tri.Fold.Thick=0}   => {Serum.Ins=0} 0.937 0.0195 0.911 

4 4 {Diastolic.BP=0,Diabetes=yes}    => {Serum.Ins=0} 1 0.0429 1 

5 5 {Diastolic.BP=0,Diabetes=no}     => {Serum.Ins=0} 0.942 0.0429 0.918 

6 6 {Pregnancies=8,Tri.Fold.Thick=0}    => {Serum.Ins=0} 0.947 0.0234 0.925 

7 7 {Pregnancies=1,Age=23}     => {Diabetes=no} 0.965 0.0208 1 

8 8 {Diastolic.BP=76,Tri.Fold.Thick=0}  => {Serum.Ins=0} 1 0.0247 1 

9 10 {Diastolic.BP=78,Tri.Fold.Thick=0}   => {Serum.Ins=0} 1 0.0234 1 

10 12 {Pregnancies=6,Tri.Fold.Thick=0}    => {Serum.Ins=0} 1 0.0169 1 

11 13 {Diastolic.BP=74,Tri.Fold.Thick=0}   => {Serum.Ins=0} 1 0.0182 1 

12 14 {Diastolic.BP=70,Tri.Fold.Thick=0}   => {Serum.Ins=0} 1 0.0195 1 

13 15 {Pregnancies=5,Tri.Fold.Thick=0}   => {Serum.Ins=0} 1 0.0182 1 

14 17 {Pregnancies=4,Tri.Fold.Thick=0}   => {Serum.Ins=0} 1 0.0208 1 

15 21 {Pregnancies=2,Tri.Fold.Thick=0}  => {Serum.Ins=0} 1 0.0273 1 

16 22 {Pregnancies=0,Tri.Fold.Thick=0}    => {Serum.Ins=0} 1 0.0182 1 

17 23 {Pregnancies=1,Tri.Fold.Thick=0}    => {Serum.Ins=0}   1 0.0169 1 

18 24 {Tri.Fold.Thick=0,Diabetes=yes}    => {Serum.Ins=0} 1 0.0325 1 

19 28 {Pregnancies=6,Tri.Fold.Thick=0,Diabetes=no}   => 
{Serum.Ins=0} 1 0.0156 1 

20 30 {Pregnancies=4,Tri.Fold.Thick=0,Diabetes=yes}  => 
{Serum.Ins=0} 1 0.0351 1 

21 31 {Pregnancies=4,Tri.Fold.Thick=0,Diabetes=no}   
=>{Serum.Ins=0} 1 0.0234 1 

22 33 {Pregnancies=2,Tri.Fold.Thick=0,Diabetes=no}   => 
{Serum.Ins=0} 1 0.0156 1 

23 34 {Pregnancies=0,Tri.Fold.Thick=0,Diabetes=no} => 
{Serum.Ins=0} 0.967 0.0234 1 

24 35 {Pregnancies=1,Age=21}     => {Diabetes=no} 1 0.0299 1 

25 37 {Diastolic.BP=0,Serum.Ins=0,Diabetes=no}  
=>{Tri.Fold.Thick=0} 1 0.0416 1 

26 38 {Diastolic.BP=0,Serum.Ins=0}    => {Tri.Fold.Thick=0} 1 0.0208 1 

27 39 {Diastolic.BP=0,Diabetes=yes}   => {Tri.Fold.Thick=0} 1 0.1145 1 

28 40 {Diastolic.BP=0,Serum.Ins=0,Diabetes=yes}     => 
{Tri.Fold.Thick=0} 1 0.1809 1 

29 41 {Pregnancies=1,Age=24}    => {Diabetes=no} 1 0.0195 1 

30 42 {Pregnancies=2,Age=21}    => {Diabetes=no} 0.937 0.0195 0.911 

31 43 {Pregnancies=1,Age=22}    => {Diabetes=no} 1 0.0234 1 

32 44 {Serum.Ins=0,Age=21}       => {Diabetes=no} 0.947 0.0234 0.925 

33 45 {Serum.Ins=0,Age=24}       => {Diabetes=no} 1 0.0169 1 

34 46 {Diastolic.BP=68,Serum.Ins=0}  => {Diabetes=no} 1 0.0208 1 

35 47 {Pregnancies=2,Age=25}         => {Diabetes=no} 1 0.0182 1 

36 49 {Diastolic.BP=60,Serum.Ins=0}      => {Diabetes=no} 1 0.0169 1 

37 50 {Pregnancies=4,Serum.Ins=0,Diabetes=yes}       => 
{Tri.Fold.Thick=0} 1 0.0169 1 

38 51 {Pregnancies=2,Serum.Ins=0}  => {Diabetes=no} 1 0.0234 1 

39 52 {Pregnancies=8,Diabetes=no}     => {Serum.Ins=0} 1 0.0273 1 
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3 .  C O N C L U S I O N  

As a result of this research, in addition to the 52 rules obtained 
with confidence and support measures, in order to eliminate 
the misleading rules and to obtain stronger rules, 26 rules were 
obtained by using certainty factors. In addition to the basic 
measures, it is recommended that different interestingness 
measures should also be used to reach more accurate results. 

The study was reported as oral presentation in1st International 
Data Science Congress in Health on 05-06 December 2019. 

[1] M.-S. Chen, J. Han, and P. S. Yu, "Data mining: an 

overview from a database perspective," IEEE 

Transactions on Knowledge and data Engineering, vol. 8, 

no. 6, pp. 866-883, 1996. 

[2] M. Ilayaraja and T. Meyyappan, "Mining medical data to 

identify frequent diseases using Apriori algorithm," in 

2013 International Conference on Pattern Recognition, 

Informatics and Mobile Engineering, 2013, pp. 194-199: 

IEEE. 

[3] W.-J. Zhang, D.-L. Ma, and B. Dong, "The automatic 

diagnosis system of breast cancer based on the improved 

Apriori algorithm," in 2012 International Conference on 

Machine Learning and Cybernetics, 2012, vol. 1, pp. 63-

66: IEEE. 

[4] D. Dua and C. J. C. a. C. U. Graff, "UCI machine 

learning repository [http://archive. ics. uci. edu/ml]. 

https://archive. ics. uci. edu/ml/datasets," 2019. 

[5] S. Kumar and N. Joshi, "Rule power factor: a new 

interest measure in associative classification," Procedia 

Computer Science, vol. 93, pp. 12-18, 2016. 

[6] S. Rao and P. Gupta, "Implementing Improved 

Algorithm Over APRIORI Data Mining Association 

Rule Algorithm 1," 2012. 

[7] F. Berzal, I. Blanco, D. Sánchez, and M.-A. Vila, 

"Measuring the accuracy and interest of association 

rules: A new framework," Intelligent Data Analysis, vol. 

6, no. 3, pp. 221-235, 2002. 

[8] D. Jain and S. Gautam, "Implementation of apriori 

algorithm in health care sector: a survey," International 

Journal of Computer Science and Communication 

Engineering, vol. 2, no. 4, pp. 22-8, 2013. 

[9] J. Manimaran and T. Velmurugan, "Analysing the quality 

of association rules by computing an interestingness 

measures," Indian Journal of Science and Technology, 

vol. 8, no. 15, pp. 1-12, 2015. 

[10] O. Başak, B. Uğur, and M. K. SAMUR, "Kulak Burun 

Boğaz Epikriz Notlarından Birliktelik Kurallarının 

Çıkartılması," 2009. 

[11] S. Kotsiantis, D. J. G. I. T. o. C. S. Kanellopoulos, and 

Engineering, "Association rules mining: A recent 

overview," vol. 32, no. 1, pp. 71-82, 2006. 

[12] W. van Melle, E. H. Shortliffe, and B. G. J. R.-b. e. s. T. 

M. e. o. t. S. H. P. P. Buchanan, "EMYCIN: A 

knowledge engineer’s tool for constructing rule-based 

expert systems," pp. 302-313, 1984. 

[13] F. Berzal, I. Blanco, D. Sánchez, and M.-A. J. I. D. A. 

Vila, "Measuring the accuracy and interest of association 

rules: A new framework," vol. 6, no. 3, pp. 221-235, 

2002. 

 
 

Mehmet Kıvrak obtained his BSc degree in statistics from Dokuz Eylul 

University (DEU) in 2001. He received the BSc. and MSc. Diploma in 

StatisticsfromDokuz Eylul Universityin 2001 and 2006 respectively, and 
Ph.D. degrees in the Graduate Department of Biostatistics and Medical 

Informatics ofInonu University in 2017. He accepted as an expert statistician 

in the Turkish Statistical Institute in 2009. His research interests are data 
mining, cognitive systems, reliability and genetics and bioengineering, and 

signal processing. His current research interests are genetics, bio engineering 

and data mining. 

 

F.Berat Akçeşme obtained his BSc degree in Biological Sciences and 

Bioengineering from the International University of Sarajevo (IUS) in 2009. 
He pursued his master study at Mediterranean Agronomic Institute of China in 

the field of Horticultural Genetics and Biotechnology. In 2012, he got 

accepted to the Ph.D program in Genetics and Bioengineering at IUS where he 
was working as a research assistant at the same department. He obtained his 

PhD degree in 2016. He continued to work at IUS as an assistant professor 

until the end of 2017. His research interests are cognitive systems, 
bioinformatics, structural bioinformatics. In 2017, he joined the Department of 

Biostatistics and Medical Informatics at the Faculty of Medicine, University 

of Health Sciences as an assistant professor, He is active in teaching and 
research in the genetics and bioengineering Beside, he is director of 

Bioinformatics and Biostatistics Application and Research Center at 

University of Health Sciences. 
 

Cemil Çolak obtained his BSc.Degree in statisticsfrom Ondokuz Mayıs 

University in 1999. He received MSc. Diploma in statistics from the 

InonuUniversity in 2001, and Ph.D. degrees in the Graduate Department of 

Biostatistics and Medical Informatics of Ankara University in 2005. He 

accepted as a Postdoctoral Researcher by the department of biostatistics and 
medical informatics of Inonu University in 2007. His research interests are 

cognitive systems,data mining,  reliability, and biomedical system, and 

genetics, and bioengineering. In 2016, he joined the Department of 
Biostatistics and Medical Informatics at Inonu University as a professor, 

where he is presently a professor. He is active in teaching and research in the 

general image processing and data mining modeling, analysis. 

 

http://archive/
https://archive/


23 

 

 
Copyright © The Journal of Cognitive Systems (JCS)                                     ISSN: 2548-0650                                                                             http://dergipark.gov.tr/jcs 

 

   

 

THE JOURNAL OF COGNITIVE SYSTEMS    Vol. 5, No. 1, 2020   

 

PREDICTION OF POST-TREATMENT SURVIVAL EXPECTANCY IN  

HEAD & NECK CANCERS BY MACHINE LEARNING METHODS 
 

H.S. Nogay 

 

Abstract— In this study, survival for head and neck cancer disease 

was estimated using machine learning methods. Starting from the date 

on which the head and neck cancer disease was diagnosed, without a 

maximum time limit, at the end of the minimum 8-month period, it is 

estimated that the patient will be alive or not. Seven classifying 

machine-learning predictive methods were used in the study. The main 

goal of this study is to estimate the survivability of head and neck 

cancer patients and to provide a decision aid for cancer management 

with applied estimation methods and results. The results obtained by 

the application of the designed methods are examined and results with 

extremely high accuracy rates are obtained. 

Keywords— Machine learning, classification, artificial neural network, 

support vector machines, decision tree, logistic regression, linear 

disriminant, nearest neighbor. 

1 .  I N T R O D U C T I O N  

EAD and neck squamous cell carcinoma (HNSCC), 

including upper aerodigestive tract and anatomic regions, 

is considered the third leading cause of death worldwide. 

Progression of the HNSCC is a consequence of both the 

interaction of environmental factors and the genetic inheritance, 

and is therefore multi-factorial. Smoking and alcohol 

dependence are the main risk factors for the development of this 

disease. Human papillomavirus (HPV) is also thought to be a 

risk factor for the disease at approximately 25%. The annual 

incidence of head and neck cancers worldwide, the annual 

incidence of head and neck cancers worldwide; about 300,000 

deaths result in about 550,000 cases per year. The male to 

female ratio ranges from 2: 1 to 4: 1. HNSCC is the sixth most 

common cancer worldwide incidence.  The overall five-year 

survival rate of HNSCC patients is approximately 40-50%. 

Approximately one third of patients are suffering from early 

stage disease (T1-2, N0). Early HNSCC therapy usually 

involves single modality therapy with surgery or radiation [1-

6]. Treatment for head and neck cancer may include surgery, 

radiotherapy, chemotherapy, targeted therapy, or a combination 

of these treatments. The treatment plan depends on various 

factors such as the precise location of the tumor, cancer stage, 

age of the patient and general health status 

Generally, head and neck cancers at the advanced stage result 

in the death of the patient despite all kinds of treatment. For this 

reason, the integration of chemotherapy and radiotherapy is 

crucial to prolong survival and improve the quality of life of 

patients. It is necessary to know and follow the general 

conditions of the patients before starting any treatment [8]. 

Estimation of survival rate and decision-making of treatment 

are of great importance both for cancer patients and for 

physicians. The World Health Organization has stated that 

cancer is the second leading cause of death in the world. With 

early treatment, early detection of cancer will increase 

prognosis for cancer. At the same time, the prognosis depends 

on cancer spreading to lymph node drainage sites and 

metastasizing in different regions. A cancer staging system 

called TNM (Tumor, Node, Metastasis) is commonly used to 

determine the cancer status. Spreading to regional nodes or 

other nodes and distant metastasis reduce survival. Data-driven 

predictive models for cancer survival can help in prognosis and 

cancer management [9]. 

When deciding on the resection surgeon, a number of factors 

are considered that will affect the quality of life of the patient, 

including high rates of morbidity and the likelihood that death 

will occur rapidly. The morbidity rate is reported to be at least 

50% and at least 15% mortality during the operation. The 

effective use of clinical data through the use of machine 

learning techniques such as artificial neural networks (ANN) 

can lead to more accurate diagnosis and prediction results, 

enabling better understanding of complex procedures and 

improving patient outcomes. Treatment decisions on the 

oncology not only directly affect survival, but also affect the 

quality of life of patients [10]. Survival analysis with machine 

learning methods provides greater convenience in logic 

implementation than statistical methods [11]. In machine 

learning, mathematical algorithms used as computer programs 

are used to recognize patterns in large data sets and to iteratively 

refine this recognition with additional data. When a specific 

medical diagnosis is made, predicting survival is crucial in 

improving patient care and providing information to patients 

and clinicians. In a data set of specific demographics (eg, age), 

diagnostic (eg, tumor size), and procedural (eg, radiation and/or 

surgery) information, it is very important to know that any of 

this information is sufficient to predict survival for head and 

neck cancer. Survival analysis is considered clinically 

important to evaluate the prognosis of the patient. More 

accurate results can be obtained by applying a correlational 

approach through machine learning to predict survival [12]. 

In recent years, significant progress has been made in the 

development of machine learning. The machine learning 

method implements a variety of techniques and approaches to 

analyze and summarize the data obtained from the databases, 

thus producing relevant information. Artificial neural networks 

(ANN) have proven to be very effective in disease prediction 

and survival analysis. Moreover, the unknown relationship 

between ANN input and output variables can be effectively 

predicted by repeating the learning and verification process of 

an ANN in a computer environment until the desired approach 

is provided. The quality of life of the patient before the 

treatment and the possible effect of the treatment on the 

survival of the patient and the associated quality of life affect 

the perception of treatment value of doctors and patient. It is 
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important that doctors try to protect or improve the quality of 

life of their patients. Patients generally believe that there is no 

option other than surgery. Another factor to consider is the 

potential regret of the doctor or the patient giving a wrong 

treatment decision [13,14]. 

To test for survival prediction studies, head and neck cancer 

disease is the most appropriate disease with some 

characteristics. Head and neck cancers can be correctly staged 

using clinical and radiological techniques, distant metastases 

appear later, and have a short 4 year period of hazard, which 

facilitates reliable monitoring. In addition, local-regional 

recurrence in head and neck cancer is easier to detect than other 

types of cancer and it typically occurs within two years. In 

addition to predicting survival with artificial neural networks, a 

hypothesis that ANN produces more successful estimates than 

other machine learning and classification approaches is tested 

[15]. 

In this study, survival for head and neck cancer disease was 

estimated using machine learning methods. Starting from the 

date the head and neck cancer disease was diagnosed, the 

survival of the patient was estimated at the end of a minimum 

of 8 months of sleep, without a maximum time limit. The data 

used to perform the study were obtained from the Cancer 

Imaging Achieve (TCIA) website. The Cancer Imaging 

Archive (TCIA) is an archive of medical images and clinical 

data based on the work of Martin Valliere’s at the Department 

of Medical Physics at McGill University. Machine learning 

methods used in working; Artificial Neural Network, Decision 

Tree, Linear Discriminant, Logistic Regression, Nearest 

Neighbor Classifier, Linear Support Vector Machine, and 

Quadratic Support Vector Machine. The main goal of this study 

is to be able to provide a decision aid to understand the 

survivability of head and neck cancer patients and evidence-

based cancer management with the applied prediction methods 

and results. Evidence-based medicine and evidence-based 

health care are the focus of modern clinical medicine. This 

study may also contribute to cancer management. While the 

scope of this article is limited to cases of head and neck cancers, 

the machine learning algorithms and methodologies used are 

also suitable for other cancer management practices [16,17]. 

2 .  M A T E R I A L S  A N D  M E T H O D S  

2.1 Data set 

The data were obtained from the Cancer Imaging Achieve 

(TCIA) website. The dataset consists of FDG-PET / CT and 

radiotherapy planning CT imaging and clinical data of 300 head 

and neck cancer (H & N) patients from four different hospitals 

in Québec province of Canada. Head and neck cancers of 300 

patients in the data set are histologically proven. FDG-PET / BT 

scans were performed between April 2006 and November 2014 

on average 18 days before the start of treatment for all patients. 

In 93 (31%) of 300 patients, radiotherapy treatment was 

performed by direct radiation oncologists and FDG-PET / BT 

imaging was performed. These image data were then used for 

treatment planning. Radiotherapy (16%) was administered 

alone to 48 of 300 patients. 252 of 300 patients were treated 

with chemo + radiation (84%) as part of treatment management 

for remediation. The median follow-up of all patients is 43 

months. During the follow-up period, patients with no local or 

recurrent metastases and less than 24 months of follow-up were 

removed from the study.  
TABLE IA 

ENUMERATION OF THE DATASET 

Label Number 

Sex Male 1 

Famele 2 

TNM group 
stage 

Stage I 20 

Stage II 21 

Stage IIB 22 

Stage III 23 

Stage IV 24 

Stage IVA 25 

Stage IVB 26 

Primary Site Larynx 3 

Nasopharynx 4 

Oropharynx 5 

Hypopharynx 6 

Unknown 7 

HPV Status - 27 

+ 28 

N/A 29 

Therapy chemo + radiation 37 

radiation 38 

TBD 500 

 

TABLE IB 
ENUMERATION OF THE DATASET 

Label Number 

T - Stage Tx 8 

T1 9 

T2 10 

T3 11 

T4 12 

T4a 30 

T4b 31 

N – Stage N0 13 

N1 14 

N2 33 

N2a 15 

N2b 16 

N2c 17 

N3 32 

N3a 34 

N3b 35 

M – Stage M0 18 

M1 19 

Mx 36 

Survival Dead 1 

Alive 0 

 
TABLE II 

SUMMARY OF DATA SET 

 Data Name Range 

Inputs Sex 1…2 

Age 18…90 

Primary Site 3…7 

Tstage 8…31 

Nstage 13…35 

Mstage 18…36 

TNM group stage 20…26 

HPV status 27…29 

Time diagnosis to PET (days) (TDP) -203…108 

Time diagnosis to CT sim (days) 
(TDCT) 

-210…500 

Time diagnosis to start treatment (days) 
(TDS) 

-195…128 

Time diagnosis to end treatment (days) 
(TDE) 

-265…458 

Therapy 37…38 

Locoregional 0…1 

Distant 0…1 

Output Death 0…1 
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During the follow-up period, 45 patients (15%) developed 

locoregional recurrence. Forty patients developed distant 

metastases. Fifty-six patients (19%) lost their lives [16,17]. 298 

of the dataset were used for training and testing in the 

estimation models. 15% of the data set was used for testing 

purposes, 15% for verification purposes and the remaining 70% 

was used to train the models. To use the data set in the models, 

numbering is done as in Table 1a and Table 1b. The same data 

set was used in all models in the study. The summary of the data 

set used in the study is shown in Table 2 together with the input 

and output data. 

 

2.2 Artificial Neural Networks (ANN)  

Artificial neural networks are a mathematical machine learning 

method that simulates the human brain. ANN is a form of 

artificial intelligence used for estimation purposes in many 

application fields. To analyze complex systems, artificial neural 

networks are generally used. Neural networks are widely used 

for classification and survival predictions in medical research 

in the last 20 years. Artificial neural networks are thought to be 

more influential than statistical methods in that they facilitate 

not only classification but also decision making [10,15,18].   

There are many ANN studies on survival analysis, survival 

prediction, classification and other diagnostic and therapeutic 

approaches to diseases. Artificial neural networks provide a 

more flexible survival time estimate than conventional methods 

since they can easily account for variable interactions and form 

a nonlinear prediction model [19-29]. 
 

 
Fig.1. Architecture of the proposed ANN model 

 

The backpropagation learning algorithm is used to train the 

artificial neural network model used in this study. In the 

proposed ANN model, the number of neurons in the hidden 

layer is 15. There are 15 inputs at the input layer and one output 

at the output layer. The architecture of the proposed ANN 

model is shown in Figure 1. The transfer function used in the 

ANN model is the hyperbolic tangent sigmoid transfer function 

shown in equation (1). 70% of the data set used in the study was 

used to train the model, 15% of the remaining data was used for 

model testing and 15% was used for validation purposes. The 

test and validation data were randomly selected. 
 

tansig(𝑛) =
2

1+𝑒𝑥𝑝(−2𝑛)
− 1    (1) 

 

2.3 Decision Tree (DT) 

The decision tree is a commonly used data mining approach to 

classification and estimation. Although other methods such as 

neural networks can be used for classification, the decision tree 

provides an advantage for decision-makers in terms of ease of 

interpretation and intelligibility. Classification of the data using 

the DT technique is a two-step process, learning and 

classification. In the learning step, a previously known training 

data is analyzed by the classification algorithm to form a model. 

The learned model is shown as a classification rule or decision 

tree. In the classification step, the test data is used to determine 

the correctness of the classification rules or decision tree. If 

accuracy is acceptable, rules are used to classify new data [30-

32]. 

In this study, CART decision tree algorithm is used in the 

MATLAB © environment. The CART algorithm can be used 

as a solution to classification and regression problems since it 

can accept both numerical and nominal data types as input and 

estimation variables. The CART decision tree has a structure 

that is divided into two recursively. The CART tree benefiting 

from the Gini index as a branching criterion grows continuously 

by dividing, without any stopping in the establishment phase. 

In the stage where a new division is not going to take place, 

pruning starts from the tip to the root. The most successful 

decision tree possible is tried to be determined by evaluating 

with a test data independently selected after each pruning 

operation [30-34].  In the study, 15% of the data set was used 

for the test. 
 

2.4 Linear Discriminant Analysis (LDA) 

Discriminant analysis is a classification method. It assumes that 

different classes produce data based on different Gaussian 

distributions. To train a classifier, the fit function estimates a 

Gaussian distribution parameter for each class. To estimate the 

classes of new data, the trained classifier identifies the class 

with the lowest false classification cost. Discriminant analysis 

is a statistical technique that performs the assignment of a unit 

that is measured over a certain number of known masses. When 

this assignment is made, an error is made according to the 

observation value it receives when a unit is assigned to a 

different mass. In the discriminant analysis, this error is called 

the error rate or the probability of incorrect classification. The 

purpose of discriminant analysis is to make the assignment 

process with a minimum of errors. Linear discriminant analysis 

is also known as the Fisher separator termed by the inventor Sir 

R. A. Fisher. Linear Discriminant Analysis (LDA) is a 

classification method used in statistic, pattern recognition and 

machine learning to find linear combinations of properties. 

Although LDA is simple, it is a model that produces good 

results in complex problems  [31,35-39]. 

LDA is also an important statistical tool for feature extraction 

and size reduction. The basic tenet of LDA is to reflect the high-

dimensional data in a low-dimensional space, to minimize the 
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distance within the classroom, to maximize the distance 

between classes, and then to maximize class separation [39, 40]. 

A number of discrimination vectors are obtained in the LDA 

method. These discrimination vectors maximize the ‘between 

classes distribution matrix’ (Sb) while minimizing the in-class 

distribution matrix (Sw) [41]. 

Suppose that an A data matrix is given as follows;   
  

 𝐴 = [𝑎1, 𝑎2, 𝑎3, … 𝑎𝑛] ∈ 𝑅𝑚×𝑛 
 

, and;  

𝑎𝑖 ∈ 𝑅𝑚  ;   𝑖 = 1, … , 𝑛  ;  ai  is the ith data sample. 

Considering the binary classification example; 

Let n0 be the number of samples with zero class, let n1 be the 

number of samples in class 1, and we can express the sum of 

both classes as;   ∑ 𝑛𝑖
1
𝑖=0 = 𝑛  

A data matrix;  A = [A0, A1]  and suppose that Ai ∈ Rm×ni  

covers ni data samples of the ith class. In Linear Discriminant 

Analysis, two matrices called Sb and Sw can be defined as: 
 

𝑆𝑤 = ∑ ∑ (𝑎𝑗𝑎𝑗∈𝐴𝑖

1
𝑖=0 − 𝑚𝑖)(𝑎𝑗 − 𝑚𝑖)

𝑇     (2) 

 

 𝑆𝑏 = ∑ 𝑛𝑖(𝑚𝑖 − 𝑚𝑇
1
𝑖=0 )(𝑚𝑖 − 𝑚𝑇)𝑇 (3) 

 

Where mi  is the mean of the ith class. mT is the total average 

of all data samples. LDA uses these two matrices to find the 

optimal sequence of discriminant vectors that maximize 

Fisher's criterion [40-42]. 

In this study, Fisher 's Linear Discriminant Analysis is used in 

MATLAB Classifier environment. For the LDA prediction 

model, 15 inputs are assigned as predictors and one data is 

assigned as outputs or response. 15% of the data set is reserved 

for testing as it is in other models. 

2.5 Logistic Regression Classifier (LRC) 

Regression analysis in statistics is a method used to determine 

the causal relationship between a variable and other variables. 

The variable is divided into X and Y variables. Variable X (x-

axis) is named with various terms such as descriptive variables 

and independent variables. The Y variable is known as the 

affected variable and the dependent variable. Both of these 

variables can be random variables, but the affected variables 

must always be random variables [40-42]. 

Regression analysis is one of the statistical methods that have 

proven to be extremely reliable. Logistic regression is a 

popular, nonlinear, statistical model in which a flexible logistic 

function is introduced to form the basic mathematical form of 

the logistic model. Logistic regression analysis is a regression 

analysis as well as a differential analysis technique. In the 

logistic regression model, the dependent (binary) variable is a 

discrete variable such as 0, 1; risk-indicating case 1, other cases 

0. In regression problems, the key value is the mean value of 

the dependent (result) variable, depending on the value of a 

given independent variable. This value is called the conditional 

average and is denoted by E (Y \ x). Here Y is the dependent 

variable and x is the independent variable. In linear regression 

analysis, it is assumed that the conditional mean is a linear 

equation of x. The logistic regression model is very efficient if 

the outputs are binary. In logistic regression analysis, the 

corresponding conditional mean function is as follows when the 

output Y is binary and the variables X are real numbers [42-44]. 

 

E(Y ∖ X) = x =
exp (α∗+βx)

1+exp (α∗+βx)
         (4) 

 

Here, α∗ and β are scalar parameters. A multivariate logistic 

regression model was used in this study. Logistic models with 

multiple independent variables are called multivariate logistic 

regressions. Structurally, this model is not different from many 

other variable regression models, and interpretation of the 

regression coefficients is different. Interpretation depends on 

the type of independent variable. Non-continuous variables in a 

multivariate logistic regression may be nominal (classifiable) 

and ordinal (sortable) variables. Design variables can be used 

in order to put intermittent and nominal scale-independent 

variables into the equation. The model used in the study was 

obtained in the MATLAB classifier environment and 15 

independent variables were used as predictors [43-45]. 

 

2.6 K-Nearest Neighbor Classification (KNN)                            

The KNN classification method is one of the classical and 

popular classification approaches. The KNN classification 

method is used in different areas due to its simplicity and 

effectiveness. The K-Nearest Neighbor classification algorithm, 

which is briefly referred to as KNN, is based on the principle 

that "objects close to each other probably belong to the same 

category". An object that is unknown to which class belongs is 

called a test example. Pre-classified objects are called learning 

examples. In the KNN algorithm, the distances from the test 

sample to the learning samples are calculated and if the nearest 

k samples belong to which class, the test instance is considered 

to belong to that class. In the KNN algorithm, the samples in 

the training set are specified by n-dimensional numerical 

properties. All training samples are held in a n-dimensional 

sample space so that each sample represents a point in n-

dimensional space. When an unknown instance is encountered, 

the class tag of the new instance is assigned by determining the 

k 'instances closest to the relevant instance from the training set, 

according to the majority vote of the class labels of the nearest 

neighbour 'k' [46-49]. In this study, KNN classification method 

was performed in MATLAB environment. In KNN model, k 

coefficient 1 is taken and Euclidean distance criterion is used 

for distance. The processing steps of the KNN classification 

algorithm can be summarized as follows: 

 

Step 1: The distances of the test sample to the learning samples 

are calculated. 

Step 2: Select the closest k samples. 

Step 3: If the number of samples belonging to which class is the 

greatest, the test sample is also assigned to this class. 

 

2.7 Support Vector Machines (SVM) 

The SVM has the ability to separate with linear separators in 

two-dimensional space and planar separators in three-

dimensional space two or more classes. The working principle 

of SVM is to estimate the most appropriate decision function 

that can distinguish between two classes.  
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In other words, the basic principle is to define the hyperplane, 

which can distinguish between the two classes in the most 

appropriate way [50-54]. SVM is used for classification and 

estimation purposes. Especially in the field of medicine, many 

articles have been published for purposes such as diagnosis and 

classification of diseases [58,59].  

 

2.7.1 Linear Support Vector Machines (LSVM) 

In SVM classification, it is aimed to separate samples of two 

classes, which are usually shown as {-1, + 1}, with the help of 

a decision function. By using the decision function, it is 

necessary to find a hyperplane which can best distinguish the 

training data. As shown in Fig. 2a, many hyperplanes can be 

plotted which can distinguish two-class data.  

 

However, the SVM's goal is to find the hyperplane that 

maximizes the distance between its nearest points. The support 

vectors and the optimal hyperplane are shown in Figure 2b. The 

'optimum hyperplane', which makes the most appropriate 

difference by raising the limit to maximum, is shown in Figure 

2c. In Figure 2c, the points that limit the border width are called 

support vectors. The support vectors are expressed in the form 

of w. xi + b = ±1. The limits of the optimal hyperplane must 

be maximized. Lagrange equations are used for this. The 

decision function for LSVM can be written as in equation (5) 

[58,59]. 

 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛(∑ 𝜆𝑖
𝑘
𝑖=1 𝑦𝑖(𝑥. 𝑥𝑖) + 𝑏)  (5) 

 

 
                                          a)                                                       b)                                                              c)     

 
Fig.2. Support vectors and hyperplanes 

 

2.7.2 Non-linear SVM 

For many data sets, the data in the two-dimensional state cannot 

be separated by the help of linear delimiters. This is seen in 

Figure 3a. In this case, the problem arising from the fact that 

some of the training data remain on the other side of the 

optimum hyperplane is solved by defining a positive artificial 

variable (ξi) [Fig. 3b]. The balance between maximizing the 

boundary and minimizing the classification errors is controlled 

by an adjustment parameter indicated by C. The C adjustment 

parameter is always positive (0 <C <∞) [60-65]. As can be seen 

in Figure 3c, data that cannot be linearly separated in the input 

space is displayed in a high-dimensional space defined as the 

property space. Thus, the data can be linearly discriminated and 

the hyperplane between classes can be determined. 

 

 
                                   a)                                                       b)                                                              c)     

Fig.3. Hyperplanes for non-linear SVM 

 

Equation (6) shows the Kernel function. With kernel function 

SVM can perform non-linear transformations [58-64]. 

 

𝐾(𝑥𝑖 , 𝑥𝑗) = 𝜑(𝑥). 𝜑(𝑥𝑗)                    (6) 

 

The decision to solve a two-class problem that cannot be 

linearly separated using the kernel function can be written as in 

equation (7) [58-64]. 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛(∑ 𝛼𝑖𝑖 𝑦𝑖𝜑(𝑥). 𝜑(𝑥𝑖) + 𝑏)  (7) 

 

The kernel function to be used for a classification operation 

with SVM, and the determination of optimum parameters for 

this function are essential. Besides the parameters specific to 

the kernel function, the configuration parameter ‘C’ for all 

support vector machines must be specified by the user. For this 

parameter, if too small or too large values are selected, a serious 

reduction in the classification accuracy is expected, since the 

optimal hyperplane cannot be determined correctly. On the 
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other hand, if C = ∞, the SVM model is only suitable for data 

sets that can be linearly separated. As can be seen here, the 

selection of appropriate values for the parameters is a factor that 

directly affects the performance of the SVM classifier. Despite 

the use of trial and error strategies, the cross-validation 

approach allows successful results to be achieved. The purpose 

of the cross-validation approach is to determine the 

performance of the generated classification model. For this 

purpose, the dataset is divided into two parts. The first part is 

used as training data in the modelling which is the basis of 

classification, while the second part is processed as test data to 

determine the performance of the model. As a result of applying 

the model created by the training set to the test data set, the 

number of correctly classified samples shows the performance 

of the classifier. Therefore, by using the cross-validation 

method, the best classification performance is obtained and the 

model to be the basis of classification is determined by 

determining the kernel parameters [58,59]. 

An important issue to be considered in SVMs is the fact that 

large data groups have more than one cluster, depending on 

their particular characteristics. In order to be able to use SVM 

in multiple class situations, the problem must be transformed 

into a large number of binary class problems. The most 

commonly used approaches are the “One vs All” approach and 

the “One vs. One” approach [60-65]. This study was carried out 

in MATLAB environment and both "Quadratic SVM" and 

"Linear SVM" classification were realized. The classification 

approach used is the "One vs One" approach. 

3 .  R E S U L T S  

Seven machine learning models were designed to predict the 

survival time for head and neck cancer in the study. The ROC 

(Receiver Operating Characteristic) curves obtained for these 

seven models are shown in Figures 4a, b, c, d, e, f, and g. 

 

 

 

 
a)                                                         b)                                                              c)      

  

 
d)                                                e)                                                                 f) 

 
g) 

Fig.4. The ROC curves; a) LDA, b) DT, c) LRC, d)KNN e) LSVM, f) QSVM, g) ANN. 
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In Figure 5, ROC curves of all models are shown on the same 

axis. In addition, the confusion matrices obtained from the 

classification models designed in Figure 6 are shown. The 

classification results obtained are shown in Table 3. 

 
TABLE III 

CLASSIFICATION RESULTS OF THE MODELS 
Model  

Parameters 

Machine learning methods 

LDA DT LR KNN LSVM QSVM ANN 

AUC 0.87 0.72 0.84 0.78 0.80 0.80 0.94 

Accuracy 

(%) 
86.9 83.2 86.2 86.9 86.2 84.6 90 

Training 

Time (s) 
3.1346 0.8772 11.667 1.9018 4.6418 1.3179 0.4 

 

 
Fig.5. ROC curves of all models 

 

 

 
Fig.6. Confusion matrices for all classification models 

 

A performance curve was also drawn to evaluate the success of 

the designed artificial neural network model. The performance 

curve drawn is shown in Figure 7b. From this curve, the mean 

square error can also be observed.  

 
TABLE IV 

RESULTS OF ANN MODEL 

 Samples MSE R 

Training 208 7.67845e-2 7.10192e-1 

Validation 45 1.58386e-1 6.20647e-1 

Testing 45 9.50916e-2 7.04439e-1 

 

In addition, mean square error and predicted values are shown 

in Table 4. The regression curves of the test and validation data 

obtained from the artificial neural network model are given in 

figure 7a. From Figure 8, the success status of the ANN model 

in the testing process can be interpreted. 
 

 
Fig.7. a) Regression and  b) performance,  curves of proposed ANN model 

 

 

 
Fig.8. Comparison of the target and output of ANN for testing 

4 .  C O N C L U S I O N S  

When the obtained graphs and confusion matrices were 

examined, survival estimates were made for 298 cases in total. 

Separate results can be obtained from the application of each 

method. 

First, from the linear discriminant analysis, it is clear that the 

prediction that 232 people will survive is correct. It was also 

correctly predicted that 27 people would die. Despite these 

correct estimates, the claim that it will survive for 29 people has 

also come out as a false prediction. In the same way, the 

prediction that 10 people will die is not true. In this case, for the 

head and neck cancer patients, survival was estimated with an 

accuracy of 86.9% by the "linear discriminant classification" 

method. This rate is extremely satisfactory. 

When estimating and classifying by decision tree method was 

examined, it was estimated that 222 people would survive 

correctly. It was also estimated correctly that 26 people will die. 
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Though 20 people were estimated to die, they lived and were 

estimated incorrectly. Though 30 people were thought to live, 

they died. In this case, the ratio of correct estimates is 83.2% as 

can be understood from Table 3. Accuracy and other results 

may be considered to be generally successful, albeit worse than 

LDA. It is also very important how many seconds these results 

are reached and how long these estimates are valid for. As Table 

3 reveals, these results were achieved at an extremely short time 

of 0.8 seconds. These estimates were made for the time until the 

first control of all patients, i.e. for a minimum of 8 months. In 

this case, it is easy to say that the decision tree method is also 

successful.  

For another classification method, logistic regression, there are 

230 cases that are thought to be alive and predicted correctly. 

The number of patients correctly estimated to die is 27. In this 

method, it can be seen that there are mispredictions, as shown 

in figure 6c. In this case, accuracy is close to LDA, can be said 

to be extremely successful with 86.2% 

The number of surviving patients correctly estimated by the 

KNN method is 227, and the number of correctly estimated and 

lost patience is 32. The survival of 39 patients was estimated 

incorrectly. In this case, it can be seen in Table 3 that the 

accuracy rate is the same as the linear discriminant with 86.9%. 

However, when the ROC curve is examined, it can be observed 

that AUC is 87% in linear discriminant and 78% in KNN. In 

this case, it is possible to say from the ROC analysis that LDA 

is more preferable than KNN if it is considered that the KNN 

method is successful. 

Considering the linear SVM, 234 patients in the confusion 

matrix are correctly predicted to survive. This is the largest 

number in all other methods. The number of patients who are 

correctly predicted to lose their lives is 23. This is the smallest 

number among other methods. The number of patients who are 

living despite being estimated incorrectly, that is, estimated to 

die, is only 8. This figure is the lowest and successful figure 

among other methods. Despite this successful outcome, 

however, one negative outcome is 33 patients who died despite 

the fact that they were expected to survive. In this case, the rate 

of accurate estimates is very successful with 86.2%. 

For the Quadratic SVM model, the number of surviving patients 

correctly estimated is 228. Figure 6f shows that other estimation 

results are similar to those of other methods. It can be said that 

the accuracy rate is very good with 84.6%. 

When the results obtained from the ANN approach are 

considered; the number of patients correctly estimated to live is 

225, the number of patients who are correctly predicted to lose 

their lives is 43. Despite being predicted to live, the number of 

patients who actually lost their lives is 16, which is the most 

successful value. Despite being estimated to die, the number of 

patients living is 12. A correctly estimated survival rate of 90% 

can be said to be the most successful. However, even though 

the estimates appear to be close to real values, there can be 

observed differences in the ANN's figure 9 comparative curve. 

In order to perform ROC analysis, it is necessary to round the 

estimated values according to the output. The Confusion 

matrices are the result of these rounds. The accuracy rate is only 

70% for the test data, as can be seen from the regression curve 

in figure 7a and the performance curve in figure 7b without 

rounding. However, when the outputs are considered to be 1 

and 0, the accuracy rate is 90% since values close to these 

output values are rounded to these values. 

These seven classification and prediction models used in the 

study can be compared with each other. In this case, it can be 

concluded that the most successful model is ANN and the other 

methods can be considered successful with at least 80% 

accuracy. In conclusion, using clinical data of head and neck 

cancers, survival estimates with machine learning approaches 

were obtained with at least 83% accuracy and at most 90% 

accuracy. 
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Abstract— Aim: The second-largest cause of cancer mortality for 

women is breast cancer. The main techniques for diagnosing breast 

cancer are mammography and tumor biopsy accompanied by 

histopathological studies. The mammograms are not detective of all 

subtypes of breast tumors, particularly those which arise and are more 

aggressive in young women or women with dense breast tissue. 

Circulating prognostic molecules and liquid biopsy approaches to 

detect breast cancer and the death risk are desperately essential. The 

purpose of this study is to develop a web-based tool for the use of the 

associative classification method that can classify breast cancer using 

the association rules method. 

 

Materials and Methods: In this study, an open-access dataset named 

“Breast Cancer Wisconsin (Diagnostic) Data Set” was used for the 

classification. To create this web-based application, the Shiny library 

is used, which allows the design of interactive web-based applications 

based on the R programming language. Classification based on 

association rules (CBAR) and regularized class association rules 

(RCAR) are utilized to classify breast cancer (malignant/benign) based 

on the generated rules. 

 

Results: Based on the classification results of breast cancer, accuracy, 

balanced accuracy, sensitivity, specificity, positive predictive value, 

negative predictive value, and F1-score values obtained from the 

CBAR model are 0.954, 0.951, 0.939, 0.964, 0.939, 0.964, and 0.939 

respectively. 

 

Conclusion: In the analysis of the open-access dataset, the proposed 

model has a distinctive feature in classifying breast cancer based on 

the performance metrics. The associative classification software 

developed based on CBAR produces successful predictions in the 

classification of breast cancer. The hypothesis established within the 

scope of the purpose of this study has been confirmed as the similar 

estimates are achieved with the results of other papers in the 

classification of breast cancer. 

 

Keywords— Artificial intelligence, association rules, associative 

classification, web-based software, breast cancer. 

1 .  I N T R O D U C T I O N  

     

The second most common reason for death in adult women is 

breast cancer, which is diagnosed annually in more than 2 

million new cases. While in particular, in developing countries 

where 5-year survival rates have been 90 percent or higher for 

invasive breast cancer, breast cancer survival has increased 

dramatically over the previous three decades as a result of 

improved early detection and improved treatment. There is a 

sharp increase in the global incidence of breast cancer, 

according to the World Health Organization as a result of 

improvements in lifestyles, reproductive factors, and life 

expectancy. Among middle and low-income countries, 58 

percent of all breast cancer deaths occur. While breast cancer 

survival rates in developed countries are approximately 80%, 

the rate drops to 60% in the middle- and 40% in low-income 

nations due to lack of early-screening programs which lead to 

incurable diagnoses in late-stage 80% of these tumors. 

Mammography and other expensive and technically complex 

methods cannot be done in middle and low-income countries 

due to high costs and shortages of trained staff. Furthermore, 

ER-positive breast cancer is more likely to be identified by 

mammograms and not indicated for younger people. Therefore, 

earlier diagnosis using traditional methods for all race classes 

are not predicted; for example, a small-sized African-American 

woman with metastases is more probable than a Caucasian 

woman. Hence, there is a significant ethnic difference in the 

survival of breast cancer with higher breast cancer mortality 

rates [1, 2].  

Today, the development of computer technologies thanks 

to technological possibilities has led to the collection of large 

amounts of data in databases and to access these data more 

easily. As the amount of data collected grows and the 

complexity in the data structure collected increases, the need for 

much better analysis techniques also increases simultaneously. 

At this point, the concept of Knowledge Discovery in Databases 

has emerged in the past decades. Knowledge discovery is the 

process of finding new, previously unknown, and useful 

information in databases. The knowledge discovery process 

includes data selection, data preprocessing, data conversion, 

data mining, and evaluation stages. One of the important stages 

of the information discovery process is called data mining. Data 

mining is an interdisciplinary field defined as revealing the 

relationships and patterns hidden in the data. Data mining is the 

search for the relations and rules that will allow us to make 

predictions of a large amount of data using computer programs. 

According to the definition of data mining, the main purpose is 

to keep a large amount of data in the data warehouse and obtain 

meaningful information from these data [3, 4]. 
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 There are many models used in data mining. These 

models are examined under four main categories: association 

rules (ARs) analysis, classification, clustering, and predictive 

models [5]. ARs, which are one of the data mining models, are 

under the name of "association rules analysis", which has a 

wide usage area in many fields such as economy, education, 

telecommunication, and medicine. ARs are widely utilized in 

data mining due to their usefulness and easy understanding 

and are the process of finding associations, relationships, and 

patterns among the data as rules. ARs express the occurrence 

of events together with certain possibilities [6, 7]. 

Associative classification is a branch of scientific work, 

known as data mining in artificial intelligence. Associative 

classification combines the association rules and classification, 

two known methods of data mining, to create a model for 

predictive purposes. Specifically, associative classification is a 

type of classification approach that is built with a set of rules 

obtained by the association rule mining to form classification 

models. While the classification and association rules are the 

prediction of the class labels of the main purpose of the 

classification, they have similar tasks in data mining, except 

that the association rule is a method used to find common 

patterns, correlations, associations, or causal structures from 

datasets. In the past few years, association rules methods have 

been successfully used to create correct classifiers in 

associative classification. [8]. 

One of the main advantages of using a classification 

based on association rules according to classical classification 

approaches is that the output of an associative classification 

algorithm is represented by simple if-then rules, making it 

easier for the user to understand and interpret it. [8]. For this 

reason, the current study aims to develop a new user-friendly 

web-based software to realize the use of the associative 

classification method that can classify breast cancer using the 

association rules method. For this purpose, the main 

hypotheses of this study are to determine whether 

classification-based association rules models are successful in 

predicting breast cancer on the open-access dataset and 

evaluate the classification performance. 

 

2 .  M A T E R I A L  A N D  M E T H O D S  
 

2.1. Dataset  

The open-access dataset named “Breast Cancer 

Wisconsin (Diagnostic) Data Set” was obtained from the UCI 

machine learning repository. The dataset consists of 569 

samples examined for breast cancer with the ten 

predictors/inputs and one response/output variables. Of the 

individuals, 357 (62.7%) were diagnosed as benign, and 212 

(37.3%) were diagnosed as malignant. A digitized image of a 

fine nail aspirate (FNA) of a breast mass is used to measure 

the characteristics. The characteristics of the presented cell 

nuclei are described in the image [9]. The explanations about 

the variables in the data set and their properties are given in 

Table 1. 

 

 

 

TABLE I 
EXPLANATIONS ABOUT THE VARIABLES IN THE DATASET AND THEIR 

PROPERTIES 

Variable Variable Explanation 
Variable 

type 

Variable 

role 

Diagnosis 
The diagnosis of breast tissues 

(M = malignant, B = benign) 
Qualitative Output 

Radius 
Mean distances from the center 

to perimeter points 
Quantitative Predictor 

Texture 
The standard deviation of gray-

scale values 
Quantitative Predictor 

Perimeter Mean size of the core tumor Quantitative Predictor 

Area - Quantitative Predictor 

Smoothness 
Mean of local variation in radius 

lengths 
Quantitative Predictor 

Compactness (mean of perimeter)2 / (area - 1) Quantitative Predictor 

Concavity 
Mean of the severity of concave 

portions of the contour 
Quantitative Predictor 

Concave 

points 

mean for the number of concave 

portions of the contour 
Quantitative Predictor 

Symmetry - Quantitative Predictor 

Fractal 

dimension 

mean for "coastline 

approximation" - 1 
Quantitative Predictor 

 

 

3 .  A S S O C I A T I O N  R U L E S  A N D  

A S S O C I A T I V E  C L A S S I F I C A T I O N   

Data mining is often the analysis of large datasets to find 

unexpected relationships with the principle of being both 

understandable and useful for the owner of the data and 

summarizing the data with new methods. The relationships 

and summaries obtained from a data mining application are 

often called models or patterns. Linear equations, rules, sets, 

graphs, tree structures, and repetitive patterns in the time 

series are some of these Association rules that are among the 

most popular representatives of regional patterns in data 

mining [10]. 

Association rules mining is one of the unsupervised data 

mining tasks that look for the relationship between records in 

a data set. Association rules are often expressed as if it 

happens, then this happens. Mostly used for finding 

interpretable trends and relationships among variables [11]. 

Association rules are rules with support and confidence 

measurements in the form of “IF- precursor expression-, IF-

successor expression” [12]. The value of support and 

confidence can be evaluated as units of measure showing the 

strength of an association rule. Confidence and support values, 

which are the measures of interestingness for association rules, 

are shown as follows [13]. 
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D: Data, 

ti: Records in data, D = {t1, t2, …, ti, …., tn} 

X, Y: Items in rules (precursor and successor) 

X → Y, where X is the precursor and Y is the 

successor (X∩Y = 0); 

Support value (SV): 

SV(X) =
|t ∈ D, X С t|

|D|
 

Confidence value (CV): 

CV(X → Y) =
SV(X → Y)

SV(X)
 

As can be understood from the formulas, the support value 

is the ratio of repeated records in the data to the whole data. 

The confidence value is known as the ratio of the support 

value of a rule to the support value of the predecessors. The 

fact that the established rules are strong requires high trust and 

support values. At the beginning of the procedures, the rules 

that will remain above the minimum support and minimum 

confidence values to be determined by the researcher should 

be taken into consideration, and other information should be 

eliminated. 

Association rules can be considered as a two-step 

process: 

1. Find all common product sets. The predetermined 

minimum support value defines the frequency of these 

determined product clusters. 

2. Establish strong association rules from common 

product sets. These rules are defined as the rules that provide 

minimum support and trust value. [14]. 

 Some algorithms used and developed for association 

rules are; AIS [13], SETM [15], Apriori [16], Partition [17], 

RARM (Rapid Association Rule Mining) [18], and CHARM 

[19]. Among these algorithms, the first one is AIS, and the 

best known is the Apriori algorithm. 
 

3.1. Apriori Algorithm 

The name of the Apriori algorithm is Apriori, meaning 
"prior" since it gets the information from the previous step 
[16]. This algorithm is essentially iterative and is used to 
discover sets of passing items. It is necessary to browse the 
database many times to find frequently passing sets of items. 
In the first scan, there are frequently passed item sets that 
provide the minimum support criteria with one element, and in 
the following scans, the frequent element sets found in the 
previous scan are used to produce new potential favorite item 
sets called candidate sets. The support values of the candidate 

sets are calculated during scanning, and the sets that provide 
the minimum support criteria from the candidate sets are the 
frequent sets of items produced in that transition. Frequent sets 
of items become candidate sets for the next pass. This process 
continues until there is no new set of frequent [14]. According 
to the essence of the Apriori Algorithm, if the k-item set (item 
set with k elements) provides the minimum support criterion, 
the subset of this set also provides the minimum support 
criterion. That is, the support value of a set of items is not 
greater than the support value of the subset [14].  

Association rules share many common features with 
classification. Both use rules to characterize regularities in a 
dataset. However, these two methods differ greatly in their 
goals. While classification focuses on prediction, association 
rules focus on providing information to the user. In particular, 
it focuses on detecting and characterizing unexpected 
relationships between data items [20]. 

3.2. Associative Classification 

Associative classification is a data mining method that 
combines classification and association rules methods to make 
predictions. Particularly, an associative classification is an 
approach that uses rules obtained with association rules to 
create classification models. Associative classification is a 
special association rule mining with the 
target/response/dependent/class variable to the right of the rule 
obtained. In a rule such as X →Y, Y must be the target / 
response / dependent / class variable. One of the primary 
advantages of employing a classification based on association 
rules according to classical classification approaches is that 
simple if-then rules represent the output of an associative 
classification algorithm. This rule makes it easier for the user 
to understand and interpret the result [8]. 

Associative classification and association rules are 
different methods. Relational classification takes into account 
only the class attribute in the relevant rules. However, 
association rules allow multiple attribute values in related 
rules. In other words, there is no class feature in association 
rules, an example of unsupervised learning, and a class is 
given in associative classification, an example of supervised 
learning. The purpose of the association rules is to discover 
the relationship between the items in the transaction database, 
while in the associative classification; the aim is to create a 
classifier that can predict the classes of test data objects. While 
association rules can have more than one attribute as a result 
of a rule, in associative classification, there is an only class 
attribute as a result of a rule. In association rules, over-fitting 
is not a problem, but in associative classification, over-fitting 
is a problem. Overfitting occurs when it performs well in the 
training data set and poorly in the test data set. Overfitting 
may be due to a variety of reasons, such as a small amount of 
training data object or noise [8]. The relational classification 
consists of three steps [21]. 

1) Determine the smallest support and confidence 
values, 

2) Create rules and pruning, 

3) Classification is made in the light of the meta-rules. 

There are many algorithms for associative classification. 
Some of the methods are; CBAR (Classification based on 
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association rules), wCBAR (Weighted classification based on 
association rules), CARGBA (Classification based on 
association rule generated in a bidirectional approach), HMAC 
(Hierarchical Multi-label Associative Classification), GARC 
(Gain based association rule classification), and RCAR 
(Regularized class association rules). 

3.3. Developed web-based software 

 To create this web-based application, the Shiny library 
was used to allow the design of interactive web-based 
applications based on the R programming language [22]. Also, 
in the development of the interface, shinythemes  [23], 
shinyBS  [24], shinyLP  [25],  shinyalert [26], shinyjs [27] 
were used. Boruta [28], arules  [29], arulesCBAR [30], caret  
[31], visNetwork [32] packages were used to make the 
analysis. The main and submenus of the software are 
described below. The developed software includes three main 
sections: “Introduction”, “Data” and “Analysis”. 

3.3.1. Introduction 

This section includes an information section with general 
information about the software and information about the 
packages used during the software development phase. With 
the "Start" tab on the page, the "Data Transactions" menu is 
passed. 

3.3.2. Data 

There are three submenus under the "Data Transactions" 
main menu: "File upload", "Data viewing ", "Variable Types". 
In the "File upload" menu, the file containing the data set is 
loaded. This developed software supports data files with 
“.xls”, “.xlsx”, “.sav” and “.arff” extensions. After uploading 
the file, the "Data viewing" sub-tab becomes active, and we 
have the opportunity to see the data set. With the "Variable 
Types" tab, we can determine the type and role of the 
variables in the data set. If the response/output variable is not 
determined while determining the variable roles, the error 
screen “Missing variable definitions “appears in the developed 
software. 

3.3.3. Analysis 

The analysis will be made with the Response / Output 
variable and the predictive variable (s) with the "Analysis" tab. 
To carry out the analysis, it should be decided whether to 
select the variable with the section “Apply variable selection”. 
Then, "Support" and "Confidence" values should be 
determined. If no selection is made, the analysis is made by 
accepting the "Support" value as 0.2 and the "Confidence" 
value as 0.8. If there are numerical variables in the loaded data 
set, the "Discretization method" tab will be displayed in this 
tab. The conversion of numerical variables into categorical 
variables is performed by selecting one of the discretization 
methods included in this tab. If no selection is made, 
numerical variables are converted into categorical variables by 
using the “Ameva” method. Finally, with the "Classification 
algorithm", one of the CBAR (Classification based on 
association rules) and RCAR (Regularized class association 
rules) methods included in the software is selected, and 
analyzes are done with the "Analysis" button. The results can 
be printed with the "Print page". 

 

3.3.4. Developed web-based software accessibility 

The developed interactive web-based software can be 
accessed free of charge at 
http://biostatapps.inonu.edu.tr/ACS/. 

 

4 .  R E S U L T S  

Open access dataset named “Breast Cancer Wisconsin 

(Diagnostic) Data Set” was used to analyze how the web-

based software developed in this study works and evaluates its 

outputs. First, the data set was loaded into the software. After 

this process, the "Analysis" step is started with the "Next" 

button. The classification performance metrics of the model 

are given in Table 2. 

 

TABLE II 
THE METRICS OF THE MODEL'S CLASSIFICATION PERFORMANCE 

 

CBAR: Classification based on association rules; RCAR: Regularized class 

association rules 

According to the findings of performance metrics, 

accuracy, balanced accuracy, sensitivity, specificity, positive 

predictive value, negative predictive value, and F1-score 

values obtained from the CBAR model are 0.954, 0.951, 

0.939, 0.964, 0.939, 0.964, and 0.939, respectively.   

Association rules using the classification algorithm are 

given in Table 3. When radius=[15,28.1) and 

texture=[19.5,39.3) are considered, the probability of a woman 

getting breast cancer is about 100%. Similarly, as 

texture=[19.5,39.3) and area=[696,2.5e+03) are taken into 

account, the probability of a female having breast cancer is 

nearly 100%, and when texture=[19.5,39.3) and 

perimeter=[98.8,188) are regarded, the probability of a woman 

with breast cancer is almost 100%. In contrast to the above 

rules, as texture=[9.71,19.5), area=[144,696) and 

compactness=[0.0194,0.102) are reckoned, the probability of a 

female not having breast cancer is 99.5%. The other rules 

generated from the CBAR model can be interpreted as the 

rules described earlier (Table 3). 

 

 

 

 

  

 

METRIC 
MODELS 

CBAR RCAR 

ACCURACY 0.954 0.951 

BALANCED ACCURACY 0.951 0.951 

SENSITIVITY 0.939 0.953 

SPECIFICITY 0.964 0.95 

POSITIVE PREDICTIVE VALUE 0.939 0.918 

 NEGATIVE PREDICTIVE VALUE 0.964 0.971 

F1-SCORE 0.939 0.935 

http://biostatapps.inonu.edu.tr/ACS/
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TABLE III 
ASSOCIATION RULES USED TO CONSTRUCT THE BEST PERFORMING MODEL (CBAR) 

 

Left-hand side rules Right-hand side rules Support Conf. Freq. 

{radius=[15,28.1), texture=[19.5,39.3)} {diagnosis=Malignant} 0.206 1 117 

{texture=[19.5,39.3), area=[696,2.5e+03)} {diagnosis=Malignant} 0.206 1 117 

{texture=[19.5,39.3), perimeter=[98.8,188)} {diagnosis=Malignant} 0.204 1 116 

{texture=[9.71,19.5), area=[144,696),compactness=[0.0194,0.102)} {diagnosis=Benign} 0.348 0.995 198 

{area=[144,696), smoothness=[0.0526,0.0895),concavepoints=[0,0.0514)} {diagnosis=Benign} 0.279 0.994 159 

{area=[696,2.5e+03), concavity=[0.0933,0.427)} {diagnosis=Malignant} 0.243 0.993 138 

{perimeter=[43.8,98.8), smoothness=[0.0526,0.0895), 

fractal_dimension=[0.0553,0.0665)} 
{diagnosis=Benign} 0.232 0.992 132 

{texture=[9.71,19.5), area=[144,696), concavepoints=[0,0.0514)} {diagnosis=Benign} 0.406 0.991 231 

{texture=[9.71,19.5), area=[144,696),c oncavity=[0,0.0933)} {diagnosis=Benign} 0.404 0.991 230 

{texture=[9.71,19.5), perimeter=[43.8,98.8),compactness=[0.0194,0.102)} {diagnosis=Benign} 0.351 0.99 200 

{area=[144,696), smoothness=[0.0526,0.0895)} {diagnosis=Benign} 0.285 0.988 162 

{area=[144,696), 

concavity=[0,0.0933),concavepoints=[0,0.0514),symmetry=[0.172,0.304)} 
{diagnosis=Benign} 0.246 0.986 140 

{perimeter=[98.8,188), concavity=[0.0933,0.427)} {diagnosis=Malignant} 0.244 0.986 139 

{area=[696,2.5e+03), compactness=[0.102,0.345)} {diagnosis=Malignant} 0.232 0.985 132 

{texture=[19.5,39.3), smoothness=[0.0895,0.163),concavepoints=[0.0514,0.201)} {diagnosis=Malignant} 0.223 0.984 127 

{texture=[9.71,19.5), 

compactness=[0.0194,0.102),concavepoints=[0,0.0514),fractal_dimension=[0.055

3,0.0665)} 

{diagnosis=Benign} 0.281 0.982 160 

{texture=[9.71,19.5), compactness=[0.0194,0.102),concavepoints=[0,0.0514)} {diagnosis=Benign} 0.353 0.98 201 

{area=[696,2.5e+03),concavepoints=[0.0514,0.201)} {diagnosis=Malignant} 0.262 0.98 149 

{texture=[9.71,19.5), area=[144,696),fractal_dimension=[0.0553,0.0665)} {diagnosis=Benign} 0.327 0.979 186 

{area=[144,696), 

compactness=[0.0194,0.102),concavity=[0,0.0933),concavepoints=[0,0.0514)} 
{diagnosis=Benign} 0.466 0.978 265 

{area=[144,696), concavity=[0,0.0933), concavepoints=[0,0.0514)} {diagnosis=Benign} 0.534 0.977 304 

{texture=[19.5,39.3), 

smoothness=[0.0895,0.163),compactness=[0.102,0.345),concavity=[0.0933,0.427)} 
{diagnosis=Malignant} 0.209 0.975 119 

{area=[144,696), 

compactness=[0.0194,0.102),concavepoints=[0,0.0514),symmetry=[0.106,0.172)} 
{diagnosis=Benign} 0.278 0.975 158 
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5 .  D I S C U S S I O N  

The most common type of cancer among women is breast 

cancer (BC). Each year around the world, over half a million 

people die because of BC. BC is more prevalent in women and 

middle-aged people. If early diagnosis is not made promptly, 

cancer cells start spreading across the body. Operational 

intervention and intensive chemotherapy processes can 

become important for the treatment of patients with BC in the 

next step. Early diagnosis is so critical for those reasons. 

Advances in artificial intelligence technology predict that the 

efficiency of automated systems will be more dominant than 

the human factor in this field. In other words, the experts' 

decision-making processes should be converted through 

technical means. Nowadays, automated systems based on 

artificial intelligence models are commonly used to diagnose 

various diseases [33]. 

Studies of developing interpretable/explainable machine 

learning models and making black-box models 

interpretable/explainable have gained importance recently. In 

particular, the classification of traditional medical datasets 

with satisfactory accuracy and interpretation of model outputs 

may be the reason for these models to be preferred over 

classical statistical hypothesis tests that require many 

assumptions. CBAR and RCAR rule-based interpretable 

models used in this study are determined to create rules with a 

high ability to interpret with negligible classification 

performance losses compared to models (such as support 

vector machine, random forest, neural network-based model, 

etc.) employed in classifying breast cancer data in other 

studies. 

In the current study, to predict breast cancer early, it is 

intended to develop a new user-friendly web-based software to 

realize the use of the associative classification method, which 

uses the association rules method. Association rules, one of 

the descriptive models of data mining, are methods that 

analyze the coexistence of events. Association rules use 

combinations such as statistical analysis, data mining, and 

database management to reveal existing hidden relationships. 

These relationships are based on the coexistence of data 

elements and express the co-occurrence of events together 

with certain possibilities [34].  

Classification analysis is one of the basic methods of machine 

learning and is used by a large scientific community. 

Classification is an estimation process that assigns each 

observation in the dataset to the predetermined classes under 

certain rules [35]. Associative classification makes 

classification by combining two common data mining 

methods, association rules, and classification methods. In 

recent years, association rules methods have been successfully 

used to create correct classifiers in associative classification. 

The important advantage of using this method is that simple 

if-then rules represent its output by using a classification based 

on association rules according to classical classification 

approaches, and it facilitates to understand and interpret the 

rules [8]. 

In the current study, the proposed software based on the 

studied models generated promising predictions in classifying 

breast cancer for malignant and benign according to the metric 

values of the classification performance on the open-access 

“Breast Cancer Wisconsin (Diagnostic) Data Set”. For this 

purpose, the main hypotheses of this study are to determine 

whether classification-based association rules models are 

successful in predicting breast cancer on the open-access 

dataset and evaluate the classification performance. According 

to the experimental results, the calculated accuracy metric was 

quite high (0.954), and the other metrics of balanced accuracy, 

sensitivity, specificity positive predictive value, negative 

predictive value, and F1-score were similarly so large 

(>0.930) from the proposed model and web-based software. 

As of 2020, several studies have been conducted to investigate 

the classification of breast cancer using machine learning and 

data mining techniques. A novel paper offers a comparative 

analysis by applying various machine learning algorithms such 

as Support Vector Machine, Naïve Bayes, Decision Tree, K-

Nearest Neighbor, k-means clustering, and Artificial Neural 

Networks on Wisconsin Diagnostic Data Set to predict early 

breast cancer. The authors conclude, after analyzing all the 

implemented algorithms, that artificial neural network 

provides better prediction as 97.85% compared to all the other 

methods [36]. Another newly published work performed the 

experiments on the dataset Wisconsin Diagnostic Breast 

Cancer (WDBC), and the technique of k-fold cross-validation 

is used for model assessment. The proposed two-layer nested 

ensemble classifiers were compared with single classifiers 

(i.e., BayesNet and Naïve Bayes) in terms of classification 

precision, accuracy, recall, F1 score, the area under the ROC 

curve, computational durations of single and nested ensemble 

classifiers. The results show that the accuracy of SV-

BayesNet-3-MetaClassifier and SV-Naïve Bayes-3-

MetaClassifier was 98.07 percent, and the proposed two-layer 

nested ensemble models outperform the single classifiers and 

much of the preceding research [37]. Another up-to-date paper 

introduces a genetic algorithm for mutual information 

(MIGA), where MIGA is a combination of two algorithms: 

mutual information (MI) and genetic algorithm (GA) for 

detecting breast cancer using the Breast Cancer Wisconsin 

Diagnostic dataset. The results of the MIGA algorithm show 

that the highest accuracy (99 percent) with GA-based MI 

features was achieved [38]. The novel paper offers six 

classification algorithms of the medical diagnostic methods 

used in machine learning on the UCI three medical data sets, 

including the “Diagnostic Breast Cancer dataset for 

Wisconsin”. Overall, three medical datasets, the experimental 

results indicate that the SVM classification algorithm has 

achieved the most promising prediction [39]. In another recent 

study, the dataset for Wisconsin Diagnostic Breast Cancer 

(WDBC) is analyzed with Support Vector Machine (SVM), k-

Nearest Neighbors (k-NN), Naïve Bayes (NB), Decision-Tree 

(DT) and Logistic Regression (LR) using 5-fold cross-

validation method. Classification efficiency is calculated 

through the use of the confusion matrix through performance 

assessment parameters, i.e., precision, sensitivity, and 

specificity. The best result in that study by SVM is a 99.12 

percent accuracy after the phase of normalization [40]. When 

the classification performances of the previous studies are 

outlined, the performance metrics values of the current study 

are so high (>0.930 for all the metrics evaluated) and similar 

to the reported other papers on the classification of breast 
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cancer. Besides, the present study develops free web-based 

software to classify the breast cancer, and defines the 

associated rules of any data sets (e.g., Breast Cancer 

Wisconsin (Diagnostic) Data Set) achieved from the 

associative classification methods. This research has important 

features compared to other studies in that it includes open 

access web-based software and association rules based on the 

classification of diseases (e.g., breast cancer). 

As a result, in the analysis of the open-access dataset, the 

proposed model (CBAR) has a distinctive feature in 

classifying breast cancer based on the performance metrics. 

The associative classification software developed based on 

CBAR produces successful predictions in the classification of 

breast cancer. The hypothesis established within the scope of 

the purpose of this study has been confirmed as the similar 

estimates are achieved with the results of other papers in the 

classification of breast cancer. 
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