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Abstract 

The purpose of the present paper is to establish some properties of fuzzy subordination 

of analytic functions associated with Wanas differential operator which defined in the open unit 

disk. Further, we obtain results related to fractional derivative (Riemann-Liouville derivative). 

Keywords: Fuzzy set; Fuzzy differential subordination; Wanas differential operator; 

Fractional derivative. 

 

 

1. Introduction 

Denote by ℳ𝜆 the class of functions 𝑓 which are analytic in the open unit disk 𝑈 = {𝑧 ∈
ℂ ∶ |𝑧| < 1} and have the form 

𝑓(𝑧) = 𝑧 +∑𝑎𝑛𝑧
𝑛−𝜆

∞

𝑛=2

     (0 ≤ 𝜆 < 1),                                       (1.1) 

     For functions 𝑓𝑗 ∈ ℳ𝜆 (𝑗 = 1,2) given by 

𝑓𝑗(𝑧) = 𝑧 +∑𝑎𝑛,𝑗𝑧
𝑛−𝜆

∞

𝑛=2

 (𝑗 = 1,2), 

we define the Hadamard product (convolution) of 𝑓1 and 𝑓2 by 

(𝑓1 ∗ 𝑓2)(𝑧) = 𝑧 +∑𝑎𝑛,1𝑎𝑛,2𝑧
𝑛−𝜆

∞

𝑛=2

= (𝑓2 ∗ 𝑓1)(𝑧) . 

     A  function 𝑓 ∈ ℳ𝜆 is said to be univalent starlike of order 𝜌 (0 ≤ 𝜌 < 1), if 

𝑅𝑒 {
𝑧𝑓′(𝑧)

𝑓(𝑧)
} > 𝜌     (𝑧 ∈ 𝑈). 

Denote this class by 𝑆(𝜌). 

mailto:abbas.kareem.w@qu.edu.iq
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Wanas [20] introduced the differential operator 𝑊𝛼,𝛽
𝑘,𝜂

∶  ℳ0 ⟶ℳ0 as follows 

𝑊𝛼,𝛽
𝑘,𝜂
 𝑓(𝑧) = 𝑧 +∑[∑ (

𝑘

𝑚
) (−1)𝑚+1 (

𝛼𝑚 + 𝑛𝛽𝑚

𝛼𝑚 + 𝛽𝑚
)

𝑘

𝑚=1

]

𝜂

𝑎𝑛𝑧
𝑛

∞

𝑛=2

 , 

where 𝛼 ∈ ℝ, 𝛽 ≥ 0 with 𝛼 + 𝛽 > 0, 𝑚, 𝜂 ∈ ℕ0 = {0,1,2,3, … }. 

It is easily verified that if  𝑓 ∈ ℳ𝜆, then we have 

𝑊𝛼,𝛽
𝑘,𝜂
 𝑓(𝑧) = 𝑧 +∑ [∑ (

𝑘

𝑚
) (−1)𝑚+1 (

𝛼𝑚 + 𝑛𝛽𝑚

𝛼𝑚 + 𝛽𝑚
)

𝑘

𝑚=1

]

𝜂

𝑎𝑛𝑧
𝑛−𝜆

∞

𝑛=2

 ,              (1.2) 

It follows from (1.2) that 

𝑧 (𝑊𝛼,𝛽
𝑘,𝜂
𝑓(𝑧))

′

= [∑ (
𝑘

𝑚
) (−1)𝑚+1 ((

𝛼

𝛽
)
𝑚

+ 1)

𝑘

𝑚=1

]𝑊𝛼,𝛽
𝑘,𝜂+1

𝑓(𝑧) 

−[𝜆 + ∑ (
𝑘

𝑚
) (−1)𝑚+1 (

𝛼

𝛽
)
𝑚

𝑘

𝑚=1

]𝑊𝛼,𝛽
𝑘,𝜂
𝑓(𝑧).                         (1.3) 

Some of the special cases of the operator defined by (1.2) can be found in [1,3,4,16,19]. 

For more details see [22]. 

Definition 1.1 [23]. Let 𝑋 be a non-empty set.  An application 𝐹 ∶  𝑋 → [0,1] is called fuzzy 

subset. An alternate definition, more precise, would be the following: 

A pair  (𝐴, 𝐹𝐴), where 𝐹𝐴 ∶  𝑋 → [0,1] and 𝐴 = {𝑥 ∈ 𝑋: 0 < 𝐹𝐴(𝑥) ≤ 1} = 𝑠𝑢𝑝𝑝(𝐴, 𝐹𝐴) 

is called fuzzy subset. The function 𝐹𝐴 is called membership function of the fuzzy subset 

(𝐴, 𝐹𝐴). 

Definition 1.2 [13]. Let two fuzzy subsets of 𝑋, (𝑀, 𝐹𝑀) and (𝑁, 𝐹𝑁). We say that the fuzzy 

subsets 𝑀 and 𝑁 are equal if and only if 𝐹𝑀(𝑥) = 𝐹𝑁(𝑥), 𝑥 ∈ 𝑋 and we denote this by 
(𝑀, 𝐹𝑀) = (𝑁, 𝐹𝑁). The fuzzy subset (𝑀, 𝐹𝑀) is contained in the fuzzy subset (𝑁, 𝐹𝑁) if and 

only if 𝐹𝑀(𝑥) ≤ 𝐹𝑁(𝑥), 𝑥 ∈ 𝑋 and we denote the inclusion relation by ( 𝑀, 𝐹𝑀) ⊆ (𝑁, 𝐹𝑁). 

     Let 𝐷 ⊆ ℂ and 𝑓, 𝑔 analytic functions. We denote by 

𝑓(𝐷) = 𝑠𝑢𝑝𝑝(𝑓(𝐷), 𝐹𝑓(𝐷)) = {𝑓(𝑧) ∶  0 < 𝐹𝑓(𝐷)(𝑓(𝑧)) ≤ 1, 𝑧 ∈ 𝐷} 

and 

𝑔(𝐷) = 𝑠𝑢𝑝𝑝(𝑔(𝐷), 𝐹𝑔(𝐷)) = {𝑔(𝑧) ∶  0 < 𝐹𝑔(𝐷)(𝑔(𝑧)) ≤ 1, 𝑧 ∈ 𝐷}. 

Definition 1.3 [13]. Let 𝐷 ⊆ ℂ, 𝑧0 ∈ 𝐷 be a fixed point, and let the functions 𝑓, 𝑔 ∈ ℋ(𝐷). 
The function 𝑓 is said to be fuzzy subordinate to 𝑔 and write 𝑓 ≺𝐹 𝑔 or 𝑓(𝑧) ≺𝐹 𝑔(𝑧) if the 

following conditions are satisfied: 

1)  𝑓(𝑧0) = 𝑔(𝑧0), 
2) 𝐹𝑓(𝐷)(𝑓(𝑧)) ≤ 𝐹𝑔(𝐷)(𝑔(𝑧)), 𝑧 ∈ 𝐷. 
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Definition 1.4 [14]. Let 𝜓 ∶ ℂ3 × 𝑈 ⟶  ℂ and let ℎ be univalent in 𝑈. If 𝑝 is analytic in 𝑈 and 

satisfies the (second-order) fuzzy differential subordination 

𝐹𝜓(ℂ3×𝑈)(𝜓(𝑝(𝑧), 𝑧𝑝
′(𝑧), 𝑧2𝑝′′(𝑧); 𝑧)) ≤ 𝐹ℎ(𝑈)(ℎ(𝑧)),                     (1.4) 

i.e. 𝜓(𝑝(𝑧), 𝑧𝑝′(𝑧), 𝑧2𝑝′′(𝑧); 𝑧) ≺𝐹 ℎ(𝑧) , 𝑧 ∈ 𝑈, 

then 𝑝 is called a fuzzy solution of the fuzzy differential subordination. The univalent function 

𝑞 is called a fuzzy dominant of the fuzzy solutions of the fuzzy differential subordination, or 

more simple a fuzzy dominant, if 𝑝(𝑧) ≺𝐹 𝑞(𝑧), 𝑧 ∈ 𝑈 for all 𝑝 satisfying (1.4). A fuzzy 

dominant 𝑞̃ that satisfies 𝑞̃(𝑧) ≺𝐹 𝑞(𝑧), 𝑧 ∈ 𝑈 for all fuzzy dominant 𝑞 of (1.4) is said to be the 

fuzzy best dominant of (1.4). 

In order to prove our main results, we need the following lemma. 

Lemma 1.1 [6]. Let 𝑞 be univalent in 𝑈 and let 𝜃 and 𝜙 be analytic in a domain 𝐷 containing 

𝑞(𝑈) with 𝜙(𝑤) ≠ 0 when 𝑤 ∈ 𝑞(𝑈). Set 𝑄(𝑧) = 𝑧𝑞′(𝑧)𝜙(𝑞(𝑧)) and ℎ(𝑧) = 𝜃(𝑞(𝑧)) +
𝑄(𝑧). Suppose that  

1) 𝑄(𝑧) is starlike in 𝑈, 

2) 𝑅𝑒 {
𝑧ℎ′(𝑧)

𝑄(𝑧)
} > 0  for 𝑧 ∈ 𝑈. 

If 𝑝 is analytic in 𝑈, with 𝑝(0) = 𝑞(0), 𝑝(𝑈) ⊂ 𝐷 and 𝜓: ℂ2 × 𝑈 → ℂ , 𝜓(𝑝(𝑧), 𝑧𝑝′(𝑧)) =

𝜃(𝑝(𝑧)) + 𝑧𝑝′(𝑧). 𝜙(𝑝(𝑧)) is analytic in 𝑈, then 

𝐹𝜓(ℂ2×𝑈)[𝜃(𝑝(𝑧)) + 𝑧𝑝
′(𝑧). 𝜙(𝑝(𝑧))] ≤ 𝐹ℎ(𝑈)ℎ(𝑧), 

implies 𝐹𝑝(𝑈)𝑝(𝑧) ≤ 𝐹𝑞(𝑈)𝑞(𝑧), 

i.e.  𝑝(𝑧) ≺𝐹 𝑞(𝑧) and 𝑞 is the fuzzy best dominant, where 

𝜓(ℂ2 × 𝑈) = 𝑠𝑢𝑝𝑝 (ℂ2 × 𝑈, 𝐹𝜓(ℂ2×𝑈)𝜓(𝑝(𝑧), 𝑧𝑝
′(𝑧))) 

                          = {𝑧 ∈ ℂ ∶ 0 < 𝐹𝜓(ℂ2×𝑈)𝜓(𝑝(𝑧), 𝑧𝑝
′(𝑧)) ≤ 1}, 

and                        ℎ(𝑈) = 𝑠𝑢𝑝𝑝 (𝑈, 𝐹ℎ(𝑈)ℎ(𝑧)) = {𝑧 ∈ ℂ ∶ 0 < 𝐹ℎ(𝑈)ℎ(𝑧) ≤ 1}. 

Recently, Oros and Oros [14,15], Lupaş [7-11], Lupaş and Oros [12], Wanas and Majeed [21] 

and Altınkaya and [2] have obtained fuzzy differential subordination results for certain classes 

of analytic functions. 

2. Fuzzy Subordination Results 

Theorem 2.1. Let 𝛾, 𝛿, 𝜇 ∈ ℂ, 𝑡 ∈ ℂ ∖ {0}, 𝜏 > 0 and 𝑞 be univalent function in 𝑈 with 𝑞(0) =
1, 𝑞(𝑧) ≠ 0 and assume that 

𝑅𝑒 {
𝛾𝜇

𝑡
𝑞(𝑧) + (𝜇 − 2)

𝑧𝑞′(𝑧)

𝑞(𝑧)
+
𝑧𝑞′′(𝑧)

𝑞′(𝑧)
+ 1 +

𝛿

𝑡
(𝜇 − 1)} > 0.                 (2.1) 

Suppose that 𝑧(𝑞(𝑧))𝜇−2𝑞′(𝑧) is starlike in 𝑈. If 𝑓 ∈ ℳ𝜆 and χ(𝛾, 𝛿, 𝜇, 𝜏, 𝑘, 𝜂, 𝛼, 𝛽; 𝑧) is 

analytic in 𝑈, where 
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𝜒(𝛾, 𝛿, 𝜇, 𝜏, 𝑘, 𝜂, 𝛼, 𝛽; 𝑧) = (
𝑊𝛼,𝛽

𝑘,𝜂+1
𝑓(𝑧)

𝑊
𝛼,𝛽
𝑘,𝜂
𝑓(𝑧)

)

𝜇𝜏

 [𝛾 + 𝛿 (
𝑊𝛼,𝛽

𝑘,𝜂
𝑓(𝑧)

𝑊
𝛼,𝛽
𝑘,𝜂+1

𝑓(𝑧)
)

𝜏

 

+ 𝑡𝜏 ∑ (
𝑘

𝑚
) (−1)𝑚+1 ((

𝛼

𝛽
)
𝑚

+ 1)

𝑘

𝑚=1

(
𝑊𝛼,𝛽

𝑘,𝜂
𝑓(𝑧)

𝑊
𝛼,𝛽
𝑘,𝜂+1

𝑓(𝑧)
)

𝜏

(
𝑊𝛼,𝛽

𝑘,𝜂+2
𝑓(𝑧)

𝑊
𝛼,𝛽
𝑘,𝜂+1

𝑓(𝑧)
−
𝑊𝛼,𝛽

𝑘,𝜂+1
𝑓(𝑧)

𝑊
𝛼,𝛽
𝑘,𝜂
𝑓(𝑧)

)].   (2.2) 

then 

𝐹𝜓(ℂ2×𝑈)[𝜒(𝛾, 𝛿, 𝜇, 𝜏, 𝑘, 𝜂, 𝛼, 𝛽; 𝑧)] ≤ 𝐹𝜓(ℂ2×𝑈) [(𝑞(𝑧))
𝜇
(𝛾 +

𝛿

𝑞(𝑧)
+ 𝑡

𝑧𝑞′(𝑧)

(𝑞(𝑧))
2)] 

= 𝐹ℎ(𝑈)ℎ(𝑧),                                                               (2.3) 

implies 

𝐹

(
𝑊𝛼,𝛽
𝑘,𝜂+1

𝑊
𝛼,𝛽
𝑘,𝜂 )

𝜏

(𝑈)

(
𝑊𝛼,𝛽

𝑘,𝜂+1
𝑓(𝑧)

𝑊
𝛼,𝛽
𝑘,𝜂
𝑓(𝑧)

)

𝜏

≤ 𝐹𝑞(𝑈)𝑞(𝑧), 

i.e. 

(
𝑊𝛼,𝛽

𝑘,𝜂+1
𝑓(𝑧)

𝑊
𝛼,𝛽
𝑘,𝜂
𝑓(𝑧)

)

𝜏

≺𝐹 𝑞(𝑧) 

and 𝑞 is the fuzzy best dominant. 

Proof. Define 𝑝 by 

𝑝(𝑧) = (
𝑊𝛼,𝛽

𝑘,𝜂+1
𝑓(𝑧)

𝑊𝛼,𝛽
𝑘,𝜂
𝑓(𝑧)

)

𝜏

=

(

 
1+ ∑ [∑ (𝑘

𝑚
)(−1)𝑚+1 (

𝛼𝑚 + 𝑛𝛽𝑚

𝛼𝑚 + 𝛽𝑚
)𝑘

𝑚=1 ]
𝜂+1

𝑎𝑛𝑧
𝑛−𝜆−1∞

𝑛=2

1 + ∑ [∑ (𝑘
𝑚
)(−1)𝑚+1 (

𝛼𝑚 + 𝑛𝛽𝑚

𝛼𝑚 + 𝛽𝑚
)𝑘

𝑚=1 ]
𝜂

𝑎𝑛𝑧
𝑛−𝜆−1∞

𝑛=2 )

 

𝜏

.     (2.4) 

Then the function 𝑝 is analytic in 𝑈 and 𝑝(0) = 1. After simple computation we have 

(𝑝(𝑧))
𝜇
(𝛾 +

𝛿

𝑝(𝑧)
+ 𝑡

𝑧𝑝′(𝑧)

(𝑝(𝑧))2
) = 𝜒(𝛾, 𝛿, 𝜇, 𝜏, 𝑘, 𝜂, 𝛼, 𝛽; 𝑧),                        (2.5) 

where 𝜒(𝛾, 𝛿, 𝜇, 𝜏, 𝑘, 𝜂, 𝛼, 𝛽; 𝑧) is given by (2.2). 

From (2.3) and (2.5), we obtain 

𝐹𝜓(ℂ2×𝑈) [(𝑝(𝑧))
𝜇
(𝛾 +

𝛿

𝑝(𝑧)
+ 𝑡

𝑧𝑝′(𝑧)

(𝑝(𝑧))2
)] ≤ 𝐹𝜓(ℂ2×𝑈) [(𝑞(𝑧))

𝜇
(𝛾 +

𝛿

𝑞(𝑧)
+ 𝑡

𝑧𝑞′(𝑧)

(𝑞(𝑧))2
)]. 

Define the functions 𝜃 and  𝜙 by 

𝜃(𝑤) = (𝛾𝑤 + 𝛿)𝑤𝜇−1   𝑎𝑛𝑑    𝜙(𝑤) = 𝑡 𝑤𝜇−2. 

Obviously, the functions 𝜃 and  𝜙 are analytic in 𝐷 = ℂ ∖ {0} and 𝜙(𝑤) ≠ 0,𝑤 ∈ 𝐷. Also, we 

get 
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𝑄(𝑧) = 𝑧𝑞′(𝑧)𝜙(𝑞(𝑧)) = 𝑡𝑧(𝑞(𝑧))
𝜇−2

𝑞′(𝑧) 

and 

ℎ(𝑧) = 𝜃(𝑞(𝑧)) + 𝑄(𝑧) = (𝑞(𝑧))
𝜇
(𝛾 +

𝛿

𝑞(𝑧)
+ 𝑡

𝑧𝑞′(𝑧)

(𝑞(𝑧))2
).  

Since 𝑧(𝑞(𝑧))𝜇−2𝑞′(𝑧) is starlike univalent in 𝑈, we find that 𝑄 is starlike univalent in 𝑈. 

𝑅𝑒 {
𝑧ℎ′(𝑧)

𝑄(𝑧)
} = 𝑅𝑒 {

𝛾𝜇

𝑡
𝑞(𝑧) + (𝜇 − 2)

𝑧𝑞′(𝑧)

𝑞(𝑧)
+
𝑧𝑞′′(𝑧)

𝑞′(𝑧)
+ 1 +

𝛿

𝑡
(𝜇 − 1)}.      (2.6) 

Using (2.1), (2.6) becomes 

𝑅𝑒 {
𝑧ℎ′(𝑧)

𝑄(𝑧)
} > 0. 

Therefore, by Lemma 1.1, we get 𝐹𝑝(𝑈)𝑝(𝑧) ≤ 𝐹𝑞(𝑈)𝑞(𝑧). By using (2.4), we obtain 

𝐹

(
𝑊𝛼,𝛽
𝑘,𝜂+1

𝑊
𝛼,𝛽
𝑘,𝜂 )

𝜏

(𝑈)

(
𝑊𝛼,𝛽

𝑘,𝜂+1
𝑓(𝑧)

𝑊
𝛼,𝛽
𝑘,𝜂
𝑓(𝑧)

)

𝜏

≤ 𝐹𝑞(𝑈)𝑞(𝑧), 

i.e.  (
𝑊𝛼,𝛽
𝑘,𝜂+1

𝑓(𝑧)

𝑊
𝛼,𝛽
𝑘,𝜂
𝑓(𝑧)

)

𝜏

≺𝐹 𝑞(𝑧) and 𝑞 is the fuzzy best dominant. 

By taking the fuzzy dominant 𝑞(𝑧) =
1+𝑧

1−𝑧
, 𝜇 = 𝑡 = 1 and 𝛾 = 𝛿 = 0 in Theorem 2.1, we 

obtain the following corollary: 

Corollary 2.1. Let 𝑅𝑒 {
1+𝑧2

1−𝑧2
} > 0. If 𝑓 ∈ ℳ𝜆 and 

𝜏 ∑ (
𝑘

𝑚
) (−1)𝑚+1 ((

𝛼

𝛽
)
𝑚

+ 1)

𝑘

𝑚=1

(
𝑊𝛼,𝛽

𝑘,𝜂+2
𝑓(𝑧)

𝑊
𝛼,𝛽
𝑘,𝜂+1

𝑓(𝑧)
−
𝑊𝛼,𝛽

𝑘,𝜂+1
𝑓(𝑧)

𝑊
𝛼,𝛽
𝑘,𝜂
𝑓(𝑧)

) 

is analytic in 𝑈, then 

𝐹𝜓(ℂ2×𝑈) [𝜏 ∑ (
𝑘

𝑚
) (−1)𝑚+1 ((

𝛼

𝛽
)
𝑚

+ 1)

𝑘

𝑚=1

(
𝑊𝛼,𝛽

𝑘,𝜂+2
𝑓(𝑧)

𝑊
𝛼,𝛽
𝑘,𝜂+1

𝑓(𝑧)
−
𝑊𝛼,𝛽

𝑘,𝜂+1
𝑓(𝑧)

𝑊
𝛼,𝛽
𝑘,𝜂
𝑓(𝑧)

)]

≤ 𝐹𝜓(ℂ2×𝑈) [
2𝑧

1 − 𝑧2
] , 

implies 

(
𝑊𝛼,𝛽

𝑘,𝜂+1
𝑓(𝑧)

𝑊
𝛼,𝛽
𝑘,𝜂
𝑓(𝑧)

)

𝜏

≺𝐹
1 + 𝑧

1 − 𝑧
 

and 𝑞(𝑧) =
1+𝑧

1−𝑧
 is the fuzzy best dominant. 

By fixing 𝜂 = 0 in Corollary 2.1, we obtain the following corollary: 
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Corollary 2.2. Let 𝑅𝑒 {
1+𝑧2

1−𝑧2
} > 0. If 𝑓 ∈ ℳ𝜆 and 𝜏 (1 +

𝑧𝑓′′(𝑧)

𝑓′(𝑧)
−
𝑧𝑓′(𝑧)

𝑓(𝑧)
) is analytic in 𝑈, then 

𝐹𝜓(ℂ2×𝑈) [𝜏 (1 +
𝑧𝑓′′(𝑧)

𝑓′(𝑧)
−
𝑧𝑓′(𝑧)

𝑓(𝑧)
)] ≤ 𝐹𝜓(ℂ2×𝑈) [

2𝑧

1 − 𝑧2
] , 

implies 

(
𝑧𝑓′(𝑧)

𝑓(𝑧)
)

𝜏

≺𝐹
1 + 𝑧

1 − 𝑧
 

and 𝑞(𝑧) =
1+𝑧

1−𝑧
 is the fuzzy best dominant. 

3. Fractional Derivative Operator Results 

In this section, we introduce some applications of section 2 containing fractional 

derivative operators (Riemann-Liouville derivative). 

Definition 3.1 [16]. The fractional derivative of order 𝜆, (0 ≤ 𝜆 < 1) of a function 𝑓 is defined 

by 

𝐷𝑧
𝜆𝑓(𝑧) =

1

𝛤(1 − 𝜆)

𝑑

𝑑𝑧
∫

𝑓(𝜖)

(𝑧 − 𝜖)𝜆

𝑧

0

𝑑𝜖,                                            (3.1) 

where 𝑓 is an analytic function in a simply-connected region of the 𝑧-plane containing the origin 

and the multiplicity of (𝑧 − 𝜖)−𝜆 is removed by requiring log(𝑧 − 𝜖) to be real, when (𝑧 − 𝜖) >
0. 

     Let  𝑎, 𝑏, 𝑐 ∈ ℂ with 𝑐 ≠ 0,−1,−2, … . The Gaussian hypergeometric function 2𝐹1 (see [17]) 

is defined by 

 2𝐹1(𝑎, 𝑏, 𝑐; 𝑧) =  2𝐹1(𝑎, 𝑏, 𝑐; 𝑧) = ∑
(𝑎)𝑛 (𝑏)𝑛
(𝑐)𝑛 

 
𝑧𝑛

𝑛!

∞

𝑛=0

 , 

where (𝑥)𝑛 is the Pochhammer symbol defined in terms of the Gamma function by 

(𝑥)𝑛 =
𝛤(𝑥 + 𝑛)

𝛤(𝑥)
= {

1                                                    (𝑛 = 0)

 𝑥(𝑥 + 1)… (𝑥 + 𝑛 − 1)            (𝑛 ∈ ℕ) .
  

Definition 3.2 [4]. Let 0 ≤ 𝜆 < 1 and 𝑢, 𝑣 ∈ ℝ. Then, in terms of familiar (Gauss ̕s) 

hypergeometric function 2𝐹1 , the generalized fractional derivative operator 𝐽0,𝑧
𝜆,𝑢,𝑣

 of a function 

ƒ is defined by: 

𝐽0,𝑧
𝜆,𝑢,𝑣𝑓(𝑧) =

{
 
 

 
   

1

𝛤(1 − 𝜆)

𝑑

𝑑𝑧
{𝑧𝜆−𝑢∫ (𝑧 − 𝜖)−𝜆𝑓(𝜖).  2𝐹1 (𝑢 − 𝜆,−𝑣; 1 − 𝜆; 1 −

𝜖

𝑧
)𝑑𝜖

𝑧

𝑜

} ,

                                                                                                              (0 ≤ 𝜆 < 1)

  
𝑑𝑛

𝑑𝑧𝑛
𝐽0,𝑧
𝜆−𝑛,𝑢,𝑣𝑓(𝑧),                                                          (𝑛 ≤ 𝜆 < 𝑛 + 1, 𝑛 ∈ ℕ) ,

 

(3.2) 

where the function 𝑓 is analytic in a simply-connected region of the 𝑧-plane containing the 

origin with the order 
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𝑓(𝑧) = 𝑂(|𝑧|𝜀) , (𝑧 → 0), 

for 𝜀 > 𝑚𝑎𝑥  {0, 𝑢 − 𝑣} − 1, and the multiplicity of (𝑧 − 𝜖)−𝜆 is removed by requiring 

log(𝑧 − 𝜖) to be real, when (𝑧 − 𝜖) > 0. 

By comparing (3.1) with (3.2), we find 

𝐽0,𝑧
𝜆,𝜆,𝑣𝑓(𝑧) = 𝐷𝑧

𝜆𝑓(𝑧),   (0 ≤ 𝜆 < 1). 

In terms of gamma function, we have 

𝐽0,𝑧
𝜆,𝑢,𝑣𝑧𝑛 =

𝛤(𝑛 + 1)𝛤(𝑛 − 𝑢 + 𝑣 + 1)

𝛤(𝑛 − 𝑢 + 1)𝛤(𝑛 − 𝜆 + 𝑣 + 1)
𝑧𝑛−𝑢 ,                                   (3.3) 

 ( 0 ≤ 𝜆 < 1, 𝑢, 𝑣 ∈ ℝ 𝑎𝑛𝑑 𝑛 > 𝑚𝑎𝑥{0, 𝑢 − 𝑣} − 1 ). 

Now, we define 

Ω(𝑧) = ∑𝜎𝑛𝑧
𝑛

∞

𝑛=2

. 

By Definition 3.1, we have 

𝐷𝑧
𝜆Ω(𝑧) = ∑

𝛤(𝑛 + 1)

𝛤(𝑛 + 1 − 𝜆)

∞

𝑛=2

𝜎𝑛𝑧
𝑛−𝜆 =∑𝑎𝑛

∞

𝑛=2

𝑧𝑛−𝜆 , 

where 

𝑎𝑛 =
𝛤(𝑛 + 1)

𝛤(𝑛 + 1 − 𝜆)
𝜎𝑛 , 𝑛 = 2,3, …  . 

Thus 𝐺1(𝑧) = 𝑧 + 𝐷𝑧
𝜆Ω(𝑧) ∈ ℳ𝜆, then we obtain the following result: 

Theorem 3.1. Let the assumptions of Theorem 2.1 hold. Then 

(
𝑊𝛼,𝛽

𝑘,𝜂+1
𝐺1(𝑧)

𝑊
𝛼,𝛽
𝑘,𝜂
𝐺1(𝑧)

)

𝜏

≺𝐹 𝑞(𝑧) 

and 𝑞 is the fuzzy best dominant. 

Proof. It can easily observed that 𝐺1(𝑧) = 𝑧 + 𝐷𝑧
𝜆Ω(𝑧) ∈ ℳ𝜆. Thus by using Theorem 2.1, we 

obtain the result. 

     Also, by using (3.3), we have 

𝐽0,𝑧
𝜆,𝑢,𝑣Ω(𝑧) = ∑

𝛤(𝑛 + 1)𝛤(𝑛 − 𝑢 + 𝑣 + 1)

𝛤(𝑛 − 𝑢 + 1)𝛤(𝑛 − 𝜆 + 𝑣 + 1)
𝜎𝑛𝑧

𝑛−𝑢

∞

𝑛=2

=∑𝑎𝑛𝑧
𝑛−𝑢

∞

𝑛=2

 , 

where 

𝑎𝑛 =
𝛤(𝑛 + 1)𝛤(𝑛 − 𝑢 + 𝑣 + 1)

𝛤(𝑛 − 𝑢 + 1)𝛤(𝑛 − 𝜆 + 𝑣 + 1)
𝜎𝑛 , 𝑛 = 2,3, …  . 

Let 𝑢 = 𝜆. Then 𝐺2(𝑧) = 𝑧 + 𝐽0,𝑧
𝜆,𝑢,𝑣Ω(𝑧) ∈ ℳ𝜆, then we obtain the following result: 

Theorem 3.2. Let the assumptions of Theorem 2.1 hold. Then 
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(
𝑊𝛼,𝛽

𝑘,𝜂+1
𝐺2(𝑧)

𝑊
𝛼,𝛽
𝑘,𝜂
𝐺2(𝑧)

)

𝜏

≺𝐹 𝑞(𝑧) 

and 𝑞 is the fuzzy best dominant. 

Proof. It can easily observed that 𝐺2(𝑧) = 𝑧 + 𝐽0,𝑧
𝜆,𝑢,𝑣Ω(𝑧) ∈ ℳ𝜆. Thus by using Theorem 

2.1, we obtain the result. 

 

4. Conclusions 

In the present work, we have introduced some properties of fuzzy differential 

subordination of analytic functions by using Wanas differential operator. Further, fractional 

derivative (Riemann-Liouville derivative) is investigated in this study and therefore it may be 

considered as a useful tool for those who are interested in the above-mentioned topics for further 

research. 
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A. Furkan Şahinkaya1, ·Ibrahim Yalç¬nkaya1, D. Turgut Tollu1;�

1 Department of Mathematics and Computer Sciences, Faculty of Science,
Necmettin Erbakan University, Konya, TURKEY

�E-mail: dttollu@erbakan.edu.tr (corresponding author)

( Received: 31.01.2020, Accepted: 28.07.2020, Published Online: 30.07.2020)

Abstract

In this paper, we show that the following systems of nonlinear di¤erence equations

xn+1 =
xnyn + a

xn + yn
; yn+1 =

ynzn + a

yn + zn
; zn+1 =

znxn + a

zn + xn
for n 2 N0

where a 2 [0;1) and the initial values x0, y0, z0 are real numbers, can be solved in explicit form.
Also, we investigate the asymptotic behavior of the solutions by using these formulae and give some
numerical examples which verify our theoretical result.

Keywords: Asymptotic behavior; explicit solution; nonlinear di¤erence equation; system.
MSC 2010: 39A10.

1 Introduction

Recently, studying nonlinear di¤erence equations and their systems have taken much attention see
[1-22] and the references therein. That is because nonlinear di¤erence equations and their systems
have appeared in many scienti�c areas such as biology, physics, economics, etc.

Li and Zhu [10] studied the globally asymptotic stability of the nonlinear di¤erence equation

xn+1 =
xnxn�1 + a

xn + xn�1
for n 2 N0; (1)

where a 2 [0;1) and the initial values are positive real numbers.
Abu-Saris et al. [1] investigated the globally asymptotically stability of the nonlinear di¤erence

equation

xn+1 =
xnxn�k + a

xn + xn�k
for n 2 N0; (2)

where k is a nonnegative integer, a 2 [0;1) and the initial values are positive real numbers.
Motivated by all above mentioned study, in this paper, we show that the following systems of

nonlinear di¤erence equations

xn+1 =
xnyn + a

xn + yn
; yn+1 =

ynzn + a

yn + zn
; zn+1 =

znxn + a

zn + xn
for n 2 N0; (3)

where a 2 [0;1) and the initial values x0, y0, z0 are real numbers, can be solved in explicit form.
Also, we investigate the asymptotic behavior of the solutions by using these formulae and give some
numerical examples which verify our theoretical result.
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2 Solvability and the general solution of the system

In this section, we show that system (3) can be solved for both the case a = 0 and the case a > 0. We
also obtain its general solution in explicit form.

2.1 Case a = 0

In this case, system (3) is in the form of

xn+1 =
xnyn
xn + yn

; yn+1 =
ynzn
yn + zn

; zn+1 =
znxn
zn + xn

for n 2 N0: (4)

The changes of variables

xn =
1

un
; yn =

1

vn
; zn =

1

wn
; (5)

where xnynzn 6= 0 for every n 2 N0, reduce system (3) to the linear system of di¤erence equations

un+1 = un + vn; vn+1 = vn + wn; wn+1 = wn + un for n 2 N0: (6)

By summing the equations of (6), we have

un+1 + vn+1 + wn+1 = 2 (un + vn + wn) for n 2 N0; (7)

whose solution is
un + vn + wn = 2

nK0 for n 2 N0; (8)

where K0 = u0 + v0 + w0; from (6) and (8) we can write

vn + wn+1 = 2
nK0: (9)

From (6) and (9), one can obtain the equations

vn+2 � vn+1 + vn = 2nK0; (10)

and
vn+1 = vn � vn�1 + 2n�1K0: (11)

A particular solution of (11) is
2nK0
3

: (12)

From (11) and (12), we have

vn+1 �
2n+1K0
3

= vn �
2nK0
3

�
�
vn�1 �

2n�1K0
3

�
: (13)

Let

rn = vn �
2nK0
3

for n 2 N0: (14)

Then, from (13) and (14), we obtain the equation

rn+1 = rn � rn�1 for n 2 N1; (15)

whose solution is given by
r6n+i = ri for i 2 f0; 1; 2; 3; 4; 5g (16)

which is periodic with period 6. Therefore, (14) and (16) imply that

r0 = v0 �
K0
3
= �u0 � 2v0 + w0

3
; (17)

11



Ikonion Journal of Mathematics 2020, 2(1)

r1 = v1 �
2K0
3

= v0 + w0 �
2K0
3

= �2u0 � v0 � w0
3

; (18)

r2 = r1 � r0 = �
u0 + v0 � 2w0

3
; (19)

r3 = r2 � r1 = �r0 =
u0 � 2v0 + w0

3
; (20)

r4 = r3 � r2 = �r1 =
2u0 � v0 � w0

3
; (21)

r5 = r4 � r3 = � (r1 � r0) =
u0 + v0 � 2w0

3
; (22)

and so

v6n = 2
6nK0
3
+ r0 = u0

�
26n � 1
3

�
+ v0

�
26n + 2

3

�
+ w0

�
26n � 1
3

�
; (23)

v6n+1 = 2
6n+1K0

3
+ r1 = u0

�
26n+1 � 2

3

�
+ v0

�
26n+1 + 1

3

�
+ w0

�
26n+1 + 1

3

�
; (24)

v6n+2 = 2
6n+2K0

3
+ r2 = u0

�
26n+2 � 1

3

�
+ v0

�
26n+2 � 1

3

�
+ w0

�
26n+2 + 2

3

�
; (25)

v6n+3 = 2
6n+3K0

3
+ r3 = u0

�
26n+3 + 1

3

�
+ v0

�
26n+3 � 2

3

�
+ w0

�
26n+3 + 1

3

�
; (26)

v6n+4 = 2
6n+4K0

3
+ r4 = u0

�
26n+4 + 2

3

�
+ v0

�
26n+4 � 1

3

�
+ w0

�
26n+4 � 1

3

�
; (27)

v6n+5 = 2
6n+5K0

3
+ r5 = u0

�
26n+5 + 1

3

�
+ v0

�
26n+5 + 1

3

�
+ w0

�
26n+5 � 2

3

�
: (28)

By using the formulae (23)-(28) in the second equation of (6), one can �nd the formulae

w6n = u0

�
26n � 1
3

�
+ v0

�
26n � 1
3

�
+ w0

�
26n + 2

3

�
; (29)

w6n+1 = u0

�
26n+1 + 1

3

�
+ v0

�
26n+1 � 2

3

�
+ w0

�
26n+1 + 1

3

�
; (30)

w6n+2 = u0

�
26n+2 + 2

3

�
+ v0

�
26n+2 � 1

3

�
+ w0

�
26n+2 � 1

3

�
; (31)

w6n+3 = u0

�
26n+3 + 1

3

�
+ v0

�
26n+3 + 1

3

�
+ w0

�
26n+3 � 2

3

�
; (32)

w6n+4 = u0

�
26n+4 � 1

3

�
+ v0

�
26n+4 + 2

3

�
+ w0

�
26n+4 � 1

3

�
(33)

and

w6n+5 = u0

�
26n+5 � 2

3

�
+ v0

�
26n+5 + 1

3

�
+ w0

�
26n+5 + 1

3

�
: (34)

Similarly, by using the formulae (29)-(34) in the third equation of (6), one can obtain the formulae

u6n = u0

�
26n + 2

3

�
+ v0

�
26n � 1
3

�
+ w0

�
26n � 1
3

�
; (35)

u6n+1 = u0

�
26n+1 + 1

3

�
+ v0

�
26n+1 + 1

3

�
+ w0

�
26n+1 � 2

3

�
; (36)

u6n+2 = u0

�
26n+2 � 1

3

�
+ v0

�
26n+2 + 2

3

�
+ w0

�
26n+2 � 1

3

�
; (37)

12



Ikonion Journal of Mathematics 2020, 2(1)

u6n+3 = u0

�
26n+3 � 2

3

�
+ v0

�
26n+3 + 1

3

�
+ w0

�
26n+3 + 1

3

�
; (38)

u6n+4 = u0

�
26n+4 � 1

3

�
+ v0

�
26n+4 � 1

3

�
+ w0

�
26n+4 + 2

3

�
(39)

and

u6n+5 = u0

�
26n+5 + 1

3

�
+ v0

�
26n+5 � 2

3

�
+ w0

�
26n+5 + 1

3

�
: (40)

Now, by using the formulae in (23)-(40) into (5), we get the general solution of (4) as follows:

x6n =
3x0y0z0

y0z0 (26n + 2) + x0z0 (26n � 1) + x0y0 (26n � 1)
; (41)

x6n+1 =
3x0y0z0

y0z0 (26n+1 + 1) + x0z0 (26n+1 + 1) + x0y0 (26n+1 � 2)
; (42)

x6n+2 =
3x0y0z0

y0z0 (26n+2 � 1) + x0z0 (26n+2 + 2) + x0y0 (26n+2 � 1)
; (43)

x6n+3 =
3x0y0z0

y0z0 (26n+3 � 2) + x0z0 (26n+3 + 1) + x0y0 (26n+3 + 1)
; (44)

x6n+4 =
3x0y0z0

y0z0 (26n+4 � 1) + x0z0 (26n+4 � 1) + x0y0 (26n+4 + 2)
; (45)

x6n+5 =
3x0y0z0

y0z0 (26n+5 + 1) + x0z0 (26n+5 � 2) + x0y0 (26n+5 + 1)
; (46)

y6n =
3x0y0z0

y0z0 (26n � 1) + x0z0 (26n + 2) + x0y0 (26n � 1)
; (47)

y6n+1 =
3x0y0z0

y0z0 (26n+1 � 2) + x0z0 (26n+1 + 1) + x0y0 (26n+1 + 1)
; (48)

y6n+2 =
3x0y0z0

y0z0 (26n+2 � 1) + x0z0 (26n+2 � 1) + x0y0 (26n+2 + 2)
; (49)

y6n+3 =
3x0y0z0

y0z0 (26n+3 + 1) + x0z0 (26n+3 � 2) + x0y0 (26n+3 + 1)
; (50)

y6n+4 =
3x0y0z0

y0z0 (26n+4 + 2) + x0z0 (26n+4 � 1) + x0y0 (26n+4 � 1)
; (51)

y6n+5 =
3x0y0z0

y0z0 (26n+5 + 1) + x0z0 (26n+5 + 1) + x0y0 (26n+5 � 2)
; (52)

z6n =
3x0y0z0

y0z0 (26n � 1) + x0z0 (26n � 1) + x0y0 (26n + 2)
; (53)

z6n+1 =
3x0y0z0

y0z0 (26n+1 + 1) + x0z0 (26n+1 � 2) + x0y0 (26n+1 + 1)
; (54)

z6n+2 =
3x0y0z0

y0z0 (26n+2 + 2) + x0z0 (26n+2 � 1) + x0y0 (26n+2 � 1)
; (55)

z6n+3 =
3x0y0z0

y0z0 (26n+3 + 1) + x0z0 (26n+3 + 1) + x0y0 (26n+3 � 2)
; (56)

z6n+4 =
3x0y0z0

y0z0 (26n+4 � 1) + x0z0 (26n+4 + 2) + x0y0 (26n+4 � 1)
; (57)

z6n+5 =
3x0y0z0

y0z0 (26n+5 � 2) + x0z0 (26n+5 + 1) + x0y0 (26n+5 + 1)
: (58)
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2.2 Case a > 0

In this case, system (3) can be written in the forms of

xn+1 +
p
a =

xnyn + a+
p
axn +

p
ayn

xn + yn
; (59)

yn+1 +
p
a =

ynzn + a+
p
ayn +

p
azn

yn + zn
; (60)

zn+1 +
p
a =

znxn + a+
p
azn +

p
axn

zn + xn
(61)

and

xn+1 �
p
a =

xnyn + a�
p
axn �

p
ayn

xn + yn
; (62)

yn+1 �
p
a =

ynzn + a�
p
ayn �

p
azn

yn + zn
; (63)

zn+1 �
p
a =

znxn + a�
p
azn �

p
axn

zn + xn
: (64)

From (59)-(61) and (62)-(64), we get the system

X+
n+1

X�
n+1

=
X+
n

X�
n

Y +n
Y �n

;
Y +n+1
Y �n+1

=
Y +n
Y �n

Z+n
Z�n

;
Z+n+1
Z�n+1

=
Z+n
Z�n

X+
n

X�
n

(65)

where
xn +

p
a = X+

n ; yn +
p
a = Y +n ; zn +

p
a = Z+n ; (66)

and
xn �

p
a = X�

n ; yn �
p
a = Y �n ; zn �

p
a = Z�n : (67)

for (xn + yn) (yn + zn) (zn + xn) 6= 0 and (xn �
p
a) (yn �

p
a) (zn �

p
a) 6= 0 for n 2 N0. System (65)

can easily be solved. By iterating (65) for n � 0, we get

X+
1

X�
1

=
X+
0

X�
0

Y +0
Y �0

;
Y +1
Y �1

=
Y +0
Y �0

Z+0
Z�0

;
Z+1
Z�1

=
Z+0
Z�0

X+
0

X�
0

X+
2

X�
2

=
X+
0

X�
0

�
Y +0
Y �0

�2
Z+0
Z�0

;
Y +2
Y �2

=
Y +0
Y �0

�
Z+0
Z�0

�2
X+
0

X�
0

;
Z+2
Z�2

=
Z+0
Z�0

�
X+
0

X�
0

�2
Y +0
Y �0

(68)

X+
3

X�
3

=

�
X+
0

X�
0

�2�
Y +0
Y �0

�3�
Z+0
Z�0

�3
;
Y +3
Y �3

=

�
Y +0
Y �0

�2�
Z+0
Z�0

�3�
X+
0

X�
0

�3
;
Z+3
Z�3

=

�
Z+0
Z�0

�2�
X+
0

X�
0

�3�
Y +0
Y �0

�3
...

From (68), we conclude that the solution of system (65) is in the form of

X+
n

X�
n
=

�
X+
0

X�
0

�an �Y +0
Y �0

�bn �Z+0
Z�0

�cn
; (69)

Y +n
Y �n

=

�
Y +0
Y �0

�an �Z+0
Z�0

�bn �X+
0

X�
0

�cn
; (70)

Z+n
Z�n

=

�
Z+0
Z�0

�an �X+
0

X�
0

�bn �Y +0
Y �0

�cn
: (71)
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From (69)-(71), we obtain

X+
0

X�
0

=

�
X+
0

X�
0

�a0 �Y +0
Y �0

�b0 �Z+0
Z�0

�c0
; (72)

Y +0
Y �0

=

�
Y +0
Y �0

�a0 �Z+0
Z�0

�b0 �X+
0

X�
0

�c0
; (73)

Z+0
Z�0

=

�
Z+0
Z�0

�a0 �X+
0

X�
0

�b0 �Y +0
Y �0

�c0
(74)

from which it follows that a0 = 1; b0 = c0 = 0: By using (69)-(71) in (65), we have the system�
X+
0

X�
0

�an+1 �Y +0
Y �0

�bn+1 �Z+0
Z�0

�cn+1
=

�
X+
0

X�
0

�an+cn �Y +0
Y �0

�an+bn �Z+0
Z�0

�bn+cn
(75)

for n 2 N0, which implies that

an+1 = an + cn; cn+1 = cn + bn; bn+1 = bn + an: (76)

By taking an = un, cn = vn, bn = wn and a0 = 1; b0 = c0 = 0, the solution of (76) can be obtained
from the solution of (6) as follows:

a6n =
26n + 2

3
; a6n+1 =

26n+1 + 1

3
; a6n+2 =

26n+2 � 1
3

; (77)

a6n+3 =
26n+3 � 2

3
; a6n+4 =

26n+4 � 1
3

; a6n+5 =
26n+5 + 1

3
: (78)

b6n =
26n � 1
3

; b6n+1 =
26n+1 + 1

3
; b6n+2 =

26n+2 + 2

3
; (79)

b6n+3 =
26n+3 + 1

3
; b6n+4 =

26n+4 � 1
3

; b6n+5 =
26n+5 � 2

3
; (80)

c6n =
26n � 1
3

; c6n+1 =
26n+1 � 2

3
; c6n+2 =

26n+2 � 1
3

; (81)

c6n+3 =
26n+3 + 1

3
; c6n+4 =

26n+4 + 2

3
; c6n+5 =

26n+5 + 1

3
: (82)

Consequently, from (69)-(71) and (77)-(82), we have the following formulae:

x6n =
p
a

�
X+
0

� 26n+2
3
�
Y +0
� 26n�1

3
�
Z+0
� 26n�1

3 +
�
X�
0

� 26n+2
3
�
Y �0
� 26n�1

3
�
Z�0
� 26n�1

3�
X+
0

� 26n+2
3
�
Y +0
� 26n�1

3
�
Z+0
� 26n�1

3 �
�
X�
0

� 26n+2
3
�
Y �0
� 26n�1

3
�
Z�0
� 26n�1

3

; (83)

x6n+1 =
p
a

�
X+
0

� 26n+1+1
3

�
Y +0
� 26n+1+1

3
�
Z+0
� 26n+1�2

3 +
�
X�
0

� 26n+1+1
3

�
Y �0
� 26n+1+1

3
�
Z�0
� 26n+1�2

3�
X+
0

� 26n+1+1
3

�
Y +0
� 26n+1+1

3
�
Z+0
� 26n+1�2

3 �
�
X�
0

� 26n+1+1
3

�
Y �0
� 26n+1+1

3
�
Z�0
� 26n+1�2

3

; (84)

x6n+2 =
p
a

�
X+
0

� 26n+2�1
3

�
Y +0
� 26n+2+2

3
�
Z+0
� 26n+2�1

3 +
�
X�
0

� 26n+2�1
3

�
Y �0
� 26n+2+2

3
�
Z�0
� 26n+2�1

3�
X+
0

� 26n+2�1
3

�
Y +0
� 26n+2+2

3
�
Z+0
� 26n+2�1

3 �
�
X�
0

� 26n+2�1
3

�
Y �0
� 26n+2+2

3
�
Z�0
� 26n+2�1

3

; (85)

x6n+3 =
p
a

�
X+
0

� 26n+3�2
3

�
Y +0
� 26n+3+1

3
�
Z+0
� 26n+3+1

3 +
�
X�
0

� 26n+3�2
3

�
Y �0
� 26n+3+1

3
�
Z�0
� 26n+3+1

3�
X+
0

� 26n+3�2
3

�
Y +0
� 26n+3+1

3
�
Z+0
� 26n+3+1

3 �
�
X�
0

� 26n+3�2
3

�
Y �0
� 26n+3+1

3
�
Z�0
� 26n+3+1

3

; (86)
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x6n+4 =
p
a

�
X+
0

� 26n+4�1
3

�
Y +0
� 26n+4�1

3
�
Z+0
� 26n+4+2

3 +
�
X�
0

� 26n+4�1
3

�
Y �0
� 26n+4�1

3
�
Z�0
� 26n+4+2

3�
X+
0

� 26n+4�1
3

�
Y +0
� 26n+4�1

3
�
Z+0
� 26n+4+2

3 �
�
X�
0

� 26n+4�1
3

�
Y �0
� 26n+4�1

3
�
Z�0
� 26n+4+2

3

; (87)

x6n+5 =
p
a

�
X+
0

� 26n+5+1
3

�
Y +0
� 26n+5�2

3
�
Z+0
� 26n+5+1

3 +
�
X�
0

� 26n+5+1
3

�
Y �0
� 26n+5�2

3
�
Z�0
� 26n+5+1

3�
X+
0

� 26n+5+1
3

�
Y +0
� 26n+5�2

3
�
Z+0
� 26n+5+1

3 �
�
X�
0

� 26n+5+1
3

�
Y �0
� 26n+5�2

3
�
Z�0
� 26n+5+1

3

; (88)

y6n =
p
a

�
X+
0

� 26n�1
3
�
Y +0
� 26n+2

3
�
Z+0
� 26n�1

3 +
�
X�
0

� 26n�1
3
�
Y �0
� 26n+2

3
�
Z�0
� 26n�1

3�
X+
0

� 26n�1
3
�
Y +0
� 26n+2

3
�
Z+0
� 26n�1

3 �
�
X�
0

� 26n�1
3
�
Y �0
� 26n+2

3
�
Z�0
� 26n�1

3

; (89)

y6n+1 =
p
a

�
X+
0

� 26n+1�2
3

�
Y +0
� 26n+1+1

3
�
Z+0
� 26n+1+1

3 +
�
X�
0

� 26n+1�2
3

�
Y �0
� 26n+1+1

3
�
Z�0
� 26n+1+1

3�
X+
0

� 26n+1�2
3

�
Y +0
� 26n+1+1

3
�
Z+0
� 26n+1+1

3 �
�
X�
0

� 26n+1�2
3

�
Y �0
� 26n+1+1

3
�
Z�0
� 26n+1+1

3

; (90)

y6n+2 =
p
a

�
X+
0

� 26n+2�1
3

�
Y +0
� 26n+2�1

3
�
Z+0
� 26n+2+2

3 +
�
X�
0

� 26n+2�1
3

�
Y �0
� 26n+2�1

3
�
Z�0
� 26n+2+2

3�
X+
0

� 26n+2�1
3

�
Y +0
� 26n+2�1

3
�
Z+0
� 26n+2+2

3 �
�
X�
0

� 26n+2�1
3

�
Y �0
� 26n+2�1

3
�
Z�0
� 26n+2+2

3

; (91)

y6n+3 =
p
a

�
X+
0

� 26n+3+1
3

�
Y +0
� 26n+3�2

3
�
Z+0
� 26n+3+1

3 +
�
X�
0

� 26n+3+1
3

�
Y �0
� 26n+3�2

3
�
Z�0
� 26n+3+1

3�
X+
0

� 26n+3+1
3

�
Y +0
� 26n+3�2

3
�
Z+0
� 26n+3+1

3 �
�
X�
0

� 26n+3+1
3

�
Y �0
� 26n+3�2

3
�
Z�0
� 26n+3+1

3

; (92)

y6n+4 =
p
a

�
X+
0

� 26n+4+2
3

�
Y +0
� 26n+4�1

3
�
Z+0
� 26n+4�1

3 +
�
X�
0

� 26n+4+2
3

�
Y �0
� 26n+4�1

3
�
Z�0
� 26n+4�1

3�
X+
0

� 26n+4+2
3

�
Y +0
� 26n+4�1

3
�
Z+0
� 26n+4�1

3 �
�
X�
0

� 26n+4+2
3

�
Y �0
� 26n+4�1

3
�
Z�0
� 26n+4�1

3

; (93)

y6n+5 =
p
a

�
X+
0

� 26n+5+1
3

�
Y +0
� 26n+5+1

3
�
Z+0
� 26n+5�2

3 +
�
X�
0

� 26n+5+1
3

�
Y �0
� 26n+5+1

3
�
Z�0
� 26n+5�2

3�
X+
0

� 26n+5+1
3

�
Y +0
� 26n+5+1

3
�
Z+0
� 26n+5�2

3 �
�
X�
0

� 26n+5+1
3

�
Y �0
� 26n+5+1

3
�
Z�0
� 26n+5�2

3

; (94)

z6n =
p
a

�
X+
0

� 26n�1
3
�
Y +0
� 26n�1

3
�
Z+0
� 26n+2

3 +
�
X�
0

� 26n�1
3
�
Y �0
� 26n�1

3
�
Z�0
� 26n+2

3�
X+
0

� 26n�1
3
�
Y +0
� 26n�1

3
�
Z+0
� 26n+2

3 �
�
X�
0

� 26n�1
3
�
Y �0
� 26n�1

3
�
Z�0
� 26n+2

3

; (95)

z6n+1 =
p
a

�
X+
0

� 26n+1+1
3

�
Y +0
� 26n+1�2

3
�
Z+0
� 26n+1+1

3 +
�
X�
0

� 26n+1+1
3

�
Y �0
� 26n+1�2

3
�
Z�0
� 26n+1+1

3�
X+
0

� 26n+1+1
3

�
Y +0
� 26n+1�2

3
�
Z+0
� 26n+1+1

3 �
�
X�
0

� 26n+1+1
3

�
Y �0
� 26n+1�2

3
�
Z�0
� 26n+1+1

3

; (96)

z6n+2 =
p
a

�
X+
0

� 26n+2+2
3

�
Y +0
� 26n+2�1

3
�
Z+0
� 26n+2�1

3 +
�
X�
0

� 26n+2+2
3

�
Y �0
� 26n+2�1

3
�
Z�0
� 26n+2�1

3�
X+
0

� 26n+2+2
3

�
Y +0
� 26n+2�1

3
�
Z+0
� 26n+2�1

3 �
�
X�
0

� 26n+2+2
3

�
Y �0
� 26n+2�1

3
�
Z�0
� 26n+2�1

3

; (97)

z6n+3 =
p
a

�
X+
0

� 26n+3+1
3

�
Y +0
� 26n+3+1

3
�
Z+0
� 26n+3�2

3 +
�
X�
0

� 26n+3+1
3

�
Y �0
� 26n+3+1

3
�
Z�0
� 26n+3�2

3�
X+
0

� 26n+3+1
3

�
Y +0
� 26n+3+1

3
�
Z+0
� 26n+3�2

3 �
�
X�
0

� 26n+3+1
3

�
Y �0
� 26n+3+1

3
�
Z�0
� 26n+3�2

3

; (98)

z6n+4 =
p
a

�
X+
0

� 26n+4�1
3

�
Y +0
� 26n+4+2

3
�
Z+0
� 26n+4�1

3 +
�
X�
0

� 26n+4�1
3

�
Y �0
� 26n+4+2

3
�
Z�0
� 26n+4�1

3�
X+
0

� 26n+4�1
3

�
Y +0
� 26n+4+2

3
�
Z+0
� 26n+4�1

3 �
�
X�
0

� 26n+4�1
3

�
Y �0
� 26n+4+2

3
�
Z�0
� 26n+4�1

3

; (99)

z6n+5 =
p
a

�
X+
0

� 26n+5�2
3

�
Y +0
� 26n+5+1

3
�
Z+0
� 26n+5+1

3 +
�
X�
0

� 26n+5�2
3

�
Y �0
� 26n+5+1

3
�
Z�0
� 26n+5+1

3�
X+
0

� 26n+5�2
3

�
Y +0
� 26n+5+1

3
�
Z+0
� 26n+5+1

3 �
�
X�
0

� 26n+5�2
3

�
Y �0
� 26n+5+1

3
�
Z�0
� 26n+5+1

3

: (100)
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2.3 Behavior of the solutions of the system

In this section, we investigate the asymptotic behavior of the solutions of system (3) and give some
numerical examples which verify our theoretical result. The main result of this subsection is the
following theorem:

Theorem 1 The following statements are true
(i) If a = 0, then (xn; yn; zn)! (0; 0; 0) as n!1.
(ii) If a > 0, then (jxnj ; jynj ; jznj)! (

p
a;
p
a;
p
a) as n!1.

Proof.
(i) From the formulae (41)-(58) the desired result immediately follows.
(ii) We prove (ii) for only x6n, since the proof is similar for the other subsequences of xn, yn and

zn. Note that the formula (83) can be written as follows:

x6n =
p
a

0BB@1 + 2�
x0+

p
a

x0�
p
a

� 26n+2
3
�
y0+

p
a

y0�
p
a

� 26n�1
3
�
z0+

p
a

z0�
p
a

� 26n�1
3 � 1

1CCA ; n 2 N0: (101)

Hence, we consider the function

f (x) =
x+

p
a

x�
p
a

which supplies the property �
jf (x)j < 1; if x < 0;
jf (x)j > 1; if x > 0: (102)

That is, it is arise two speci�c cases from the formula (101) and the property (102):
(a) If x0 < 0; y0 < 0 and z0 < 0, then (xn; yn; zn)! (�

p
a;�

p
a;�

p
a) as n!1.

(b) If x0 > 0; y0 > 0 and z0 > 0, then (xn; yn; zn)! (
p
a;
p
a;
p
a) as n!1.

As to the other cases, we consider the sequence

(sn)n�0 =

0@�x0 +pa
x0 �

p
a

� 26n+2
3
�
y0 +

p
a

y0 �
p
a

� 26n�1
3
�
z0 +

p
a

z0 �
p
a

� 26n�1
3

1A
n�0

:

If sn ! 0 as n ! 1, then (xn; yn; zn) ! (�
p
a;�

p
a;�

p
a) as n ! 1. If sn ! 1 as n ! 1, then

(xn; yn; zn)! (
p
a;
p
a;
p
a) as n!1.

Now, we give some numerical examples to support our theoretical results related to system (3)
with some restrictions on the parameter a.

Example 2 We visualize the solutions of system (4) in �gures (1)-(3) for a = 0 and for the sets of
initial values: fx0 = 5:2; y0 = 0:7; z0 = 3:1g, fx0 = �5:2; y0 = �0:7; z0 = �3:1g, fx0 = 5:2; y0 = �0:7;
z0 = 3:1g, respectively.

Figure 1 Figure 2 Figure 3
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Example 3 We visualize the solutions of system (3) in �gures (4)-(6) for a = 3:14 and for the sets of
initial values: fx0 = 0:9; y0 = 0:7; z0 = 2:5g, fx0 = �0:9; y0 = �0:7; z0 = �2:5g, fx0 = 0:9; y0 = 0:7;
z0 = �2:5g, respectively.

Figure 4 Figure 5 Figure 6

Example 4 We visualize the solutions of system (3) in �gures (7)-(9) for a = 100 and for the
sets of initial values: fx0 = 2:9; y0 = 5:1; z0 = 7:8g, fx0 = �2:9; y0 = �5:1; z0 = �7:8g, fx0 = �2:9;
y0 = �5:1; z0 = 7:8g, respectively.

Figure 7 Figure 8 Figure 9

Example 5 We visualize the solutions of system (3) in �gures (10)-(12) for a = 2018 and for the
sets of initial values: fx0 = 1:5; y0 = 3:6; z0 = 2:4g, f x0 = �1:5; y0 = �3:6; z0 = �2:4g, fx0 = �1:5;
y0 = 3:6; z0 = �2:4g, respectively.

Figure 10 Figure 11 Figure 12
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Abstract 

Rayleigh-Taylor instability of a composite plasma in porous medium is considered to 

include the frictional effect of collisions of ionized with neutral atoms in the presence of a 

variable magnetic field. The system is found to be stable for stable density stratification. The 

magnetic field can stabilize a system which was unstable in its absence. The medium 

permeability has a decreasing or an increasing effect on the growth rates. With the increase in 

collisional frequency, the growth rates decrease but may have increasing influence in certain 

region. 

Keywords: Composite Plasma, Porous Medium, Rayleigh-Taylor Instability, Variable 

Magnetic Field. 

 

 

1. Introduction 

 

A detailed treatment of Rayleigh-Taylor instability under varying assumptions of 

hydrodynamics and hydromagnetics, together with the possible extensions in various domains 

of interest has been given by Chandrasekhar [1]. The medium has been considered to be fully 

ionized. Quite often the plasma is not fully ionized and is, instead, partially ionized. In cosmic 

physics, there are several situations such as chromoshere, solar photosphere, and in cool 

interstellar cloud where the plasma are frequently not fully ionized but may instead be partially 

ionized. A partially-ionized plasma represents a state which often exists in the Universe and 

there are several situations when the interaction between the ionized and neutral gas 

components becomes important in cosmic physics. Ionized hydrogen is limited to certain rather 

sharply bounded regions in space surrounding, for example, O-type stars and clusters of such 

stars and that the gas outside these regions is essentially non-ionized has been reported by 

Stromgren [2]. Other examples of the existence of such situations are given by Alfven’s [3] 

theory on the origin of the planetary system, in which a high-ionization rate is suggested to 

appear from collisions between a plasma and a neutral-gas cloud and by the absorption of 

plasma waves due to ion-neutral collisions such as in the solar photosphere and chromosphere 

and in cool interstellar clouds (Piddington [4]; Lehnert [5]). Hans [6] and Bhatia [7] has shown 

about:blank
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that the medium may be idealized as a composite mixture of a hydromagnetic (ionized) 

component and a neutral component, the two interacting through mutual collisional effects. A 

stabilizing effect of collisionals on Rayleigh-Taylor configuration has been shown by Hans [6] 

and Bhatia [7].  

 

          The medium has been considered to be non-porous in all the above studies. In recent 

years, the investigations of flow of fluids through porous media have become an important topic 

due to the recovery of crude oil from the pores of reservoir rocks. A great number of 

applications in geophysics may be found in the books by Phillips [8], Ingham and Pop [9], and 

Nield and Bejan [10]. When the fluid slowly permeates through the pores of a macroscopically 

homogeneous and isotropic porous medium, the gross effect is represented by Darcy’s law 

according to which the usual viscous term in the equations of fluid motion is replaced by the 

resistance term , where   is the viscosity of the fluid,  is the medium permeability 

and  is the Darcian (filter) velocity of the fluid. Lapwood [11] has studied the stability of 

convective flow in hydrodynamics in a porous medium using Rayleigh’s procedure. The 

Rayleigh instability of a thermal boundary layer in flow through porous medium has been 

considered by Wooding [12]. Generally, it is accepted that comets consists of a dusty ‘snowball’ 

of a mixture of frozen gases which in the process of their journey changes from solid to gas and 

vice versa. The physical properties of comets, meteorites, and interplanetary dust strongly 

suggest the importance of porosity in astrophysical context (Mcdonnel [13]).   

 

Diaz et al. [14] studied the modification of the classical criterion for the linear onset and 

growth rate of the Rayleigh-Taylor instability (RTI) in a partially ionized (PI) plasma in the 

one-fluid description by considering a generalized induction equation. The occurrence 

conditions of the condensation instability in heat-releasing partially ionized plasma in an 

external magnetic field with an induction vector normal to the direction along which a 

perturbation occurs are considered by Molevich et al. [15]. 

 

The problem of the hydromagnetic stability of conducting fluid of variable density and 

variable magnetic field in porous medium may play an important role in astrophysics (stability 

of stellar atmosphere in magnetic field, heating of solar corona, theories, and sunspot magnetic 

field) and geophysics (stability of Earth’s core and geothermal regions). Keeping in mind such 

astrophysical situations, a study has been made of the Raleigh-Taylor instability of a partially-

ionized plasma in porous medium in presence of variable horizontal magnetic field, in the 

present paper. 

 

2. Formulation of the Problem and Perturbation Equations 

 
   Here we consider an incompressible composite plasma layer consisting of an infinitely 

conducting hydromagnetic fluid of density , permeated with neutrals of density  in porous 

medium, arranged in horizontal strata and acted on by the gravity force  and the 

variable horizontal magnetic field . We assume that both the fluid and the neutral 

gas behave like continuum fluids and that effects on the neutral component resulting from the 

fields of gravity and pressure are neglected. The magnetic field interacts with the 

hydromagnetic component only.  

q
k












1


 1k

q

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   Let and  denote, respectively, the perturbations in 

velocity, magnetic field  , density  and pressure ;  and  denote the 

velocity of the neutral gas, density of neutral gas, mutual collisional (frictional) frequency 

between the two components of the composite medium, viscosity of the hydromagnetic fluid, 

magnetic permeability, medium porosity and medium permeability, respectively. Then the 

linearized perturbation equations governing the motion of the composite plasma are 

                     (1)    

                                                                                                                                             

 

               (∇. 𝑞⃗) = 0,                                                                                                                   (3) 

 

 = 0,                                                                                                                            (5)        

 

3. Dispersion relation 
 

We seek solutions of the above equations, in terms of normal modes, whose dependence 

on space-time co-ordinates is of the form 

 

where 𝑓(𝑧) is some function of  𝑧 only, 𝑘𝑥  and 𝑘𝑦 (𝑘2 = 𝑘𝑥
2 + 𝑘𝑦

2)  are horizontal wave 

numbers and 𝑛  is the frequency of the harmonic disturbance. 

Eliminating 𝑞𝑑⃗⃗⃗⃗⃗  between (1) and (2) and using (7), (1)-(6) yield 
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where                                                                   

 

Eliminating 𝑢, 𝑣, ℎ𝑥 , ℎ𝑦 , ℎ𝑧 and 𝛿𝑝   between (8) - (10) and using (11) - (15), after a certain 

amount of algebra, we get 

 

 

Assume the stratifications in density, viscosity and magnetic field of the form 

 

where 𝜌0, 𝜌𝑑0
, 𝜇0, 𝐻1 and 𝛽  are constants. Equations (17) imply that the kinematic viscosity 

𝑣(= 𝜇 𝜌⁄ = 𝜇0 𝜌0⁄ ) and the Alfven velocity 𝑉𝐴 (= √𝜇𝑒𝐻0
2 4𝜋𝜌⁄ = √𝜇𝑒𝐻1

2 4𝜋𝜌0⁄   are constant 

everywhere.  

 

Here we consider the case of two free boundaries. Let us assume that 𝛽𝑑 ≪ 1, i.e. the 

variation of density at two neighbouring points in the velocity field which is much less than the 

average density has  a negligible effect on the inertia of the fluid. The boundary conditions for 

the case of two free surfaces are 

𝑤 = 𝐷2𝑤 = 0  at 𝑧 = 0 and 𝑧 = 𝑑                                                                               (18) 

The solution of (16) satisfying the boundary conditions (18) is 

 

where 𝐴  is a constant and 𝑚  is any integer. Substituting (19) in (16) and neglecting the effect 

of heterogeneity on the inertia, we get 

 

Equation (20), on simplification, gives 

        (21) 

                                                                                                                                       

where 𝑉𝐴
2 =

𝜇𝑒𝐻1
2

4𝜋𝜌0
  and 𝐿 = (𝑚𝜋

𝑑
)2 + 𝑘2 .  
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4. Discussion 

 
Theorem 1: System is stable for stable density stratification and for unstable 

density  stratification the system is stable or unstable under a condition. 

 

Proof: For the stable density stratification  , (21) does not have any positive root  and 

this implies the stability of the system. For unstable density stratification , the system 

is stable or unstable according as 

 
 

Theorem 2: For unstable density stratification, in the absence of magnetic field, the system 

is   unstable. 

 

Proof: The system is clearly unstable in the absence of a magnetic field as can be seen 

from  (21). However, the system can be completely stabilized by a large enough magnetic  field 

as can be seen from (21), if 

 

Theorem 3: The medium permeability has decreasing or increasing effect on the growth rates 

of the Taylor instability of a partially-ionized plasma in porous medium in the presence of a 

variable horizontal magnetic field.  

 

Proof:  If  and  , (21) has at least one positive root. Let  denotes 

the  positive root of (21). Then 

              (23) 

To find the role of medium permeability on the growth rate of unstable modes, we examine the 

nature of  . Equation (23) yields 

 

For 

 

 , is negative. The growth rates, therefore, decrease with the increase in medium 

permeability. However, for 
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 is positive and the growth rates increase with the increase in medium permeability. 

The medium permeability, thus, has decreasing or increasing effect on the growth rates 

of the Taylor instability of a partially-ionized plasma in porous medium in the presence 

of a variable horizontal magnetic field.  

 

Theorem 4: The growth rates decrease with the increase in collisional frequency and the growth 

rates increase with the increase in collisional frequency under a region. 

 

Proof: To find the role of collisional frequency on the growth rate of unstable modes, 

we examine the nature of    . 

Equation (23) gives 

 

Therefore, if, in addition to  , which is a sufficient condition for instability, we 

have either of the condition 

 

or 

 

 is always negative. The growth rates, therefore, decrease with the increase in 

collisional frequency. However, the growth rates increase with the increase in collisional 

frequency for the region 

 

 

5. Results 

 
The main results of the present study are: 

(i) The system is found to be stable for stable stratification.  

(ii) For unstable density stratification, the system is stable or unstable according as 

                       

(iii) For unstable density stratification, in the absence of magnetic field, the system is 

unstable. However, the system can be completely stabilized by a large enough 

magnetic field if     
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(iv) The medium permeability has decreasing or increasing effect on the growth rates of 

the Taylor instability of a partially-ionized plasma in porous medium in the presence 

of a variable horizontal magnetic field. 

(v) The growth rates decrease with the increase in collisional frequency and the growth 

rates increase with the increase in collisional frequency for the region 
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Abstract 

In this paper, we present the generalization of Jacobsthal and Jacobsthal-Lucas sequences 

by the recurrence relations 2 2

1 2 1 22 ( ) & 2 ( ) , 2n n n n n nJ aJ b a J j aj b a j n          with the 

initial conditions
0 1 0 10, 1 2, 2J J and j j a    . We establish some of the interesting 

properties of involving them. Also we describe and derive sums, connection formulae and 

Generating function. We have used their Binet’s formula to derive the identities. 

Keywords: Generalized Jacobsthal sequence, Generalized Jacobsthal-Lucas sequence, 

Binet’s formula and Generating function. 

 

 

1. Introduction 

 

Sequences have been fascinating topic for mathematicians for centuries. The Fibonacci 

sequence, Lucas sequence, Pell sequence, Pell-Lucas sequence, Jacobsthal sequence and 

Jacobsthal-Lucas sequence are most prominent examples of recursive sequences. The second 

order recurrence sequence has been generalized in two ways mainly, first by preserving the 

initial conditions and second by preserving the recurrence relation. 

 

Kalman and Mena [10] generalize the Fibonacci sequence by 

1 2 0 1, 2 0, 1n n nF aF bF n with F F            (1.1) 

Horadam [8] defined generalized Fibonacci sequence nH by 

1 2 1 2, 3 ,n n nH H H n with H p H p q             (1.2)            

where p and q are arbitrary integers. 

The k-Fibonacci numbers defined by Falco’n and Plaza [4], for any positive real 

number k, the k-Fibonacci sequence is defined recurrently by

, , 1 , 2 ,0 ,1, 2 0, 1k n k n k n k kF k F F n with F F           (1.3) 
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The k-Lucas numbers defined by Falco’n [2], 

, , 1 , 2 ,0 ,1, 2 2,k n k n k n k kL k L L n with L L k           (1.4) 

Most of the authors introduced Fibonacci pattern based sequences in many ways which are 

known as Fibonacci-Like sequences and k-Fibonacci-like sequences [13, 17, 22, 28, 29]. 

 

Generalized Fibonacci sequence [7], is defined as 

1 2 0 1, 2 ,k k kF pF qF k with F a F b            (1.5) 

where p, q, a and b are positive integer. 

( , )p q - Fibonacci numbers [19], is defined as 

, , , , , , , ,0 , ,, 2 0, 1p q n p q n p q n p q p q nF pF bF n with F F          (1.6) 

( , )p q - Lucas numbers [20], is defined as 

, , , , , , , ,0 , ,, 2 2,p q n p q n p q n p q p q nL pL bL n with L L p          (1.7) 

Generalized ( , )p q -Fibonacci-Like sequence [21], is defined by recurrence relation 

, , , , , , , ,0 , ,, 2 2 , 1p q n p q n p q n p q p q nS pS qS n with S k S kp          (1.8) 

Goksal Bilgici [1], defined new generalizations of Fibonacci and Lucas sequences 

2

1 2 0 12 ( ) , 2 0, 1k k kf af b a f k with f f             (1.9) 

2

1 2 0 12 ( ) , 2 2, 2k k kl al b a l k with l l a                      (1.10) 

Tulay Yagmur [30], defined generalizations of Pell and Pell-Lucas sequences 

2

1 2 0 12 ( ) , 2 0, 1k k kp ap b a p k with p p                          (1.11) 

2

1 2 0 12 ( ) , 2 2, 2k k kq aq b a q k with q q a                      (1.12) 

 

In this study, we present the generalization of Jacobsthal and Jacobsthal-Lucas 

sequences, in much the same way that Bilgici did for Fibonacci and Lucas sequences in [1] and 

Yagmur did for Pell and Pell-Lucas sequences in [30]. We prove the Catalan, Cassini, and 

d’Ocagne identities for this sequence. Moreover, we introduce the special sums of the 

generalized Jacobsthal and Jacobsthal-Lucas sequences and prove them using Binet’s formula. 

 

2. Generalized Jacobsthal and Jacobsthal-Lucas Sequences  

 
In this section, we review basic definitions and introduce relevant facts.  

 

For 2n  , The generalized Jacobsthal sequence is defined by 

2

1 22 ( )n n nJ aJ b a J                                                        (2.1) 

with initial conditions 
0 10 , 1J J  . 
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First few generalized Jacobsthal numbers are 

   2 3 4 2 20,1,2 ,3 ,4 4 ,5 10 ,...nJ a a b a ab a a b b      

It is well known that the Jacobsthal and Jacobsthal-Lucas sequences are closely related.  

 

For 2n  , The generalized Jacobsthal-Lucas sequence is defined by
2

1 22 ( )n n nj a j b a j                                                         (2.2) 

with initial conditions 
0 12 , 2j j a  . 

 

First few generalized Jacobsthal-Lucas numbers are 

   2 3 4 2 2 5 3 22,2 ,2 2 ,2 6 ,2 12 2 ,2 20 10 , ...nj a a b a ab a a b b a a b ab        

In (2.1) and (2.2), &a b  are any nonzero real numbers. 

 

If
1 9

&
2 4

a b  , then we obtained classical Jacobsthal and Jacobsthal-Lucas sequences, 

If
1 5

&
2 4

a b  , then we obtained classical Fibonacci and Lucas sequences, 

If 1 & 3a b  , then we obtained classical Pell sequence and Pell-Lucas sequences, 

If
3 1

&
2 4

a b  , then we obtained classical Mersenne and Fermat sequences. 

 

For any positive integer k, 

If
24

&
2 4

k k
a b

 
   

 
, then we obtained k-Fibonacci and k-Lucas sequences, 

If 1 & (1 )a b k   , then we obtained k-Pell and k-Pell-Lucas sequences, 

If
28

&
2 4

k k
a b

 
   

 
, then we obtained k- Jacobsthal and k- Jacobsthal-Lucas sequences. 

 

2.1. Explicit sum formulae of generalized Jacobsthal and Jacobsthal-Lucas sequences 

 

Theorem 2.1. Explicit sum Formula for generalized Jacobsthal sequence is given by 

1

2
2 1 2

0

1
(2 ) ( )

n

n i i

n

i

n i
J a b a

i

 
 
 

 



  
  

 
                                                      (2.3) 

Proof. Applying Binet’s formula of generalized Jacobsthal sequence, the proof is clear. 

 

Theorem 2.2. Explicit sum Formula for new generalized Jacobsthal-Lucas sequence is given 

by 
1

2 2
2 2 2 2

0 0

1
2 (2 ) ( ) (2 ) ( )

n n

n i i n i i

n

i i

n i n i
j a b a a b a

i i

   
   
   

 

 

     
      

   
    (2.4) 

Proof. Applying Binet’s formula of generalized Jacobsthal-Lucas sequence, the proof is clear 
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2.2. Binet’s formula of Generalized Jacobsthal and Jacobsthal-Lucas sequences 

 
In the 19th century, the French mathematician Binet devised two remarkable analytical 

formulas for the Fibonacci and Lucas numbers. In our case, Binet’s formula allows us to express 

the generalized Jacobsthal and Jacobsthal-Lucas sequences in function of the roots of the 

following characteristic equation, associated to the recurrence relation (2.1) & (2.2): 
2 22 ( )x ax b a                                                                         (2.5) 

 

Theorem 2.3. (Binet’s formula). The nth terms of the generalized Jacobsthal sequence is 

given by  

1 2

1 2

n n

nJ
 


 

                                                                             (2.6) 

where 1 2&   are the roots of the characteristic equation (2.5), with

1 2,a b a b      . 

 

Proof. We use the Principle of Mathematical Induction (PMI) on n.  It is clear the result is 

true for 0 & 1n n  by hypothesis. Assume that it is true for i such that 0 1i r   , then 

1 2

1 2

i i

iJ
 


 

 

It follows from definition generalized Jacobsthal sequence (2.1) and equation (2.6) 
2 2

2 1 2
2 1

1 2

2 ( )
r r

r r rJ aJ b a J
 

 

 
   

 
 

Thus, the formula is true for any positive integer n. 

 

Theorem 2.4. (Binet’s formula). The nth terms of the generalized Jacobsthal-Lucas sequence 

is given by 

1 2

n n

nj         (2.7) 

 

Proof. It can be proved same as Theorem 2.3. 

 

Theorem 2.5. For every integer n , we have 

(i) 
2( )

n
n n

J
J

a b






     (2.8) 

(ii) 
2( )

n
n n

j
j

a b
 


     (2.9) 

 

Theorem 2.6. For every integer n , we have  

2n n nJ j J                                                                            (2.10) 

 

Proof. Applying Binet’s formula of generalized Jacobsthal sequence and generalized 

Jacobsthal-Lucas sequence, the proof is clear. 
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2.3. Identities of Generalized Jacobsthal and Jacobsthal-Lucas sequences 

 

In this section, we introduce Catalan, Cassini and d’Ocagne identities for the generalized 

Jacobsthal and Jacobsthal-Lucas sequences and prove them using Binet’s formula stated in the 

previous section. 

 

2.3.1. Catalan's Identity 

 

Catalan's identity for Fibonacci numbers was found in 1879 by Eugene Charles Catalan a 

Belgian mathematician who worked for the Belgian Academy of Science in the field of number 

theory: 

 

Theorem 2.7. (Catalan’s identity). For every integers n and r , we have 

2 2 2( )n r

n r n r n rJ J J a b J

                                              (2.11) 

and  

2 2 24 ( )n r

n r n r n rj j j b a b j

                                                        (2.12) 

Proof. Applying Binet’s formula of generalized Jacobsthal sequence and generalized 

Jacobsthal-Lucas sequence completes the proof of Catalan's identity. 

  

2.3.2. Cassini's Identity 

 

This is one of the oldest identities involving the Fibonacci numbers. It was discovered in 1680 

by Jean-Dominique Cassini a French astronomer: 

 

Theorem 2.8. (Cassini’s identity). For every integers n , we have 
2 2 1

1 1 ( )n

n n nJ J J a b 

                                                       (2.13) 

and  
2 2 1

1 1 1 4 ( )n

n nj j j b a b 

                                                      (2.14)  

 

Proof. Taking 1r   in Catalan's identity (2.11) & (2.12) the proof is completed. 

 

2.3.3. d'Ocagne's identity 

 

Theorem 2.9. (d'Ocagne's identity). For every integers n and m , we have 

2

1 1 ( )n

m n n m m nJ J J J a b J                                                            (2.15) 

and      

2

1 1 4 ( )n

m n n m m nj j j j ab a b J                                                       (2.16) 

Proof. Applying Binet’s formula of generalized Jacobsthal sequence and generalized 

Jacobsthal-Lucas sequence completes the proof of d'Ocagne's identity.  
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3. The Sums of the Generalized Jacobsthal and Jacobsthal-Lucas 

Sequences 
 

Binet’s formula allows us to express the sum of generalized Jacobsthal and Jacobsthal-

Lucas sequences. 

 

3.1. Sums of Generailzed Jacobsthal Sequence 

 

Theorem 3.1. For fixed integers , 0 1p q with q p   , the following equality holds 

2

( 2) ( 1) ( ) p

p n q p p n q pn qJ j J a b J          (3.1) 

Proof. From the the Binet’s formula of generalized Jacobsthal and Jacobsthal-Lucas 

sequences, 

 
( 1) ( 1)

1 2
( 1) 1 2

1 2

p n q p n q
p p

p p n qj J
   

 

  
    

  
 

( 2) 2 2 ( 2)

1 1 2 2

1 2

1
( ) ( )p n q p pn q p pn q p n qa b a b                

 

   ( 2) ( 2) 2

1 2 1 2

1 2

1
( )p n q p n q p pn q pn qa b            

  
 

2

( 2) ( ) p

p n q pn qJ a b J      

then, the equality becomes, 
2

( 2) ( 1) ( ) p

p n q p p n q pn qJ j J a b J        

 

Theorem 3.2. For fixed integers , 0 1p q with q p   , the following equality holds 
2 2

( 1)

2
0

( ) ( )

( ) 1

q pn
p n q p q q pn q

pi q p
i p

J a b J J a b J
J

j a b

   





    


  
    (3.2)  

 

Proof. From the the Binet’s formula of generalized Jacobsthal sequence, 

1 2

0 0 1 2

pi q pi qn n

pi q

i i

J
 



 

 


 
   

1 2

0 01 2

1 n n
pi q pi q

i i

 

 

 
       

   

1 1 2 2

1 2 1 2

1

1 1

pn q p q pn q p q

p p

       
  
      

 

2 2

( 1)2

1
( ) ( )

( ) 1

p q

pn q p n q q p qp

p

a b J J J a b J
a b j

   
         

 

2 2

( 1)

2

( ) ( )

( ) 1

q p

p n q p q q pn q

p

p

J a b J J a b J

j a b

       


  
 

This completes the proof. 

 

Corollary 3.3. Sum of odd generalized Jacobsthal sequence, If 2 1p m  then Eq. (3.2) is  
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2 2 (2 1)

(2 1)( 1) 2 1 (2 1)

(2 1) 2 (2 1)
0 (2 1)

( ) ( )

( ) 1

q mn
m n q m q q m n q

m i q m
i m

J a b J J a b J
J

j a b



      

  
 

    


  
                          (3.3) 

For example 

(1) If 0 then 1m p  : 

2 2

1 1

2
0

( ) ( )

2 ( ) 1

qn
n q q q n q

i q

i

J a b J J a b J
J

a a b

   





    


  
    (3.4) 

  (i)      For 
2

1

2
0

1 ( )
0 :

2 ( ) 1

n
n n

i

i

J a b J
q J

a a b





  
 

  
    

(2) If 1then 3m p  : 

2 2 3

3 3 3 3

3 3 3 4 2
0

( ) ( )

(2 ) 3 (2 ) (3 ) 1

qn
n q q q n q

i q

i

J a b J J a b J
J

a a ab ab b a b

   





    


     
    (3.5) 

(i) For 
2 2 3

3 3 3
3 3 3 4 2

0

(3 ) ( )
0 :

(2 ) 3 (2 ) (3 ) 1

n
n n

i

i

J a b a b J
q J

a a ab ab b a b





   
 

     
  

(ii) For 
2 2 3

3 4 3 1
3 1 3 3 4 2

0

2 ( ) 1 ( )
1 :

(2 ) 3 (2 ) (3 ) 1

n
n n

i

i

J a a b a b J
q J

a a ab ab b a b

 




    
 

     
  

(iii) For 
2 2 2 3

3 5 3 2
3 2 3 3 4 2

0

( ) 2 ( )
2 :

(2 ) 3 (2 ) (3 ) 1

n
n n

i

i

J a b a a b J
q J

a a ab ab b a b

 




    
 

     
  

(3) If 2 then 5m p  : 

2 2 5

5 5 5 5

5 2 5
0 5

( ) ( )

( ) 1

qn
n q q q n q

i q

i

J a b J J a b J
J

j a b

   





    


  
   (3.6) 

(i) For 
2 5

5 5 5 5
5 2 5

0 5

( )
0 :

( ) 1

n
n n

i

i

J J a b J
q J

j a b





  
 

  
  

(ii)  For 
2 2 5

5 6 4 5 1
5 1 2 5

0 5

( ) 1 ( )
1 :

( ) 1

n
n n

i

i

J a b J a b J
q J

j a b

 




    
 

  
  

(iii) For 
2 2 2 5

5 7 3 5 2
5 2 2 5

0 5

( ) 2 ( )
2 :

( ) 1

n
n n

i

i

J a b J a a b J
q J

j a b

 




    
 

  
  

(iv)  For 
2 3 2 2 5

5 8 5 3
5 3 2 5

0 5

( ) 2 (3 ) ( )
3 :

( ) 1

n
n n

i

i

J a b a a b a b J
q J

j a b

 




     
 

  
    

(v) For
2 4 2 2 5

5 9 5 4
5 4 2 5

0 5

( ) 4 ( ) ( )
4 :

( ) 1

n
n n

i

i

J a b a a b a b J
q J

j a b

 




     
 

  
  

(vi) For 
2 5

5 10 5 5 5
5 5 2 5

0 5

( )
5 :

( ) 1

n
n n

i

i

J J a b J
q J

j a b

 




  
 

  
  

 

Corollary 3.4. Sum of even generalized Jacobsthal sequence, If 2p m  then Eq. (3.2) is 
2 2 2

2 ( 1) 2 2

2 2 2
0 2

( ) ( )

( ) 1

q mn
m n q m q q mn q

mi q m
i m

J a b J J a b J
J

j a b

   





    


  
   (3.7) 

For example 

(1) If 1then 2m p  : 

2 2 2

2 2 2 2

2 2 2
0 2

( ) ( )

( ) 1

qn
n q q q n q

i q

i

J a b J J a b J
J

j a b

   





    


  
    (3.8) 
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(i) For 
2 2

2 2 2
2 2 2 2

0

2 ( )
0 :

(2 2 ) ( ) 1

n
n n

i

i

J a a b J
q J

a b a b





  
 

   
    

(ii) For 
2 2 2

2 3 2 1
2 1 2 2 2

0

( ) 1 ( )
1 :

(2 2 ) ( ) 1

n
n n

i

i

J a b a b J
q J

a b a b

 




    
 

   
    

(iii) For 
2 2

2 4 2 2
2 2 2 2 2

0

2 ( )
2 :

(2 2 ) ( ) 1

n
n n

i

i

J a a b J
q J

a b a b

 




  
 

   
  

(2) If 2 then 4m p  : 

2 2 4

4 4 4 4

4 2 4
0 4

( ) ( )

( ) 1

qn
n q q q n q

i q

i

J a b J J a b J
J

j a b

   





    


  
    (3.9) 

(i) For 
2 4

4 4 4 4
4 2 4

0 4

( )
0 :

( ) 1

n
n n

i

i

J J a b J
q J

j a b





  
 

  
    

(ii) For 
2 2 4

4 5 3 4 1
4 1 2 4

0 4

( ) 1 ( )
1 :

( ) 1

n
n n

i

i

J a b J a b J
q J

j a b

 




    
 

  
    

(iii) For 
2 2 2 4

4 6 4 2
4 2 2 4

0 4

( ) 2 2 ( )
2 :

( ) 1

n
n n

i

i

J a b a a a b J
q J

j a b

 




    
 

  
  

(iv) For 
2 3 2 4

4 7 3 4 3
4 3 2 4

0 4

( ) ( )
3 :

( ) 1

n
n n

i

i

J a b J a b J
q J

j a b

 




    
 

  
    

(v) For 
2 4

4 8 4 4 4
4 4 2 4

0 4

( )
4 :

( ) 1

n
n n

i

i

J J a b J
q J

j a b

 




  
 

  
  

(3) If 3then 6m p  : 

2 2 6

6 6 6 6

6 2 6
0 6

( ) ( )

( ) 1

qn
n q q q n q

i q

i

J a b J J a b J
J

j a b

   





    


  
             (3.10) 

(i) For 
2 6

6 6 6 6
6 2 6

0 6

( )
0 :

( ) 1

n
n n

i

i

J J a b J
q J

j a b





  
 

  
  

(ii) For 
2 2 6

6 7 5 6 1
6 1 2 6

0 6

( ) 1 ( )
1 :

( ) 1

n
n n

i

i

J a b J a b J
q J

j a b

 




    
 

  
  

(iii) For
2 2 2 6

6 8 4 6 2
6 2 2 6

0 6

( ) 2 ( )
2 :

( ) 1

n
n n

i

i

J a b J a a b J
q J

j a b

 




    
 

  
  

(iv) For 
2 3 2 6

6 9 3 3 6 3
6 3 2 6

0 6

( ) ( )
3 :

( ) 1

n
n n

i

i

J a b J J a b J
q J

j a b

 




    
 

  
  

 

Theorem 3.5. For fixed integers , 0 1p q with q p   , the following equality holds 
2 2

( 1)

2
0

( 1) ( 1) ( ) ( )
( 1)

( ) 1

n n p qn
p n q pn q p q qi

pi q p
i p

J a b J a b J J
J

j a b

   





      
 

  
         (3.11)

  

Proof. Applying Binet’s formula of generalized Jacobsthal sequence, the proof is clear.  

 

For different values of &p q : 
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(i) 
2

1

2
0

( 1) ( 1) ( ) 1
( 1)

2 1

n nn
i n n

i

i

J a b J
J

a a b





    
 

  
  

(ii) 
2 2

2 2 2
2 2 2 2

0

( 1) ( 1) ( ) 2
( 1)

(2 2 ) ( ) 1

n nn
i n n

i

i

J a b J a
J

a b a b





    
 

   
  

(iii) 
2 2 2

2 3 2 1
2 1 2 2 2

0

( 1) ( 1) ( ) ( ) 1
( 1)

(2 2 ) ( ) 1

n nn
i n n

i

i

J a b J a b
J

a b a b

 




      
 

   
  

(iv) 
2 4

4 4 4 4
4 2 4

0 4

( 1) ( 1) ( )
( 1)

( ) 1

n nn
i n n

i

i

J a b J J
J

j a b





    
 

  
  

(v) 
2 4 2

4 5 4 1 3
4 1 2 4

0 4

( 1) ( 1) ( ) ( ) 1
( 1)

( ) 1

n nn
i n n

i

i

J a b J a b J
J

j a b

 




      
 

  
  

(vi) 
2 4 2 2

4 6 4 2
4 2 2 4

0 4

( 1) ( 1) ( ) ( ) 2 2
( 1)

( ) 1

n nn
i n n

i

i

J a b J a b a a
J

j a b

 




      
 

  
  

(vii) 
2 4 2 3

4 7 4 3 3
4 3 2 4

0 4

( 1) ( 1) ( ) ( )
( 1)

( ) 1

n nn
i n n

i

i

J a b J a b J
J

j a b

 




      
 

  
  

 

3.2. Sums of Generailzed Jacobsthal-Lucas Sequence 

 

Theorem 3.6. For fixed integers , 0 1p q with q p   , the following equality holds 

2

( 1) ( 1)( ) p

p n q p pn q p n qj j j a b j                                                            (3.12) 

 

Theorem 3.7. For fixed integers , 0 1p q with q p   , the following equality holds 

2 2

( 1)

2
0

( ) ( )
( , )

( ) 1

q pn
p n q p q q pn q

pi q p
i p

j a b j j a b j
j x y

j a b

   





    


  
                       (3.13)

  

Corollary 3.8. Sum of odd generalized Jacobsthal-Lucas sequence, If 2 1p m  then Eq. 

(3.13) is  
2 2 (2 1)

(2 1)( 1) 2 1 (2 1)

(2 1) 2 (2 1)
0 (2 1)

( ) ( )

( ) 1

q mn
m n q m q q m n q

m i q m
i m

j a b j j a b j
j

j a b



      

  
 

    


  
             (3.14) 

 

For example 

(1) If 0 then 1m p  : 

2 2

1 1

2
0

( ) ( )

2 ( ) 1

qn
n q q q n q

i q

i

j a b j j a b j
j

a a b

   





    


  
                (3.15) 

  (i)      For 
2

1

2
0

2 2 ( )
0 :

2 ( ) 1

n
n n

i

i

j a a b j
q j

a a b





   
 

  
    

(2) If 1then 3m p  : 

2 2 3

3 3 3 3

3 3 2 3
0

( ) ( )

2( 3 ) ( ) 1

qn
n q q q n q

i q

i

j a b j j a b j
j

a ab a b

   





    


   
               (3.16) 

(3) If 2 then 5m p  : 

2 2 5

5 5 5 5

5 2 5
0 5

( ) ( )

( ) 1

qn
n q q q n q

i q

i

j a b j j a b j
j

j a b

   





    


  
               (3.17) 
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Corollary 3.9. Sum of even generalized Jacobsthal-Lucas sequence, If 2p m then  Eq. (3.13) 

is  

2 2 2

2 ( 1) 2 2

2 2 2
0 2

( ) ( )

( ) 1

q mn
m n q m q q mn q

mi q m
i m

j a b j j a b j
j

j a b

   





    


  
                                     (3.18) 

 

For example 

(1) If 1then 2m p  : 

2 2 2

2 2 2 2

2 2 2
0 2

( ) ( )

( ) 1

qn
n q q q n q

i q

i

j a b j j a b j
j

j a b

   





    


  
              (3.19) 

(2) If 2 then 4m p  : 

2 2 4

4 4 4 4

4 2 4
0 4

( ) ( )

( ) 1

qn
n q q q n q

i q

i

j a b j j a b j
j

j a b

   





    


  
             (3.20) 

(3) If 3then 6m p  : 

2 2 6

6 6 6 6

6 2 6
0 6

( ) ( )

( ) 1

qn
n q q q n q

i q

i

j a b j j a b j
j

j a b

   





    


  
              (3.21) 

 

Theorem 3.10. For fixed integers , 0 1p q with q p   , the following equality holds  

 

2 2

( 1)

2
0

( 1) ( 1) ( ) ( )
( 1)

( ) 1

n n p qn
p n q pn q p q qi

pi q p
i p

j a b j a b j j
j

j a b

   





      
 

  
              (3.22)

  

Proof. Applying Binet’s formula of generalized Jacobsthal-Lucas sequence, the proof is clear.  

For different values of &p q : 

(i) 
2

1

2
0

( 1) { ( ) } 2( 1)
( 1)

2 ( ) 1

nn
i n n

i

i

j a b j a
j

a a b





    
 

  
  

(ii) 
2 2 2

2 2 2
2 2 2 2

0

( 1) { ( ) } 2( 1)
( 1)

2( ) ( ) 1

nn
i n n

i

i

j a b j a b
j

a b a b





     
 

   
  

(iii) 
2 2 2

2 3 2 1
2 1 2 2 2

0

( 1) { ( ) } 2 ( 1)
( 1)

2( ) ( ) 1

nn
i n n

i

i

j a b j a a b
j

a b a b

 




     
 

   
  

(iv) 
2 4

4 4 4 4
4 2 4

0 4

( 1) { ( ) } 2
( 1)

( ) 1

nn
i n n

i

i

j a b j j
j

j a b





    
 

  
  

(v) 
2 4 2

4 5 4 1 3
4 1 2 4

0 4

( 1) { ( ) } ( ) 2
( 1)

( ) 1

nn
i n n

i

i

j a b j a b j a
j

j a b

 




     
 

  
  

(vi) 
2 4 2 2 2

4 6 4 2
4 2 2 4

0 4

( 1) { ( ) } {( ) 1}(2 2 )
( 1)

( ) 1

nn
i n n

i

i

j a b j a b a b
j

j a b

 




      
 

  
  
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4. Generalized Identities of the Product of Generalized Jacobsthal and 

Jacobsthal-Lucas Sequences 

 
Thongmoon [24, 25], defined various identities of Fibonacci and Lucas numbers. Singh, 

Bhadouria and Sikhwal [16], present some generalized identities involving common factors of 

Fibonacci and Lucas numbers. Gupta and Panwar [6], present identities involving common 

factors of generalized Fibonacci, Jacobsthal and jacobsthal-Lucas numbers. Panwar, Singh and 

Gupta ([14, 15]), present Generalized Identities Involving Common factors of generalized 

Fibonacci, Jacobsthal and jacobsthal-Lucas numbers. Singh, Sisodiya and Ahmed [18], 

investigate some products of k-Fibonacci and k-Lucas numbers, also present some generalized 

identities on the products of k-Fibonacci and k-Lucas numbers to establish connection formulas 

between them with the help of Binet’s formula. Pakapongpun [12], present Jacobsthal-like 

sequence ([7]), also provide generalized identities on the products of Jacobsthal-like and 

Jacobsthal-Lucas numbers. Thongkam, Butsuwan and Bunya [23], present the investigation of 

products of (p, q)-Fibonacci-like and (p, q)-Lucas numbers. In this section, we present identities 

involving product of generalized Jacobsthal and Jacobsthal-Lucas sequences and related 

identities. 

 

Theorem 4.1. If k kJ and j  are generalized Jacobsthal and Jacobsthal-Lucas sequences, then 

    2 2 1

2 2 1 4 1 1( ) , 0 & 0k

k p k k p pJ j J a b J where k p

           (4.1)  

 

Proof. Applying Binet’s formula of generalized Jacobsthal and Jacobsthal-Lucas sequences, 

 
2 2

2 1 2 11 2
2 2 1 1 2

1 2

k p k p
k k

k p kJ j
 

 

 

  
   

  
    (4.2) 

 

 
 

24 1 4 1
1 21 2

1 2 2 1

1 2 1 2

kk p k p
p p

      
      

    
 

 
4 1 4 1 1 1

2 21 2 1 2
1 2

1 2 1 2

( )
k p k p p p

k
a b

           
      

      
 

2 2 1

4 1 1( ) k

k p pJ a b J

      

This completes the proof. 

 

Corollary 4.2. For different values of p, (4.1) can be expressed as: 
2 2 3 3

2 3 2 1 4 2( ) 3, : ( ) (4 4 )k

k k ki If p then J j J a b a ab

           (4.3) 

2 2 2 2

2 2 2 1 4 1( ) 2, : ( ) (3 )k

k k kii If p then J j J a b a b

           (4.4) 

2 2 1

2 2 2 1 4( ) 1, : 2 ( ) k

k k kiii If p then J j J a a b 

          (4.5) 

  

Following theorems can be solved by Binet’s formula of new generalization of Fibonacci and 

Lucas numbers. 

 

Theorem 4.3. 
2 2 2

2 2 2 4 2 2( ) , 0 & 0k

k p k k p pJ j J a b J where k p

           (4.6)  

 

Corollary 4.4. For different values of p, (4.6) can be expressed as: 
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2 2 3

2 3 2 2 4 1 5( ) 3, : ( ) k

k k ki If p then J j J a b J

           (4.7) 

2 2 2

2 2 2 2 4 4( ) 2, : ( ) k

k k kii If p then J j J a b J

          (4.8) 

2 2 1

2 1 2 2 4 1 3( ) 1, : ( ) n

k k kiii If p then J j J a b J

           (4.9) 

 

Theorem 4.5. 
2 2

2 2 4 ( ) , 0 & 0k

k p k k p pJ j J a b J where k p                                    (4.10)  

 

Corollary 4.6. For different values of p, (4.10) can be expressed as: 

2 2 3

2 3 2 4 3 3( ) 3, : ( ) n

k k ki If p then J j J a b J

                    (4.11) 

2 2 2

2 2 2 4 3( ) 2, : 2 ( ) k

k k kii If p then J j J a a b 

                        (4.12) 

2 2 1

2 1 2 4 1( ) 1, : ( ) k

k k kiii If p then J j J a b 

                     (4.13) 

 

Theorem 4.7. 
2 2 1

2 2 1 4 1 1( ) , 0 & 0k

k p k k p pJ j J a b J where k p

            (4.14)  

 

Corollary 4.8. For different values of p, (4.14) can be expressed as: 

2 2 1

2 3 2 1 4 4( ) 3, : 2 ( ) k

k k ki If p then J j J a a b 

                     (4.15) 

2 2

2 2 2 1 4 3( ) 2, : ( ) k

k k kii If p then J j J a b                                 (4.16) 

2 1 2 1 4 2( ) 1, : k k kiii If p then J j J                     (4.17) 

 

Theorem 4.9. 
2 2 1

2 2 1 4 1 1( ) , 0 & 0k

k p k k p pJ j J a b J where k p

           (4.18)  

 

Corollary 4.10. For different values of p, (4.18) can be expressed as: 

2 2 1 3

2 3 2 1 4 2( ) 3, : ( ) (4 4 )k

k k ki If p then J j J a b a ab

               (4.19) 

2 2 1 2

2 2 2 1 4 1( ) 2, : ( ) (3 )k

k k kii If p then J j J a b a b

                   (4.20) 

2 2 1

2 1 2 1 4( ) 1, : 2 ( ) k

k k kiii If p then J j J a a b 

                              (4.21) 

 

Theorem 4.11. 
2 2

2 2 4 ( ) , 0 & 0k

k p k k p pJ j J a b J where k p         (4.22)  

 

Corollary 4.12. For different values of p, (4.22) can be expressed as: 

2 2 2

2 3 2 4 3( ) 3, : ( ) (3 )k

k k ki If p then J j J a b a b                     (4.23) 

2 2

2 2 2 4 2( ) 2, : 2 ( ) k

k k kii If p then J j J a a b                         (4.24) 

2 2

2 1 2 4 1( ) 1, : ( ) k

k k kiii If p then J j J a b                                (4.25) 
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Theorem 4.13. 
2 2

2 2 4 ( ) , 0 & 0k

k k p k p pJ j J a b J where k p        (4.26)  

 

Corollary 4.14. For different values of p, (4.26) can be expressed as: 

2 2 3 2

2 2 3 4 3( ) 3, : ( ) (3 )k

k k ni If p then J j J a b a b

                     (4.27) 

2 2 2

2 2 2 4 2( ) 2, : 2 ( ) k

k k kii If p then J j J a a b 

                    (4.28) 

2 2 1

2 2 1 4 1( ) 3, : ( ) k

k k kiii If p then J j J a b 

                     (4.29) 

 

Theorem 4.15. 
2 2

2 2 44 ( ) , 0 & 0k

k k p k p pbJ J j a b j where k p        (4.30)  

 

Corollary 4.16. For different values of p, (4.30) can be expressed as: 

3 2 2 3

2 2 3 4 3( ) 3, : 4 (2 6 )( ) k

k k ki If p then bJ J j a ab a b 

             (4.31) 

2 2 2 2

2 2 2 4 2( ) 2, : 4 (2 2 )( ) k

k k kii If p then bJ J j a b a b 

              (4.32) 

2 2 1

2 2 1 4 1( ) 1, : 4 2 ( ) k

k k kiii If p then bJ J j a a b 

                           (4.33) 

 

Theorem 4.17. 
2 2

2 2 4 ( ) , 0 & 0k

k k p k p pj j j a b j where k p        (4.34)  

 

Corollary 4.18. For different values of p, (4.34) can be expressed as: 

3 2 2 3

2 2 3 4 3( ) 3, : (2 6 )( ) k

k k ki If p then j j j a ab a b 

                  (4.35) 

2 2 2 2

2 2 2 4 2( ) 2, : (2 2 )( ) k

k k kii If p then j j j a b a b 

                   (4.36) 

2 2 1

2 2 1 4 1( ) 1, : 2 ( ) k

k k kiii If p then j j j a a b 

                     (4.37) 

 

5. Generating function of the Generalized Jacobsthal and Jacobsthal-Lucas 

Sequences 

 
Generating functions provide a powerful technique for solving linear homogeneous 

recurrence relations. Even though generating functions are typically used in conjunction with 

linear recurrence relations with constant coefficients, we will systematically make use of them 

for linear recurrence relations with non constant coefficients. In this paragraph, the generating 

function for generalized Jacobsthal and Jacobsthal-Lucas Sequences are given. As a result, 

generalized Jacobsthal and Jacobsthal-Lucas Sequences are seen as the coefficients of the 

corresponding generating function. Function defined in such a way is called the generating 

function of the generalized Jacobsthal and Jacobsthal-Lucas Sequences. So, 

 

Theorem 5.1. The generating functions of the generalized Jacobsthal and Jacobsthal-Lucas 

sequences are given, respectively, by 

(i) 
2 2

0

( )
1 2 ( )

n

n

n

x
J x J x

ax b a x





 
  

     (5.1) 
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(ii) 
2 2

0

2 2
( )

1 2 ( )

n

n

n

ax
j x j x

ax b a x






 

  
     (5.2) 

Proof. Applying the generating functions ( )J x and ( )j x can be written as 
0

( ) n

n

n

J x J x




  

and 
0

( ) n

n

n

j x j x




 . Then, we write 

2 3

0 1 2 3( ) ... ...n

nJ x J xJ x J x J x J        

and then  2 3 4 1

0 1 2 32 ( ) 2 2 2 2 ... 2 ...n

naxJ x axJ ax J ax J ax J ax J        

2 2 2 2 2 3 2 4 2 2

0 1 2( ) ( ) ( ) ( ) ( ) ... ( ) ...n

nb a x J x b a x J b a x J b a x J b a x J            

2 2{1 2 ( ) } ( )ax b a x J x x      

2 2
0

( )
1 2 ( )

n

n

n

x
J x J x

ax b a x





  
  

  

Similarly, we have 
2 3

0 1 2 3( ) ... ...n

nj x j xj x j x j x j        

and then  2 3 4 1

0 1 2 32 ( ) 2 2 2 2 ... 2 ...n

naxj x axj ax j ax j ax j ax j        

2 2 2 2 2 3 2 4 2 2

0 1 2( ) ( ) ( ) ( ) ( ) ... ( ) ...n

nb a x J x b a x j b a x j b a x j b a x j            

2 2{1 2 ( ) } ( ) 2 2ax b a x j x ax       

2 2
0

2 2
( )

1 2 ( )

n

n

n

ax
j x j x

ax b a x






  

  
  

This completes the proof. 

 

6. Conclusion 
 

In this paper generalized Jacobsthal and Jacobsthal-Lucas sequences have been studied. 

Many of the properties of these sequences like Catalan’s identity, Cassini’s identity or 

Simpson’s identity, d’ocagnes’s identity are proved by simple algebra and Binet’s formula. We 

describe sums of generalized Jacobsthal and Jacobsthal-Lucas sequences. This enables us to 

give in a straightforward way several formulas for the sums of such generalized numbers. These 

identities can be used to develop new identities of numbers and polynomials. Also we present 

some generalized identities involving product of Jacobsthal and Jacobsthal-Lucas sequences. 

Finally we present the generating function of Jacobsthal and Jacobsthal-Lucas sequences. 
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Abstract

In this article, authors expressed a new de�nition called (�; q)�derivative and integral which is
a new type of fractional quantum derivative and integral. Also theorems and proofs on some basic
properties of (�; q)�derivative and integral such as product rule, quotient rule, linearity and etc. are
stated. These new de�nitions can be used in many di¤erent models arising in physical applications.

Keywords: q�calculus; (�; q)�derivative; (�; q)�integral.

1 Introduction

Fractional calculus which has drawn attention of scientists, has gained considerable interest from both
theoretical and the applied points of view in recent years. There are numerous applications in many
�elds such as electrical networks, chemical physics, �uid �ow, economics, signal and image processing,
viscoelasticity, porous media, aerodynamics, modeling for physical phenomena exhibiting anomalous
di¤usion, and so on. In contrast to integer-order di¤erential and integral operators, fractional-order
di¤erential operators give us chance to model nonlinear and complex phenomenons in nature and make
understand the hereditary properties of several processes. The monographs [1, 2, 3] are commonly
cited for the theory of fractional derivatives and integrals and applications to di¤erential equations of
fractional order. Indeed, studies on the theory of non-integer derivatives and integrals are not new.
There are many di¤erent de�nitions of fractional derivatives and integrals. Among these Riemann-
Liouville, Caputo, Grünwald-Letnikov, Riesz-Fischer derivatives and integrals are known commonly.
But recently a new fractional derivative and its anti-derivative de�nition is presented by Atangana [4]
called "Beta derivative" and "Atangana Beta integral" respectively.

De�nition 1 Let f : [0;1)! R be a function. "Beta derivative" of f is de�ned by

A
0D

�
t (f)(t) = lim

"!0

f(t+ " (t+ 1=�(�))1��)� f(t)
"

(1)

for all t > 0; � 2 (0; 1). The anti-derivative of a function f : [a;1)! is de�ned as

A
0 I

�
t (f)(t) =

tZ
a

f(x)

�
x+

1

�(�)

���1
dx

where � 2 (0; 1].
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Quantum calculus or q-calculus which was �rstly declared by FH Jackson in the early twentieth
century is known as calculus without limits, but this kind of calculus had already been worked out by
Euler and Jacobi. Absence of limit lets us to study on sets of non-di¤erentiable functions. Recently
it arose great interest in the mathematical modeling in quantum calculus. Hence q�calculus is seen
as a connection between mathematics and physics, scientists have been paying great attention to it
because of its di¤erent and huge application areas such as number theory, combinatorics, orthogonal
polynomials, basic hyper-geometric functions, quantum theory, mechanics and the theory of relativity.
Kac and Cheung [5] gave many of the basic features of quantum calculus in their book.

Let us give some basic de�nitions of q-calculus.

De�nition 2 [6] Let f be a function de�ned on a q-geometric set I, i.e., qt 2 I for all t 2 I. For
0 < q < 1, we de�ne the q-derivative as

Dqf(t) =
f(t)� f(qt)
(1� q)t ; t 2 I n f0g ; (2)

Dq(f)(0) = lim
t!0

Dqf(t): (3)

Note that

lim
q!1

Dqf(t) = lim
q!1

f(t)� f(qt)
(1� q)t =

df

dt
:

De�nition 3 [6] For t � 0, we set Jt = ftqn : n 2 N [ f0gg [ f0g and de�ne the de�nite q-integral
of a function f : Jt ! R by

Iqf(t) =

tZ
0

f(s)dqs = (1� q)t
1X
n=0

qnf(qnt):

2 Properties of (�; q)�Derivative and Integral
De�nition 4 ((�; q)� Derivative) (�; q)� Derivative of a function f can be expressed as

T (�;q)f(t) =

�
t+

1

�(�)

�1�� f(qt)� f(t)
(q � 1)t (4)

where

q = 1 +
"(t+ 1=�(�))1��

t
:

Example 5 Assume that f(t) = tn: The (�; q)�derivative of function f can be evaluated as follows.

T (�;q)(f)(t) =

�
t+

1

�(�)

�1�� tn � (qt)n
(1� q)t

=

�
t+

1

�(�)

�1�� tn � qntn
(1� q)t

=

�
t+

1

�(�)

�1��
tn�1 [n]q

where [n]q =
1�qn
1�q :

Theorem 6 Let f(t); g(t) are (�; q)�di¤erentiable. T (�;q) operator satis�es following properties.

1. T (�;q)(af(t) + bg(t)) = aT (�;q)f(t) + bT (�;q)g(t); a; b 2 R:

2. T (�;q)(fg)(t) = g(t) T (�;q)f(t) + f(qt)T (�;q)g(t):

45
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3. T (�;q)
�
f
g

�
(t) = g(t)T (�;q)f(t)�f(t)T (�;q)g(t)

g(t)g(qt) :

Proof.

1. The proof can be easily seen from the de�nition of (�; q)� derivative.

2. From the de�nition of (�; q)-derivative,

T (�;q)(fg)(t) = (t+ 1=�(�))1��
f(t)g(t)� f(qt)g(qt)

(1� q)t

=
(t+ 1=�(�))1��

(1� q)t [f(t)g(t)� f(qt)g(qt) + f(qt)g(t)� f(qt)g(t)]

= g(t)(t+ 1=�(�))1��
f(t)� f(qt)
(1� q)t + f(qt)(t+ 1=�(�))1��

g(t)� g(qt)
(1� q)t

= g(t)T (�;q)f(t) + f(qt)T (�;q)g(t)

can be obtained.

3. By using the de�nition of (�; q)�derivative we acquire

T (�;q)
�
f

g

�
(t) = (t+ 1=�(�))1��

f(t)
g(t) �

f(qt)
g(qt)

(1� q)t

=
(t+ 1=�(�))1��

g(t)g(qt)

�
g(t)

f(t)� f(qt)
(1� q)t � f(t)g(t)� g(qt)

(1� q)t

�
=
g(t)T (�;q)f(t)� f(t)T (�;q)g(t)

g(t)g(qt)
:

De�nition 7 Let f : [0;1) ! R be a continuous function. Thus the (�; q)�integral of function f
can be declared as follows.

I(�;q)f(t) =

tZ
0

f(s)d�q s =

tZ
0

(s+ 1=�(�))��1f(s)dqs = (1� q)t
1X
n=0

qnf(qnt)(qnt+ 1=�(�))��1:

Theorem 8 Let function f is (�; q)� di¤erentiable and integrable function. The following properties
are satis�ed for t > 0.

1. T (�;q)(I(�;q)f(t)) = f(t):

2. I(�;q)(T (�;q)f(t)) = f(t):

3.
tR
a
T (�;q)f(s)d�q s = f(t)� f(a) for a 2 (a; t) :

Proof.
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1. From de�nition of (�; q)�derivative and integral we obtain

T (�;q)(I(�;q)f(t)) = T (�;q)
tZ
0

f(s)d�q s

= T (�;q)
tZ
0

(s+ 1=�(�))��1f(s)dqs

= T (�;q)

"
(1� q)t

1X
n=0

qnf(qnt)

�
qnt+

1

�(�)

���1#

=

�
t+ 1

�(�)

�1��
t

"
t

1X
n=0

qnf(qnt)

�
qnt+

1

�(�)

���1
� qt

1X
n=0

qnf(qn(qt))

�
qn(qt) +

1

�(�)

���1#

=

�
t+

1

�(�)

�1�� " 1X
n=0

qnf(qnt)

�
qnt+

1

�(�)

���1
� q

1X
n=0

qnf(qn+1t)

�
qn+1t+

1

�(�)

���1#

=

�
t+

1

�(�)

�1�� " 1X
n=0

qnf(qnt)

�
qnt+

1

�(�)

���1
�

1X
n=0

qn+1f(qn+1t)

�
qn+1t+

1

�(�)

���1#
= f(t):

2. By using the de�nition of (�; q)�derivative and integral we get

I(�;q)(T (�;q)f(t)) =

tZ
0

T (�;q)f(s)d�q s

=

tZ
0

�
s+

1

�(�)

�1�� f(s)� f(qs)
(1� q)s d�q s

=

tZ
0

f(s)� f(qs)
(1� q)s dqs

= (1� q)t
1X
n=0

qn
�

f(qnt)

(1� q)qnt �
f(q(qnt))

(1� q)qnt

�

=

1X
n=0

�
f(qnt)� f(qn+1t)

�
= f(t):

3. It can easily seen by the help of (2).

Theorem 9 Let f; g : [0;1) ! R are continuous and (�; q)�di¤erentiable and integrable functions.
For t 2 [0;1),

1.
tR
0

[af(s) + bg(s)] d�q s = a
tR
0

f(s)d�q s+ b
tR
0

g(s)d�q s, a; b 2 R:

2.
tR
a
f(s)T (�;q)g(s)d�q s = (fg)(t)�

tR
a
g(qs)T (�;q)f(s)d�q s:

Proof.

1. One can easily see the proof from the de�nition.

47



Ikonion Journal of Mathematics 2020, 2(1)

2. From Theorem 6 (2), it can be deducted

T (�;q)(fg)(t) = f(t)T (�;q)g(t) + g(qt)Df(t):

By taking (�; q)�integral of two sides; we have

tZ
0

T (�;q)(fg)(s)d�q s =

tZ
0

f(s)T (�;q)g(s)d�q s+

tZ
0

g(qs)T (�;q)f(s)d�q s:

Then using Theorem 8 (2), we get

tZ
0

f(s)T (�;q)g(s)d�q s = f(t)g(t)�
tZ
0

g(qs)T (�;q)f(s)d�q s:

3 Conclusion

In this paper the authors give a new de�nition entitled "(�; q)�derivative and integral" by estab-
lishing relation between with quantum calculus and beta fractional calculus. By using these new
de�nitions, many applications on di¤erent branches of science can be made. Possible applications by
using "(�; q)�derivative and integral" are left as open problem.
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