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Abstract: The ongoing global increase of energy prices and energy use has directed many researchers to study energy
conservation strategies as an instrument of sustainable development. A common yet effective strategy is to insulate the
exterior envelope of existing buildings in an attempt to improve energy efficiency. While an insulation application
requires an initial investment, it helps the building to spend less energy during its operation. In order to sustain
feasibility, it is crucial to find an insulation thickness that is cost-effective and especially applicable in developing
countries. The objective of this study is to determine the optimum insulation thickness for existing buildings by using
a representative building approach. For this purpose, insulation alternatives including 15 cm stone wool on ceilings
and expanded polystyrene (EPS) on exterior walls at varying thicknesses were applied on a representative existing
building. A variety of EPS thicknesses (from 1 cm to 20 cm) were analyzed as alternatives for the insulation
application. Annual energy requirement of the building was calculated by the heat balance method by conducting a
dynamic analysis. Life cycle costing (LCC) analysis was performed to find out which alternative results in the best
economical outcome. The optimum insulation thicknesses were obtained for various climate regions by considering a
number of scenarios with different discount and inflation rates. The results demonstrated the inadequacy of the
national regulation’s current insulation limits, as it was observed that the optimum insulation thicknesses were
significantly greater than the limiting values in the national standard. To overcome this inadequacy, it is suggested to
effectively improve energy efficiency by lowering the limiting heat transfer coefficients in the standard.

Keywords: Optimum insulation thickness, thermal insulation requirements, energy efficiency of existing buildings,
life cycle costing.

YASAM DONEMI MALIYETLEMESI YAKLASIMI iLE MEVCUT BINALARDA
OPTiMUM YALITIM KALINLIGININ BELIRLENMESI

Ozet: Enerji kullaniminin ve enerji fiyatlarmin devamli bir sekilde artmasi birgok arastirmaciyr bir siirdiiriilebilir
kalkinma araci olan enerji tasarrufu stratejilerine yonlendirmistir. Mevcut binalarin dis cephelerinin yalitimi enerji
verimliliginin arttirilmast i¢in yaygm ve etkin bir yontemdir. Yaliim uygulamalari bir ilk yatirnm maliyeti
gerektirmesine karsin binanin gelecek senelerde daha az enerji harcamasini saglar. Bu agidan, 6zellikle gelismekte
olan iilkelerde, mali acidan uygun bir yalitim kalinliginin bulunmasi énem arz etmektedir. Bu ¢aligmanin amaci bir
temsili bina yaklagimi kullanarak mevcut binalar i¢in optimum yalitim kalinliginin belirlenmesidir. Bu amagla, temsili
bir mevcut bina icin tavana 15 cm tas yiinii ve dis duvarlara degisen kalinliklarda genlesmis polistiren (EPS) yalitinu
uygulanmustir. Cesitli EPS kalinliklar1 (1 cm’den 20 cm’e) yalitim alternatifleri olarak analiz edilmistir. Binanin yillik
enerji gereksinimi dinamik analiz yapan 1s1 dengesi yontemi ile belirlenmistir. Yagam donemi maliyetlemesi analizi
gergeklestirilerek hangi alternatifin en iyi ekonomik sonucu verdigi belirlenmistir. Optimum yalitim kalinliklar1 gesitli
iklim bolgeleri icin farkli iskonto ve enflasyon oranlarimi igeren birtakim senaryolar géz 6niinde bulundurularak elde
edilmistir. Sonuclar ulusal standardin mevcut yalitim limitlerinin yetersiz oldugunu gostermektedir. Optimum yalitim
kalinliklarinin ulusal standartta belirtilen sinirlayici degerlerden bariz bir sekilde daha biiyiik olduklar1 anlagilmustir.
Bu verimsizligin giderilmesi amaciyla standarttaki sinirlayic 1s1 transfer katsayilarinin azaltilarak enerji verimliliginin
arttirtlmasi 6nerilmektedir.

Anahtar Kelimler: Optimum yalitim kalinligi, 1s1 yalitimi gereksinimleri, mevcut binalarin enerji verimliligi, yagam
donemi maliyetlemesi.



NOMENCLATURE

d Discount rate [%]

e Inflation rate [%]

IRR Internal rate of return [%]

Rei Inside convection coefficient [W/m?2.°C]

heo Outside convection coefficient [W/m?.°C]

NS  Netsavings [$]

PBP  Payback period [years]

gce  Convective part of the internal loads [W]

Jeonv  Convection heat transfer from walls to zone air

(W]

q"conv  Convection flux exchange with outdoor air
[W/m?]

qiv Sensible load due to ventilation and infiltration
(W]

g'  Conduction heat flux on inside face [W/m?]

g"w Conduction heat flux on outside face [W/m?]

g".wr Net long-wave-length radiation flux exchange
with the air and surroundings [W/m?]

g"Lws Long-wave radiation flux from equipment in the
zone [W/m?]

g"Lwx Long-wave radiant exchange flux between zone
surfaces [W/m?]

g"ss Transmitted solar radiation from windows to
inside surface [W/m?]

q"sw Net short-wave radiation flux from lights to
surface [W/m?]

Osvys Heat transfer from heating system [W]

0wl Absorbed direct and diffuse solar radiation heat
flux (shortwave) [W/m?]

SIR  Saving-to-investment ratio

Ta Zone air temperature [°C]

Ti Inside surface temperature [°C]

To Outside surface temperature [°C]

U Heat transfer coefficient [W/m?K]

Xj Outside conduction transfer function
Y Cross conduction transfer function
Z; Inside conduction transfer function
D; Flux conduction transfer function

INTRODUCTION

Sustainability of the planet depends mainly on three
components including energy efficiency, using
renewable energy, and energy savings (Morales et al.
2016). Conservation of energy has become an essential
part of the national energy strategies since the energy
crises in 1973. This is of extreme importance for
developing countries, as they import energy mostly from
abroad in order to meet their energy needs. The increase
in population and urbanization of cities result in a rapid
escalation of energy consumption. Building and
construction industry is majorly responsible for the total
primary energy consumption globally and it has had a
continuous growth since 1960s (Maleviti et al. 2013).
The industry is accountable for more than 20% of global
energy consumption of delivered energy and about 10%
of global greenhouse gas emissions, both in developing
and developed countries. The potential for reducing

greenhouse gas emissions is the
construction sector (IEO 2013).

largest in the

There is an increasing trend in energy users, from
individual home owners to corporations and even
nations, to pursue energy efficiency (Nikoofard et al.
2015). Although the issue has been widely
acknowledged since the 1970s, it is getting more
important with the concern on climate change (Miguel et
al. 2015). Energy efficiency has been mentioned as the
best approach to keep energy demand under control and
to facilitate a smooth transition towards a low-carbon
future. This suggestion emphasizes the key role of
residential sector due to having the highest cost-efficient
potential to reduce CO; emissions (Ramos et al. 2015).
In addition to reducing the energy consumption in
buildings, there are alternative ways to save energy. An
approach to reduce heat loss includes the application of
optimum insulation thicknesses to external walls. Wall
and roof insulation are known for providing an
increased amount of energy savings in buildings
compared to traditional methods.

In terms of building insulation, various studies have also
been performed to establish the optimum insulation
thickness. The optimum insulation thicknesses were
determined for different wall structures in Palestine
(Hasan 1999), for four cities in China (Yu et al. 2009),
for Tunisian buildings (Daouas 2011), for different
types of building walls in India (Mishra et al. 2012), for
hot regions of India (Sundaram and Bhaskaran 2014),
for external walls on different orientations in Greece
(Axaopouloset al. 2014), and in Cameroon as a wet and
hot tropical climate (Nematchoua et al. 2015). In all of
the prementioned studies, the optimum insulation
thicknesses were determined according to a theoretically
derived net saving/cost formula, which did not consider
the building as a whole. The insulation thickness, which
made the derivative of the net saving formula equal to
zero, was considered as the optimum thickness.

In this study, a representative building approach is
proposed to determine the optimum insulation thickness
for existing buildings in four different climate regions.
There has not been any study specifically done for
existing buildings, where the optimum insulation
thickness calculations and the limitations in national
standards can be representative for energy efficiency in
developing countries. Additionally, the proposed
approach enables not only determining the optimum
insulation option, but also generating the cash flow
diagram for each insulation alternative. Therefore,
financial parameters such as net savings (NS), internal
rate of return (IRR), savings-to-investment ratio (SIR),
and payback period (PBP) can be effectively calculated
for each insulation alternative. Previously applied
methods have only provided NS and PBP, whereas other
parameters were missing. This study fills this gap by
questioning the optimality of the limitations in the



national standard, which can be adapted to other
developing countries based on their own standards.

The representative building is selected as a traditional
five-story building. The cost of insulation is determined
by taking the average of the offers obtained from three
different general contracting companies to make sure
fair and feasible cost data is used. The annual energy
savings are calculated by considering the annual energy
requirements of the uninsulated and insulated building.
The annual energy requirement is calculated according
to a heat balance based software developed by Yigit and
Ozorhon (2018) for four climate regions defined in the
national standard. The cost of insulation application and
future savings resulting from decreased energy
requirements are reflected in the life cycle costing
(LCC) analysis. Optimization is performed to determine
the optimum insulation thickness on the exterior walls
that would be the most feasible alternative
economically.

RESEARCH BACKGROUND

A number of studies have been performed to investigate
energy consumption and thermal insulation in buildings
from various perpectives. Dylewski and Adamczyk
(2011) studied both the environmental and economic
benefits of thermal insulation on the exterior walls. The
benefits were obtained for several versions of thermal
insulation. It was concluded that thermal insulation
made of polystyrene foam or ecofibre provided the best
results. Briga-Sa et al. (2013) suggested using wowen
fabric waste (WFW) and wowen fabric subwaste (WFS)
for thermal insulation in buildings. The results of the
study showed that implementation of WFW and WFS in
exterior double walls could improve the thermal
behavior 56% and 30%, respectively. Yildiz et al.
(2014) investigated the impacts of energy efficiency
measures on energy consumption in Eskisehir, Turkey.
Highest energy savings (37%) were obtained by
applying insulation on exterior walls, roof floor, and
basement and replacing the windows. Asdrubali et al.
(2015) reported a state of art of sustainable building
insulation materials that are made of natural or recycled
content. A recycled cotton insulator was shown to
exhibit thermal insulation features comparable to EPS,
extruded polystyrene (XPS), and sheep wool. Kaya et al.
(2016) analyzed energy savings of thermal insulation for
buildings in Erzincan, Turkey. Annual energy savings
were observed to go up to 43.8% with the application of
4 cm XPS. Cristina et al. (2017) compared two different
refurbishment scenarios, high investment and low
investment, for an Italian vernacular building. The high
investment scenario with greater insulation materials and
glazing systems was realized to result in a higher
income, despite its higher initial investment cost. Lucchi
et al. (2017) assessed the economic benefits of energy
retrofitting in historic buildings with a particular focus
on the insulation materials. They identified EPS, XPS,
mineral and flexible wood fibers, glass mineral wool,

and rock wool as the cost-effective materials. It was also
reported that PBP of an insulation system of 0.20 m
changes between 5 and 18 years. Serrano et al. (2017)
conducted a study to assess the residential energy
consumption (heating and cooling) trends and drivers
for Europe. Even though a consistent trend was
detected for the drivers during the studied time period,
heating and cooling energy consumption was observed
to follow different trends when considered globally or at
a country level.

Several studies have focused specifically on determining
the optimum insulation thickness. For instance, Yu et al.
(2009) studied the optimum insulation thickness for four
cities in China. Both the heating and cooling energies
were considered in the study. The optimum insulation
thicknesses varied between 5.3 and 23.6 cm. Daouas
(2011) calculated the optimum insulation thickness of
walls in Tunisian buildings. Electricity and natural gas
were considered as energy sources for cooling and
heating, respectively. The optimum insulation
thicknesses varied between 10.1 and 11.7 cm. In another
study, Mishra et al. (2012) determined the optimum
insulation thickness in India for different types of
building walls. The optimum insulation thicknesses
varied between 5.2 and 7.4 cm. Kaynakli (2013)
determined the optimum insulation thickness and
payback periods for the building walls in Turkey. The
results showed that the optimum insulation thickness can
go up to 16.6 cm depending on the city. Cuce et al.
(2014) focused on the optimum insulation thickness and
the environmental impacts of aerogel-based thermal
superinsulation  for the climate conditions of
Nottingham. Sundaram and Bhaskaran (2014) studied
the optimum insulation thickness of walls in hot regions
of India. Only cooling energy was considered as the
heating energy is zero in these regions. Electricity was
used as the only energy source. Nematchoua et al.
(2015) detected the optimal thermal insulation thickness
in Cameroon as a wet and hot tropical climate. The
optimum insulation thickness values were found to be
higher than 9 cm and approximately 80% energy saving
was obtained for the south-oriented wall. A higher
optimum insulation thickness was observed in the
concrete block wall than in compressed stabilized earth
block wall. Kon and Yuksel (2016) calculated the
optimum insulation thickness for an exemplary building
in Balikesir. The optimum insulation thicknesses were
calculated for exterior walls, basement, and roof floor.
Ashouri et al. (2016) used exergetic life cycle
assessment method to specify the optimum insulation
thickness in a building wall. Optimal thicknesses for
rockwool and glasswool were respectively specified as
9.8 cm and 21.9 c¢cm based on environmental impact
analysis; and 1.2 cm and 1.8 cm based on exergetic life
cycle cost analysis. Nematchoua et al. (2017) studied the
optimum insulation thickness of walls for buildings in
Yaounde (equatorial region) and Garoua (tropical
region) cities in Cameroon. The optimum insulation
thickness and corresponding energy savings were
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determined as 8 cm and 51.69 $/m? in Yaounde; and 11
cm and 97.82 $/m? in Garoua. Considering the
approaches of the previous studies, this study adopts
LCC to evaluate the insulation options on a typical
existing building. This paper aims to define the optimum
insulation thickness of buildings in the four different
climate regions stated in the national standard. The
optimum EPS thicknesses are determined for each
climate region by using LCC, as described in the
following sections.

RESEARCH METHODOLOGY

The flowchart of the representative building approach
methodology is shown in Figure 1. Through this
method, insulation alternatives are applied to a
representative existing building. The methodology starts
with the selection of insulation material based on
material properties and costs. EPS is used for exterior
walls, while stone wool is used for the ceiling.
Meanwhile, annual energy requirements are derived
from a heat balance based software developed by Yigit
and Ozorhon (2018) based on building properties and
various climate zones. Both information is used to
perform LCC, which initiates cash flow diagrams and
finally the financial parameters such as NS, IRR, SIR,
and PBP. The aim is to determine the optimum EPS
thickness that results in the best economic outcomes.
The financial parameters and LCC results are used to
determine the optimum insulation thicknesses for each
climate region.

Annual energy requirements are calculated for
uninsulated and insulated versions of a typical existing
building and annual energy savings are obtained by
taking the difference. Annual energy saving values are

Optimum Insulation
Thickness

calculated for each insulation alternative (1 cm to 20 cm
EPS application), separately. Considering the initial
insulation cost and the following annual energy savings,
cash flow diagrams are generated and net savings are
calculated for each insulation thickness. The insulation
thickness resulting in the highest net saving value is
regarded as the optimum insulation thickness.

Building Properties

LCC is applied on insulation applications for a typical
five-story existing building. The uninsulated building
has a length of 25 m, a width of 20 m and each floor has
a height of 3 m. Net height of each floor is 2.6 m and
gross volume (Vgross) of the building is 7,500 m3, The
areas of the windows are 50 m?, 20 m?, 40 m? and 20 m?
for south, north, east and west directions, respectively. It
is assumed that natural ventilation is used for air-
conditioning.

The building envelope cross sections are shown for the
uninsulated and insulated cases in Figure 2 and Figure 3,
respectively. While no change is considered for the
basement (as practically this is the case for insulation
application in existing buildings), the ceiling is insulated
with stone wool at a thickness of 15 cm. The exterior
walls, both infilled and reinforced, are insulated with
EPS at varying thicknesses.

Calculation of Annual Energy Requirements

The annual energy requirement of the building was
calculated by using a heat balance based software
developed by Yigit and Ozorhon (2018). The heat
balance method is based on hourly dynamic
thermodynamic calculations. In this method, the solar
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heat gains and internal loads that are caused by
occupants, appliances, and lightings are calculated in
detail. The internal surface temperatures of the
buildings are calculated separately. The heat balance
method reduces the number of assumptions and its
models are closest to real physical buildings. The
method takes its name from the first law of
thermodynamics. "Energy is conserved" in the inner and
outer surfaces and the zone air of the buildings
(ASHRAE 2013). The formulation of the heat balance
method for cooling load calculations was published in
1997 and accepted to be the most scientifically rigorous
method (Pedersen et al. 1997). Designers use the heat
balance method to calculate instantaneous heating and
cooling loads (ASHRAE 1997).

The procedure of heat balance method calculations
consists following processes (Spitler 2013);
¢ Outside face heat balance
e Wall conduction process
Inside face heat balance
e Air heat balance
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wool

» Reinforced
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Outside Face Heat Balance

There are four heat exchange processes between outside
zone air and outside surface of the walls and the heat
balance of the exterior surface can be formulated as:

Agsol T9LWR T 9cony ~9ko =0 1)

Wall Conduction Process

Wall conduction process can be conducted in various
ways (Spitler 2013):

o Numerical finite difference

e Numerical finite element

e Transform Methods

e Time Series Methods

To make simultaneous calculations for both surfaces of
the walls, conductions transfer function coefficients are
utilized. Conduction transfer function procedures



provide a faster calculation than numerical methods with
a little loss of generality.

The general form for inside heat flux:
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The general form for outside heat flux is:
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Inside Face Heat Balance

Inside face heat balance is generally modeled by four
coupled heat transfer components (ASHRAE 1997):
Conduction through the building walls
Convection from walls to zone air

Short-wave radiant absorption and reflection
Long-wave radiant interchange

Long-wave radiation includes the emittance from people
and equipment while shortwave radiation consist the
radiation enters the zone through windows and emitted
from internal sources such as lights.

The general form of inside face heat balance can be
formulated as:

dLwx *tAsw +aLws +dkitdsol *dconv=0  (4)
Air Heat Balance
The components contributing to the heat balance

equation are: convection from inside surface of the
walls, infiltration and ventilation, convective part of

internal loads and heating, ventilation, and air
conditioning (HVAC) system.
Aeonv tACE HAy T gys =0 (®)

Heat Balance Procedure

The general zone for a heat balance procedure has 12
inside surfaces and 12 outside surfaces; four wall
surfaces, five window surfaces (for walls and the roof),
slab surface and roof surface. The heat balance method
consists for each element’s inside and outside face and
HVAC system as variables for 24 hours. This makes a
total of about 600 variables. Therefore, a routine needed
to iterate all these variables for 24 hours in a day. In the
following part of the study, the mathematical procedure

of heat balance calculation for generalized zone will be
described.

The variables of the procedure are 12 inside face and 12
outside face for each 24 hours of the day. Subscript “i”

is assigned as the surface index subscript and “” is
assigned as the hour index.

The heat balance equation for outside surfaces:
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The heat balance equation for inside surfaces:
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The remaining equation for the heat balance method is
derived from air heat balance equation:
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Heat Balance Iterative Solution Procedure

The steps of heat balance calculations are listed below:
1. Identify the area properties, face temperatures for
surfaces and other properties, for all 24 hours.

2. Incident and transmitted solar fluxes for the building
surfaces calculated.

3. The calculated transmitted solar energy is distributed
to all surfaces inside (incident transmitted solar radiation
is intercepted by floor).

4. Internal load quantities, for all 24 hours (people,
lighting, machines etc.).

5. Long-wave, short-wave, and convective energy from
internal loads to all surfaces for all 24 hours is
calculated.

6. Infiltration and ventilation loads are calculated for all
24 hours.



7. lteration is utilized for heat balance equations
according to following pseudo-code scheme (Pedersen
et al. 1997):

For Day = 1 to Maxdays

For j = 1to 24 (Hours in a day)

For Surfacelteration = 1 to MaxIter

For i=1 to 12 (Number of Zone Surfaces)

Evaluate Equation of Tsi and Tso

Next Surface “i”

Next Surfacelteration

Evaluation Equation of qsys

Next “j”

If not converged, Next Day

Display Results
8. Present the results.

Limitations of the National Standard

In the national standard, it is stated that “when
substantial repair, amendment and additions are made
to the whole or independent sections of the existing
buildings, the limiting heat transfer coefficient values
should be observed in terms of providing the values
equal or smaller than these for the section in which
applications are made” (TSI 2008). The limiting values
are shown in Table 1, where Uew, Uc, Ups, and Ug
represent the heat transfer coefficients of exterior walls,
ceiling, basement, and glazing, respectively.

Table 1. The limiting values for existing buildings (TSI 2008)

years, the cash flow diagram is generated. The savings
are discounted back to present with an appropriate
discount rate in order to find net savings (NS), internal
rate of return (IRR), savings-to-investment ratio (SIR)
and payback period (PBP).

RESULTS AND DISCUSSION

In this study, different types of insulation are applied on
the building envelope, specificly on the ceilings and
exterior walls. The ceiling is insulated with stone wool
that has a thickness of 15 cm. The resultant conductance
is 0.219. This value satisfies the requirements for all the
regions as shown in the column U of the Table 1. The
exterior walls are insulated with EPS with varying
thicknesses. The resultant heat transfer coefficient
values must be lower than the values stated in the
column Uew. The shaded values in Table 2 indicate that
these insulation thicknesses satisfy the minimum
conditions as defined by the standard. The limiting
values in the national standard are identified as 4 cm, 5
cm, 6 cm, and 8 cm in Region 1, Region 2, Region 3,
and Region 4, respectively.

Table 2. Heat transfer coefficient values of insulation

f Uew Uce Ubs Ugl
Region | \wimaky | (wim?k) | (wimeK) (W/rrizK)
Region 1 0.70 0.45 0.70 2.4
Region 2 0.60 0.40 0.60 2.4
Region 3 0.50 0.30 0.45 2.4
Region 4 0.40 0.25 0.40 2.4

Life Cycle Costing Analysis

An insulation application possesses an initial cost and
annual savings in the following years. The initial or the
capital cost is the cost of insulation application. It
includes the material cost, the auxiliary items cost and
the application cost. It is obtained by taking offers from
companies and taking the average of them. Annual
savings are the savings achieved by the reductions in the
operational cost of buildings. The operational cost
represents the annual energy requirement of buildings.
After an insulation application, the annual energy
requirement decreases. As a consequence, annual
savings are achieved due to the decrease in operational
costs.

LCC method predicts savings based on the initial cost of
insulations and the annual savings due to decreased
operational costs. Annual savings occur over a certain
period of time, which is assumed to be 20 years.
Previous studies have assumed lifetimes between 10 to
30 years (Yu et al. 2009; Daouas 2011; Mishra et al.
2012; Sundaram and Bhaskaran 2014; Cuce et al. 2014).
After determining the initial cost and savings over 20

applications

Uew values | Region1l | Region?2 | Region3 | Region4
(W/m?K) Uew'=0.7 | Uew'=0.6 | Uew'=0.5 | Uew'=0.4

None 3.24 3.24 3.24 3.24

1 1.62 1.62 1.62 1.62

2 1.11 1.11 1.11 111

3 0.84 0.84 0.84 0.84

4 0.68 0.68 0.68 0.68

5 0.57 0.57 0.57 0.57

€ 6 0.49 0.49 0.49 0.49

o) 7 0.43 0.43 0.43 0.43

g 8 0.38 0.38 0.38 0.38

% 9 0.34 0.34 0.34 0.34

'E 10 0.31 0.31 0.31 0.31

c 11 0.29 0.29 0.29 0.29

% 12 0.27 0.27 0.27 0.27

ZL 13 0.25 0.25 0.25 0.25

= 14 0.23 0.23 0.23 0.23

15 0.22 0.22 0.22 0.22

16 0.20 0.20 0.20 0.20

17 0.19 0.19 0.19 0.19

18 0.18 0.18 0.18 0.18

19 0.17 0.17 0.17 0.17

20 0.17 0.17 0.17 0.17

Annual Energy Requirements & Savings

Table 3 and Figure 4 show the annual energy
requirements calculated for 4 climate regions. It is
observed that a considerable difference exists in the
energy consumption values of the building in different
climate regions. Heating energy consumption of the
uninsulated building in Region 4 is roughly 9-10 times
greater than its energy consumption in Region 1. On the
other hand, cooling energy consumption in Region 1 is
about 7 times higher than Region 4. Consequently,
different optimum thickness values are expected to be




Table 3. Annual energy requirements (kWh/year)

Annual Energy Heating Energy Requirement Cooling Energy Requirement
Requirements Region1 | Region2 | Region3 | Region4 | Region1l | Region?2 | Region 3 | Region4
None 37,193 134,880 211,900 356,650 178,830 76,368 45,913 25,531
1 26,461 105,073 167,520 285,590 153,290 66,461 40,496 25,459
2 12,924 64,060 108,910 190,630 140,930 66,175 40,430 25,382
3 11,991 58,860 101,210 178,030 139,150 66,101 40,362 25,294
4 11,265 55,240 96,051 169,580 137,700 66,024 40,283 25,200
5 10,669 52,690 92,403 163,550 136,530 65,933 40,198 25,094
£ 6 10,235 50,780 89,730 159,080 135,560 65,838 40,103 24,973
S 7 9,847 49,220 87,711 155,630 134,760 65,735 39,993 24,838
2 8 9,488 48,040 86,139 152,930 134,130 65,662 39,671 24,483
_g 9 9,140 46,920 84,905 150,690 133,590 65,618 39,130 24,106
E 10 8,808 45,810 83,699 148,700 133,340 65,587 38,272 23,453
S 11 8,492 44,780 82,553 146,720 133,170 65,557 37,459 22,768
= 12 8,188 43,850 81,477 144,760 133,070 65,491 36,875 22,271
3 13 7,966 43,310 80,421 142,820 133,050 65,461 36,340 21,951
= 14 7,831 42,810 79,415 140,940 133,030 65,382 36,197 21,849
15 7,711 42,310 78,559 139,230 133,020 65,342 36,028 21,713
16 7,601 41,790 77,925 137,870 133,020 65,262 35,950 21,548
17 7,508 41,360 77,352 136,870 133,020 65,198 35,832 21,339
18 7,424 40,967 76,804 136,070 133,020 65,139 35,637 21,027
19 7,349 40,611 76,300 135,350 133,010 65,088 35,347 20,508
20 7,289 40,284 75,834 134,680 133,010 65,075 34,880 20,508
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Figure 4. Annual energy requirements

determined for each region. It can also be inferred that
insulation implementation in existing buildings can
theoretically decrease the heating and cooling energy
consumptions up to 60-80% and 15-25%, respectively.
However, it does not imply that the insulation thickness,
which provides the maximum energy conservation, is
the optimum one. Considering the fact that increasing
insulation thicknesses would bring additional costs, the
optimum insulation thickness can be described as the
one that provides maximum net benefit, which is
obtained by subtracting the cost from the benefits
obtained.
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Table 4 and Figure 5 present the annual energy savings.
It is noticed that the minimum insulation thicknesses that
satisfy the conditions in the standard can provide heating
energy savings between 26 kWh/year and 204 kWh/year
in different climate regions. However, it is possible to
obtain an additional heating energy saving up to 15%,
which indicates that there is still room for achieving
better economic outcomes by implementing thicker
insulations.




Table 4. Annual energy savings (KWh/year)

Annual Energy Heating Energy Savings Cooling Energy Savings
Savings Region1 | Region2 | Region3 | Region4 | Regionl | Region?2 | Region3 | Region 4
None 0 0 0 0 0 0 0 0
1 10,732 29,807 44,380 71,060 25,540 9,907 5,417 72
2 24,269 70,820 102,990 | 166,020 37,900 10,193 5,483 149
3 25,202 76,020 110,690 | 178,620 39,680 10,267 5,551 237
4 25,928 79,640 115,849 | 187,070 41,130 10,344 5,630 331
5 26,524 82,190 119,497 | 193,100 42,300 10,435 5,715 437
—_ 6 26,958 84,100 122,170 | 197,570 43,270 10,530 5,810 558
E 7 27,346 85,660 124,189 | 201,020 44,070 10,633 5,920 693
a 8 27,705 86,840 125,761 | 203,720 44,700 10,706 6,242 1,048
S 9 28,053 87,960 126,995 | 205,960 45,240 10,750 6,783 1,425
2 10 28,385 89,070 128,201 | 207,950 45,490 10,781 7,641 2,078
% 11 28,701 90,100 129,347 | 209,930 45,660 10,811 8,454 2,763
= 12 29,005 91,030 130,423 | 211,890 45,760 10,877 9,038 3,260
é 13 29,227 91,570 131,479 | 213,830 45,780 10,907 9,573 3,580
- 14 29,362 92,070 132,485 | 215,710 45,800 10,986 9,716 3,682
15 29,482 92,570 133,341 | 217,420 45,810 11,026 9,885 3,818
16 29,592 93,090 133,975 | 218,780 45,810 11,106 9,963 3,983
17 29,685 93,520 134,548 | 219,780 45,810 11,170 10,081 4,192
18 29,769 93,913 135,096 | 220,580 45,810 11,229 10,276 4,504
19 29,844 94,269 135,600 | 221,300 45,820 11,280 10,566 5,023
20 29,904 94,596 136,066 | 221,970 45,820 11,293 11,033 5,023
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Figure 5. Annual energy savings

Cost of Insulation

The cost of insulation is determined by taking offers
from three general contracting companies. The offers
are received in the same format so that they can be
compared and their averages can be taken in order to
determine the cost of insulation. The total cost of
insulation, as shown in Table 5, is determined by taking

Insulation Thickness [cm]

the average of the three offers. It should be noted that
the costs are presented in United States (U.S.) Dollars
($). As it can be seen from the table that for EPS, the
material and installation costs increase, as the insulation
thickness increases. There is one average cost for stone
wool insulation, as only one insulation thickness is used.



Table 5. The total cost of insulation applications

EPS Insulation Material Cost Auxiliary Items Installation Total Unit Cost Total Cost
Thickness ($/m?) Cost ($/m?) Cost ($/m?) ($/m?) $
lcm 0.71 441 7.00 12.12 14,727.74
2cm 1.18 441 7.00 12.59 15,300.71
3cm 1.91 441 7.00 13.31 16,177.56
4cm 2.63 441 7.00 14.04 17,054.41
5cm 3.35 4.52 7.00 14.86 18,057.43
6.cm 4.07 4.52 7.00 15.58 18,934.28
7cm 4.79 4.59 7.09 16.47 20,010.47
8cm 5.51 4.59 7.18 17.28 20,997.72
9cm 6.24 4.67 7.18 18.08 21,969.82
10 cm 6.96 4.67 7.18 18.80 22,846.67
11cm 7.79 5.01 7.27 20.07 24,389.04
12cm 8.53 5.09 7.27 20.88 25,373.13
13cm 9.26 5.15 7.27 21.68 26,338.30
14 cm 9.99 5.15 7.45 22.59 27,448.55
15cm 10.72 5.29 7.45 23.46 28,508.34
16 cm 11.58 5.29 7.45 24.32 29,549.21
17 cm 12.23 5.35 7.63 25.22 30,637.39
18 cm 12.96 5.46 7.63 26.05 31,656.17
19cm 13.70 5.52 7.81 27.03 32,845.28
20 cm 14.43 5.52 7.81 27.77 33,737.90
EPS Insulation Material Cost Auxiliary Items Installation Total Unit Cost Total Cost
Thickness ($/m?) Cost ($/m?) Cost ($/m?) ($/m?) $
15cm 16.87 5.94 9.14 31.96 15,979.66
Optimum Insulation Thicknesses OperationalSaving(n) =
AnnualEnergySaving (kWh)* (10)

Cash flow diagram is generated using the initial cost and
the operational savings over 20 years. The initial cost is
the cost of insulation, which is calculated by adding the
cost of 15 cm stone wool insulation on the ceiling to the
cost of EPS insulation at various thicknesses on the
exterior walls. The operational savings are the savings
resulted from the decrease in annual energy
requirements of the building. An operational saving in a
specific year is determined by multiplying the annual
energy saving amount (kWh) by the average energy
price in this year, which is the average of the prices
($/kWh) at the beginning and at the end of the
corresponding year. The energy prices in the following
years are determined by the following formula:

Energy Price(n) = Energy Price(0)* (1+e)" 9)

where Energy Price (n) is the energy price in year n, e is
the inflation rate, and n is the year. Here, Energy Price
(0) is the energy price in the base year, which is 0.038
$/kWh and 0.161 $/kWh for natural gas and electricity,
respectively.

The operational saving in year “n”
follows:

can be formulated as

10

Energy Price(n—1) + Energy Price(n)
2

Operational savings include both the heating and
cooling energy savings. Therefore, operational savings
in a specific year are obtained by adding up the natural
gas and electricity savings multiplied by the
corresponding year’s average energy prices.

The two variables in the cash flow diagram are the
inflation and discount rates. Due to the fluctuations in
those rates, more than one value is assigned to each of
the inflation and discount rates and then, optimized
thicknesses are determined for each combination. 7%,
9% and 11% are the values assigned to the discount and
inflation rates. NS, IRR, SIR and PBP are calculated for
each combination. The option having the highest net
saving value is considered as the optimized option.

Table 6 shows the cash flow diagram in Region 1 for
discount and inflation rates of 9% and 11%,
respectively. As it can be observed from the table,
insulation at a thickness of 9 c¢cm results in the highest
net saving amount, which is $60,278. Also, it is
observed that this optimum option has an IRR, SIR, and
PBP values of 20.53%, 2.59, and 8-9 vyears,
respectively. Table 7 summarizes the optimized
insulation thicknesses for the stated discount and



Table 6. Cash flow diagram for discount rate 9% and inflation rate %11 in Region 1

Thickness Years NS IRR SIR PBP
0 1 2 5 10 15 20 % (%) (-) (years)
lcm -30,707 2,273 2,523 | 3,451 | 5,815 9,798 | 16,510 | 19,137 | 14.24 | 1.62 13-14
2cm -31,280 3,791 4,208 | 5,755 | 9,698 | 16,342 | 27,537 | 51,854 | 20.94 | 2.66 8-9
3cm -32,157 3,959 4,394 | 6,010 | 10,127 | 17,064 | 28,755 | 54,654 | 21.18 | 2.70 8-9
4cm -33,034 4,094 4544 | 6,215 | 10,472 | 17,646 | 29,734 | 56,735 | 21.29 | 2.72 8-9
5cm -34,037 4,203 4,665 | 6,381 | 10,752 | 18,117 | 30,529 | 58,130 | 21.23 | 2.71 8-9
6 cm -34,914 4,291 4,763 | 6,514 | 10,976 | 18,495 | 31,165 | 59,176 | 21.16 | 2.69 8-9
7cm -35,990 4,365 4,845 | 6,626 | 11,165 | 18,813 | 31,701 | 59,718 | 20.95 | 2.66 8-9
8cm -36,977 4,425 4912 | 6,718 | 11,320 | 19,075 | 32,143 | 60,063 | 20.74 | 2.62 8-9
9cm -37,949 4,480 4972 | 6,800 | 11,459 | 19,309 | 32,536 | 60,278 | 20.53 | 2.59 8-9
10cm -38,826 4513 5,010 | 6,851 | 11,545 | 19,454 | 32,780 | 60,139 | 20.30 | 2.55 8-9
11cm -40,369 4,541 5,040 | 6,893 | 11,615 | 19,572 | 32,979 | 59,197 | 19.80 | 2.47 9-10
12 cm -41,353 4,563 5,064 | 6,926 | 11,671 | 19,667 | 33,139 | 58,696 | 19.52 | 2.42 9-10
13cm -42,318 4,575 5,078 | 6,945 | 11,703 | 19,720 | 33,230 | 58,004 | 19.22 | 2.37 9-10
14 cm -43,428 4,583 5,087 | 6,958 | 11,724 | 19,755 | 33,289 | 57,072 | 18.87 | 2.31 9-10
15cm -44,488 4,590 5,095 | 6,968 | 11,741 | 19,784 | 33,338 | 56,159 | 18.55 | 2.26 9-10
16 cm -45,529 4,595 5101 | 6,976 | 11,755 | 19,808 | 33,378 | 55,239 | 18.24 | 2.21 9-10
17 cm -46,617 4,600 5,106 | 6,983 | 11,767 | 19,828 | 33,411 | 54,253 | 17.93 | 2.16 10-11
18 cm -47,636 4,604 5111 | 6,990 | 11,778 | 19,846 | 33,442 | 53,327 | 17.64 | 2.12 10-11
19cm -48,825 4,609 5116 | 6,996 | 11,789 | 19,865 | 33,474 | 52,235 | 17.32 | 2.07 10-11
20 cm -49,718 4,612 5119 | 7,001 | 11,797 | 19,878 | 33,496 | 51,408 | 17.09 | 2.03 10-11

Table 7. Optimized insulation thicknesses for discount rate
9% and inflation rate %11

regions, respectively. Therefore, it can be concluded that
the national regulation’s current insulation limits are by
no means at the optimum level.

Table 8. Optimum insulation thicknesses for all combinations

Option NS IRR SIR PBP
$) (%) | () | (years)
Region 1,9 cm 60,278 | 20.53 | 2.59 8-9
Region2,10cm | 75,113 | 22.53 | 2.93 7-8
Region 3,15cm | 116,765 | 26.28 | 3.62 6-7
Region 4,19 cm | 201,841 | 33.86 | 5.13 4-5
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Figure 6. NS values for discount rate 9% and inflation rate
11%

inflation rates. Figure 6 shows the NS values for the
same discount and inflation rates as an example. Table 8
shows the optimum insulation thickness corresponding
to all 9 combinations of discount rates and inflation
rates. There are notable variations in the optimum
insulation thickness values of all climate regions. The
optimized thicknesses change between 6-10 c¢cm, 7-12
cm, 13-20 cm, and 15-20 cm in the first, second, third,
and fourth regions, respectively. The optimized
thicknesses are observed to be significantly greater than
the limiting insulation thicknesses, which are 4 cm, 5
cm, 6 cm, and 8 cm in the first, second, third, and fourth

No g:tce' F';;‘;é Reg.l | Reg.2 | Reg.3 | Reg.4
1 7% 7% | 9cm | 10cm | 13cm | 19cm
2 7% 9% | 9cm | 10cm | 15¢cm | 19cm
3 7% | 11% | 10cm | 12cm | 20cm | 20cm
4 9% 7% 7cm 7cm 13cm | 16 cm
5 9% 9% | 9cm | 10cm | 13cm | 19cm
6 9% | 11% | 9cm | 10cm | 15¢cm | 19¢cm
7 11% | 7% 6cm 7cm 13cm | 15¢cm
8 | 11% | 9% | 7cm 7cm 13cm | 16 cm
9 | 11% | 11% | 9cm | 10cm | 13cm | 19¢cm

Table 9 shows Ue values for the optimized thicknesses
in four climate regions. Considering the limiting Uew'
values which are 0.70 W/m?K, 0.60 W/m?K, 0.50
W/m?K, and 0.40 W/m?K for the first, second, third and
fourth regions, respectively; it can be stated that the
optimized Uew values are far less than the limiting
values.

Table 9. Corresponding Uew values for the optimized
thicknesses (W/m?K

. Optimized Corresponding
Option Thicknesses Uew Values
Region 1 6-10cm 0.31-0.49
Region 2 7-12cm 0.27 - 0.43
Region 3 13-20cm 0.17 - 0.25
Region 4 15-20cm 0.17 -0.22




In literature, there are several studies that have utilized
the LCC approach to determine the optimum insulation
thickness. Even though this study uses the same LCC
approach to the previous ones, there are significant
differences in the objective, methodology, and findings.
First of all, the objective of this study is to determine the
optimum insulation thickness specifically for existing
buildings. Previous studies have not distinguished
whether the building is an existing or a new building.
For a symbolic wall cross section, they considered the
insulation thickness value that made the derivative of the
net saving formula equal to zero as the optimum
insulation thickness. However, in existing buildings,
insulation is applied on the exterior walls and ceiling in
practice. It is not common to see insulation applications
on the basement. Therefore, determining the optimum
insulation thickness for existing buildings requires an
approach that takes the whole building into account
rather than a single cross section. The methodology
employed in this study assumes fixed insulation on the
ceiling and insulation at varying thickness on the
exterior walls. The insulation thickness resulting in the
best economic outcomes is regarded as the optimum
insulation thickness. The methodology adopted in
previous studies was not suitable for existing buildings.
Furthermore, findings obtained in this study enable
evaluating and questioning the limitations stated in the
national standard for insulation applications in existing
buildings. The study paves the way for discussion on the
sufficiency of the limitations, whether they should be
increased or decreased. It is expected to guide the
potential modifications to be done in the standard.

CONCLUSIONS

This paper contributes to the body of knowledge by
proposing an improved and effective way to calculate
the optimum insulation thickness of existing buildings in
developing countries. In previous studies, optimum
insulation thicknesses were calculated by making
derivative of the net saving formula equal to zero. As
opposed to those studies, in this study, the optimized
thicknesses were calculated by adopting a representative
building approach. The cost of insulation
implementation and operational savings resulting from
the decreases in annual energy requirements were
reflected on the LCC analysis. Annual energy
requirements were determined according to a heat
balance based software. Optimized thicknesses were
determined for four climate regions defined in the
national standard.

The findings suggested that optimum thicknesses and
Uew Vvalues were quite different than the limiting values
stated in the national standard. The optimized
thicknesses were found to be far greater than the
requirements, which were established as 4 cm, 5 cm, 6
cm, and 8 cm for the first, second, third, and fourth
regions, respectively. The same could be stated for the
Uew values. The optimized U,y values were far less than
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the requirements, which were 0.70 W/m?K, 0.60
W/m?K, 0.50 W/m?K, and 0.40 W/m2K for the first,
second, third and fourth regions, respectively. It can be
interpreted that the minimum requirements for existing
buildings were not at the optimum levels in the standard.
Based on the findings, it is possible to come up with
some recommendations for the government and the
owners of the existing buildings.

First of all, the governments are advised to lower the
limiting heat transfer coefficients in the standard. This
advice is applicable to all countries where the standard
limitations are insufficient. Scholars in various regions
and countries should conduct similar studies to observe
the sufficiency of the national standards. It is clearly
shown in this study that it would economically be more
feasible to apply thicker insulations than the limits stated
in the standard. Considering the environmental
concerns, it is obvious that the thicker the insulation is,
the less the environment impact of the building would
be.

Secondly, the home owners are strongly recommended
to apply the optimum insulation thicknesses rather than
the minimum insulation thicknesses that satisfy the
limiting conditions in the standards. The increasing
initial costs most of the time make the home owners
reluctant to apply thicker insulations and pay more
money. However, they should appreciate the future
operational savings. They must be aware of the fact that
as clearly demonstrated in this study, the minimum
insulation thicknesses satisfying the conditions in the
standards are not the most economically feasible ones
and there is still room for economically better outcomes
with the application of optimum insulation thickness.

This study questions the optimality of thermal insulation
requirements applicable in a developing country. It
presents a novel approach by calculating the optimum
insulation thicknesses for a typical existing building. In
this respect, it goes beyond the previous studies
adopting a single formula. The methodology employed
in previous studies can be used neither to determine the
optimum insulation thickness specifically for existing
buildings nor to question the sufficiency of the
corresponding standard, while the methodology
proposed in this study can fulfill both needs and fill this
gap in the literature. By repeating the methodology,
similar studies can be performed in other countries to
compare their results to the national standards. This
would allow to decide on the applicability and
appropriateness of these standards in terms of LCC and
economically viable construction values.
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Abstract: Increase in demands for energy and discovered huge reserves of shale gas in the world cause countries and
researchers to focus on it progressively. The amount of shale gas production has begun to rise by developing the
techniques of gas extraction from shale rocks recently. In this paper, the non-premixed combustion characteristic and
emissions of shale gas and humid air with dilution effects are numerically investigated under different equivalence
ratio, pressure and temperature. A two dimension model of cylindrical combustor is considered. It is concluded that
NOy for New Albany and Haynesville come to the maximum value at 1.025 and 1.02 of equivalence ratio and the
maximum reaction temperatures are 2027 and 2014 K in turn. The rising equivalence ratio raises CO mass fractions.
The increasing dilution rates decrease NOyx and uplift CO mass fractions. The enhancing pressure rears NOy and
diminishes CO fractions. The ascending wall temperature boosts NOy, CO and reaction temperatures. NOy and CO
from environmental pollutants emerging at the end of shale gas combustion can be lowered by decreasing equivalence
ratio, wall temperature, and pressure. The use of H,O dilution steps forward in compared with CO, and N because of
its opposite effects on NOy and CO pollutants.

Keywords: Shale gas, Non-premixed combustion, Turbulent, Nitrogen oxides.

SEYL GAZ YANMASININ KiRLETICILERI UZERINDE CO2, H20 VE N>
DILUSYONLARININ ETKILERI

Ozet: Diinyada seyl gazin kesfedilmis biiyiik rezervleri ve enerji taleplerindeki artis, iilkelerin ve arastirmacilarin artan
bir sekilde seyl gaz iizerine odaklanmasima sebep olmaktadir. Seyl gazin iretim miktari, son zamanlarda seyl
kayalarindan gazin ¢ikartilmasi tekniklerinin gelistirilmesi ile artmaya bagladi. Bu ¢alismada, diliisyon etkileri ile
birlikte seyl gaz ve nemli havanin 6n karigimsiz yanma karakteristikleri ve emisyonlari, farkli ekivalans oranlari,
basing ve sicakliklar altinda sayisal olarak aragtirilmigtir. Silindiriksel yakicinin iki boyutlu bir modeli diistintilmiistiir.
New Albany ve Haynesville igin NOy’lerin, 1.025 ve 1.02 ekivalans oraninda maksimum degere ulastigi ve maksimum
reaksiyon sicakliklarinin sirasiyla 2027 ve 2014 K oldugu sonucuna varilmigtir. Artan ekivalans oram1 CO Kkiitle
kesitlerini yiikseltmektedir. Yiikselen diliisyon oranlart NOy’i diisiirmekte ve CO kiitle kesitlerini artirmaktadir. Artan
basing NOy’i yiikseltmekte ve CO kesitlerini azaltmaktadir. Yiikselen duvar sicakligit NOx, CO ve reaksiyon
sicakliklarini artirmaktadir. Seyl gaz yanmasimin sonunda ortaya ¢ikan ¢evresel kirleticilerden NOx ve CO, ekivalans
orani, duvar sicakligi ve basinci diisiirerek azaltilabilir. CO2 ve N ile karsilagtirildiginda, NOx ve CO Kirleticileri
iizerindeki zit etkilerinden dolay1 H2O dilisyonunun kullanimi bir adim 6ne ¢ikmaktadir.

Anahtar Kelimeler: Seyl gazi, On karigimsiz yanma, Tiirbiilans, Nitrojen oksitler.

NOMENCLATURE K Thermal conductivity [W/m.K]
MM Molecular mass [kg/mol]
CFD Computational fluid dynamics Pr Prandtl number [=p.cp/K]
CH4 Methane R Gas constant [J/mol.K]
CoHe Ethane Sreas Sras Thermal energy causing by chemical reactions
CsHs Propane and radiative transfer [J]
Co Carbon monoxide Twall Wall temperature [K]
CO, Carbon dioxide Cp Specific heat [J/kg.K]
N> Nitrogen fx Mass fraction [kg x/kg]
NOx Nitrogen oxides h Enthalphy [J/mol]
NO Nitrogen monoxide ke Turbulent kinetic energy and its dissipation
NO; Nitrogen dioxide u, v Axial and radial velocities [m/s]

Ay Surface area [m?] o Stefan-Boltzman constant



p Specific mass [kg/m®]
u Dynamic viscosity [kg.m/s]

INTRODUCTION

Hydro carbon based fuels still take an important place at
the electricity and energy production for the purposes of
heating and  cooling, lighting, transporting,
communication, sanitation, etc. Many countries seek out
alternatives emitting lower greenhouse gases for
differentiating energy sources. Shale gas as a new
energy source comes forward with the confirmed
potential of countries in the last years (Cohen and
Winkler, 2014; Chang et al., 2015). The total shale gas
reserve in the world is 214.5 trillion cubic meters by 1.4
times of natural gas. China, Argentina, Algeria, USA,
Canada, Mexico, Australia, South Africa are among
countries possessing crucial shale gas reserves (Lan et
al., 2019).

Shale gas reservoirs have organic-rich deposition, low
matrix permeability, and mineral-filled nature fracture
clusters. It has a better production cycle and long mining
life according to natural gas as well (Bilgen and
Sarikaya, 2016; Wang et al., 2019). United States firstly
extracted by horizontal drilling and hydraulic fracturing
procedures and currently sells it commercially. The
water pollution and earthquakes caused by hydraulic
fracturing process and greenhouse gases emitted by
fugitive methane seem as environmental issues to be
solved at shale gas extraction (Wang et al., 2014).

Electricity production from shale gas is realized by the
combustion process in energy plants. Shale gas burned
by air emits various hazardous emissions. Nitrogen
oxides (NOy) and carbon monoxide (CO) are seen as the
most unfavorable and obtrusive environmental
pollutants emerging at the end of shale gas combustion
because of fuel and oxide ingredients, high reaction
temperature, and incomplete combustion. NOy causes
for respiratory illness, acid rains, and smog. CO is a
toxic gas poisoning the living things (Akga et al., 2017,
Alberts, 1994). NOy comes to exist by the oxidation of
nitrogen and oxygen in three ways called thermal,
prompt, and fuel NOy depending on stoichiometry,
reaction temperature, and nitrogen concentration in fuel
and air. Thermal way transcends more at the reaction
temperatures above 1300 °C. CO occurs by the reaction
of carbon and oxygen during the incomplete combustion
(Ozturk, 2018).

The combustion case of gas and other fuels in various
types of combustors are both numerically and
experimentally examined under different conditions as
turbulent, laminar, adiabatic, non-adiabatic, premixed,
non-premixed, partially premixed, and etc. Studies for
shale gases in literature have mostly focused on the
environmental effects of the extracting process of shale
gas. It is seen that there is a gap for the combustion
process, characteristics, and emissions of shale gas.
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Cohen and Winkler (2014) concluded shale gas have
lower greenhouse gas emissions with respect to coal for
the electricity generation. Chang et al. (2015)
determined the greenhouse gas emissions of shale gas
fired electricity are lower than those of coal. Ozturk
(2018) detected that rising inlet pressure increases NOy,
accruing humidity ratio decreases NOy, and growing
flow rate diminishes NOx for non-premixed shale gas
combustion. Vargas et al. (2016) detected the shale gas
consisting of 58% CH, - 20% CyHs - 12% CsHs - 10%
CO; indicates higher laminar burning velocity than the
others. Zahedi and Yousefi (2014) indicated the addition
of N2 or CO; to the mixture reduces NO and the rising
initial pressure arises NO in pre-mixed laminar methane-
air combustion. McTaggart-Cowan et al. (2009) found
that nitrogen addition lowers NOy emissions and ethane
addition enhances it in high-pressure non-premixed
natural gas combustion. Jerzak et al. (2014) proved that
CO; addition to natural gas increases CO and causes to
NOx and the combustion temperature to decrease. Silva
et al. (2007) studied on CO and CO; emissions and
temperature distributions for turbulent non-premixed
combustion of natural gas in a cylindrical chamber.
Hayashi et al. (1998) determined NOy rises with
pressure and temperature increment in non-premixed gas
combustion.

In this study, the temperature and emission
characteristics of turbulent, non-premixed and non-
adiabatic combustion of shale gas and humid air in a
cylindrical combustor are computationally investigated
under the dilutive effects of CO,, H,O, and N added in
the burning air by ANSY'S software.

MATHEMATICAL FORMULATION

The CFD simulation of shale gas and humid air
combustion in a cylindrical burner is the calculations of
heat and mass transfer, chemical species concentration
and velocities, temperatures, and thermal radiation
equations defining the combustion process with finite
rates chemical reactions.

Mass Conservation

The continuity equation for cylindrical coordinates is
given by

A _g
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where U and V are time averaged velocities, p is the
specific mass of the mixture, and x and r are the axial
and radial coordinates.

Momentum Conservation

The flow equations in axial and radial directions can be
written by
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where x4 and u: are mixture dynamic and turbulent
viscosity, p and p* is time averaged and modified
pressures, and C,, k and ¢ are an empirical constant for
the turbulent model, the turbulent kinetic energy and its
dissipation respectively.

The k-¢ Turbulence Model

The equations for k and ¢ where oy, 0., C;.C,. and Py
are Prandtl numbers for kinetic energy and dissipation,
empirical constants of turbulent model and the
destruction or production of turbulent Kinetic energy is
given as
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Energy Conservation
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The energy equation by neglecting the transport of
energy can be written as
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where h and c, are average enthalpy and specific heat,
Cox, Tx» MMy, Pr, K and are specific heat, average mass
fraction, and mixture molecular mass of x-th chemical
specie, turbulent Prandtl number, and thermal
conductivity of mixture, Srea and Sraq are the sources of
thermal energy causing by chemical reactions and
radiative transfer, Ay is surface area, o are Stefan-
Boltzman constant, and g,sx and s;s¢ are directed-flux
areas (Silva et al., 2007).

MATERIALS AND METHODS

The combustion issue is a complex process based on
fluid mechanics, heat and mass transfer, chemical
kinetics, thermos dynamics, radiation, and etc.
Researchers mostly prefer numerical solution being
close to the experimental results because the
experiments are hard to handle with, expensive, and
need more time. The computational fluid dynamics
(CFD) as a numerical method is used at the solution of
combustion problems by computing temperatures, rates,
mass fractions, products, and emissions under the given
conditions. CFD software utilized for calculations in this
study is Fluid Flow (Fluent) of ANSYS solving the
equations of combustion defined by mathematical
models under the selected solution methods, controls,
and boundary conditions over meshed geometry of a
burner chamber (Ozturk, 2018).

In ANSYS’s non-premixed combustion that fuel (shale
gas) and oxidizer (humid air) enter the reaction zone as
seperate streams, the thermochemistry is degraded to a
single parameter called the mixture fraction, f. The
mixture fraction is the local mass fraction of elements
(C, H, O, N, etc.) of burnt and unburnt fuel stream in all
the species (N2, CO2, H20, Oy, CO, etc.) and the atomic
elements are conserved in chemical reactions. In this
approach, the governing transport equation of mixture
fraction does not include a source term because it is a
conserved scalar quantity. Thus, the case of gas
combustion is reduced to a mixing problem and removes
the difficulties including non-linear mean reaction rates.
As a result, the chemistry is modeled as being in
chemical equilibrium once mixed (ANSYS, 2009).

A 2D model of the cylindrical chamber is devised to
simplify and accelerate CFD solutions. Grid
independence test for the model are realized at numbers
of different elements for Haynesville shale gas as given



in Figure 1. The mesh of 12000 elements and 12261
nodes for combustion field is decided to use for the
computations because it provides fast solution and
requires less time and energy for CFD at considering of
enormous size of the cylindrical combustor. The
percentage differences for reaction temperatures and
mass fractions of NOy and CO between element
numbers of 12000 and 40500 are 0.8 and 6.4%
respectively in acceptable limits. The meshed combustor
chamber under Mesh section in ANSYS software is
given in Figure 2.
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Figure 1. Grid independence test at different element

numbers.
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Figure 2. The meshed field of the cy}lindrical combustor.
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The inlet flow rates, temperatures, and the dimensions of
the cylindrical combustor are illustrated in Figure 3. The
burning air includes onset humidity at the rate of 1.5%,
the pressure is 1 Atm, the wall, inlet fuel and air
temperatures are 300 K and equivalence ratio is 1 if not
mentioned else in the study. The diluents of CO,, H,0,
and N to investigate the dilutive effects on the
combustion characteristics are added to the burning air
at different ratios between 0 and 30%.

Tz 300 K

——= Humid Air: 0.24 m/s, 300 K 0225 m

0.005 mi—-—‘ Shale Gas: 50 m/s. 300 K
| |
‘ 1.8m '
Figure 3. The temperatures and rates of fuel and oxide

entering the combustor (Ozturk, 2018; ANSYS, 2009).

Shale gases used in the calculations are extracted from
New Albany and Haynesville regions of United States.
The average values of the compositions of the gases
obtained from the fields in these regions are given in
Table 1. It is seen that the compositions of shale gases
aggregate around two different types because
compositions of shale gases extracted at other countries
generally resemble to the compositions of New Albany
and Haynesville shale gases.

Table 1. The shale gas compositions (Bullin et al., 2008).

Regions CH4 CoHs | CsHs | CO2 | N2
Haynesville 95 0.1 0 4.8 0.1
New Albany | 89.875 | 1.125 | 1.125 | 7875 | 0

To solve the equations of energy, k-epsilon, radiation,
etc. defining the present case of gas combustion in CFD
simulation needs to be assigned setup parameters in
ANSYS Fluent software. Moreover, the models of
turbulent, non-premixed, non-adiabatic, and NOx also
needs to be selected. Thermal and prompt NOy
formation and N,O intermediate steps are crucial for
NOy production in gas combustion. P1 model works
reasonably for radiation in combustion, facilitates
radiative transfer equations, and also includes scattering
effects of particles, droplets, and soot. Standard k-
epsilon (2 egn.) model generally presents enough
solution for turbulent cases and decreases computational
costs per iteration. Standard wall functions are widely
used for mean velocity in turbulent boundary layer of
industrial flows.

The following models and properties are selected from
under Setup section: Energy-On, Viscous Model-k-
epsilon (2 egn.) and k-epsilon model-standard, Near-
Wall Treatment-Standard Wall Functions, Radiation
Model-P1, Species Model-Non-Premixed Combustion
(Inlet Diffusion, Chemical Equilibrium, Non-Adiabatic
are selected), NOy Model-On (Thermal, Prompt and
N2O Intermediate are selected). The compositions of



fuel and air for the complete combustion and others at
several equivalence ratios are entered under Fuel and
Oxide at Boundary tab of PDF Table.

RESULTS AND DISCUSSION

Mass fractions of CH4 and CO; along symmetry line are
represented in Figure 4a, b. The results indicate that
computed mass concentrations of combustion products
have trends that are similar to those of numerical
simulation (Silva et al., 2007) and experimental data
(Garreton and Simonin, 1994). The fuel and air begin to
combust after a certain distance because there is a
dividing wall between air and fuel at the entrance of the
cylindrical combustor in the present study. Mass fraction
of CO; begins at 0.12 because Haynesville shale gas
includes 4.8% CO,.

1 —
* Present work
0.9 Loy
£08% * O Silva, Franca and Vielmo (2007)
; 0.7 H };( * Garreton and Simonin (1994)
*
0.6
- %
8007 .
x 04 g +
ﬁ 0.3 | o b4
i u] *
Zor | o lte..,
1 Bx g * o
0 : : : X&XDX*.Ft@’“.WWﬂm
o 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
Symmetry Line (m)
(a)
0.18 4 * Present work
- 0.16 | O Silva, Franga and Vielmo (2007) gooo
S 014 | e Garreton and Simonin (1994) © L%
5 0.2 Fwem o e
* m]
8 01 Tx e
%
§ o008 - FER ¥ g x5 kK KK .
‘% 0.06 - o+
o *
< 0.04 - o+
0.02 » o
SRR o
o 0.2 04 06 08 1 1.2 14 16 1.8
Symmetry Line (m)

(b)
Figure 4. Mass fractions of CH4 and CO2 along symmetry line
with numerical simulation (Silva et al.,, 2007) and
experimental data (Garreton and Simonin, 1994).

The mass fractions of NOx emerging at the end of non-
premixed combustions of shale gases at various
equivalence ratios (ER) are given in Figure 5a. NOx
reach to the maximum at 1.025 of ER as 0.0021 kg
NOy/kg for New Albany and 1.02 of ER as 0.00158 kg
NOy/kg for Haynesville. New Albany has the higher
NOx values because of its high CzHg and CsHg
components. The difference between NOy of gases at
ER=1 is 25%. The burning air rate in the combustion
chamber decreases by rising equivalence ratio and it
causes the incomplete combustion. The incomplete
burning leads to the fall of NOyx and reaction
temperatures and the increment of CO mass fraction by
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enhancing carbon and hydro carbon compounds in the
chamber as illustrated in Figure 5b. The difference
between CO mass fractions is 24.5% at ER=1. The
reaction temperatures are depicted in Figure 5c. The
maximum reaction temperatures are 2027 and 2014 K
for New Albany and Haynesville. It is seen that NOx
follows the reaction temperature because thermal NOx is
especially more effective than prompt and fuel NOy at
reaction temperatures above 1300 °C.
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Figure 5. The reaction temperatures,NOx and CO mass
fractions of shale gases at different equivalence ratios.

The mass fractions of NOy under the dilutive effects of
CO,, H,0, and N, additions into the burning air are
depictured in Figure 6a, b. The enhancing dilution rates
diminish NOx values for both shale gases. NOy is
decreased at the furthest by H,O addition following by
CO, and Ny. The high heat hold capacity of H,O
cushions the reaction temperature and fades NOy. The
addition of CO, into the air reduces the reaction
temperature by dropping reaction rates, species



concentrations, and flame speed during the combustion
and the decreasing flame temperature lowers NOy
(Hraiech et al., 2015). N dilution causes NO to fall
down because it decreases the temperature by altering
the temperature based kinetic pathways (Sabia et al.,
2015). 5% dilution of H,O, CO,, and N, abates NOy
59.1, 51.3, and 51.2% for Haynesville and 57.2, 49.3,
and 49.1% for New Albany respectively.

The dilution additions cause CO mass fractions to
increase for all the shale gas as given in Figure 6c, d.
As expected, CO; addition enhances CO mass fraction
at the highest rate by raising carbon atoms in the burning
chamber. H,O dilution has the least effect for CO
emissions to rise. 5% addition of H,O, N2, and CO;
increases CO mass fractions 30.1, 45.2, and 61.9% for
Haynesville and 32.8, 50.3, and 62.4% for New Albany.

The reaction temperatures are represented in Figure 6e,
f. The excessive decrease in reaction temperature is an
unfavorable situation from the view point of system
output. The rank from highest to the lowest for dilutions
to reduce the reaction temperature is CO,, H2O, and N;
respectively. 5% addition of CO2, H;0, and N into the
air falls the temperatures down 5.1, 4.2, and 3.6% for
Haynesville and 4.8, 3.8, and 3.25% for New Albany. It
can be interpreted that H,O dilution indicates the best
effects under the evaluations of NOy, CO emissions and
reaction temperatures.

Figure 7a and b illustrates NOyx mass fractions for
Haynesville and New Albany shale gases at 10%
dilutions of CO2, H20, and N2 under different pressures.
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Figure 6. The mass fraction and reaction temperatures of shale gases at various dilution rates: (a) NOx mass fractions for
Haynesville, (b) NOx mass fractions for New Albany, (c) CO mass fractions for Haynesville, (d) CO mass fractions for New
Albany, (e) Reaction temperatures for Haynesville, and (f) Reaction temperatures for New Albany shale gas.
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The pressure is absolute. The rising pressure raises NOx
values for both gases. The highest values for NOx occur

with Nz dilution followed by CO; and H;O in the
decreasing range. The variances between 0 and 10 Atm
with Nz, CO,, and H,O additions are 317, 258, and
327% for Haynesville and 292, 239, and 302% for New
Albany. The highest increment of NOy at the interval of
0-10 Atm belongs to H,O dilution.

CO emissions are depicted in Figure 7c and d. CO mass
fractions reduce up to 2 Atm and stay constant between
2 and 10 Atm. The high pressure reduces CO because
the necessary time for the reaction of carbon and oxygen
atoms is not available (Muharam et al., 2015). The
highest CO values arise with CO; dilution pursued by N
and H,O additions. The decrease rates for CO between 0
and 2 Atm in the rank of CO,, Ny, and H,O are 12.9,

11.9, and 10.1% for Haynesville and 14.9, 17.3, and
14.1% for New Albany.

The enhancing pressure increases the reaction
temperatures as shown in Figure 7d and e. The rising
pressure shortens the flame length, the reactions occur in
a micro area, and the fuel is depleted faster. It also rears
the reaction temperature (Ziani and Chaker, 2016). The
highest vales belong to the shale gases with N, dilution
followed by H,O and CO,. The total increment rates
between 0 and 10 Atm for N2, H2O, and CO- dilutions
are 5.5, 5.3, and 5.3% for Haynesville and 5.6, 5.6, and
5.4% for New Albany in sequence. H,O addition in the
burning air entering into the combustion chamber can be
preferred for high operating pressures as well.
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Figure 7. The mass fraction and reaction temperatures of shale gases at different pressures with 10% dilution rates: (a) NOx mass
fractions for Haynesville, (b) NOx mass fractions for New Albany, (c) CO mass fractions for Haynesville, (d) CO mass fractions
for New Albany, (e) Reaction temperatures for Haynesville, and (f) Reaction temperatures for New Albany shale gas.
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NOx mass fractions for Haynesville and New Albany
gases with and without additions increases by the rising

wall temperature as represented in Figure 8a, b and c.
The enhancing wall temperature reduces heat transfer
from the reaction field to outside and advances both the
reaction temperature and NOx. The difference among
NOy values of the combustions with H,O and the other
diluent added airs rises with the lifting wall temperature.
The increment rates for NOx between 300 and 1200 K of
the wall temperature with 10% N,, CO,, and H:O
dilutions are 235, 259, and 235% for Haynesville and
224, 243, and 226% for New Albany shale gas in turn.

0.0045 -
Haynesville -
. 0004 - N -
g 0.0035 - = = =New Albany -
‘s 0.003 -
§ 0.0025 -
E 0.002 -
w 0.0015 -
w
@ 0.001 -
= 0.0005 -
0 T T T T T |
300 450 600 750 S00 1050 1200
Wall Temperature (K)
(a)
00012 7 __ —Haynesville with 10% CO2
o 0.001 - Haynesville with 10% H20 e
“ZO_ 0.0008 1 Haynesville with 10% N2 . _.p"'
&
'.E 0.0006 -
jd
w 0.0004 -
w
v
1]
S 0.0002 -
0 T T T T T |
300 450 600 750 900 1050 1200
Wall Temperature (K)
(b}
0:0016 1 _ _ _jew Albany with 10% CO2
o 0.0014 - New Albany with 10% H20 g
= . e
5 00012 1 ... New Albany with 10% N2 R4
0.001 - o
&
= 0.0008 -
2 0.0006 -
8 0.0004 -
Z 0.0002
0 T T T T T |
300 450 600 750 900 1050 1200
Wall Temperature (K)

(c)
Figure 8. NOx mass fractions of shale gases at various wall
temperatures: (a) NOx mass fractions for Haynesville and New
Albany without dilution, (b) NOx mass fraction for
Haynesville with 10% dilution rates, (c) NOx mass fractions
for New Albany with 10% dilution rates.

Figure 9a, b, and ¢ present CO mass fractions with and
without dilutions at various wall temperatures. The
increasing wall temperature raises CO emissions too.
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The higher temperatures urge CO formation between
carbon and oxygen atoms. The rising rates for CO mass
fractions between 300 and 1200 K of the wall
temperature with 10% CO2, N2, and H,O dilutions are
8.7, 10.9, and 12.4% for Haynesville and 15, 13.1, and
17% for New Albany respectively. The difference
among CO emissions of combustions with diluent added
airs is constant at the enhancing wall temperature for
both gases.
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Figure 9. CO mass fractions of shale gases at various wall
temperatures: (@) CO mass fractions for Haynesville and New
Albany without dilution, (b) CO mass fraction for Haynesville
with 10% dilution rates, (c) CO mass fractions for New
Albany with 10% dilution rates.

The rearing wall temperature also uplifts the reaction
temperatures for all the shale gases with and without
dilutions as depicted in Figure 10a, b, and c. The
increasing ratios for the reaction temperatures between
300 and 1200 K of the wall temperature with 10% N,
H,O, and CO. dilutions are 5.5, 5.4, and 5.8% for
Haynesville and 5.5, 5.6, and 5.8% for New Albany in



sequence. The difference among reaction temperatures
of the combustions with diluent added airs stays
stationary at the enhancing wall temperature for both
gases.
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Figure 10. Reaction temperatures of shale gases at various
wall temperatures: (a) Reaction temperatures for Haynesville
and New Albany without dilution, (b) Reaction temperature
for Haynesville with 10% dilution rates, (c) Reaction
temperature for New Albany with 10% dilution rates.

In industrial systems, to reduce the exhaust emissions of
environmental pollutants as NOy, CO, soot, etc.
producing at the end of combustion process is used both
the procedure of CO; and H.O addition to reactants and
pre-heat technique of reactants by exhausted gases
(Sabia et al.,, 2015). Generally, it is seen that the
addition of CO,, H,0, and N to reactants reduces NOx
with reaction temperature (Zahedi and Yousefi, 2014)
and increases CO in exhaust emissions. Moreover, H,O
addition shows the best performance in taking care of
NOy, CO, and reaction temperature as a whole. The
increase of pressure raises NOx (Zahedi and Yousefi,
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2014) and reduces CO as expected (Muharam et al.,
2015). The rise in wall temperature enhances pollutants
emissions and reaction temperature.

CONCLUSION

The characteristics and hazardous emissions of
turbulent, non-adiabatic, non-premixed combustions of
moist air and shale gases extracted from New Albany
and Haynesville fields of United State are numerically
investigated in this study. Furthermore, the reaction
temperatures and mass fractions of nitrogen oxides and
carbon monoxide are determined for various
equivalence ratios, pressures, and wall temperatures
under the effects of CO,, H,0O, and N diluents added in
the burning air. The following results are obtained:

e  The maximum values of mass fractions of NOy for
New Albany and Haynesville shale gas combustion
are 0.0021 kg NOx/kg at ER=1.025 and 0.00158 kg
NOy/kg at ER=1.02 in turn. The difference between
NOy of both shale gas combustions at ER=1 is 25%.
The mass fractions of CO rise by raising
equivalence ratio. The difference between CO mass
fractions is 24.5% at ER=1. The maximum reaction
temperatures for New Albany and Haynesville shale
gases are 2027 and 2014 K.

e The rising dilution rates generally decrease NOy
values for both shale gases. H,O dilution is more
effective over NOy to be reduced because of its high
heat hold capacity especially. 5% dilution additions
of H,O, CO;,, and N» diminish NOy mass fractions
at the rate of 59.1, 51.3, and 51.2% for Haynesville
and 57.2, 49.3, and 49.1% for New Albany
respectively. The dilution additions increase CO
mass fractions for all the shale gas. H,O dilution has
the least effect over CO fractions to enhance. CO;
has the biggest effect on the reaction temperature to
decrease.

e The rearing pressure increases NOy values for both

gases. The highest values for NOy occur with N;
dilution followed by CO; and H0 in the decreasing
range. On the contrary, the escalating pressure fades
CO mass fractions. The advancing pressure causes
the reaction temperatures to upsurge. The increment
ratios between 0 and 10 Atm for N2, H.O, and CO;
dilutions are 5.5, 5.3, and 5.3% for Haynesville and
5.6, 5.6, and 5.4% for New Albany respectively.

e The ascending wall temperature elevates NOx

values for both gases because of thermal NOy
increment at high reaction temperature. It also
boosts both the reaction temperatures and CO mass
fractions. The rising rates for the reaction
temperatures between 300 and 1200 K of the wall
temperature with 10% N, H,O, and CO; additions
are 5.5, 5.4, and 5.8% for Haynesville and 5.5, 5.6,
and 5.8% for New Albany.
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Abstract: This study presents a detailed method to estimate the thermal load of an articulated electric urban bus.
Thermal load, which consists of solar, metabolic, ambient and ventilation heat loads, is estimated hourly for a one year
period. A mathematical model takes into account the hourly passenger occupancy rate, hourly weather condition of the
line and hourly solar loads as input and predicts the heat load accordingly. In order to determine the importance and
contribution of each thermal load, all loads are calculated individually. Calculations are made for each hour of a year
in order to observe the change of the contribution of each load in time. With the proposed method, the thermal load of
an electric bus can be predicted in the system design phase and the HVAC system of the bus can be selected accordingly.
Keywords: Thermal loads, HVAC, Electric bus, Electromobility, Electrification.

BiR ELEKTRIKLI KORUKLU SEHIR iCi OTOBUSUN YILLIK ISI YUKU KESTiRiMi

Ozet: Bu galisma, koriiklii elektrikli sehir ici otobiisiiniin 1s1 yiikiinii tahmin etmek i¢in ayrintili bir yontem sunmaktadir.
Giines, metabolik, ortam ve havalandirma 1s1 yiiklerinden olusan termal yiik, bir yillik bir siire i¢in saatlik olarak tahmin
edilmistir. Kullanilan model, saatlik yolcu doluluk oranini, hattin bulundugu bdlgedeki saatlik hava durumunu ve saatlik
giines yiiklerini girdi olarak alir ve 1s1 ylikiinii buna gére tahmin eder. Her termal yiikiin dnemini ve katkisini belirlemek
i¢in tiim yiikler ayr1 ayr1 hesaplanmistir. Her yiikiin zaman igindeki katkisinin degisimini gdzlemlemek i¢in yilin her
saati i¢in hesaplamalar yapilmistir. Onerilen yontemle, bir elektrik otobiisiin termal yiikii sistem tasarim asamasinda
tahmin edilebilir ve elektrikli otobiisiin HVAC sistemi buna gore segilebilir.

Anahtar Kelimeler: Is1 yiikleri, HVAC, Elektrikli otobiis, Elektromobilite, Elektrifikasyon.

INTRODUCTION driving cycle for 12-meter buses are concerned, it is
proven that electrical buses perform better than buses

Global warming probably is the one of the biggest ~ With —conventional —engines powered with CNG
environmental problems of today's world. Over the last ~ (Compress Natural Gas) or diesel fuel. Energy
fifteen years, environmental foundations and ConSUmptionS per km of CNG, diesel fuel and electric
organizations have invested hundreds of millions of ~ buses are 4.98 kWh, 3.90 kWh and 0.95kWh,
dollars into combating global warming (Shellenberger et~ respectively (Gis et al. 2017).

al. 2004). Global warming is partly due to transportation

activities which produce substantial amounts of carbon ~ For bus operators, it may sometimes make sense to pick
dioxide emissions. In addition, these have side effects ~ Up @ ready-made electric bus; however, for large bus lines
like noise pollution and traffic congestion. It is believed ~ that carry thousands of passengers daily by a populous
that the transportation sector, which consumes the quarter ~ bus fleet, it may be more efficient to use a bus that is
of the world's energy production, should be made more ~ designed especially for the specific line. In order to
environmentally sensitive for a sustainable growth (Juan ~ design an efficient electric bus for a specific line, design
et al. 2016). Use of electric buses for public requirements should be carefully determined. Special
transportation may be an alternative solution in order to  care should be given to requirements imposed by energy
decrease urban noise and air pollutions (Pihlatie et al. ~ consuming sub-systems, such as the HVAC (Heating,
2015). As a matter of fact, due to ecological and ventilation air conditioning) system, which is the main
economic concerns, there is an increasing interest in  focus of the present study. To design and select elements
electric buses. Bus producers are observed to invest ~ Of a bus HVAC system, it is crucial to accurately

increasingly in the production of electric and hybrid ~ determine the heating and cooling loads (Aktacir et al.
buses (Graurs et al. 2015). 2008). Energy consumption of the HVAC system

accounts for about 20% of the total energy consumption

As far as fuel and electrical energy consumptions  Of a bus (Kamiya 2006). Underestimated HVAC energy
calculated for the SORT 2 (Standardised On-Road Test) ~ consumption may lead to thermal comfort problems,



while an overdesigned HVAC system may increase
manufacturing and operating costs.

In this paper, we propose a calculation model for the
determination of the energy requirements of a HVAC
system. More specifically, the HVAC power requirement
of a specific route of the Istanbul Metrobus network is
calculated in detail by taking into account the annual
hourly passenger density, the hourly position of the sun,
the location of the bus line and the bus working hours. In
the present case, Istanbul Metrobus network is operated
by Metrobus vehicles (Figure 1) with internal
combustion engines. The present 18-meter articulated
ICE (Internal Combustion Engine) driven bus design is
taken as a reference to design a HVAC system to be
installed in an electrified version of the bus.

Figure 1. A photo of Metrobus

A system design of an electric bus is presented in the
study of Gohlich et al. (2018). The researcher concludes
that HVAC system is the most energy consuming
auxiliary system and therefore must be given special
attention in electric bus system design. Additionally, the
heating case is considered as the most critical condition
if zero-emission operation is required. Exergy analysis
was implemented to improve the intercity bus air-
conditioning system design by Tosun et al. (2016). In this
study hourly cooling capacity was determined in detail.
In the study of Unal (2016), the cooling load of a fully
loaded bus at steady state was obtained as 22 kW.
Gohlich et al. (2018) assumed a constant 24 kW load for
heating in their study. The power required to cool the
vehicle in summer at an outdoor temperature of 35 °C is
assumed to be 24 kW. As a matter of fact these 24kwW
loads increases vehicle consumption by 1.3 kWh/km for
an average velocity 18 km/h and 2 kWh/km for an
average velocity of 12 km/h. Javani et al. (2012) studied
the role of design parameters on the cooling capacity of
hybrid and electric vehicles and energy and exergy
analyses were presented. Ruzi¢ et al. (2011) investigated
thermal interaction between a human body and a tractor
cab. In this study a model is developed to calculate solar
thermal loads of a tractor cab that has windows on its four
surfaces. In the study of Stancato et al. (1992) a
mathematical model was developed to simulate cooling
loads in a cab and the results of the simulation were
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compared with experimental results. Fayazbakhsh et al.
(2013) developed a model to calculate the head load of
an internal combustion engine car. Ding and Zito (2001)
presented a differential equation for the cabin that relates
the heat transfer coefficient, discharge panel temperature
and discharge volumetric air flow to the interior and the
solution of the corresponding transient heat transfer
differential equation was presented.

In the proposed study, loads are calculated for continuous
working condition and heat loads that are required to be
reached at first start of the bus are neglected. For
calculations and model development, previous work
accomplished by Fayazbakhsh et al. (2013) and the
ASHRAE standard (2001) are taken into account. In the
study of Fayazbakhsh et al. (2013) heat load is calculated
for a passenger vehicle with internal combustion engine.
In the case presented in our study, the heat generation of
the electric motor is negligible compared to the internal
combustion engine. Therefore, heat loads of exhaust
system and internal combustion are omitted. Moreover,
in the case of an urban bus, the number of passenger is
large and very changeable. The bus has a very specific
line and work schedule compared to a passenger car; and
therefore this allows calculating HVAC energy
consumption with higher accuracy. Furthermore, the
geometry (a bus is very similar to a cuboid) and
window/body ratio are different, which increases the
solar heat load.
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Figure 2. Flow chart of the calculation
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In the first section, metabolic, solar, ambient and
ventilation heat models are introduced and thermal
comfort standards are presented. In the second section,
firstly, thermal properties of the vehicle, the location and
operation system of the line are presented. After that, the
total heat load of the Metrobus for a period of one year is
predicted according to the model by considering the
weather condition, bus schedule and passenger
occupancy rates. Finally the required HVAC system is
selected according to the results of the calculations.



The details of the calculations and the flow sequence are
summarized in Figure 2.

BACKGROUND
Heat Model

Heat gain refers to the transfer of heat into or out of the
bus cabin through a variety of components. There are
nine main components of heat gain of an internal
combustion bus. These components can support the
HVAC system (for example, radiation that heats up the
bus in a cold winter day) or can work against the HVAC
system (for example, metabolic heat of passenger that
heats up the bus in a hot summer day). In order to
determine the HVAC requirements of a bus, the heat load
is calculated by an inductive method. Here, the model
developed by Fayazbakhsh et al. (2013) for a typical
internal combustion car cabin is adapted for the electric
bus. The heat load model developed for a typical car
cabin is given in equation (1).

= Qper + QDiT + Qpif + Qres 1)
+ QAmb + QExh + QEng

+ Qven + Qac

QTotal

Qroca refers to the net total heat flow into bus cabin,
Quee is the metabolic heat flow generated by passengers,
Qpir is the heat flow of direct radiation, Qp; is the heat
flow caused by diffused radiation, Q'Ref is the heat flow
of reflected radiation, Q 4,,,;, is the heat exchange between
ambient and bus cabin, Qg,, is the heat flow due to
exhaust system, QEng is the heat flow of the engine, Qyn
is the heat flow generated by the air that is blown by
HVAC system into bus cabin so as to supply fresh air for
passengers and Q 4. is the thermal load created by the air
conditioning system to reach the comfort temperature.
Since, there is no exhaust system, Qg is omitted and
since the heat generation of the electric motor is
negligible compared to the internal combustion engine
Q'Eng is also assumed to be zero. Thus, equation (1)
becomes;

QTotal = QMet + QDir + Q'Dif.+ Q.Ref. (2)
+ Qamp + Qven + Qac

Hence, in order to calculate total heat flow into an electric
bus cabin equation (2) can be used.

In Figure 3, thermal loads acting on an articulated bus
are illustrated. In the following sections each component
is explained in detail.
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Figure 3. Representation of thermal loads
Metabolic Heat Load

Passengers in the bus cabin create heat load because of
their metabolic activities. For the calculation of
metabolic load of passengers, they are separated into
three different groups; driver, sitting passenger and
standing passengers. Therefore, the metabolic load can
be calculated from equation (3);

QMet (3)

QDrwer + nstttmg Qstttlng
+ nStandlng QStanding

where QDrwer refers to the metabolic load of driver and
QS,mng and Qsmndmg are the metabolic loads of sitting
passengers and standing passengers, respectively.
Number of passenger is represented with ng;;gand
number of standing passenger is represented with
Nstanaing- Metabolic load of a person can be calculated
from equation (4);

QMet one Person — MADU (4)
where metabolic heat production rate, M, of a sitting
passenger and standing passenger are defined as 60 W/m?
and 70 W/m?, respectively (ASHRAE 2001). Metabolic
heat production rate of a heavy vehicle driver is 185
W/m? while this value ranges between 60 W/m?and 115
W/m? for a car driver so for an articulated bus it is
assumed as 120 W/m? (ASHRAE 2001).

Aoy refers to the DuBois area which estimates the surface
area of a person from the mass and height of one person.
(5) (Lee et al. 2008)

Apy = 0.202 x Weight®*?5 x Height®7?>  (5)
Weight and Height refer to mass in kilogram and height
in meter of a person, respectively.

Solar Heat Loads

Solar heat load is divided into three components; direct
radiation, diffused radiation and reflected radiation. Total
solar heat load is the summation of these three
components. The solar gain model assumes clear sky
conditions for sizing purposes.



Geometry of a bus is assumed to be a rectangular prism.
Solar angle of a surface is given in Figure 4 (Goswami et
al. 2015).
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Figure 4. Solar angle of a surface (Goswami et al. 2015)

For any surface, the angle between the surface normal
and the position of the sun which is the incident angle, 8,
can be found from equation (6).

6 = cos™!(sinfi X cos Y (6)
+ cosy X cos § X sin})

Where, v is the azimuth angle, B is the altitude angle and
> is the surface tilt angle. § can be calculated from
equation (7)

B = sin"!(sinL X sin§ +
cos L X cosd X cos H)

(")

where, § is the solar declination, L is the latitude and H is
the hour angle, where

H = 15(Atlantic Standard Time — 12) (8)
Solar declination, &, can be calculated from equation (9).
8 = 23.45sin([360(284 +n)]/365)  (9)

where, n represents the day of the year.
Direct Radiation

Direct solar radiation (1) is the proportion of the almost
rectilinear solar radiation, which reaches the Earth’s
surface from an angle with a distance of 0.25° to the
center of the sun and reaches a normal area, which is
oriented perpendicularly to the direction of the radiation.

Direct radiation load can be calculated from equation
(10) (Fayazbakhsh et al. 2013);

QDir = Stlpircos(0) (10)
where, S is the area of the surface, 7 is the transmissivity
of the surface, Ip;- is the direct normal irradiance and
Op;r is the heat gain due to direct radiation.
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Irradiance of the direct radiation can be calculated from
equation (11) (ASHRAE 2001).

A (11)
IDir = B
o GIn By

A and B are constants that change with monthly. Values
of A and B that are obtained from ASHRAE Handbook
of Fundamentals (2001) are given in Table 1. Data are for
21t day of each month (ASHRAE 2001). To increase the
resolution of calculation A, B and C values are
interpolated to their daily values.

Table 1. Extraterrestrial Solar Irradiance and Related Data

Month A[KZ] B[— 1 ] C
m alrmass

January 1230 0.142 0.058
February 1215 0.144 0.060
March 1186 0.156 0.071
April 1136 0.180 0.097
May 1104 0.196 0.121
June 1088 0.205 0.134
July 1085 0.207 0.136
August 1107 0.201 0.122
September | 1151 0.177 0.092
October 1192 0.160 0.073
November | 1221 0.149 0.063
December | 1233 0.142 0.057

Diffused Radiation

Diffused radiation is the portion of solar radiation which
arrives on the surface of the Earth after single or repeated
dispersion in the atmosphere (Goswami 2015). The
diffused radiation heat gain can be calculated from
equation (12) (Fayazbakhsh et al. 2013).

Qpis = STlpyy (12)
where, Ip;r is given in equations (13a) and (13b)
(ASHRAE 2001). Equation (13a) is for surfaces other
than vertical and equation (13b) is for vertical surfaces.

1+ cos(})

2
Ipir = Clpi(0.55 + 0.437 cos(6)

+ 0.313 cos?(6))

Ipip = Clpyy (13a)

(13b)

For vertical surfaces of the bus such as front, back, left
and right surfaces equation (13b) is utilized.

Reflected Radiation

Reflected radiation refers to the part of radiation heat
gain that is reflected from the ground and with strikes the
body surfaces of the vehicle (Fayazbakhsh et al. 2013).
Heat gain due to reflected radiation can be calculated
from equation (14).

QRef = Stlger (14)



where, I, is defined in equation (15) for all surface
orientation (ASHRAE 2001).

1——cos(})
2

Ires = Ipir (C + sin(B))p, (15)

where, p,, is the reflectivity coefficient of the ground.

Ambient Heat Load

There may be difference between outside temperature
and inside temperature. This temperature difference
causes heat transfer through surfaces from outside into
bus cabin on hot days and heat transfer from bus cabin to
outside on cold days. The heat transfer can be calculated
from equation (16) (ASHRAE 2001).
QAmb =SU(Ts —Ty) (16)

Here, S is the area of the surface, U is the overall heat
transfer coefficient of the surface, T, and T; refer to outer
surface temperature and cabin temperature of the bus,
respectively. U is composed of three parts; conduction of
the body, convection of inner and outer surfaces,
respectively. U can be calculated from equation (17).

(17)

_h0+

&>

L1
h;

Sl

where A is the thickness of the material, k is the
conduction coefficient of the body, h, and h; are the
convection coefficients of the outer and inner surfaces,
respectively. h; and h, are assumed only convective and
calculated from equation (18a) and equation (18b) (Li et
al. 2013).

hi =9+ 3.5170'66
hy = 9 + 3.50060

(18a)
(18b)

where, v is the relative speed of the air in m/s with respect
to corresponding surface. Since the air in the bus cabin
assumed to be stationary, from equation (18a) h;
becomes 9 W/m?K and h, is calculated according to
velocity data obtained from the driving cycle test.

Ventilation Heat Load

Passengers in the bus consume oxygen for breathing.
Since the volume of the bus cabin is limited for the long-
term O, needs of passengers, fresh air must be supplied
into the bus cabin. According to ASHRAE Standard 62 it
is recommended to supply 8L of fresh air per second for
one passenger (ASHRAE 1999). The heat load because
of air exchange between outside and bus cabin can be
calculated from equation (18a) and equation (18b). The
first part of the equation is for the calculation of sensible
heat load, while the second part is for the calculation of
latent heat load.
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QVen = V;;eanpAT + V;;enAW(4775 (19)

+1.9984T)

where, V., is the air flow rate, p is the air density (1.2
kg/m?3), c, is the specific heat of air (1000 J/(kgK)) and
AT and AW are the temperature difference and humidity
ratio difference, respectively.

Thermal Comfort Requirements

Acceptable ranges of operative temperature and humidity
for people in typical summer and winter clothing during
primarily sedentary activity are defined in Table 2. For
the design of the HVAC system of the bus, temperature
and relative humidity range that is shown in blue in
Figure 5 is selected (ASHRAE 1999).

20 1 o, 2

)
ta“dﬁ

@
I

A
&

AT

Nk

TN =

=]
I

a0,
Summg

HUMIDITY RATIO, g/kg

\

DEW POINT TEMPERATURE., °C

@
I

S u o
I\I

0
18 18 20 22 24 26 28 30 32
OPERATIVE TEMPERATURE, °C

Figure 5. Thermal comfort range of temperature and humidity
(adapted from ASHRAE standard 62 (1999))

Temperatures and humidity ratios that are selected as
design requirements for HVAC system for different
season of year are represented in Table 2.

Table 2. Design temperatures and humidity ratio

Season Temperature range Humidity range
(°C) (%)

Winter 20.5-23 30-60

Spring 22-24.5 30-60

Summer 23.5-26 30-60

Fall 22-24.5 30-60

DETERMINATION OF HVAC REQUIREMENTS

Location and Weather

In this part of the study, Metrobus Line of Istanbul is
analyzed to determine the HVAC heat load requirements
of a bus line. Latitude and longitude of Istanbul are
41.015° and 28.979°, respectively. For the calculations,
hourly outside temperature and relative humidity data are
obtained from Turkish State Meteorological Service. The
Metrobus network is mainly established on the East-West
axis. Metrobus line is shown in Figure 6.
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Figure 6. Map of the Metrobus Line
Operation System of the Bus Line

The Metrobus line has one route. However, on the same
route there are separate lines with different start and end
stations. In addition, these different lines have different
working hours and time tables but, working hours are
usually between 06:00 and 24:00. However, there is one
line that is only active at night passing through all 44
stations. For HVAC calculation only lines that are active
from 06:00 to 24:00 are considered.

Passenger Compartment

Passenger capacity of the 18-m articulated Metrobus is
160. Number of seats is 43+1 (one for driver). Surface
areas, S, that are obtained from the technical drawings of
the Metrobus and transmissivity, t, of the surfaces are
shown in Table 3. According to the safety regulation, the
transmittance of visible light through the window should
be at least 70% in the US and 75% in Europe.
Transmissivity of the windows of the Metrobus is
assumed to be 0.75 according to J.W.Lee et al (2014).

Table 3. Transmissivity and surface area of each bus surface

Surface | Part Material | Area Trans-
missivity
Front Wind- Glass 2 0.75
. 3.3m
shield
Body Al 42m?> |0
Rear Windows | Glass 1.9m? 0.75
and
doors
Body Al 52m?> |0
Left Windows | Glass 17.1m? | 0.75
Body Al 39.6m? | 0
Right | Windows | Glass 17.6m? | 0.75
Body Al 39.1m? | 0
Top Body Al 459m? | 0
and
bottom

In the analysis, It is accepted that surfaces remove the
solar radiative heat load that is absorbed through
convection because there is always air flow around the
body. Thus, it is assumed that there is no heat gain from
aluminum surfaces.

Analysis
Since the passenger occupancy rate, which affects the

thermal load most, is similar in both directions, HVAC
power requirement is calculated for one direction.

Metabolic Heat Load

Hourly passenger density data for one year between each
station of the Metrobus line was obtained from the bus
service operator. That is an important data to calculate
heat loads related to occupancy rate. Heat map of
passenger occupancy rate is shown in Figure 7.
Horizontal axes shows hours, vertical axis shows the
station number and the color indicates the occupancy
rate, occupancy rate of 1 means full bus while 0 means
empty bus.

Passenger occupancy rate

1
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Figure 7. Heat map of passenger occupancy rate

According to Turkish Statistical Institute Health Survey
(2010), average height and average weight of Turkish
people are 1.67 m and 71.5 kg, respectively. Thus, from
equation (20) Apy, of an average Turkish person is
calculated as follows.

Apy = 0.202 x 71.5%4%5 x 1.6720725  (20)
= 1.80 m?

With the help of equation (4) and (20) metabolic heat
generation rate of a driver, sitting passenger and a
standing passenger is calculated as 216 W, 108 W and
126 W, respectively.
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Figure 8. Heat map of metabolic heat load



It is assumed that passengers prefer to sit in the bus when
there is empty space. There are only 43 seats in the
Metrobus but the passenger capacity is 181. Accordingly,
heat map of metabolic heat load is shown in Figure 8.

Solar Heat Loads

As can be seen in Figure 6, the Metrobus line is mainly
established on the East-West direction thus, solar heat
load is calculated for East-West direction.

Hourly incidence angle of each surface for one year,
which are calculated from equation (6), are shown in
Figure 9.
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Figure 9. Incidence angle of all surfaces

Hourly altitude angles of all surfaces for a one year
period, which are calculated from equation (7), are shown
in Figure 10.
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Figure 10. Altitude angles

Sunset and sunrise hours for a one year period are
shown in Figure 11.
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Figure 11. Sunset and sunrise hours
Direct Radiation Heat Load

Direct radiation heat loads for each hour are calculated
from equation (10). Transmissivity values and surface
areas, which are required in order to calculate direct
radiations, are obtained from Table 3. Results of
calculation are shown in Figure 12.

Diffused Radiation Heat Load

Heat loads of diffused radiation are obtained from
equation (13a) and equation (13b). Heat load that is
generated by diffused radiation for each hour of a year
are shown in Figure 12.

Reflected Radiation Heat Load

Heat load due to reflected radiation is calculated from
equation (14). It is assumed that sunlight is reflected only
from the ground (asphalt) and, reflectivity coefficient of
the ground (asphalt), pg, is 0.2 according to Tran et al.
(2009). Results are shown in Figure 12.
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Figure 12. Direct, Diffused and Reflected radiation heat load
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Ambient Heat Load

Thickness of the body and glass, A, may vary from
vehicle to vehicle and is easy to measure. In the present
case vehicle body thickness is measured as 17mm and
glass thickness is measured as 4.8mm. Thermal
conductivity of the glass is 1.05 W/mK and thermal
conductivity of the body is 0.2 W/mK. (Fayazbakhsh et
al. 2013).



For the calculation of ambient heat load, inner
temperature of the Metrobus is required. For practical
reasons, inner temperature of the bus is assumed to be
always in comfortable ranges. Comfortable inner
temperature and relative humidity ranges were tabulated
in Table 2.

In addition to inner temperature, outer temperatures are
also required. Hourly outside temperature data are
obtained from Turkish State Meteorological Service.
Temperature difference between outside and inside of the
Metrobus in a one year period are given in Figure 13.
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Figure 13. Hourly temperature difference between outside and
inside of the vehicle

Convection coefficient of the outer, ho, and inner, h;,
surfaces are calculated from equation (18a) and equation
(18b). Velocity of the inside air is assumed to be zero and
the velocity air on the outer surface of the Metrobus is
assumed to be 11.33 m/s which is the average velocity of
the Metrobus according the driving cycle obtained by
tests with zero wind speed assumption.

Ambient heat load due to conductive and convective heat
transfer through body and windows for each hour of a
year is calculated from equation (17) and result are
shown in Figure 14.
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Ventilation Heat Load

The temperature and relative humidity must be changed
according to thermal comfort requirements so as to keep
the interior of the bus comfortable. Target inner
temperature and relative humidity ranges are tabulated in
Table 2. For the calculation of ventilation load, hourly
outside temperature and humidity data that are obtained
from Turkish State Meteorological Service are used. In
addition to outdoor temperature and target inside
temperature, another important data for thermal comfort,
target relative humidity and inside relative humidity are
shown in Figure 15.
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Figure 15. Outside temperature and target temperature (left),
Outside relative humidity and target relative humidity (right)
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Since the ventilation requirements are directly dependent
on the number of passenger, hourly passenger occupancy
rate of each station for one year are used in this
calculation. Ventilation heat load of the Metrobus are
calculated for each hour of the year by using equation
(19). Results of the calculation are shown in Figure 16.

Ventilation heat load for a whole year
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Figure 16. Ventilation heat load
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Total heat load of the Metrobus for each hour for one year
and for each station is shown in Figure 17.
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Total heat load of the Metrobus for each service hour for
one year is shown in Figure 18. The heat load that is
shown in Figure 18 is the average heat load of all stations.
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Figure 18. Hourly total heat load
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Daily average and monthly average heat load of the
Metrobus are shown in Figure 19.
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Figure 19. Daily and monthly total heat load
Power requirement of HVAC System
The energy-based efficiency measure of the refrigeration

unit, COP (Coefficient of performance) can be defined as
follows;

35

(21a)
COPcoolmg QHVAC cooling

WComp
(21b)
COPheatmg QHVAC heating

WComp
QHVAC coolin + WCom
— 9 14

WComp
= COPcooling +1

Quvac cooting A Quy ac neating are the heat loads during
cooling and heating, respectively and Wcop,, is the
minimum power that is needed to be supplied to the
compressor. COP may vary according to different
months, temperature and air mixture ratios. Average
coefficient of performance of an air conditioning system
of a bus is 3 for cooling and is 4 for heating (Tosun et al.
2016). Thus, according to Figure 19 it can be said that the
maximum power needed to heat up the Metrobus is about
12 kW and the maximum power to cool down the
Metrobus is about 11 kW. The total energy consumption
of the AC system for one year can be calculated from
equation (26).

22
Waverage day = det (22)

From equation (21a), (21b) and (22) average HVAC
power for one day, Wyerage aay. 1S Calculated. Figure
20 shows the change of average HVAC power by day.
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Figure 20. Daily change of HVAC power requirement
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CONCLUSION

Accurate calculation of the thermal load of an urban bus
in the design phase is crucial for the assessment of the
comfort and cost of the bus to be produced. In this study,
the thermal load of the Istanbul Metrobus has been
estimated by a method that takes into account the annual
weather and passenger density with an hourly resolution.
Owing to these detailed inputs, short-term fluctuations
could be observed and thus an appropriate HVAC system
could be selected. Furthermore, average and overall
HVAC consumptions have been estimated with higher
resolution which is a valuable input for the feasibility of
bus electrification projects.



It can be observed that, from the Metrobus line analyzed
in this study, the HVAC loads are higher in winter time.
The reason for this is that the heating demand is higher
due to lower outdoor temperatures. In vehicles with
internal combustion engine, heat may be supplied from
the waste heat of the internal combustion engine.
Meanwhile, in electric vehicles there is no waste heat,
and therefore heat must be supplied by the HVAC
system.

The ventilation requirement of the vehicle has been
observed to depend on the number of passengers in the
vehicle; in fact, the number of passenger is the most
important input of the HVAC power consumption model.
Daily average power consumption of HVAC system
varies between 1 kW and 9 kW for HVAC system with
COP equal to 3 for cooling and 4 for heating. The yearly
average of the HVAC energy consumption is 0.11
kWh/km which represents around 8 % of the total energy
consumption of the vehicle, but in winter the average
consumption can increase up to 0.27 kWh/km, which is
about 25% of the total consumption of the vehicle.

Automatic HVAC controllers used in today's buses
activate the HVAC system according to the temperature
and humidity of the current air in the vehicle. However,
these controllers cannot predict the need of rising thermal
loads due to solar radiation, passenger number or outdoor
temperature. Finally, as a prospective application, a
HVAC controller designed based on the proposed model
may be developed to provide necessary pre-heating and
pre-cooling in order to keep the bus cabinet in a
comfortable temperature range in face of varying thermal
load.
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Abstract: Geothermal power plants have been in operation for decades in many parts of the world. Different
thermodynamic cycles can be used for producing power from geothermal resources. Binary cycle plants use the
geothermal water from liquid-dominated resources at relatively low temperatures. These plants operate on a Rankine
cycle with a binary working fluid (isobutane, pentane, isopentane, R-114, etc.) that has a low boiling temperature. A
case study on an existing binary geothermal power plant is available in this study. Thermoeconomic performance
evaluation and optimization of 2.7 MW binary organic Rankine cycle (ORC) design geothermal power plant in
western Turkey is conducted using actual plant operating data, and potential improvements are identified. Afyon
Geothermal Power Plant (AFJES) is thermodynamically modeled in a computer environment using current working
parameters in a comprehensive way for the use of geothermal energy in electricity generation. Geothermal water
temperature and mass flow rate of the plant are 110°C, and 150 kg/s, respectively. Energy and exergy efficiencies of
the plant are calculated as 10.4% and 29.7%. The potential annual revenue of geothermal electricity is calculated to
be 2,880,277 $/yr with a simple payback period of 3.36 years. The exergetic cost of the electricity from the plant is
calculated as 0.0233 $/kWh. The optimized simple payback period and exergy cost of the electricity generated in the
plant is calculated as 2.87 years and 0.0176 $/kWh, respectively.

Keywords: Geothermal power plant, thermodynamic analysis, thermoeconomic analysis, optimization.

MEVCUT BIR BINARY JEOTERMAL SANTRALIN PERFORMANS GELiSTIRMESI
VE TERMOEKONOMIK OPTiMiZASYONU: BiR VAKA CALISMASI

Ozet: Jeotermal gii¢ santralleri diinyanmn birgok yerinde yillardir kullanilmaktadir. Jeotermal kaynaklardan giig
iiretmek icin farkli termodinamik ¢evrimler kullanilabilir. Binary ¢evrim santralleri, nispeten diisiik sicakliklarda sivi
yogunluklu kaynaklardan gelen jeotermal suyu kullanir. Bu santraller, diisiik kaynama sicakligina sahip bir binary is
akigkani (izobiitan, pentan, izopentan, R-114, vb.) ile Rankin ¢evrimiyle ¢alisir. Bu ¢alismada, mevcut bir binary
jeotermal gii¢ santrali ile ilgili bir vaka calismasi yapilmistir. Tiirkiye'nin batisindaki 2.7 MW’lik Binary Organik
Rankine ¢evrimi (ORC) tasarimi bir jeotermal santralin termoekonomik performans degerlendirmesi ve
optimizasyonu, gergek santral ¢aligma verileri kullanilarak yapilmig ve gelistirme potansiyeli tespit edilmistir. Afyon
Jeotermal Enerji Santrali (AFJES), elektrik iretiminde jeotermal enerjinin kullanimi i¢in mevcut calisma
parametreleri kapsaml bir sekilde kullanilarak bilgisayar ortaminda termodinamik olarak modellenmistir. Santralin
jeotermal su sicakligi ve kiitlesel debisi sirastyla 110 °C ve 150 kg/s’dir. Santralin enerji ve ekserji verimliligi % 10.4
ve % 29.7 olarak hesaplanmistir. Jeotermal elektrikten elde edilen gelir 2.880.277 $/y1l ve basit bir geri 6deme siiresi
ise 3.36 yil olarak hesaplanmigtir. Santralden firetilen elektrigin ekserjetik maliyeti 0.0233 $/kWh olarak
hesaplanmigtir. Santralden firetilen elektrigin optimize edilmis basit geri 6deme siiresi ve ekserji maliyeti sirasiyla
2.87 yil ve 0.0176 $/kWh olarak hesaplanmustir.

Anahtar Kelimler: Jeotermal gii¢ santrali, termodinamik analiz, termoekonomik analiz, optimizasyon.

NOMENCLATURE f exergoeconomic factor, %
h enthalpy, kJ/kg
s specific energy consumption, kg/kJ i interest rate, %
c specific exergy cost, $/kJ m mass flow rate, kg/s
C cost associated with exergy flow, $ PEC purchased equipment cost, $
CRF capital recovery factor PWF present worth factor
C  cost rate associated with exergy, $/h r relative cost difference, %
Ex  exergy rate, KW S entropy, kifkg K
’ S salvage value, $

ex specific exergy, ki/kg SPP  simple payback period, year



t time

T temperature, °C

W power, kW

y exergy destruction over total exergy destruction
Z  equipment cost rate, $/h

Greek symbols

n energy efficiency
e exergy efficiency
T capacity factor of system

$ United State Dollars, US$

Subscripts

0 dead states

act  actual

BHE binary heat exchanger

BT  binary turbine
dest  exergy destruction
e exit state

elec electricity

f fluid

F exergy of fuel
geo  geothermal

IC investment cost

i inlet state

k k-th equipment
pp pinch point

P exergy of product
rev  reversible

turb  turbine

T total

WCC water cooled condenser

Superscripts

. time rate

Cl investment cost

OMC operation maintenance
n operating period, year

INTRODUCTION

Geothermal energy is within the earth's thermal energy
that is transferred to the underground water. This thermal
energy trapped beneath and within the earth. This energy
exists in the form of steam and hot or liquid water. It is
released naturally or drilling operations. The utilization of
geothermal energy is not a new technology, as the first
geothermal steam well was drilled at Larderallo, Italy, in
1904 (Kasaei et al., 2017). The present installed energy
capacity of the plants is now around 1,144 MW, which
has 40 power plants in Turkey (Balcilar et al., 2018).
Turkey’s geothermal resources mainly consist of low-
grade energy sources. However, this is not a disadvantage
because the recent progress of technological
developments, Organic Rankine cycles (ORC) are
preferred to produce electricity for low enthalpy type of
geothermal sources. The most common cycle is the
binary cycle that allows electricity generation from low-
temperature geothermal energy sources (Yilmaz, 2017).
The binary plants developed for the use of working fluids
at low boiling points enable the generation of electricity
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from low-temperature geothermal water. Geothermal
binary plant technology was developed primarily to
produce electricity from low-temperature resources and
to increase utilization of thermal resources by conversion
waste heat (Korkmaz et al., 2014).

The binary plant at Chena Hot Springs uses a geothermal
resource at 80°C in Alaska (Zheng et al., 2015). The
binary system uses a secondary working fluid, typically
n-pentane, n-butane, and R144 which, compared with
steam, have a low boiling point and high vapor pressure
at low temperatures. This secondary fluid is operated
through a conventional Rankine Cycle. By selecting the
appropriate working fluid, binary plants can be designed
to operate with inlet temperatures in the range 80 to
150°C. The upper-temperature limit is selected by the
thermophysical condition of organic binary fluids. The
lower temperature limit is primarily selected by useful
and economic considerations, as the required heat
exchanger size for a given capacity becomes impractical.
Heat is transferred from geothermal water to the binary
fluid via heat exchangers, where the binary fluid is heated
and vaporized before being expanded through a turbine
(Cengel and Boles, 2015).

In the open literature, some relevant studies have been
conducted on geothermal energy for electricity
production. Kanoglu (2002), performed an exergy
analysis of 12.4 MW existing binary geothermal power
plant. The exergetic efficiency of the plant was found to
be 29.1% based on the exergy of the geothermal water at
the inlet state, and 34.2% based on the exergy loss of the
preheater system. The corresponding thermal efficiencies
for the plant were calculated to be 5.8 and 8.9%,
respectively. DiPippo (2007), reviewed as to its
appropriateness to serve as the ideal model for
geothermal binary power plants. He showed that the
Carnot cycle sets a theoretical upper limit on the thermal
efficiency of these plants. He found that actual binary
plants can achieve relative efficiencies as high as 85%.
Yari (2010), proposed an exergetic analysis of various
types of geothermal power plants. The maximum thermal
efficiency was found to be related to the binary cycle with
R123 as the working fluid and was calculated to be
7.65%. Karadas et al. (2015), conducted a regression
analysis of 7.35 MW existing binary geothermal power
plant using actual plant data to assess the plant
performance. According to their analyses, since 2009, the
plant performance was started to decline with 270 kW
electricity capacities. Wang et al. (2015), performed a
thermodynamic analysis and optimization of a flash-
binary geothermal plant. The effects of some
thermodynamic parameters on system performance were
examined. A parametric optimization was performed to
obtain the optimum system performance. Hanbury and
Vasquez (2018), performed a life cycle analysis of
geothermal energy for power and transportation with a
stochastic approach. They showed that geothermal energy
extraction is not without environ-mental cost. Aksoy
(2014), provided an information on power generation via
geothermal resources and sector development. He



considered by a power plant at Kizildere in Denizli,
whereas the first private sector investment was the Dora-I
power plant, commissioned in 2006. Koroneos et al.
(2017), studied an exergy analysis for a proposed binary
geothermal power plant in Nisyros Island, Greece.
According to their study, a system exergetic efficiency of
41% and a thermal one of 12.8% have been resulted in
supporting the technical feasibility of the proposed
geothermal plant. Kolahi et al. (2018), presented a novel
approach for optimizing and also improving a flash
binary geothermal power plant. They have shown an
investigation on flash chamber pressure effect on the
system performance was accomplished. Shokati et al.
(2015), compared a basic, dual-pressure, and dual-fluid
ORCs and Kalina cycle for power generation from the
geothermal fluid reservoir from energy, exergy, and
exergoeconomic viewpoints. Heberle et al. (2017),
investigated a technoeconomic analysis of a solar thermal
retrofit for an air-cooled geothermal Organic Rankine
Cycle power plant. Their analysis results indicated that
the detailed simulations throughout one year show up to
7.8% more electricity, a solar-to-electric efficiency of
10% and a significant power gain during summer.
Coskun et al. (2014), considered a geothermal resource in
Kutahya—Simav region in Turkey. Economic analysis of
four cycles was considered to indicate that the cost of
producing a unit amount of electricity is 0.0116 $/kW h
for double flash and Kalina cycles, 0.0165 $/kW h for
combined cycle, and 0.0202 $/kW h for the binary cycle.
Karimi and Mansouri (2018), presented a comparative
profitability study of geothermal electricity production in
developing countries. They are considered an
exergoeconomic analysis and optimization of different
cycle configurations. According to the results, the
maximum and minimum values of the levelized cost of
electricity are obtained as 0.1474 and 0.0493 $/kWh,
respectively. Kahraman et al. (2019), investigated the
thermodynamic and thermoeconomic performances of a
21 MW geothermal plant. The results showed that
ambient temperature affects efficiencies. The energy
efficiency decreased from 13.7% to 9.2%, while exergy
efficiency decreased from 54.9% to 36.7. The unit cost of
products the plant increased from nearly 230 $/GJ to 330
$/GJ, respectively.

The study presents a thermoeconomic evaluation and
optimization of an existing Afyon Geothermal Power
Plant. Thermoeconomic approach was developed and
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used to determine the optimum working conditions in the
plant. In this context, a thermoeconomic analysis of the
plant was carried out, and the performance values were
determined and optimized. As can be seen in the open
literature, there is no thermodynamic and economic
analysis for the plant. Thermodynamic and
thermoeconomic analysis of this plant has not been done
before in the current status of the literature. Therefore this
study is almost original and new for this plant. The
novelty of the study is performance analysis of an
existing Afyon Geothermal Power Plant (AFJES), which
is currently installed and operating. The plant is
performed and optimized the economics of
thermodynamically modeled in a computer environment
using the thermoeconomic cost method in a
comprehensive way for the use of geothermal energy in
power generation. This study was performed by (1)
thermodynamic  analysis under current working
conditions of the plant, (2) conducting exergy and
exergetic cost analyses for each component of the plant,
and (3) the optimum working conditions and costs
concerning the thermoeconomic analysis. Moreover, the
simple payback period of the current situation of the plant
has been investigated with parametric studies for different
working conditions.

EXISTING PLANT DESCRIPTION AND
OPERATION

Figure 1 shows the general overview of Afyon
Geothermal Power Plant (AFJES). It is an existing
geothermal plant located at 10 km north side of the city
center of Afyonkarahisar in western of Turkey.
Geothermal liquid water at 115°C is extracted from two
resource wells (AF-23 and R-260) at a rate of 150 kg/s.
The production wells AF-23 and R-260, built between
2012 and 2014, are 800 m and 1800 m in depth,
respectively. Opened on 13 July 2017, the plant started to
produce electricity on 16 August 2017. This water is
pumped to the energy conversion heat exchanger of the
thermodynamic cycle. The wells are a liquid form of
geothermal water resource at a relatively low temperature
and a binary cycle is best suited for electricity power
generation. The installed capacity of Afyon Geothermal
Power Plant located in Afyonkarahisar is 2.76 MW and it
provides energy requirements of an average 4762
dwellings. A natural landscape of the Afyon Geothermal
Power Plant is given in Fig. 1 (Sahin, 2016).




The AFJES ORC plant consists of three parts. These are
the cycle of the geothermal water, the cycle of the ORC
(R134a), and the cycle of cooling water. In order to
convert the vapor form of R134a that reaches high
pressure with the cooling water cycle to the geothermal
water at the turbine outlet, the working fluid is supplied
to the condenser at the correct flow and temperature,
and it is necessary for efficient energy conversion of

geothermal water. For this reason, when the average
monthly air temperatures in Afyonkarahisar province
are examined, it will help us to predict the cooling fluid
temperature and performance graphs regarding the
approach to the design values of cooling water. Afyon
Geothermal Power Plant (AFJES) system modeling and
SCADE view are given below in Fig. 2 (Sahin, 2016).
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Figure 2. Afyon Geothermal Power Plant (AFJES) System Modeling and SCADA (Sahin, 2016).

WORKING PRINCIPLE OF PLANT

Fig. 3 shows the water cooled binary geothermal cycle.
R134a was assumed for the working fluid which is the
most efficient working fluid in the low-temperature
binary cycle power plants. The thermodynamic details
of the working fluid selection are given in comparison
to the results and discussion section. Hot geothermal
water passes through a series of heat exchangers, where
the working fluid vaporizes. Then the vaporized
working fluid is expanded through a binary turbine to
generate electricity. The expanded working fluid in the
turbine is subsequently condensed in a water cooler and
returned to the heat exchangers to be heated by hot
geothermal water again. Generally, an air-cooled
condenser is used, but water-cooled condenser is used in
this plant. The reason for this is that it is a river basin
suitable for cooling near the power plant. Therefore,
more efficient cooling can be achieved. The geothermal
water is often reinjected into the reservoir via the
reinjection well. When the binary cycle is used in the
geothermal power plants are insensitive to the presence
of non-condensable gases and produce nearly no
environmental emissions. The binary geothermal power
plant is a heat engine that converts energy in geothermal
water into shaft work of turbine, usually made available
on a steam turbine shaft. The Afyon geothermal plant
uses geothermal water at 110°C as the heat source of the
binary cycle. The plant has a power capacity of 2622
kW and operates on the simple Rankine cycle with
R134a as the working fluid. Geothermal water energy is
transferred to the binary cycle by a heat exchanger in
which geothermal liquid water enters at 110°C at a rate
of 150 kg/s and leaves about at 70°C. The geothermal
water passes through a heat exchanger is reinjected into
the ground about at 70°C. Binary cycle working fluid of
R134a enters the turbine 2800 kPa and 100°C and leaves
at 500 kPa. R-134a has condensed in a water-cooled
condenser and pumped to the heat exchanger pressure.
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The isentropic efficiencies of the turbine and pump are
assumed to be 85 percent. For the design of heat
exchanger of the binary cycle is called pinch point
temperature difference ATpy. The value of ATy is
usually taken between 5°C and 10°C (Sahin, 2016).
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Figure 3. Schematic configuration of Afyon Geothermal
Power Plant (AFJES).

The power input to the production and circulation
pumps is usually small compared to turbine power.
However, the power consumed by the cooling fans in
the condenser can be up to 20 percent or more of the
turbine power. Ambient temperature has a considerable
effect on the power production of air-cooled binary
geothermal power plants. As a result of reduced turbine
power and increased fan power at higher ambient
temperatures, the power output from such a plant
decreases by up to 50 percent from winter to summer
(Kanoglu and Bolatturk, 2008).



THERMODYNAMIC MODELING OF PLANT

Afyon Binary Geothermal Power Plant operates on a
steady state and steady flow condition. For
thermodynamic analysis, we use properties of water for
geothermal water. Control vo-lume has been
conserved mass, energy, entropy, and exergy. The
equation equilibriums for the plant are as follows
(Abusoglu and Kanoglu, 2008).

2m =
Q+W = Zmehe _Zmi hy
S 4SSt - L @

EXheat _W = Zmeexe _Zml eXI + EXdest (4)

@)
@

where ex is the specific flow exergy, W and Q are the
net work and heat transfer, the mass flow rate is denoted
by m, enthalpy is represented by h, Exdest is the amount

of exergy destruction and Ex is the amount of exergy

transfer by heat. Although we will select real operation
values for the geothermal water and the cycle parameters,
the results will be almost realistic. Here are assumed
parameters: geothermal water temperature, Ts= 110 °C.
Geothermal water mass flow rate, mg., =150 kg/s. Dead

state temperature, To= 14 °C. Optimum flash process
pressure, Ps= 143.4 kPa. Binary turbine inlet pressure,
Ps= 2800 kPa. Turbine isentropic efficiencies, 7, =

90%. Analysis environment dead state pressure, Po= 89.4
kPa, respectively. Mass, energy and exergy balance
equations applied to the all components are expressed in
the Table 1, according to the above thermodynamic
considerations and assumptions.

Table 1. Thermodynamic balance equations applied to the all system components.

System component

Mass, energy and exergy equations

My = m,
: Wtu,b V\:/turb,act =g (hS - h4)
Turbine - Wturb,rev = m3 (EX3 - eX4)
E-Xturb,dest :Wturb,rev _Wturb,act
4 _ V\./turb,act _ h3 — h4
V\./turb,rev ' h3 - h4s
%3 my; =m, Mg = Mg
_6.4_/\/W__ mz(hs_hz):ms(hs—he)
Exen o -I EX g dest = Ms (€Xs —€Xg ) — My (X3 — X, )
:*—/\/\/\/__.! _ iy (ex; —ex,)
I s (X5 — eXe )
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Ex pump,dest :Wturb,act _Wturb,rev
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8
Water
Cooled
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7
1

m, =y Mg =my

rT"4(h4 _h1): m?(hg - h7)
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The energy input to the binary geothermal power plant
can be written from the Fig. 1 as:

Egeo = rhgeo (h5 - h6) (5)
The power outputs from the binary cycle can be written
as:

Wy, = g (hg —hy) (6)
Wpump = mR(hZ - hl) (7)
Wnetbinary :Wturb _Wpump C))

The energy efficiency of the binary geothermal power
plant can be written according to the above equations as:

W Wnet,binary _Wparasitic (9)

_ rTet,geo _
E r‘hgeo (hgeo - hO)

geo

The exergy efficiency of the combined geothermal power
plant can be written using exergy of the geothermal water
at well head as:

W,

_ "Vnet,geo
Exgeo

_ Wnet,binary _Wparasitic
rhgeo (hgeo - hO _TO (Sgeo - sO ))

(10)

The binary working fluid is pumped to the binary heat
exchanger for energy conversion with geothermal water
to finish the thermodynamic cycle. Fig. 4 shows the
binary working fluid of R134a operation on a
temperature entropy diagram. This is an important
decision parameter for R134a, because it is a proper
thermodynamic fluid in the binary geothermal power
plant. So there is no moisture in the binary turbine under
these current conditions.
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Figure 4. Temperature entropy (T-s) diagram of binary cycle.
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Binary heat exchanger pinch analysis is performed as
the design consideration of the binary plant. The power
consumption to the production and pumps is usually
small compared to the turbine power. However, the
power consumed by the cooling fans in the condenser
can be up to 20 % of the turbine power (Kanoglu and
Dincer, 2009). The energy efficiency of the binary plant
can be expressed on the geothermal water heat input to
binary plant. The heat transfer process between the
geothermal water and binary working fluid is shown in
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Fig. 5. The state points refer to Fig. 3. Binary working
fluid should be vaporized completely (state hy, to
htpinary) @nd superheated by the geothermal water (state
htpinary t0 3) as the water temperature is decreased from
Ts to Tpp. binary working fluid is heated from T, to Tyap
as the temperature of geothermal water is decreased
from Ty to Te. TO achieve this heat transfer, there must
be a temperature difference between the vaporization
temperature of the binary working fluid (state hpp) and
temperature of geothermal water at state pp. this
temperature  differences is called pinch point
temperature difference ATyp. The state “pp” is called
pinch point of geothermal water. An application of the
energy conversion principle on this binary heat
exchanger gives the fallowing equations (Kanoglu and
Bolatturk, 2008):

n;]geo (h5 - hpp )= r’hbinaly (hB - hf, binajy)

mgeo (hpp - hs): mbinary (hf, binary — hz)

11)
(12)

Here mge, and My, are the mass flow rates of

geothermal water and binary working fluid,
respectively, and h is the state enthalpy of fluid flow.
Solving these equations simultaneously gives the mass
flow rate of binary working fluid and exit the exit
temperature of geothermal water when the initial
temperature of geothermal water and binary working
fluid, the exit temperature of binary working fluid and
the pinch point temperature differences ATy, are known.
The value of ATy is usually taken between 5°C and
10°C, respectively (Kanoglu and Bolatturk, 2008). The
vaporization temperature and the pinch point
temperature of this plant are calculated to be 82.86°C
and 87.86°C, respectively. Also, these design
considerations and calculations give an exit temperature
of geothermal water of 70°C at the binary heat
exchanger outlet state.

T

Ts=110C

Geothermal water
T;=100"C
T, =87.86°C

T,.,,~82.86°C

Binary working fluid T,=70°C

©T=I17°C

t
Figure 5. Plant heat transfer process in the binary heat
exchanger.

Energy and exergy characteristics for each state of the
system in Fig. 3 are calculated in Table 2. The
thermodynamic properties of the liquid and gaseous
phases of the geothermal water and of the selected
working fluid of R134a in the binary cycle are
calculated by computer software program EES (F-Chart
Software, 2019).



Table2. Calculated thermodynamic properties of binary power plant.

State | Fluid P(kPa) | T(°C) | m(kgls) | h(kikg) | s(kikg’C) | ex(kkg) | Ex (kW)

0 Geothermal | 89.4 113 |- 4756 0.1703 - -
water

0 | R-134a 89.4 113 |- 265.1 1.076 - -

07 | Water 89.4 113 |- 4752 0.1701 - -

1 R-134a 6501 | 157 | 108 73.33 0.2802 3454 3731

2 R-134a 120 170 | 108 7551 0.2814 36.39 3931

3 R-134a 120 100 | 108 309 0.9644 75.74 8182

4 R-134a 1650 | 341 | 108 276.9 0.9831 38.29 4137

5 Geothermal | 1650 | 110 | 150 461.4 1.419 58.9 8835

6 \clsvzget?]ermal 720 70 150 2931 0.9552 22.38 3357

7 W"ﬁ?& 100 113 | 5419 4752 0.1701 0 0

8 Water 100 21 541.9 88.1 0.3104 0.6976 378

The thermodynamic analysis is critical because it forms
the basis of thermoeconomic analysis. For this reason,
the thermodynamic analysis must be done correctly. In
Table 2, exergy values of all states in the plant are
calculated and are given in detail. These values are
calculated taking into account the actual operating
conditions of the plant as mentioned before

THERMOECONOMIC MODELING OF PLANT

Thermoeconomic analysis is a highly realistic method
of assessing the cost of a thermal system that inevitably
interacts with the environment. Since the available
thermodynamic values of mass, heat, and work in the
systems can be determined by exergy, it is significant
that the exergy is used when cost allocation is made in
thermal systems. We refer to this approach as exergy
costing. Thus, the cost of power and heat flow
associated with exergy entering and leaving the system
can be expressed by the following equations. The
purchase equipment costs and the operating
maintenance costs of the plant equipment are considered
as the fundamental part of the system costs. These two

main cost parameters include all other cost parameters
of the plant. Thus, the cost balance for system
equipment can be written as (Bejan et al., 1996):

ch,in +2y +CQ :ch,out +Cy’ (13)
in out

Here

C =cxEx (14)

For any k component, the exergy rates of inlet and exit
are calculated by using exergy relations. Z7 is the cost
ratio for a component in $/h. The general equation of
the cost ratio associated with initial cost and operating-

maintenance costs for a component can be expressed as
(Bejan et al., 1996):

7T —7)c  gome (15)
The economic analysis results of the power plant and

equipments with Aspen Plus program in the computer
environment are given in Table 3 (Aspen Plus, 2014).

Table 3. The cost rates associated with the components of the plant (Aspen Plus, 2015).

System components PEC ($) Z,€ ($/h) Z2MC (@) | Z] ($/h)
Binary Heat Exchanger 300,000 4.233 3.488 7.722
Binary Turbine 750,000 10.584 8.722 19.306
Water cooled condenser 300,000 4.233 3.488 7.722
Binary pump 100,000 1.411 1.162 2.574
Other system outlays 100,000 1.411 1.162 2.574
Total purchase equipment | ) 554 59 21.872 18.022 39.894
cost (PEC)

Operating and maintenance

cost (OMC) 150,000
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THERMOECONOMIC COST RELATIONS OF
PLANT

The cost of power and heat flow associated with exergy
entering and leaving the system can be expressed by the
following equations. Thermoeconomic cost balance
equations can be ex-pressed as (Bejan et al., 1996):

Ci =ciBx =c(ye;) (16)
Ce = CoEXe = Co(Me&, ) (17)
C, =C W (18)
Cq =CqEXq (19)

From here, the exergetic cost balance due to the heat
generated and power for a system component can be
written as:

Z(ce EX, )k +Cyy W
) (20)

= CrEXqu + Z(Ci EX; )k +727 + Z(Ci Ex;)
i i

The above equation states that the total cost of the
exergy flow from the system for a system component is
equal to all the expenditure required to calculate this
cost: the cost of the incoming exergy flow plus the
initial investment and other costs. All equipment of the
plant exergy costing are expressed as in Table 4. The

cost rates associated with the fuel (Cr) and product
(Cp) of a component are obtained simply by replacing

the exergy rates (Ex) given in Table 2 by cost rates

(C). Table 4 defines the expressions of cost rates
associated with fuel and product of the components
contained in Table 2. The cost rate associated with fuel
or product of a component contains the cost rates of the
same streams used in the same order and with the same
sign as in the definition of the exergy of fuel or product.

Table 4. Cost balance equations and auxiliary equations for
the exergy costing of system.

Exergetic cost rate balance|Auxiliary
Component . .
equation Equations
Binary Heat Co +Co + Zpe C5 =Cq
Exchanger _ Ce + C3 C3 (variable)
Binary Cuts : : C3=Cq
: +Zgr = +C i
Turbine s BT CWBT ! Celectricity (Variable)
Water cooled| C4 + C7 + Zwee Cg =C7
condenser _ Cs n C1 c, =0
) . . . . ¢, (known)
Binary pump | C; + Cyy, +Zgp =C,

C, (variable)
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THERMOECONOMIC OPTIMIZATION OF
PLANT

Thermal system optimization is the process to find the
conditions that give maximum and minimum values of
the plant efficiency and electricity cost. The plant
manufacturer does not try to design the system to
provide the minimum total cost to the consumer during
the economic life of the equipment. Optimization of the
plant is a complicated procedure generally involving
many thermodynamic and economic variables.
Reducing the difficulties of this process breaking up the
procedure into many relatively simple optimization
processes is usually helpful. One aspect of the overall
problem which can be often treated separately before
the main thermoeconomic optimization is optimization
of the thermodynamic variables of the plant components
with the thermodynamic and economic boundary
conditions. In this study, thermoeconomic optimization
was performed using the genetic algorithm method
which is a subprogram of EES software. As given below
Fig. 6 shows the base procedure of a genetic algorithm
optimization (Leiva-lllanes et al., 2018).

Coding of
parameter
space

v

Evaluation of
population
fitness

A

Generation:

No

Is number
generation
exceeds?

i
i‘(es

Figure 6. Optimization procedure of a genetic algorithm
method (Leiva-1llanes et al., 2018).

The system has two objective functions for the
optimization as shown in Fig. 7. These are the exergy
efficiency and the cost of electricity generated by the
plant. Optimization has been performed by analyzing
how all components of the system response due to
thermoeconomic analysis. For this purpose, economic
cost analyzes were made with Aspen Plus program, and
optimization calculations were coded with EES
program. Because EES is a thermodynamically based
analysis program, it provides a thermodynamic choice
of design variables for thermal systems and convenience
in monitoring the thermodynamic response of the
system. Thermodynamic boundary conditions can be
considered account by optimizing the EES program. In
this study, optimization method with genetic algorithm
was selected from the sub-library of EES software. The
entire system is coded and optimized by design
variables and thermodynamic boundary conditions. The
genetic algorithm optimization is a search and



optimization method that works in a similar way to the
change process observed in the universe. According to
the principle of finding the best in a complex multi-
dimensional search space, it is the best solution for the

system. The parameter (':e,ec must provide the energy

corresponding to the primary parameter values in Fig. 7
so that the maximum energy output and minimum
electricity cost values can be obtained from the plant.
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Figure 7. Thermoeconomic optimization flow diagram of the
plant.

In the plant, the number of individuals in the population,
the number of generations to explore, and the maximum
mutation rate were considered as 1000, 0.317, and 16 in
the EES program, respectively. Thermodynamically
boundary conditions of the variables considered for this
system are: 100< P:<1000 kPa, 5<ATp<30 °C, 1000 <
P.< 3000 kPa, and 6< i <10 %, respectively. The
decision variables are randomly generated for the above
acceptable ranges.

RESULTS AND DISCUSSION
Thermodynamic Analysis

As a result of the thermodynamic analysis, the energy
efficiency of the Afyon Geothermal binary power plant
was calculated as 10.4% based on the energy input to
the R134a binary cycles, according to the states at 7 and
8. Approximately 90% of the geothermal water energy
in the reservoir means that it cannot be used and is
rejected as heat or reinjected back to the ground. The
exergy rate input the plant was calculated as 8835 kW
by approaching the approximate value of the exergy
transferred from the geothermal water to the binary
plant supported by the secondary working fluid
(R134a). The net power production from the binary
plant was calculated as 2622 kW. The exergy change of
geothermal water is thought to be the additional exergy
input to the cycle in the well state. According to these
conditions, the exergy efficiency of the dual geothermal
power plant was calculated to be 29.7%.

The exergy rates and distributions of the
components exergy destruction of the Afyon
Geothermal Power Plant is given in Figures 8 and 9.
After using in the plant, geothermal water is reinjected
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into the underground. The geothermal water reinjection
exergy loss of geothermal water is calculated to be 3357
KW. In geothermal power plants, reinjection is the most
loss of exergy destruction. The large part of the energy
from the geothermal water is rejected from the plant
without being used. The most destructive components
are the binary heat exchanger and water cooled
condenser, representing 1227 kW and 1021.2 kW of the
total exergy destruction in the cycle, respectively. The
causes of exergy destruction in the plant included heat
exchanger loss, turbine and pump losses, the exergy of
the reinjected geothermal water, and the exergy of the
R134a lost in the water-cooled condenser. This power
plant is used Akarcay river water as cooling water in the
condenser unit (Sahin, 2016). The average temperature
will not change as the river water temperature constant
throughout the year. Therefore, the water-cooled
condensing unit will be more efficient for the plant.

Reinjection
exergy loss

3357 kW
(37.9%)

Component
exergy losses
2856 kw
(32.3%)

Exergy input
8835 kW
(100%)

Net power

2622 kW (29.7%)

Figure 8. Exergy rate diagram of Afyon Geothermal Power
Plant (AFJES).

Condenser
1021.2 kW

. Pump

35.2kW

Figure 9. Exergy destructions in the components of the plant.
Thermoeconomic analysis

The total purchase and equipment costs and exergetic
cost rates of the plant components are given in Table 3.
The unit cost of the geothermal water as a fuel input to
the plant is calculated to be 1.372 $/GJ and the exergetic
cost of binary working fluid R134a is 3 $/kg and the
exergetic cost of the working fluid R134a is calculated
to be 2.86 $/GJ (Ergun et al., 2017). According to the
thermoeconomic method, a sufficient number of



auxiliary equations have been developed with the help
of Fuel and Product principles for the system
components and the cost equilibrium equations related
to these equations are given in Table 4. The results in
Table 5 are obtained when the exergy cost equations are
written in the EES program and simultaneously solved
in the computer environment. From this analysis, the
exergy cost ratio of the R134a working fluid is
evaluated to be 49.7 $/h at the exit state of the binary
system pump. The unit exergy cost of the produced
electricity by making technical assumptions and solving
with auxiliary equations from the plant is calculated to
be 6.47 $/GJ or 0.0233 $/kWh, respectively.

Table 5. Thermoeconomic results of the Afyon Geothermal
Power Plant (AFJES).

State | Ex(kw) | C($/G)) C ($/h)
1 3731 3.099 41.62
2 3931 3.51 49.68
3 8182 2.867 84.46
4 4137 2.867 42.7
5 8835 1.372 43.64
6 3357 1.372 16.58
7 0 6.47 0
8 378 6.47 8.803
Wi ine | 3473 6.47 80.88
Wy 235.6 6.47 5.486
W, oaic2|  615.1 6.47 14.32
Woarn 2622 6.47 61.07

Fig.10 shows the exergy cost destruction under real
operating conditions for the plant components. The
binary heat exchanger is the higher exergy cost
destructive component compared to the other plant
components. The way of the reducing the cost of
electricity generated in the power plant is to reduce the
exergy cost destruction of the plant. In order to reduce
the exergetic cost of electricity production, it is also
considered to increase plant efficiency, to reduce exergy
losses and to optimize operating conditions of the plant.

In this section, we also investigated how the results
changed if different working fluids are used. Currently,
installed plant is started with R134a binary fluid and we
have also investigated for the most commonly used
working fluids, Isobutane and n pentane. Another
important parameter of the classification of the working
fluid performance is the unit work versus to specific
geothermal water consumption that is mass flow rate of
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geothermal water to the net work output to the plant.
The parameter is defined as

(21)

wcc
0.646 $/h

/A

BT
5.91$/h

A

Figure 10. Distrubution of exergetic cost destruction rate
diagram of the plant.

Some basic results of the plant are given in Table 6. The
results are obtained for the same value of the working
conditions in the plant as Tgeoin = 110°C and Tgeo,out=
70°C.

Different working fluids cost comparisons of electricity
production from the plant are evaluated in Table 6. At
the same time, this comparison shows the optimum
working fluid selection for the binary geothermal plant
according to the operating conditions of the plant. The
optimization is showed that R134a is caused to be the
most efficient power production, and also has the lowest
cost of the electricity production from the plant. The
difference in the production costs evaluated with R134a
and Isobutane is about 4.9%. The difference between
the R134a and n-pentane working fluids is about 65.4%,
whereas the difference between the Isobutane and n-
pentane as to be used working fluid is about 63.6%. The
electricity cost production of the binary geothermal
plant is the lowest when the working fluid R134a is
used.

Table 6. Different working fluids cost comparisons of
electricity production.

Fluids B Wnet n € Celectrity

(ko/kd) | w) | () | (%) |(/kwh)
R134a | 0.05721 | 2622 | 10.4 | 29.7 | 0.0233
Isobutane | 0.06381 | 2351 | 9.3 26.6 | 0.0245
n-pentane | 0.1282 | 1170 | 4.6 | 13.24 | 0.0674

Table 7 illustrates the use of the thermoeconomic
variables introduced thus far for the evaluation of the
geothermal plant. First, the design evaluation of the
plant is presented, and then the performance evaluation
of an existing plant is described. When applying the
thermoeconomic methodology, recognize that the values
of all thermoeconomic variables depend on the
components (binary heat exchanger, turbine, pump,.



Table 7. Energetic and exergetic analyses results for the subsystems in the plant.

' ' ' - € c c r f
Components (E\)/(\j) (E\T\F/)) (i\);\?) (3%) (%) ($/FékJ) ($/2(J) (g/ﬁ) (%) | (%)
Binary heat exchanger 5478 | 4251 | 1227 | 235 | 77.6 | 1.372 | 2.867 | 6.06 | 65.6 | 56.0
Binary turbine 4045 | 3473 | 5726 | 109 | 858 | 2.867 | 6.470 | 591 | 70.3 | 59.1
Water cooled condenser 405.7| 378 | 27.73| 05 | 93.1 |6.469 | 3.099 | 0.646 | 89.0 | 92.2
Binary pump 235.6 | 200.4 | 35.2 | 0.67 | 85.0 | 6.469 | 3.510 | 5.486 | 72.7 | 75.8
Geothermal water reinjection | 8835 | 2622 | 3357 - - - - 16.58 - -
Overall System 10,164| 8302 | 5219 | 35.7 | 81.6 | 1.372 | 6.470 | 13.44 | 297.6 | 283.1

water-cooled condenser). The accompanying Table 7
summarizes the thermoeconomic parameters calculated
for each component of the binary geothermal power
plant using data from Fig. 2., and definitions from
Tables 4 and 5. The parameters include the exergy
efficiency ¢, exergy destruction rate, exergy destruction
ratio y*, average cost per unit of fuel exergy and
product exergy, cost rate of exergy destruction,
investment Z, the relative cost of difference r, and
exergoeconomic factor f. The average exergy cost of
geothermal water as a fuel input from the plant is
calculated to be 1.372 $/GJ, and then, the corresponding
exergy cost rate is calculated to be 43.6 $/h, respectively

Thermoeconomic optimization

In this study, the optimization process was applied to
the plant by genetic algorithm, and the obtained results
were examined. Proper operation conditions will be
defined by optimization, and the plant will work more
efficiently. Therefore, the plant will operate more
efficiently, so that more power will be generated and the
unit cost of the generated electricity will be reduced. For
this reason optimization process is an essential tool for
energy systems. The current power capacity of the
Afyon Geothermal Power plant is 2622 kW, while this
optimization capacity is 3461 kW. However, the cost of
the electricity produced from the plant is 0.0233 $/kWh,
while the optimization process result is 0.0176 $/kWh.
Therefore, the unit cost of electricity from the plant is
reduced by 24.3% with the optimization process. Due to
this cost change, the plant's payback period has
decreased from 3.36 to 2.87 years. This decrease also
has a seriously positive effect on the annual profit and
benefit-cost ratio. This value has a great proposition for
energy project investments. Energy systems are directly
related to investment and product costs. In this respect,
optimization process will be very beneficial regarding
thermodynamic performance and cost analysis of the
plant.
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Parametric study of the plant

In the system, the unit kJ is the amount of energy
generated from the geothermal water. In the system, the
amount of unit kJ energy is increased with increasing
geothermal water temperature from the unit kg of
geothermal water. In this context, parametric studies
have been per-formed to observe how some critical
parameters of the system variation with the temperature
of the geothermal source. In particular, the power
obtained from the plant and the exergy cost of
electricity generated by the geothermal water
temperature was investigated. The power generation
from the plant increases almost linearly with the
geothermal water temperature as shown in Fig. 8. The
parametric study showing the power output was
performed at temperatures between 100 and 150°C. Fig.
8 shows that the geothermal water temperature directly
affects the net power output of the system. The net
power production from the plant increased from 2622
kW at 110°C to 6633 kW at 150°C, respectively.
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Figure 11. Power production of plant with geothermal water
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Fig. 12 shows the variation of energy and exergy
efficiencies with respect to the geothermal water
temperature. The plant energy and exergy efficiencies
simultaneously increase with the geothermal water
temperature increases. The reason for the increase in
efficiencies is that the unit mass flow rate of geothermal
water has more intensive energy. The efficiencies will
decrease at a point logarithmically, because plant
working conditions must be optimized and reorganized
according to the new geothermal water temperature of
the plant.

The wvariation of electricity cost concerning the
geothermal water temperature is shown in Fig. 13. The
unit exergetic cost of electricity decreases with the
geothermal temperature increases. In the current
working condition of the plant, the unit exergetic cost of
electricity is 0.0233 $/kWh at 110°C.
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Figure 13. Electricity cost with geothermal water temperature.
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The variation of plant power and des7truction cost rate
for the different geothermal water temperatures of the
different conditions are shown in Fig. 14. The electricity
cost as linearly increased with the increase of the
geothermal water temperature because more energy can
be used and obtained from the same amount of
geothermal water. However, the exergy destruction cost
rate of the plant increases with geothermal water
increases. The evaluation is suitable because the exergy
destruction cost rate is rather than low to the production
cost rate of the plant.
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Fig. 15 shows the variation of plant power and
destruction cost rate with respect to the geothermal
water temperature. Geothermal water exergetic energy
cost value as a fuel input to the plant increases with
geothermal water temperature increases because energy
quality of the water is higher than at low temperatures
states. But reinjection geothermal water cost value
inversely decreases with geothermal water temperature
increase. And also, differences of the destruction values
are very low and that can be neglected range of the
destruction cost rate.
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Figure 15. Variation of plant power and destruction cost rate
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The annual total revenue for the plant is collected in
given year through the market cost of electricity to
supply the plant operating for all expenses incurred in
the same year and to supply reliable economic plant
operation. If the plant produces one product, its unit cost
can be calculated directly from the total annual revenue
cost. The annual revenue of the plant electricity
production cost is calculated as (Dhillon, 2009):

Annual electricity production= (Net power output) x
(Operating time)
= (2622 kW) x (8322) = 21,820,284 kWh/year

Total cost of investment = (3500 $/kW) x (2622 kW)
=9,177,000 $

The plant payback period is defined as the length of
time required for the cash inflows received from the



plant to recover the original cash outlays required by the
initial cost of investment. The purchase cost guaranteed
of geothermal electricity is 0.132 $/kWh by the
government (EPDK, 2017). Calculation of the plant
simple payback period is relatively simple. The
fallowing relations are expressed:

Simple payback period (SPP) = (Total cost of
investment)/( Potential Annual Revenue - OMC)

Annual Potential Revenue = (Annual
production) x (Electricity market cost)

= (21,820,284 kWh/year) x (0.132 $/kWh)
= 2,880,277 $lyr

SPP=9,177,000 $/ (2,880,277 -150,000 $/yr)
= 3.36 years.

electricity

Fig. 16 shows the variation of plant power and
destruction cost rate with respect to the geothermal
water temperature. The pant payback period
logarithmically decreases with geothermal water
temperature linearly increases. When the market cost of
the electricity is 0.132 $/kWh and geothermal water
temperature is 110°C, according to the current working
condition of the plant, the simple payback period of the
plant is calculated to be 3.36 years.

Elecricity market cost = 0.132 $/kWh

3.36 year

Payback period (year)
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Figure 16. Plant payback period with respect to the
geothermal water temperature.
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CONCLUSIONS

Each geothermal power plant may have differences in
design according to the application areas. The responses
of the system based on exergoeconomic design values
can be calculated in advance with this study. If the
system does not provide the design values in the actual
parameters, the reasons for loss of efficiency will be
investigated, and studies can be made to improve the
system efficiency. The high cost of the heat
transmission line and the application difficulties are
significant problems when geothermal resources are far
from the settlements. In these cases, generating
electricity using binary cycle by the direct or indirect
heating method according to geothermal source
temperature and capacity is a more advantageous and
profitable investment compared to district heating.
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Therefore, this study will guide the determination of
optimum power plant installed capacity in low
temperature and capacity geothermal fields. In this
study, the performance evaluation of the geothermal
power plant, which became operational in
Afyonkarahisar province in July 2017, was performed
by using actual plant data. The optimum operating
conditions of the system and the optimum value of the
electricity cost were investigated. In this context, the
study has been presented to the authorities, and it has
been an innovative and useful research to increase the
feasibility and energy efficiency of the existing plant.
Some important results obtained are summarized from
the plant as follows:

Geothermal power plants are cyclic systems that receive
heat from a geothermal source, convert some of it to
work, and reject the rest to the ground. So, in this plant,
the exergy input by this power plant is 8835 kW and the
rate of heat rejection is to be determined as 3357 kW
and this value correspond to 37.9 % of totally exergy
input by the geothermal water. Energy and exergy
values inputs from the geothermal water are evaluated
with the base assumptions to be 62,079 kW and 8835
kW, respectively. According to the evaluated
geothermal input energy values, the optimized net
power generation from the plant is calculated to be 3461
kW. The energy and exergy efficiencies were evaluated
as 10.4% and 29.7% for Afyon Geothermal Power Plant
(AFJES). The energy production of a binary plant can
be increased by good conservation measures such as
operating parameters of plant longest time possible and
for optimum longest duration, and it is important to
clean the condenser caoils.

The optimized exergetic cost of electricity produced of
the plant are calculated to be 0.01763 $/kWh with the
thermoeconomic method respectively. The plant exergy
cost rate of product (net electricity) and exergy
destruction cost rate by thermoeconomic analysis is
calculated to be 61.7 $/h and 13.44 $/h, respectively.
The exergy cost rate of geothermal water as a fuel and
reinjection of the plant are determined as 43.64 $/h and
16.58 $/h, respectively. Internal and external destruction
rate of cost allocation is determined as 30.0 $/h. The
annual potential revenue of the plant is estimated to be
2,880,277 $/yr with simple payback period of 2.87
years. It has been observed that the current performance
of the system can be improved significantly with the
optimization process. This improvement is 24.2% in net
power generation and 24.3% in electricity cost.
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Abstract: Validation of one-dimensional aerodynamic heating and ablation prediction program, AeroheataBS to
calculate transient skin temperatures and heat fluxes for high-speed vehicles has been performed. In the tool shock
relations, flat plate convective heating expressions, Eckert’s reference temperature method and modified Newtonian
flow theory are utilized to compute local heat transfer coefficients. Corresponding governing equations are discretized
explicitly and numerically solved. Time varying flight conditions including velocity, altitude and angle of attack serve
as input to the program. In order to examine the accuracy of aerodynamic heating capabilities of AeroheataBS,
calculated temperature histories are compared with flight data of the X-15 research vehicle, a modified von-Karman
nose shaped body, cone-cylinder-flare configuration and results of conjugate computational fluid dynamics studies.
Comparative studies show that computed values are in good agreement with the reference data and prove that
methodology established in AeroheataBS is appropriate for estimating aerodynamic heating and structural thermal
response.

Keywords: Aerodynamic heating, thermal design of missiles, thermal protection systems.

AERODINAMIK ISINMA KESTiRiM ARACININ DOGRULANMASI

Ozet: Yiiksek hizli hava araclarmin gdvde sicakliklarini ve aerodinamik 1s1 akilarmi hesaplama yazilimi olan, bir
boyutlu aerodinamik i1sinma ve 1s1l aginma kestirim yazilimi, AeroheataBS’in dogrulama ¢aligmalar1 yiiriitiilmistiir.
Sok denklemleri, diiz plaka iizeri taginim 1s1 transferi yaklasimlari, Eckert’in referans sicaklik yontemi ve degistirilmis
Newton yasasi aerodinamik isinmanin hesaplanmasinda kullanilmistir. Denklemler agik olarak ayriklastirilmig ve
sayisal olarak ¢oziilmiistiir. Isinim ile olan 1s1 transferi de dikkate alinmustir. Ugus hizi, ugus irtifast ve hiicum agist
zamana bagli olarak tanimlanmigtir. Hesaplamalarin dogrulugu literatiirde bulunan ugus verileriyle ve hesaplamali
akigkanlar dinamigi ¢aligmalarinin sonuglariyla kiyaslanarak degerlendirilmistir. Kiyaslamalarda gzlemlenen uyumlu
sonuglar AeroheataBS yaziliminda kullanilan yéntemin aerodinamik 1sinmanin ve gévde sicakliklarinin kestiriminde
kullanilabilecegini gostermistir.

Anahtar kelimeler: Aerodinamik 1sinma, fiizelerin 1s1l tasarimi, 1s1l koruma sistemleri.

NOMENCLATURE To Total temperature [K]
T Free stream temperature [K]
Cp Specific heat [J/kgK] Vi Local velocity [m/s]
h Heat transfer coefficient [W/m2K] Y Volume [m?3]
k Thermal conductivity [W/mK] y Distance along thickness direction [m]
M. Local Mach number [-] a Thermal diffusivity [m?/s]
M Free stream Mach number [-] Y Specific heat ratio [-]
Nux Nusselt number at point x [=hx/k] Ay Mesh size [m]
PL Local pressure [Pa] At Time step size [s]
Pr Prandtl number [=pcy/K] 3 Thickness [m]
PoL Local stagnation pressure [Pa] € Emissivity [-]
Qhw Hot wall heat flux [W/m?] n Blowing coefficient [-]
Rey Reynolds number at point x [=Vpx/p] i Viscosity [Pa s]
r Recovery factor p Density [kg/m?]
$ Surface recession rate [m/s] c Stefan-Boltzman constant [W/m?2K?*]
St Stanton number [h/pc,V]
t Time [s] INTRODUCTION
T Temperature [K]
T Local temperature [K] Aerodynamic heating is conversion of kinetic energy into
T, Recovery temperature [K] heat energy due to relative motion between a body and
Tw Wall temperature [K] flow and the subsequent transfer of this energy to the skin

T* Eckert’s reference temperature [K] and the interior of the body. Some portion of heat is



produced by compression of fluid across the shock near
the stagnation regions and additional heat results from
viscous dissipation inside the boundary layer.

Aerodynamic heating is one of the major concerns in the
design of high-speed vehicles since success of mission
strongly depends on surviving in harsh thermal
environment. Thermal protection systems are used to
maintain the underlying structure and avionics within
allowable temperature limits. Selection of an appropriate
thermal protection system is highly bound to accuracy of
the thermal environment estimation since poor estimation
leads poor design and mission failure. Therefore
preliminary thermal design of high speed vehicles
requires precisely and reliably predicting the convective
heating over the vehicle. Detailed reviews about the
advances made within the past 50 years of aerodynamic
heating and thermal protection systems can be found in
Bertin and Cummings (2003). Analytical calculations for
aerodynamic heating are available under certain
conditions and assumptions. The work (Liu and Cao,
2017) deals with how to use suitable equations of
convective heat transfer coefficient to compute
aerodynamic heating in high speed laminar flow over a
flat plate under incoming flow Mach numbers 1 to 10.
Another detailed analytical study of the aerodynamic
heating problem for both laminar and turbulent flow
regimes is given in Arnas et al., (2010). In that study by
use of Newton’s second law of motion, continuity
equation, first law of thermodynamics and the equation of
state, governing equations are derived and appropriate
aerodynamic heat transfer equations are developed.
Additional methods of predicting aerodynamic heating to
blunt-nosed bodies, flat plates and sharp cones through
the hypersonic speed range for laminar, transitional or
turbulent boundary layers are described in Crabtree et al.,
(1970). Comparisons of some engineering correlations to
predict aerodynamic heating with CFD results and
experimental data are published in Higgins (2005). Good
agreement was observed between the results obtained
from laminar correlations, CFD simulations and
experimental data. Comparisons of turbulent correlation
results with CFD and experimental data produced
reasonable agreement in most cases. Aerodynamic
heating can be estimated by following three different
ways which are ground testing, numerical simulation and
approximate engineering methods (Yang et al., 2014).
One of the major difficulties with ground testing is to
generate exact flight conditions and to determine the
suitable testing configuration. Verification of the test
facility, providing the required test conditions, is also
challenging (Mazaheri et al., 2014). Therefore, it is hard
to determine exactly which parameters must be
reproduced and how the ground to flight connection must
be done. In addition, ground testings are generally costly
compared to other methods.

Developments in Computational Fluid Dynamics, CFD
make numerical computations the best to predict
aerodynamic heating. Computer power makes it possible
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to solve the most of the complex equations numerically
for many different types of designs and flight trajectories
of interest; unfortunately, complicated methodologies of
CFD include some difficulties. Intense modeling efforts
should be made to improve the level of accuracy and too
much computational time may be required to calculate
complete time histories of transient temperature and heat
flux. It is not appropriate for the early phases of design,
which requires for predictions and design iterations to
provide proof of concept for new vehicles. There are
many studies reported in the literature for the calculation
of aerodynamic heating using CFD simulations. In Barth
(2007), aerothermodynamic analysis of the flight of
SHEFEX 1 is presented. By use of in-house CFD solver,
Navier-Stokes computations have been performed to
compare the numerical results with the experimental data.
Well agreement between the numerical and experimental
data is seen for selected altitudes of the trajectory. CFD
analysis of HYFLEX (Hypersonic Flight Experiment) is
published in Murakami et al., (2004). In this study
temperature history of the nose cap is evaluated and
compared with the available flight data. CFD analysis of
the post flight wind tunnel experiments are also conducted
for the comparison studies.

Approximate engineering methods can be followed to
obtain rapid predictions with their reasonable accuracy
and much less running times compared to multi-
dimensional numerical simulations. These estimations are
performed to determine the seriousness of the problem
and identify the most critical conditions of flight. Many
engineering estimation tools have been developed to
compute aerodynamic heating such as AEROHEAT
(Quinn and Gong, 1990), MINIVER (Louderback, 2013),
TPATH (Quinn and Gong, 2000), INCHES (Hamilton et
al., 1993), LATCH (Hamilton et al., 1994), HABP (Smyth
and Loo, 1981), CBAERO (Kinney, 2004) and HATLAP
(Jain and Hayes, 2004).

Each of these codes uses different types of methods for
aerodynamic heating. Unfortunately, tools are allowed for
in-house use only and most of them are subject to export
control regulations and are not commercially available.

Aerodynamic heating and ablation simulation software,
AeroheataBS has been developed to compute transient
structural thermal response. Flight parameters including
velocity, height and angle of attack are utilized to find the
convective boundary conditions. Both laminar and
turbulent flows have been considered. Compressibility
effects are taken into account by reference temperature
method. Material properties are used as a function of
temperature. All of the input parameters are defined by
developed graphical user interface, GUI of the software.

In the present work, verification studies for aerodynamic
heating capabilities of AeroheataBS are presented.
Verification of ablation, remeshing capabilities and
numerical approaches of the code is out of scope and can
be found in Simsek and Uslu (2019).



MATHEMATICAL BACKGROUND
Governing Equations

Insulation and underlying structure have been divided by
a network of nodes and governing equations are derived
from rate based general form of conservation of energy
given in Eqg. (1) for each element about the assigned node.

Ein - Eout = Est (1)
The energy inflow, E;, and outflow term, E,,, for the
element boundaries are substituted with conduction rate
equations given in Eq. (2). Energy storage term, Eg, is
calculated as given in Eqg. (3).

e = voc, (37 ®)

Points away from the stagnation regions are exposed to
aerodynamic heating due to viscous dissipation inside the
boundary layer. Computation of temperature response of
the structure has been carried out setting incident heat flux
as given in Eqg. (4). Equation (4) shows that aerodynamic
heating is directly proportional to the difference between
the recovery temperature and the wall temperature.

\ oT 4 4
Qnw = —k (a_) = nh(T, — T,,) — oe(Tyy — T) (4)
Y/y=s

In Eqn (4), n is the blowing coefficient that accounts the
ablation effects on heat transfer coefficient. Recovery
temperature, also known as adiabatic wall temperature, is
calculated as given in Eq. (5). The recovery temperature
is the upper limit for the surface temperature and when it
is reached, no exchange of heat takes place between the
flow and the wall. The adiabatic wall temperature is
higher than the freestream temperature and "drives" the
convective aerodynamic heating.

TT=TL(1+ry (5)

Mg)

The recovery factor, r depends on flow type. It is
estimated as vPr and ¥/Pr for laminar and turbulent flows,
respectively (Bertin, 1994). For viscous flow over a body,
the local Mach number and the local temperature can be
predicted using inviscid isentropic relations. The
relationship between the local Mach number and the local
static pressure is given in Eq. (6). Isentropic formulation
for the local temperature as a function of the local Mach
number and the total temperature is given in Eq. (7).

r=t
iz

(ﬁ) -1
Py

2

y—1

M, = (6)
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For subsonic speeds, the local stagnation pressure can be
calculated using a simple isentropic relation. For
supersonic speeds, it is found using normal shock wave
equations with the assumption of bow shock behaving
similar to a normal shock at the center in the transverse
direction. The total temperature is constant across a
normal shock wave for the adiabatic flow of a perfect gas
and it is found by Eq. (8).

Local static pressure is calculated by use of Modified
Newtonian theory. The Newtonian theory assumes that
when flow strikes a surface, the normal component of
momentum to that surface diminishes and the freestream
flow moves along the surface with its tangential
component of momentum unchanged (Hankey, 1988).
This theory is valid for the estimation of local static
pressure over all surfaces experiencing non-separated
flows. In modified theory, pressure coefficient is
corrected by use of the maximum value of the pressure
coefficient, evaluated at a stagnation point behind a
normal shock wave. For the prediction of pressure
distribution  over blunt-nosed bodies, Modified
Newtonian theory yields in considerably more accurate
results than does the straight Newtonian theory
(Anderson, 2006). Modified Newtonian theory is also
attractive because it requires only the angle between the
freestream velocity vector and the inward normal to the
surface. Theoretical background of the modified
Newtonian theory is published in Lees (1955). Flow
phenomena which give rise to significant differences
between the actual pressures and those predicted using
modified Newtonian flow are described in Bertin (1994).
Examples of where such differences seen are (Bertin
1994):

T, =T,/ (1 ™

-1
1+——M2

- ®

T0=Too(

In the flow behind the shock-wave of a truncated
blunt body.

In the rapid overexpansion and recompression of
the flow around the nose region of a sphere.

On the control surfaces/wings where additional
shock waves are seen within the shock layer.

In general, Newtonian theory provides satisfactory results
when Mach number is large and/or the flow deflection
angle is large (Bertin, 1994). Its use at subsonic and low
supersonic speeds is justified by the continuity and
simplicity it provides in the lower Mach number regions
where aerodynamic heating rates are negligible. Effects of
the angle of attack and surface conical angle on the
aerodynamic heating are taken into account by the
modified Newtonian theory since angle between the flow
direction and surface normal is used to find its tangential
and normal components.



Free stream properties are estimated by interpolating the
1976 U.S. Standard Atmosphere model versus the
altitude. Nusselt numbers for laminar and turbulent flows
are expressed below, respectively (Arnas et al., 2010).

1
Nu, = 0.332,/Re,(Pr)3 9
4 1
Nu, = 0.0291(Re,)5(Pr)3 (10)

Three-dimensional relieving effects make the boundary
layer thinner for the cone. This in turn results in larger
velocity and temperature gradient in the boundary layer
and hence causes a higher heat transfer and skin friction
than in the two-dimensional boundary layer over a flat
plate (Anderson, 2006). For the conical side of the body,
heat transfer coefficient, h is multiplied by the Mangler
fraction /3 and then computation is made as for a flat
plate (Crabtree et al., 1970). Derivation of the factor v3
can be found in both Anderson (2006), Hantzsche and
Wendt (1947). By use of this factor, relation between the
Nusselt number for conical and planar regions is given in
Eq. (11) for laminar flows.

Nux,conical = \/gNux,planar (11)
Thermodynamic and transport properties are found at
Eckert’s reference temperature, T* which is given in Eq.
(12). Eckert's reference temperature method is used to add
compressibility effects into the convectional heat transfer
equations. The reference temperature method provides a
simple engineering approach to calculating the surface
skin-friction and aerodynamic heating for compressible
boundary layers using classic results from incompressible
flow (Anderson, 2006). Recently, Meador and Smart
(2005) suggested improved equations for the calculation
of the reference temperature for laminar and turbulent
flows.

T*=T,+05(, —T,)+022(T, - T,) (12)
Thermal conductivity, density, dynamic viscosity and
specific heat of air are computed at reference temperature.
Sutherland equations which are given in Eq. (13) and Eq.
(14) are used to determine the dynamic viscosity and the
thermal conductivity, respectively. In these equations
temperature is given in K, viscosity in kg/m.s and thermal
conductivity in W/m K.

1.5
— 1.458x106 —— 13
K T 1104 (13)
1.5
k =1.993x1073 —— 14
S T (14)

Finally, Nusselt number for laminar and turbulent flow
conditions can now be written as in Eq. (15) and Eq. (16),
respectively. Heat transfer coefficient, h is then evaluated
from the given Nusselt number correlations. In the
equations, superscript (*) indicates that corresponding
property is calculated at the reference temperature.
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Nuy = — = 0.332 ( ) 15
ux k* #* k* ( )
A 4 1
X P Vix\5 (1 cp\3
N *=—=0.0291( ) ( ) 16
ux k* 'u* k* ( )

Following the calculation of heat transfer coefficient,
convective heat flux is evaluated at each time step by use
of Eq. (4). Temperature distribution along the wall is then
determined by use of boundary conditions and explicit
finite difference equations derived for interior nodes.

In Eq. (4) 1 is the reduction of the heating due to mass
injection into boundary layer. This phenomenon thickens
the boundary layer and causes a decrease in aerodynamic
heating (Bianchi, 2007). Reduction rate is estimated by a
simple relation expressed in Eq. (17).

()
e?—1

n= 17)

In Egn. (17), @ is a function of mass injection rate, local
flow density, local velocity and unblown Stanton number.
Pyrolysis gas flux is calculated by use of conservation of
mass for each node by considering density change due to
decomposition. Mass loss rate due to ablation is
approximated by use of surface recession. Decomposition
of insulation is modeled by Arrhenius relation and steady
state ablation approach employing heat of ablation is
performed to predict surface recession.

In previous work, verification of finite difference
computations are made by use of analytical solutions of
transient  conduction, transient conduction  with
convection and transient conduction with temperature
dependent material properties. It was shown that 0.1 mm
mesh size and 0.001 s time step size are appropriate to
attain the required accuracy. In Simsek and Uslu, (2019)
code-to-code comparison is also performed using MSC
MARC for an ablation problem with specified surface
recession. It is showed that newly developed prediction
tool can also be used for problems where the surface
recession is known. Thermochemical ablation model is
verified using arcjet test results of a low-density phenolic
impregnated carbon ablator (PICA). The computed and
experimental surface temperatures show reasonable
agreement with a maximum discrepancy of approximately
10%. Details of the decomposition and surface recession
are out of scope of this study and details can be found in
Simsek and Uslu, (2019).

Laminar to turbulent transition criteria recommended by
Quinn and Gong (2000) is implemented into the tool. In
the criteria, transition Reynolds number is a function of
local Reynolds number and local Mach number. Different
types of transition models are also implemented into tool
and selection of the model is left to the user. Fully
turbulent and laminar computations without transition are
also possible.



Developed methodology has the following limitations.

e In AeroHeataBS, aerodynamic heating due to skin
friction is computed. Locations close to the
stagnation regions such as leading edges of wings and
tips of nose cones cannot be computed by this
methodology. Work to develop a methodology for
stagnation point heating is currently going on.

In the current methodology, perfect gas assumption is
made. At hypersonic speeds dissociation and
ionization of air takes place and specific heat ratio of
air cannot be assumed as constant any longer.
Implementation of real gas effects into AeroheataBS
is being studied.

Due to one-dimensional computation, complex
geometries and longitudinal conduction effects are
not considered. Shock/boundary-layer interaction
cannot be simulated by AeroheataBS.

Several problems in which flow separation occur. A
consequence of flow separation is to increase
significantly the local aerodynamic heating.

FINITE DIFFERENCE APPROACH

Thickness of the missile wall is divided into elements by
nodal network with constant mesh size, Ay normal to flow
direction. Each of the interior nodes is centered at the
elements. Surface and back-face nodes are assigned a
thickness that is one-half that of the interior nodes.
Longitudinal conduction in the missile wall is neglected
since temperature gradients in that direction are much
smaller than in the normal radial direction except near the
leading edge nose. Circumferential velocity and pressure
gradients are also neglected in the AeroheataBS. Detailed
3-D CFD simulations are required to capture these effects
on the aerodynamic heating especially in the cases with
high yaw angles.

flow direction |((p
A 21 1 N A
V/I24 |
o 2
''''''' 6i71$1tlation
y 3
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\ 4
N 6
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Figure 1. Schematic representation of solution domain

In the preliminary design phase, neglecting 3-D effects
are acceptable for rapid predictions. Representation of the
discretized wall is illustrated in Fig.1.

Governing equations are discretized explicitly for each
node assigned to each element. Explicit means that
temperature computations at each node for a future time
are based on the present values at the node and its
neighbors. If the temperature distribution at an initial time
is known, the distribution at a future time can be computed
(Chapra and Canale, 2015). To illustrate the methodology,
discretized governing equation for i=3 is given in Eq. (18)
which is obtained from the energy balance equation. The
first term represents the energy flux from the 2™ element
to the 3 element by conduction. Similarly, the second
term in the equation shows the energy flux from the 3™
element to the 4" element by conduction. Term on the
right hand side is the energy storage in the third element.
For each grid point, governing equations are derived and
solved explicitly to calculate nodal temperatures for each
instant of time. For the surface node, energy inlet term is
calculated by convection and radiation which is given in

Eq. (4).

TR TP TR T
[k (T3] T [k3 (T3] Ay
T - T3
= Ay"[p3(T3)][cps (T3] —ar (18)

Insulation thickness and mesh size are updated as shown
in Eq. (19) and Eq. (20) respectively for each time step. In
Eqgn. (20), N is the total number of nodes.

§M+1 = §n _ gnAt (19)
1

Ayn+1 — 57’l+ (20)
N-1
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Explicit discretization is ‘conditionally’ stable. Solution
may present humerically induced oscillations, which are
physically impossible. These oscillations may cause
divergence. To avoid divergence, time step size should be
less than a certain limit. By use of stability criteria which
is given in Eq. (21), certain limit value for the time step
size can be calculated by Eq. (22).

(1 ZaAt)>0 21
)= 21
ar< 1 (22)

T2«

During computations, if the stability criterion is not
satisfied, computation is terminated with an error
message. In Simsek and Uslu (2019), detailed comparison
studies for different mesh and time step sizes are
investigated and as a rule of thumb a time step size of
0.001 seconds is recommended for missile applications.

Due to stability concerns recommended minimum mesh
sizes for some material types are given in

Table 1 for At=0.001 s. In general, in order to increase the
accuracy, mesh and time step sizes should be as small as
possible.

Table 1. Recommended minimum mesh sizes for different
material types.

Material k Cp p Ax
Type (W/mK) | (J/kgK) | (kg/m®) | (mm)
Inconel 12 431 8280 0.082
Aluminum 167 896 2700 0.371
Steel 42 473 7700 0.152
Insulation 0.2 1500 1200 0.015

STRUCTURE OF AeroheataBS

AeroheataB$S can be divided into several major sections.
In the first section, input files including flight trajectory,
material properties, standard atmosphere data, initial
conditions and geometric properties are imported from
external files. Total number of nodes and time step size
are also defined in this section. In the second section, free
stream properties are calculated by use of standard
atmosphere model. Recovery temperature, dynamic
pressure and local flow properties are also computed. In
the third section, Eckert’s reference temperature and
corresponding Reynolds number are calculated. Type of
flow regime is determined in this section. Temperature
distribution along the thickness is calculated in the fourth
section. Ablation parameters including surface recession
and blowing ratio are computed in the next section.
Thickness of the insulation is updated for the following
time step. Calculations continue until the total flight
duration is reached. In the last section, all of requested
parameters are written in text file and surface temperature
histories are plotted. The flow logic used in the
AeroheataBS is illustrated in Fig.2.

Input files
v
Free stream conditions
v
Local flow conditions and
recovery temperature
B v
=
= Eckert’s reference temperature
(6]
e
'E +
&
CC) Heat transfer coefficient
g v
3
Temperature response
v
Ablation and blowing ratio
v
t < flight

duration

*No

Result file

Figure 2. Flowchart of AeroheataBS
VALIDATION OF THE TOOL

In order to validate the accuracy of the AeroheataBS,
four different cases are examined. The following
assumptions are made in all of the cases:

e Airis assumed to be a perfect gas; y is constant
and equal to 1.4.

e  Properties of the structural material are constant
and used as given in corresponding reference
study.

e Time step size is 0.001 s. for all cases. For the
first and second case, mesh size is 0.1 mm, for
the third and fourth case mesh size is 0.5 mm.

e An adiabatic condition is applied to the bottom
wall, not exposed to the aerodynamic heating.

e Longitudinal heat conduction is neglected since
thermal gradient is larger in radial direction
compared to longitudinal direction.

The first data belongs to a modified VVon-Karman nose
shaped body. The body which consisted of a modified
fineness ratio 5, von Karman nose shape, a fineness ratio
5 cylinder and a frustum of a cone is shown as a sketch in
Fig.3 (William and Katherine, 1961).
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Figure 3. Sketch of model with dimensions (inches) (William and Katherine, 1961).

Mathematically, fineness ratio is the ratio of the length of
a body to its maximum diameter. The body is 0.8128-mm-
thick (0.032 inches) Inconel. Temperature measurement
point is 675.6 mm (26.6 inches) behind the nose tip. Flight
trajectory is digitized from William and Katherine (1961)
and is given in Fig.4. As can be seen from the velocity
profile, system has four stages. After nearly 15 s. the first
stage burns out and the second stage is ignited. Third stage
is ignited at 22 seconds and the fourth stage is ignited at
31 seconds. Two different cases, fully turbulent and
transitional with specified Reynolds number are
computed with AeroheataBS and results are compared in
Fig.5. Prediction of Wing (1971) is also included in
comparison.
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Figure 4. The histories of the velocity and altitude (William
and Katherine, 1961).

As seen in Fig.5, the calculated results are followed the
experimental data and predictions done by Wing (1970)
closely during the first 30 s. From this point on, agreement
between AeroheataBS, referenced prediction and flight
data agreed best when transition local Reynolds humber
of ten million; indicating relaminarization from turbulent
to laminar flow probably occurred at this local Reynolds
number.
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Figure 5. Comparison of AeroheataBS with flight data and
another code prediction.

Numerous flow field parameters, including surface
roughness, wall temperature, mass injection into
boundary layer due to ablation, gas chemistry etc. affect
transition from laminar to turbulent flow. Premature
transition may occur due to unpredictable events and
increase heat loads. For a safe-side estimation of
aerodynamic heating, it is desirable to consider the fully
turbulent flow in thermal design. Fully turbulent solution
of AeroheataBS also agrees well with the fully turbulent
solution of the Wing (1970) and the maximum
discrepancy is less than 7%.

The second part of the comparative study includes
aerodynamic heating data of a 15° cone-cylinder-flare
configuration in flight up to 4.7 Mach (Rumsey and Lee,
1958). The conical nose has a total angle of 15° and is 31
inches long. The cylindrical section was 8.5 inches in
diameter and 35 inches long. The flare skirt, which
provides aerodynamic stability, had a 10°half-angle and a
base diameter of 15.55 inches. Total length of the model
was 86 inches. Temperature history for a point which is



0.3556 m (14 inches) behind the nose tip, is calculated
with AeroheataBS and results are compared with flight
measured data and CFD studies presented by Charubhun
and Chusilp (2017). Material of the skin is Inconel and
thickness is 0.762 mm (0.03 inch). Reader is refered to
Ramsey & Lee (1958) for model dimensions, parameters
and measurement locations. Time histories of velocity and
altitude are shown in Fig.6.
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Figure 6. Digitized fligth profile from reference (Rumsey and
Lee, 1958).

Results of AeroheataBS are compared with the flight data
and results of the two-dimensional CFD simulations in
which five turbulent models were utilized and effects of
time step size on the results were investigated (Charubhun
and Chusilp, 2017). Results of SST turbulence model are
used for comparison as it showed best agreement with the
flight data (Charubhun and Chusilp, 2017). As seen in
Fig.7, predicted temperature histories  agreed
satisfactorily especially in the first 22 seconds of flight.
Up to this point, computations overestimated the
temperatures by about 30 °C. Discrepancy seen in the last
three seconds may be the boundary layer transition. Near
22 seconds, an abrupt reduction in skin temperature of the
flight data suggests relaminarization of the boundary-
layer flow.

Temperature history predicted by AeroheataBS and by
CFD simulations (Charubhun and Chusilp, 2017) show
good agreement. According to Charubhun and Chusilp,
(2017), total run time of a CFD analysis is 130 hours,
however, run time of AeroheataBS for one benchmark
point is less than 2 minutes. Although AeroheataBS
calculates only for one point in a single simulation,
timesaving advantage of AeroheataBS compared to CFD
analysis is quite significant especially in early design
stages in which complicated numerical computations may
not be mandatory where computation for relatively small
number of points seems to be sufficient. The striking
advantage of the present approach would be lost if it is
necessary to calculate the temperature for too many points
which is in fact often not the case.
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Figure 7. Comparison of the results and measured data.
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Comparative  studies are also performed with
temperatures measured on the wing mid semi-span
portion of X-15 plane at high-altitude flight and
temperatures calculated by CFD studies presented in
Hussain and Qureshi (2013). The flight trajectory is given
in Fig.8. Angle of attack is digitized from same reference.

45 54000
-~
4.0 / 48000
35 \/\ 42000
3.0 ) 36000~
= / 1 \ E
—25 ! 30000
E / v\ E
g 2.0 240002
=
15 / ! \ \ 18000
/ / N =\
1.0 '_}._ Mach 12000
0.0 ‘ 0
0 100 200 300 400
Time (sec.)

Figure 8. High-altitude flight profile.

Comparisons are made for two locations, at 4% and 20%
windward side chord length. Thickness of the wing at
points of interest is 1.44 mm (0.057 inch) and material is
Inconel. Wing dimensions are obtained from Jenkins
(2017). Two computations are made with AeroheataBS
with different flow regime assumptions, fully turbulent
and transition model recommended by Quinn and Gong
(2000). Comparison of the results for the point located at
%4 chord is given in Fig.9. As can be seen in Fig.9, a
reasonably good agreement is captured between the CFD
results and AeroheataBS predictions when no transition
model is used. But when the laminar to turbulent
transition is accounted for then an excellent agreement is
obtained between the AeroheataBS predictions and the
flight data. It is clear that flow in some parts of the flight
is laminar since fully turbulent computations overestimate
the measured flight data. Total run time of the



AeroheataBS simulation is 7 minutes. Fig.10 shows
comparisons of measured and calculated temperatures on
the point at 20% mid-span chord.
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Figure 9. Comparison of measured and calculated
temperatures, 4% chord.
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Figure 10. Comparison of measured and calculated surface
temperatures at 20% chord.

Predicted temperature histories for turbulent and laminar
conditions agree well with the CFD results as shown in
Fig.10. The maximum discrepancies between the
AeroheataBS and CFD results are 3% and 9% for
turbulent and laminar flow regimes, respectively.
Transition model of the AeroheataBS agrees excellent
with the flight data. Fully laminar predictions
underestimate the flight data, proving that turbulence is
occurred during flight.

CONCLUSIONS

Validation studies of aerodynamic heating prediction tool,
AeroheataBS to calculate transient in-depth temperature
response have been described. Mathematical background
and the working methodology of the tool are presented.
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Predicted transient surface temperatures are compared
with the measured flight data and other available
numerical results, which are published in the open
literature. These comparisons show that the values
predicted using the AeroheataBS are in good agreement
with measured surface temperatures and CFD studies.

Different combinations of insulation and underlying
material can be modeled over wide range of flight
conditions. Fast prediction of aerodynamic heating under
different flight conditions may help engineer to evaluate
the alternatives of the options and to make the optimum
design. Computed boundary conditions may also be
exported to finite element solvers for detailed thermal
analyses. Work to enhance capabilities of the
AeroheataBS is going on.
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Abstract: Effective use of waste heat at low and medium temperatures is considered as one of the solutions to alleviate
energy shortages and environmental pollution problems. Due to its feasibility and reliability, the organic Rankine cycle
is continued to attract widespread interest from researchers and/or manufacturers. This paper presents thermodynamic
and economic analyses on flue-gas assisted organic Rankine cycles (FGA-ORCs) based on both energy and exergy
concepts. The heat source of the FGA-ORC system is the exhaust flue-gas of a stenter-frame which is highly used in
textile finishing process. In this study, to convert thermal energy into electrical and/or mechanical energy on a small
scale, an optimization study was performed using five different cycle architectures. Parametric studies were also carried
out to investigate the effect of operating parameters on performance indicators such as efficiency, economical profit
and performance ratio. Finally, under specified operating conditions, the thermal architecture was identified that reduces
exergy destruction and increases economic profit due to increased net-work output. For analyzed cases in this study,
Scenario-4 (i.e., thermal architecture 4) shows the best system performance with 69% exergetic efficiency within the
thermodynamic and practical limits.

Keywords: Organic Rankine cycle, Waste-heat recovery, Flue-gas, Energy analysis, Exergy analysis.

BACA GAZI DESTEKLI ORGANIK RANKINE CEVRIMLERININ TERMAL
MIMARILERI iCIN PERFORMANS DEGERLENDIRMESI

Ozet: Diisiik ve orta sicakliklarda atik 1smin etkin kullanimu, enerji sikintist ve gevre kirliligi sorunlarimi hafifletmek
icin ¢oziimlerden biri olarak kabul edilir. Uygulanabilirligi ve giivenilirligi nedeniyle, organik Rankine ¢evrimi,
arastirmacilarin ve/veya iireticilerin ilgisini yaygin olarak ¢ekmeye devam etmektedir. Bu makalede, hem enerji hem
de ekserji kavramlarina dayanan baca-gazi destekli organik Rankine dongiileri (FGA-ORCs) lizerinde termodinamik
ve ekonomik analizler sunulmaktadir. FGA-ORC sisteminin 1s1 kaynagi, tekstil bitim isleminde ¢ok kullanilan bir
ramoz makinasinin egzoz baca gazidir. Bu ¢alismada, termal enerjiyi kiigiik 6lgekte elektrik ve/veya mekanik enerjiye
doniistiirmek igin bes farkl1 gevrim yapisi kullanilarak optimizasyon ¢alismasi yapilmistir. Isletme sartlarinin verimlilik,
ekonomik kar ve performans orami gibi performans gostergeleri iizerindeki etkisini arastirmak igin parametrik
caligmalar yapilmustir. Son olarak, belli galisma kosullar altinda, ekserji yikimini azaltan ve artan net is ¢ikisi nedeniyle
ekonomik kar1 artiran termal mimari tespit edilmistir. Bu ¢alismada analiz edilen vakalarda, Senaryo - 4 (yani termal
yap1 4), termodinamik ve pratik sinirlar iginde %69 ekserji verimliligi ile en iyi sistem performansini gostermektedir.
Anahtar Kelimeler: Organik Rankine ¢evrimi, Atik 1s1 geri kazanimi, Baca gazi, Enerji analizi, Ekserji analizi.

NOMENCLATURE n efficiency (%)
e specific exergy (kJ/kg) Subscription

E exergy rate (kW) 0 dead state conditions
h specific enthalpy (kJ/kg) 1 second law

H enthalpy (kJ) evap evaporator

I exergy destruction (kW) hex heat exchanger
m mass flow rate (kg/s) in inlet

P pressure (kPa) out outlet

PC  percentage ratio (%) OF  organic fluid
PR  performance ratio (%)

Q the heat transfer rate (kW) Superscript

S specific entropy (kJ/kgK) quantity per unit time
T temperature (°C or K)

W work (kW)



INTRODUCTION

Due to increased energy consumption and rapid
industrialization, mankind is faced with negative
environmental and economic effects. In order to meet
future energy demand while reducing greenhouse gas
emissions and dependence on fossil fuels, development
of energy production and/or conversion systems is
unavoidable. A tremendous amount of heat is wasted.
Forman et al. (2016) stated that 72% of the primary
energy consumption is dissipated and 63% of the
considered waste heat streams have temperature below
100°C (Forman et al., 2016). However, conventional
energy production/conversion systems are not suitable
for efficient production/conversion of low to medium
grade heat sources. The Organic Rankine Cycle (ORC),
which is a heat recovery technology, converts waste heat
into power, using a low-boiling organic material as the
working-fluid. The advantages such as adoptability to
different operation conditions, construction simplicity,
equipment sizes, automatic control and power generation
ability make Organic Rankine Cycle (ORC) technology
an ideal choice for heat and/or power production from
low to medium temperature waste heat sources (Velez et
al., 2012; Quoilin et al., 2013; Sun et al., 2017).

To guide the future researches, many review articles
covering different aspects of ORC systems have been
published (Chen et al., 2010; Tchanche et al., 2011; Bao
and Zhao, 2013; Fuetal., 2014; Imran et al., 2018; Garcia
et al., 2018). An important feature of ORC, which
proposed by different authors, is the possibility of using
different low grade heat sources and temperature ranges
for power generation such as geothermal energy (Heberle
and Briiggemann, 2010; El-Emam and Dincer, 2013),
solar (Delgado-Torres and Garcia-Rodriguez, 2010),
biomass (Al-Sulaiman et al., 2012), industrial waste heat
(Etemoglu, 2013). So, the ORC systems emerge as a
promising and powerful technique for the conversion of
low to medium temperature heat sources (Tchanche et al.,
2014; Zhai et al., 2016).

Organic working fluids significantly affect the efficiency
of ORC systems, so selection of appropriate working
fluids is important for system performance (Agromayor
and Nord, 2017; Gyorke et al., 2018). According to
Cengel (2007), a process with a lower entropy generation
or higher second-law efficiency requires less energy
input for a specified output (Cengel, 2007). Therefore,
such a process conserves energy and energy resources.
For this reason, the performance of the Organic Rankine
cycle was analysed by many researchers from the
perspective of energy conversion and exergy destruction
theoretically (Mago et al., 2008; Safarian and Aramoun,
2015; Braimakis and Karellas, 2018) and experimentally
(Fuetal., 2015).

Research on ORC systems is very active because it
provides more efficient energy utilization for the needs
of specific operating conditions. Some of these studies
have concentrated on the new cycle designs and
optimization of the system performance, which was
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committed to maximising the efficiency. Panesar et al.
(2017) presented a heat recovery and working fluid test-
rig to investigate a wide range of realistic gaseous
sources such as the direct utilization of the High-
Temperature (HT) exhaust gases. Optimal integration of
ORCs with industrial processes is still a challenging task.
To get optimal thermal architecture, operating
conditions, and working fluids, an optimization
technique was presented by Kermani et al. (2018).

Among these researches in the literature, investigations
of the alternative thermodynamic cycles for ORC
systems are essential in order to assure the cost-effective
and optimal operation scheme. In this work, a parametric
investigation is conducted to determine the effects of
parameters which affect the performance of ORC-based
combined cycles (FGA-ORCs) driven by flue-gas of
stenter-frames. For this, five different thermal
architectures, which is the novel aspect of the study, have
been examined to show the direction for improvement
possibility of FGA-ORCs. Furthermore, the present
study describes an easy-to-follow procedure for
calculation of the performance and exergy destruction of
FGA-ORCs by an appropriate mathematical model
which is based on the first and second-law of
thermodynamics. Finally, the investigated five different
cycles are compared in terms of economic profit, net
power output and appropriate operating conditions.

THEORETICAL ANALYSIS

Stenter-frames are continuous dryers which are highly
used in textile finishing operations. At the end of the
mentioned textile process, the high volume of flue-gas is
discharged into the environment. So, low-temperature
flue-gas, which is suitable to recovery, is considered as a
candidate for a new energy source.

The work potential of the energy contained in a system at
a specified state is simply the maximum useful work that
can be obtained from the system. This situation is
described with the exergy term. Exergy represents
quantitatively the useful energy, or the ability to do or
receive work-the work content-of the great variety of
streams (mass, heat, work etc.) that flow through the
system (Cengel and Boles, 1989; Cengel et al., 2002;
Bejan, 2002). So, the exergy analysis is a powerful tool
for the design, analysis and classification of thermal
systems. Disregarding kinetic and potential energy
changes, the specific flow exergy of fluid at any state, e,
can be calculated from Eq. (1).

e=h—h,—T,(s (@)
where h is the specific enthalpy (kJ/kg), s is the specific
entropy (kJ/kgK), T is the temperature (K) and o is the
dead state conditions. Multiplying specific exergy,e,by
the mass flow rate of the fluid, m, gives the exergy rate,
E,as

- So)

E = me

)



The rate form of the entropy balance can be expressed by

Sin - Sout

Net entropy transfer rate

®3)

Sgen
——

Entropy generation rate

and the entropy generation rate, Sgen, for a steady-flow
process can be calculated from the following equation:

Sgen = Zmoutsout - Zminsin - Z% (4)
where Q is the heat transfer rate. Rate of exergy
destruction (or the rate of irreversibility), I, can be
obtained based on the general exergy rate balance for
steady-state open system could be expressed by means of
the following equation:
I= Tosgen 5)
where Ty is the temperature of dead state. The total
exergy destruction, 7074, Of the system is calculated
that the sum of the exergy destructions of each system
components and the performance ratio of iw device of the
system, PR;,
PR; = ii/jTOTAL (6)
The schematic illustrations of the investigated FGA-
ORC systems (i.e. investigated scenarios) can be seen in
Figure 1.

Compared to a simple ORC system, five thermal
architectures were designed to improve the net-work
output of FGA-ORC systems. In the first thermal
architecture (see Figure 1a), the effects of the turbine-to-
heater mass flow rate and the internal heat exchanger on
the system performance parameters were investigated. In
the second thermal architecture shown in Figure 1b, the
internal heat exchanger was used to improve the
evaporator inlet conditions. In Figure 1c, before the
turbine, a certain amount of organic fluid was separated
from the main flow direction of the cycle and sent
directly to the heat exchanger. Thus, the system
efficiency was improved by increasing the temperature
of the organic fluid entering the evaporator. A complex
thermal architecture was shown in Figure 1d for better
system efficiency. Having two turbines in the cycle
provides a primary advantage for net-work output for the
designed thermal architecture. Furthermore, the hot
organic fluid from the throttling valve | improves the
turbine 11 inlet conditions with the positive effect of the
mixing chamber. Finally, the overall system efficiency
was increased by increasing the temperature of the
organic fluid entering the evaporator with the heat
exchanger and pre-heater. The fifth thermal architecture
has an internal heat exchanger and the mixing chamber
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before evaporator (see Figure 1e). At the turbine outlet,
some amount of organic fluid was sent directly to the heat
exchanger and then combined with the organic fluid from
the condenser by the mixing chamber. Due to the change
in the T-s diagram in the fifth cycle, a definite
improvement in ORC system parameters was expected.

Second law efficiency, nmu (or exergetic efficiency) is
expressed as the ratio of the performance of a device to
the performance under reversible conditions for the same
final states.
Nt = N/Mrev (7
where n is the actual thermal efficiency of FGA-ORC
and mrev is the maximum possible thermal efficiency at
same conditions. Heat transfer rate and/or work-output
can be easily calculated for steady-flow engineering
devices such as turbine, pump, evaporator, condenser,
throttling valve, mixing chamber and heat exchanger
based on the first law of thermodynamics. For iy device
of the system,

Qi - [/VL =2 Hi,outlet -2 Hi,inlet (8)
and
Z mi,inlet = Z mi,outlet (9)

Economical profit of the FGA-ORC can be expressed as
the sum of the price of the equivalent natural-gas rate to
the recovered, if any, heat transfer and the produced
electricity in the system. The price of natural-gas and
electricity were taken as 0.2194 $/m® and 0.0664 $/kWh
respectively.

The following several assumptions are adopted for the
first and second law analyses of FGA-ORC (Safarian and
Aramoun, 2015; Sun et al.,, 2017; Braimakis and
Karellas, 2018).

1. All processes are steady state and steady flow with
negligible potential and kinetic energy effects and no
chemical or nuclear reactions.

2. The directions of heat transfer to the system and
work output from the system are positive.

3. The turbine operation has an adiabatic efficiency of
80%.

4. Adiabatic efficiencies of the circulating pumps are
85%.

5. Pressure drops are ignored.

6. Outlet temperature of the condenser is 25°C and the
quality is 0.

7. The dead state condition is taken as To=20°C and
Po=100
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Figure 1. Schematic illustrations of FGA-ORCs.

RESULTS AND DISCUSSION the thermo-physical conditions of the heat source and

organic working-fluid. Among a lot of options, it may be
The optimization process for each thermal architecture is challenging to find suitable working conditions for a
based on our codes on Engineering Equation Solver, specified waste-heat source, i.e. stenter-frame flue-gas, to
EES. Performance of FGA-ORCs strongly depends on maximize the efficiency and economic profit. So, the
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present study can be used to predict the effects of many
parameters such as temperature, pressure, mass flow rate
and dead state conditions on the performance of FGA-
ORCs.

Characteristics of the examined heat source, flue-gas, are
as follows: Volumetric flow rate was 20000 m%h and
inlet temperature was 140°C. These values are the typical
results of flue-gas measurement of a stenter-frame drying
process.

The working-fluid of ORC should satisfy several criteria,
such as environmentally friendly, safe, non-corrosive,
low-cost, compatible for material contact, stability for
certain temperature and pressure values. Moreover, critical
point, latent heat, density, specific heat, curve of T-s
diagram should also be considered for the selection of
suitable working-fluid for ORC systems. So, isopentane
was selected as the working fluid of the FGA-ORC
because of its thermodynamics performance (Etemoglu,
2013). Table 1 summarizes the thermophysical properties
of isopentane (Jang and Lee, 2018).

The evaporator capacity i.e. heat transfer rate from source
to working fluid was kept constant as 255.6 kW for all the
analysis for investigated thermal architectures. For this
reason, the mass flow rate was recalculated for each
different scenarios from the energy balance of the
evaporator. Turbine inlet pressure and turbine inlet
temperature were selected as 1250 kPa and
Trurbine,inter=T 1= T gas,in-10°C, respectively.

Comparison of Thermal Architectures

The most important stage for calculation of the system
efficiency is definitely the correct choice of both working

O ayap = 255.6 kW
80

9 50 § §
% 40 \ \ 35'13
3: “ %3?.3'— %3?,55 \\
£ s \ = 182 \ = \
Ezo %§§ %§§ 1:,55%

Figure 2. Comparison of different scenarios.
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Prurbine,inler = 1250 kPa

i
[}

[

organic fluid and cycle thermal architecture. Making the
wrong choice entails a poor cycle performance. Figures
2, 3 and 4 are presented to compare different scenarios
(i.e. different FGA-ORCs). Figure 2 shows the
comparison of thermal efficiency, n:, exergy efficiency,
nu , total exergy destruction, Iror4;, , and economical
value of equivalence electricity, Profitg, of the different
FGA-ORC systems. It is clearly observed from Figure 2
that Scenario 4 is more effective and more exergetic than
the other scenarios for low pressure and temperature
values.

Figure 3 also shows another comparison for different
FGA-ORCs to determine the performance of main
equipments such as evaporator, turbine, condenser. The
relation between the thermal architecture of the cycle and
the main system equipments can be easily seen from
Figure 3. For example, in Scenario-1, 45% of the total
exergy destruction is in the evaporator, while in
Scenario-4 this value is about 11%. Thus, it is possible to
determine the FGA-ORCs system equipments that needs
to be improved for a given thermal architecture.

Table 1. Thermophysical properties and some characteristics of
isopentane.

Fluid Type Dry
Molecular Weight (g/mol) 72.1
Tboiling (OC) 27.82
Tcritical (OC) 187.2
Peritical (kPa) 3378
GWP 5
ODP 0
GWP : Global warming potential
ODP : Ozone depletion potential
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Figure 3. Exergy destruction and performance rates for main equipments of different scenarios.

Figure 4 shows the effect of turbine (turbine-1 for
Scenario-4) inlet pressure on the thermal and exergetic
efficiencies for different FGA-ORCs while the operation
conditions was kept constant. It was observed that the
highest efficiency values were obtained in Scenario-4 for
investigated turbine inlet pressure values. It should be
noted that the exergy destruction rates should be a
positive quantity (1>0) for any actual thermal processes
and that is valid for all the equipments of the thermal
architectures of FGA-ORCs. As the exergy destruction
rate of the heat exchangers in Scenario-1 and Scenario-2
were negative, these cycles could not be operated at
P=3000 kPa due to the thermodynamic principles.

The various selection of thermal architectures is usually
investigated with a search method type approach to limit
the number of discontinuities in the objective function
and to obtain more reliable results. This exhaustive
approach is the strategy used in the researches about
ORC applications. Technical limits, thermodynamic
constraints and environmental and safety issues should
be taken into account to exclude some thermal
architectures or to fix some design parameters of ORCs.
Therefore, the optimization process is carried out by
examining the operating parameters of ORCs.

Optimization with Working Parameters for Best
Thermal Architecture

Astolfi et al. (2017) stated that, the objective function for
an optimization problem is the figure that is maximized
or minimized during the optimization process. Therefore,
for ORCs, two main classes of objective functions could
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be defined. (1) Maximizing the plant performance or (2)
Minimizing the cost of the produced electrical power.

The search-method-type optimization process, which is
performed step by step depending on the operating
parameters, was presented to obtain maximum
efficiency. The search methods generally fall into two
categories, elimination, and hill-climbing technigues. In
both, there is a progressive improvement throughout the
course of the search (Stoecker, 1989).

Figures 2, 3 and 4 were used to identify the best thermal
architecture that the research should focus on to
determine the optimum operating conditions. For all the
next cases in the present work, Scenario-4 which has the
best thermodynamic performance was selected and
investigated as the thermal architecture for FGA-ORC. In
other words, Scenario-4 provides the highest thermal
efficiency and exergetic efficiency in each case
examined. Then, the optimization process in our study
has been progressed step by step to find the best value of
each parameter within the thermodynamic and practical
limits for FGA-ORC.

Turbine-I inlet pressure

Figure 5 shows the effect of the turbine-I inlet pressure
on the FGA-ORC performance indicators such as mj,
nu, I, and Profite. The highest thermal and exergetic
efficiencies were calculated at 1311 kPa for investigated
pressure range. Increasing the turbine-I inlet pressure
from 800 kPa to 1311 kPa, within the thermodynamics
limits, the total work output of the turbines increases by
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Figure 5. Effect of turbine-I inlet pressure for Scenario-4.

about 23% and the evaporator exergy destruction rate
decreases by about 58%. At above 1311 kPa, mass flow
rate and total exergy destruction rate of FGA-ORC
increase and, as expected, thermal and exergetic
efficiencies significantly decrease.
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0,7975 1,523
3,289 2,355
6,541 19,72
6,787 4,895
6,126 3,691
3,829 4,527
9,531 6,913
9,888 1,716
8,925 1,294
5,578 1,587

Turbine-I outlet pressure (i.e. cycle mid-pressure)

Turbine-1 outlet pressure, i.e. cycle mid-pressure, is a
significant factor affecting the efficiency of FGA-ORC.
In order to predict the effect of outlet pressure of turbine-
I on the efficiency values of FGA-ORC, the cycle mid-
pressure values were varied from 200 kPa to 400 kPa (see
Figure 6). The highest thermal and exergetic efficiencies
were obtained when the turbine-1 inlet pressure was 1311



kPa and the turbine-I outlet pressure was 300 kPa. As can
be seen from Figure 6, FGA-ORC is not operated due to
the exergy destruction value of the heat exchanger at low
mid-pressures of the cycle, and moreover the efficiency
values are decreased when the turbine-I inlet pressure
was 2000 kPa.

Percentage ratio (PC)

The thermodynamic simulation developed in this study
was designed in order to maximize the performance
indicators such as 1, ni and Profite. Dependence of the
investigated performance indicators on mass flow rate was
also incorporated in the simulation. The magnitude of the
performance indicators and exergy destruction rates
clearly depend on mass flow rate through the components
of FGA-ORC and characteristics of working fluids as well.
Therefore, percentage ratio, PC, was defined to calculate
the mass flow rate of the next component of the cycle, i.e.
m, = PC3 x m, (see Figure 1-d).

In Figure 7, the comparison of the effect of the mass flow
rate percentage of the organic fluid which sent to the heat
exchanger was shown based on data obtained from the
present thermodynamic analysis. Increasing of PC3 from
30% to 38%, within the practical limits, the total exergy
destruction rate decreases about 5% and, as expected,
efficiency and profit values increase about 6.4%.
Moreover, at same PC3 value range, it was also calculated
that the heat exchanger capacity was increased by 41%.
So, optimised FGA-ORC processes mean not only higher
profits but also more efficient process in terms of lower
environmental impacts.
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Temperature difference (AT)

AT is the difference between the flue-gas inlet temperature
of the evaporator and the turbine-I inlet temperature of the
organic fluid. Plots of the exergy destruction rate and
efficiency values versus AT are shown in Figure 8. It can
be seen from Figure 8 that the total exergy destruction rate
is increased by increasing AT, and, the efficiency values
are decreased as expected. Exergy is consumed during the
process due to irreversibilities, so, the increased AT is
proved to produce bigger exergy destruction. It was also
concluded that, in general, the exergy destruction rate of
the evaporator was higher than those of the exergy
destruction rates of the other components of FGA-ORC
due to thermodynamics conditions.

Dead-state temperature

The dead-state is a state in which the system is equilibrium
with its surroundings. Maximum possible work of a
system at a specified state depends on dead-state
conditions as well as the thermo-physical properties of the
system. In other words, exergy is a property of the
combination of the system and its surroundings. So, the
calculated performance indicators of FGA-ORC as the
results of energy and exergy analyses are sensitive to
variations above mentioned properties. With the increase
of dead state temperature, results obtained from the
analysis represent that the exergy destruction rate
decreases and the exergetic efficiency increases (see
Figure 9). But, thermodynamic limits should always be
considered, because Scenario-4 cannot be operated over
the dead-state temperature of 29°C due t0 lcondenser<O.
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Figure 6. Effect of turbine-I outlet pressure for Scenario-4.
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CONCLUSIONS global sustainable development goals. The design and

Due to the facts of high production costs of the primary
energy production as well as more and more stringent
environmental legislation, the waste-heat recovery is
expected to gain increasing importance depending on the
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optimization process for a generic ORC has three
different stages: (1) analysis of the problem, (2) working
fluid and cycle configuration selection, and (3) system
optimization. In this study, a systematic roadmap with the



steps mentioned above was presented for academic and
industrial users.

ORCs are promising technology that is feasible and
economical while minimizing the risk to human health
and the environment. Energy and exergy based
thermodynamics analysis were carried out for FGA-
ORCs to provide a better guidance for system
improvement. And, in this study, to assure high
flexibility and efficiency for waste-heat recovery from
low to medium grade heat sources, five different thermal
architectures were investigated using isopentane as
organic fluid. Based on the present analysis, the
following results are concluded:

Ty
g‘ﬁl B B §

1. Exergetic optimization is a useful method for
determining the optimal design of different thermal
architectures for given thermodynamic constraints.
So, the results of the analysis show that optimum
values of pressure, temperature and mass flow rate
can be obtained for different FGA-ORCs.

The presented thermodynamic analysis is a
powerful tool for the evaluation of thermal system
performance. For analyzed cases in this study,
Scenario-4 shows the best system performance by
an exergy point of view. From the results of the
analysis for Scenario-4, the maximum value of the
exergetic efficiency is
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Figure 9. Evaluation of the effect of dead-state temperature for Scenario-4.

found to be 69% at P1=1311 kPa, P,=300 kPa,
AT=10°C, PC3=38%, To=25°C.

Organic fluid mass flow rate which sent to heat
exchanger from turbine-I, and, the mid-pressure of
the cycle should not be underestimated in the
performance calculations of Scenario-4. As can be
seen from the results of the analyses, depending on
thermodynamic principles and the concept of
exergy destruction, the maximum results for FGA-
ORC efficiency could be provided by the optimum
values of the mentioned parameters.

While the total exergy destruction decreases, the
turbine work-output and economic profit increase,
in general. Finally, obtained results represent that
the decrease of the total exergy destruction rate with
the increase of dead state temperature.
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In order to avoid serious environmental and economic
threats, the written reports of the Intergovernmental
Panel on Climate Change (IPCC) have strongly
recommended that the increase in global temperature
should be limited. So, ORC systems will contribute to
reducing the carbon footprint and waste energy in
industrial facilities in accordance with the above
recommendation. Thus, it is hoped that the results
obtained in this study would be provided a better
understanding of optimal control and operation strategy
for FGA-ORCs with constant evaporator capacity.
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Abstract: In this study, a non-slender simple delta wing was investigated numerically by using RANS with SST k — w
turbulence model and the results were compared with experimental data to validate the simulation accuracy of the
Computational Fluid Dynamics (CFD) approach. The delta wing configuration has a straight wing, with thickness 3 mm,
chord length 101.6 mm, wingspan 254 mm, 30° beveled angle, and 40° sweep leading edge. Effect of angle of attack on
the near-surface patterns of the delta wing was interpreted in terms of streamline topology, particularly bifurcation lines,
as well as contours of streamwise and transverse velocity components, and also vorticity contours on the surface at the
angle of attack starting from 5° to 17° with Reynolds number of 1x10*. The leading-edge vortices (LEV) developed at
the angle of 5°, the vortex breakdown happened first time at the angle of 7° and moved upstream direction and reached
around x=0.5c at 10°. With the increasing angle of attack further, vortex breakdown moved to upstream a substantial
distance and finally, the stall occurred at an angle of attack at 17°.

Keywords: LEV, CFD, SST, delta wing, vorticity, leading-edge vortices.

HESAPLAMALI AKISKANLAR DiNAMIiGi KULLANILARAK BASIT UCGEN
KANAT MODELINDE YAKIN YUZEY AKIS YAPISININ INCELENMESI

Ozet: Bu calismada, diisiik siipiirme acisina sahip basit iicgen kanat modeli RANS denklemleri kullanilarak SST k-0
tiirbiilans modeli ile incelenmis, elde edilen bulgular daha 6nceden yapilmis deneysel verilerle kiyaslanarak Hesaplamali
Akigkanlar Dinamiginin (HAD) tutarlilif1 dogrulanmaya c¢alisilmistir. Bu ¢alisma i¢in, kiris uzunlugu 101,6 mm, kanat
genisligi 254 mm, et kalinlig1 3 mm, pah agis1 30°, ve siiplirme ag1s1 40° olan tiggen kanat modellenmistir. Hiicum agisinin
(5 dereceden 17 dereceye kadar) kanat yiizeyi lizerindeki akis yapisina etkisi ve girdap ¢6kmesi, hem iist plan hem de
arka plan goriintiisii agisindan Reynolds sayis1 10.000°de sabit tutularak incelenmistir. Kivrimli, hiicum kenar yanal girdap
olusumu 5 derecede baslamis, girdap ¢okmesi ilk defa 7 derecelik hiicum agisinda kanadin arka kisminda olusmus ve 10
derecede kanadin 6n tarafina (x/c=0.5) dogru ilerlemistir. Hiicum agis1 artikca girdap ¢dkmesi kanadin 6n u¢ kismina
ilerlemis, yaklagik 17 derecede akis stol olmustur.

Anahtar kelimeler: LEV, CFD, SST, i¢gen kanat, girdap, hiicum kenar yanal girdap.

INTRODUCTION
‘low sweep’ (A<60) delta wings has become a very

Unmanned aerial vehicles (UCAV) were developed as
reconnaissance vehicles, and even as tactical weapons
mostly in military applications but nowadays, commercial
usage has been expanding to scientific, agricultural, and
other applications such as policing, peacekeeping,
agriculture, and smuggling. Therefore a non-slender or

important topic to investigate in the last 3 decades. The
typical and well-known delta wing flow is the formation
of Leading-Edge Vortices (LEV) which has determined
across a wide range of Reynolds numbers and varying
angle of attacks. This flow separates at a low angle of
attack and the separated layer rolls up to form a large-scale



vortex on each half of the wing. Flow regime on a non-
slender delta wing was investigated experimentally and
numerically then primary characteristics of the flow
structure and the potential for their control were
summarized. It is difficult to observe vortex breakdown at
high Reynolds numbers (106) (Wentz and Kohlman, 1971)
but the well defined vortical flow was clearly visible at
low Reynolds numbers of 7000 (Ol and Gharib, 2003).
Experimental evidence suggests that as the increasing
Reynolds number, vortex breakdown moves apex
(Elkhoury et al.,2005) even at a small angle of incidence.
The location of vortex breakdown also depends on the
angle of incidence therefore with the increasing angle of
attack, the onset of vortex breakdown moves up the apex
and separated shear layers become the dominant feature of
the flow (Gursul et al., 2005). As the increasing angle of
attack further, primary attachment occurs outboard of the
symmetry plane and this attachment line moves in-board
towards the wing centerline where vortex breakdown and
stall occur and the identification of buffeting mechanisms
in these regions (Yaniktepe and Rockwell, 2004). An
experimental study showed that at low Reynolds number
or at low angle of attack, there is an elongated separated
flow region exists which lies very close to the upper
surface of the wing (Taylor et al., 2003) and velocity
profile in numerical studies showed similar property with
those experiments (Gordnier and Visbal, 2003).
Numerical results indicate a broad wake-like flow that is
coherent with the experiment. Flow field over a yawed
simple delta wing was investigated experimentally and
study indicated that there was a symmetrical flow on the
delta wing in the case of zero yaw angle but with changing
the angle, vortex breakdown occurs earlier on the
windward side of the delta wing and vortex breakdown
location moves further downstream on the leeward side of
the delta wing (Canpolat et al., 2009; Yayla et al., 2010).
They observed high-scale Kelvin-Helmholtz vortex
structure at side view which was emanating from the
leading edge to rolls up periodically into discrete sub-
structures especially at the angle of 13° and 17°.Another
experiment shows the presence of a co-rotating form of
small scale vorticity and this was noticeable in sudden
images of the flow (Yavuz et al., 2004). Numerical
prediction and wind tunnel experiment for a pitching
unmanned combat air vehicle were conducted for a
modified delta wing up to the angle of attack 25°
(Cummings et al., 2008) with various frequencies of pitch
oscillation. For the numerical part Reynolds Average
Navier-Stokes equations (RANS) were implemented for
compressible flow and vorticity patterns were figured out.
Vortex breakdown was calculated in the middle of the
wing surface at the angle of 15°. VVorteks breakdown was
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simulated like streamline rotating and enlarging by spiral
motion. Another numerical study investigated the flow
field structure by using Computational Fluid Dynamic
approaches (CFD) with the Shear Stress Transport (SST)
model (Saha and Majumdar, 2012). Vortex breakdown
phenomenon above a delta wing at high angles of attack
for the cases with and without a symmetric trailing-edge
jet flap was investigated by using RANS Low Reynolds
Launder—Sharma k—e turbulence model (Kyriakou et al.,
2010) but in the figures, the onset of vortex breakdown
was not clearly presented. Detached-Eddy Simulation of
the vortical flow field about the VFE-2 delta wing was
investigated (Cummings and Schiitte, 2013) and compared
with available experimental data. CFD calculation was
conducted with unstructured Cobalt code by using RANS,
DES (Detached-Eddy Simulation), and DDES (Delayed
Detached-Eddy Simulation) turbulence models. Mostly
Lift, drag and pressure coefficients were calculated and
compared with available experiment but the figures show
only LEV structure. Vortex breakdown behind a delta
wing was investigated by using a Large Eddy Simulation
(LES) method and compared with wind tunnel
experiments (Mary, 2003). In the paper, only numerical
data were presented but plan and end view visual
presentations were rarely considered. Effect of thickness-
to-chord ratio on flow structure of a low swept delta wing
was investigated in a low-speed wind tunnel using laser-
illuminated smoke visualization, particle image
velocimetry, and surface pressure measurements
(Glilsacan et al., 2018). The thickness of the wing was
changed and its effect on the flow structure was
investigated then plan and end view smoke visualization
and pressure coefficient on the surface were presented and
discussed. Several other experimental (Canpolat et al.,
2011) studies were conducted to investigate the flow field
regime of delta wing but the tremendous cost involved in
building up of the experimental system like a wind tunnel,
PIV, etc. For instance, the wind tunnel has the advantage
of dealing with a ‘‘real”’ fluid and can produce global data
over a far greater range of the flight envelope than CFD
can (Johnson et al., 2005). However, CFD accelerates the
design process and saves time and millions of money.
Today CFD has joined the experimental process to
provide significant value in vehicle design. Therefore in
this study flow field characteristics of simple delta wing
were investigated by using RANS with SST k-o
turbulence model and plan and end view streamline and
streamwise velocity and vorticity field were investigated
and location and shape of LEV and vortex breakdown
were clearly presented and obtained data were compared
with available experiments.



NUMERICAL APPROACH

The flow solver PARDISO (a commercial version built-in
COMSOL) was chosen because of its performance,
robust, memory efficient and easy to use software for
solving large sparse symmetric and unsymmetrical linear
systems of equations on shared-memory and distributed-
memory multiprocessors (Internet, 2019). For the current
study direct solver, PARDISO with nested dissection
multithreaded preordering algorithm was set. Constant
(Newton) nonlinear method was used for the method then
iterations options were specified for termination technics.
PARDISO solves the RANS equation for the SST k-
turbulence model. This model combines the superior
behavior of the k-o model in the near-wall region with the
robustness of the k-¢ model (Menter, 1994). Detailed
information about numerical calculation and modeling is
available at (Sogukpinar, 2019, 2018, Internet, 2019). The
PARDISO solved RANS equations with two turbulence
equations for the incompressible flow along the simple
delta wing. For the equations, gravity was included and
no-slip condition was applied on the wing surface. The
upstream, top and bottom border of computational
domains are situated at least 10 mean aerodynamic chords
away to minimize the effect of the applied boundary
circumstances. The boundary conditions were set to
velocity inlet and open boundary and other parts stay as a
wall. Not half but the full model was simulated under wind
speed of 5.6 cm/s. For the delta wing surface, the
triangular mesh type was applied and the minimum mesh
size was set to 0.0001 m, and 0.0005 m for the maximum.
Then the model was fully enclosed in a thin ellipsoid and
tetrahedral mesh type was preferred with a maximum
growth rate of 1.2 and 5 million mesh elements were
created in the ellipsoid. For the outer part of the domain,
the minimum element size was set 0.001 and 0.05 for

maximum and 1 million extra mesh elements were
created. Mesh distribution is given in Fig. 1.
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Figure 1. Delta wing for 6 million mesh.
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RESULTS AND DISCUSSION

Simple delta wing with thickness 3 mm, chord length
101.6 mm, wingspan 254 mm, 30° beveled angle, and 40°
sweep leading edge was numerically investigated by using
SST k — w turbulence model. The numerical calculation
was performed with a server with 64 GB RAM and 32
processors. Fig.2 shows dye visualization experiment
(Canpolat et al., 2009) the same configuration with the
current study, which was conducted before at the angle of
attack a=7°, 10°, 13°,17°. LEV and vortex breakdown are
clearly visible at the angle of attack at 7°. When the angle
of attack is increased to oo = 10°, the location of the vortex
breakdown moves upstream direction and reaches around
x=0.5c. By the time o = 13°, the location of vortex
breakdown moves toward the apex of the delta wing
rapidly and flow shows significant fluctuations in the
streamwise direction. At o = 17°, a large scale flow
separation develops over the entire surface and flow
passes to the stall stage completely (Canpolat et al., 2009).

Figure 2. Dye visualization, development and formation of LEV, vortex breakdown (Canpolat et al., 2009)
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Fig. 3 shows the streamline velocity field for the formation
and development of LEV, the vortex breakdown, and the
separated flow as a function of angle of attack angle from
5° to 17°. The LEV is clearly visible at the angle of 5°
which is small in size and circulates along the downstream
trajectory. When the angle of attack is increased to a.= 7°,
streamlines began to move away from each other and
enlarge the rotating flow at the trailing edge side,
indicating the onset of vortex breakdown. By the time a. =
10° is reached (Fig. 3c), the flow continues to expand and
rotate in the downstream trajectory and the location of the
vortex breakdown moves to around x=0.5c. The dye
visualization experiment in Fig.2 and Ref. (Yaniktepe and
Rockwell, 2004) also confirm this numerical part (Fig. 3c)
because, in the experiment, vortex breakdown starts at
a=7° and moves to around at x=0.5c at the angle 10° and
other numerical studies (Cummings et al., 2008; Saha and
Majumdar, 2012) confirm the streamline shape of the

vortex breakdown. In the reported paper (Cummings et
al., 2008) vortex breakdown happens likes streamlines are
enlarging like a rotating cone. At o = 13°, the LEV system
increases in size and strength with increased a and location
of vortex breakdown moved to around apex, flow shows
significant fluctuations in the streamwise direction, radius
of rotation increased considerably but even if the flow
structure is fluctuating, there is still continuing flow in the
downstream and this implies that leading-edge vortex
provides additional lift. The reported experiment in Fig. 3
(Canpolat et al., 2009 ; Yaniktepe and Rockwell, 2004)
show that flow is not completely stalled at the angle of
13°and they correlate numerical results in Fig. 3(d). By the
time the angle of attack reaches from a = 15° to 17°,
downstream streamline structure deteriorates completely,
location of vortex breakdown reaches to the apex and the
flow passes to the stall phase as indicated in Fig. 2
(Canpolat et al., 2009).

Figure 3.Lower surface plan view streamline velocity field (m/s)
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Fig. 4 shows the vorticity magnitude contours of a delta
wing at the angle of attack from 5° to 17°. Fig. 4a shows
the development of small scale vorticity patterns. When
the angle of attack is increased to 7°, there are three
separate vorticity patterns as primary (PV), secondary
(SV), and the third (VB). The primary rotating vortices
occur in the inner side of the leading edge vortices which
is close to the central axis of the delta wing and the
secondary vortices develop between main vortex and side
edges of the delta wing. It was reported in the previous
experiment (Muir et al., 2017), if the secondary vortex is
significantly weaker, which suggests breakdown. The
development of a third stronger vortex indicates the onset
of vortex breakdown (VB) at the middle backside of the

wing. At a = 10°, the secondary vortex significantly
disappears and the primary vortex increases in size and
prolongs to the upstream direction. The area of vortex
breakdown expands in all directions and flow shows
significant fluctuations. At the angle of 13°, the vortex
breakdown area increases and moves further upstream
direction. Circulation of LEV is visible close to the apex
but in other parts, the vortex breakdown prevails. By the
time o = 15° is reached, the location of vortex breakdown
moves further upstream but the flow hasn’t completely
stalled yet because there is circulation flow at the apex.
Finally, by the time the angle of attack reaches o= 17°, the
location of the vortex breakdown reaches the apex and the
burst vortex slowly gives away to a largely stalled lower
surface.

(b) 7°

Figure 4. Plan view vorticity magnitude contour on the delta wing surface (1/s)

Fig. 5 shows P1V data (Yaniktepe and Rockwell, 2004) of
the delta wing the same configuration with the current
study. LEV starts to form very close to the lower surface
by covering a larger area near the side edge at the angle of
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7°. When the angle of attack increased to 13°, LEV
becomes more pronounced, moves further down from the
surface and approaches the centerline of the wing in the
lateral direction. Finally, by the time angle of attack.



Figure 5. End view streamline velocity pattern (x/c=0.8) at the angle of attack at a=7°,

reaches a = 17°, LEV increases its intensity and continues
its lateral and downward movement Fig. 6 shows the end
view streamline topology at x=0.8C at the angle of attack
from 5° to 17°. LEV formation starts very close to the
lower surface at the angle of 5°. When the angle of attack
increased, LEV becomes more pronounced, moves further
down from the lower surface and also approaches the
centerline of the wing in the lateral direction as indicated
in the experiment (Fig. 5) (Yaniktepe and Rockwell,
2004). In contrast to the experimental measurements, the
secondary vortex (SV) area was calculated. Secondary

\ =7 |

13°, 17° (Yaniktepe and Rockwéll, 2004)

LEV is clearly visible at the angle

of 7° and their size seems to become equal and tends to
fade away at the angle of 10°. In line with the experiment
(Muir et al., 2017) the secondary LEV shows the greatest
reduction incoherence and this is an early indication of
vortex breakdown. The presence of the secondary vortex
was also confirmed for these two-angle cases (7° and 10°)
in Fig. 4(b) and vortex core shifted down from the surface
and also gets close to the centerline as the increasing angle
of incidence.

Fig.7 shows the end view velocity field magnitude with
arrow and color range representation of the delta wing at
the angle of attack from 5° to 17°. At the angle of 5°, a
small size leading-edge vortex formation starts very close
to the lower surface and lateral edge. As the increasing
angle of attack, the size of LEV increases and moves close
to the centerline. Secondary vortex is visible at the angle
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of 7° and 10°. By the time angle of attack reaches 13°, the
severity of LEV increases and the core of cyclic vortex
became more pronounced. When the angle of attack
increased further up to 15°, vortex becomes more violent
and vortices on both sides merged into a single vortex at
the angle starting from 17°.



Figure 7. End view velocity field magnitude (m/s) with arrow and color representation; In the figure upper to lower x/C= 0.2, x/C=

0.4, x/C= 0.8, when the angle of attack changes from 5° to 17°.

Fig. 8 shows the end view vorticity contour magnitude at
x/C= 0.8, where there are two vorticity patterns at 0=5°.
The smaller vortex is secondary LEV (SV) and it is very
close to the bottom surface and the larger one is primary
LEV (PV), located just below the small one, which spreads
over the half surface of the wing. As the increasing angle
of attack to 7° and 10°, secondary LEV lost its prominence
and merged with the primary vortex and disappeared
completely at 13°. Several small-scale vortex areas start to
form within the primary vortex starting at the angle of 7°
and numbers of them increase with the increasing angle.

This was also reported in a previous experimental study
(Muir et al., 2017). An increasing number of small scale
vorticity regions (SSVR) indicates the onset of vortex
breakdown, because after breakdown numbers of small
scale vorticity regions increases (Muir et al., 2017). Vortex
breakdown location moves to upstream direction as the
increasing angle of incidence and this increases turbulence
at the backside of the wing. The numbers of small scale
vortex regions increase up to the angle of 13° then start to
decrease and finally they merge to become a single huge
rotation core at a=17°.

CONCLUSION

This paper numerically investigates the effect of angle of
attack on the aerodynamic performance of a simple delta
wing by using CFD with the SST k-o turbulence model
and findings were compared with experimental
observation to assess simulation accuracy of the
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Computational Fluid Dynamics (CFD) approach.
Streamline velocity field and vorticity magnitude contour
for plan and end view cases were investigated at the angle
of attack from 5° to 17°, and the simulation results were
compared with those obtained water channel experiment
and comparison showed good agreement. First, the
streamline velocity field was simulated for the plan view
case. Leading-edge vortex developed at the angle of 5°,
vortex breakdown started in the back lower side of the
wing at a=7°. As the increasing angle of attack from 7° to
10°, the location of the vortex breakdown moved toward
x=0.5c. The location of the vortex breakdown reached
closed to the apex of the delta wing rapidly when the angle
of attack increased to 13° and this was confirmed by
reported experiment. There is no complete vortex
breakdown at 13° because LEV is visible at very close to
the apex but after 15°, the flow regime shows a complete
deterioration and passed to the stall stage at the angle of
17°. Next, plan view vorticity magnitude contour on the
delta wing was investigated and location and evolution of
primary and secondary LEV and also vortex breakdown
were analyzed for the angle of attack from 5° to 17° and
compared with experimental observations. The secondary
vortex system was identified at the angle of 7° and
disappeared after 10°. Finally, end view streamlines
velocity and vorticity field were investigated and
discussed.

The application of CFD has accelerated the design process
of the aerodynamic vehicle. Aerodynamicists could predict
the flow properties of aircraft only by doing an experiment



(e) 15°

Figure 8. End view vorticity magnitude (1/s) contour lines at x/C= 0.8 when the angle of attack changes from 5° to 17°.

or by using an analytic method in a long time ego.
However in the last 40 years, with the development of
sophisticated computers, CFD has become a main
supplementing tool to experiment. Because CFD is a cost-
effective and critical tool to predict accurately and confirm
flight characteristics of an object in any flow condition.
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ILE FRANCIS TiPi TOURBINLER ICiN VERIM TAHMINLEMESI
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Ozet: Tiirbinler tasarim noktalar1 disinda mevsimsel yagis dalgalanmalari, zamana bagh elektrik ihtiyac1 farkliliklari
sebebiyle kismi yiikleme sartlarinda ¢aligtirilabilmektedir. Bu noktada tasarimcilar tepe diyagramlari olusturmakta ve
farkli debi ve diisiiler altinda sistem verimini tahminlemektedir. Tepe diyagrami ¢aligmast bir ¢ok farkli ayar kanadi
acikliginda ve diisiide test gerektirdiginden oldukg¢a maliyetli bir ¢alismadir. Bu ¢alismada Yapay Sinir Aglar1 (YSA)
ve Uyarlamali Sinirsel Bulanik Cikarim Sistemi (ANFIS) metodu ile farkli ¢alisma kosullarinda Francis tipi tiirbin
verim tahminlemesi gergeklestirilmistir. Elde edilen sonuglar Hesaplamali Akigskanlar Dinamigi (HAD) yontemi ile
elde edilmis verim degerleri ile kiyaslanmistir. Sonuglara gore, maliyetli bir test veya sayisal siire¢ yerine ANFIS
metodu kullanarak tepe diyagrami olusturmak miimkiindiir. Sayisal veriler %25’1 test ve %75’i modeli egitmek igin
kullanilmak tizere ikiye ayrilmistir. Gelistirilen YSA ve ANFIS modelleri ile verim tahminleri yapilmis ve elde edilen
sonuglar karsilastirilmistir. Ciktilar ortalama hata, maksimum hata ve regresyon katsayisi olmak {izere 3 farkl
istatistiksel kriter ile test edilmis ve ANFIS’in tepe diyagrami uygulamasinda YSA’ya gore daha iyi sonug verdigi tespit
edilmistir. ANFIS parametrelerinin optimize edilmesi ile ortalama hata %1.41, R? degeri ise 0.999 olarak
hesaplanmuistir. Yazarlarin bilgisine gére YSA ve ANFIS uygulamasinin tiirbinlere uygulandigr ilk literatiir arastirmasi
bu ¢aligmadir.

Anahtar Kelimler: YSA, ANFIS, tiirbin, HES, Francis tipi tiirbin, tepe diyagram1

ANN AND ANFIS PERFORMANCE PREDICTION MODELS FOR FRANCIS TYPE
TURBINES

Abstract: Turbines can be operated under partial loading conditions due to the seasonal precipitation fluctuations and
due to the needed electrical demand over time. According to this partial working need, designers generate hill chart
diagrams to observe the system behavior under different flow rates and head values. In order to generate a hill chart,
several numerical or experimental studies have been performed at different guide vane openings and head values which
are very time consuming and expensive. In this study, the efficiency prediction of Francis turbines has been performed
with ANN and ANFIS methods under different operating conditions and compared with simulation results. The
obtained results indicate that it is possible to obtain a hill chart using ANFIS method instead of a costly experimental
or numerical tests. ANN and ANFIS parameters which effect the output, have been optimized with trying 100 different
cases. 75% of the numerical data set is used for training and 25 % is used for validation as testing data. To asses and
compare the performance of multiple ANN and ANFIS models several statistical indicators have been used. Insight to
the performance evaluation, it is seen that ANFIS can predict the efficiency distribution with higher accuracy than the
ANN model. The developed ANFIS model predicts the efficiency with 1.41% mean average percentage error and 0.999
R2? value. To the best of the author's knowledge, this is the first study in the literature that ANN and ANFIS are used in
order to predict the efficiency distribution of the turbines at different loading conditions.

Keywords: ANN, ANFIS, turbine, HEPP, Francis type turbine, Hill chart

NOMENCLATURE GIRIS

YSA Yapay Sinir Aglari Giliniimiizde enerji ihtiyacinin her gecen giin artmasi,
ANFIS Uyarlamali Sinirsel Bulanik Cikarim  enerji kaynaklarinin hizla tikenmesi ve fosil yakitlarin
Sistemi kullanimina bagli olarak olusan atmosfer kirliligi
H Diisii (m) stirdiirtilebilir ve yenilenebilir kaynaklara olan ilgiyi
mf Uyelik Fonksiyonu arttirmustir. Ulkemizde yerli ve yenilenebilir bir kaynak
MSE Ortalama Hata (%) olmasi, isletme, ¢evre ve stratejik agilardan da
Q Debi [m?¥/s] avantajlar1 bulunmasi sebebi ile hidroelektrik enerjiden
Xi YSA Girdileri faydalanmak tesvik edilmektedir.

Yi YSA Ciktilar:

w Agirlik Fonksiyonu



2016 yili itibariyle Diinya’da tiim enerji kaynaklari
icerisinde hidrolik enerjinin kurulu giicii 1064 GW ile tim
enerji kaynaklarmin kurulu giiciine orani %16.4’tiir.
Yenilenebilir enerji kaynaklari igerisinde ise hidrolik
enerjinin  oran1  %71’dir  (International  Energy
Agency,2018). 2018 yilinda Cin var olan hidroelektrik
santral kapasitesini 35% arttirarak diinyada birinci sirada
yer alirken, Tiirkiye 1| GW’den fazla kapasite ilave ederek
dgiincii sirada yer almigtir. Tirkiye’de ki enerji
kaynaklarma gore kurulu gilic dagilimi Sekil 1°de
verilmistir. Tiirkiye de 2018 yilinda Hidrolik enerjinin
toplam enerji {iretime oramt  %19.8°dir (Tirkiye
Cumbhuriyeti Enerji ve Tabii Kaynaklar Bakanlig).
Ayrica yenilenebilir enerji kaynaklar1 i¢inde en biiyilik
paya yine %66.6 ile hidroelektrik enerji sahiptir.

Turkiye 2019 Kurulu Gig

Kémir  Dogalgaz  Hidrolik

Kurulu Giig (MW)
bR NN W w
(=] wv (=] w (=] “v

[0

0
Riizgar Giineg  Jeotermal diger

Sekil 1. Enerji kaynaklarina gére Tiirkiye’de kurulu giig
(Tiirkiye Cumhuriyeti Enerji ve Tabii Kaynaklar Bakanligi web

sayfasindan uyarlanmustir)

2016 yili verilerine gore, hidrolik enerji tiim enerji iretim
kaynaklar1 arasinda diinya genelinde Watt basina en
diistik yatirim maliyeti gereken enerji kaynagidir. KW
saat basina hidrolik enerji 0.05 dolar iken, riizgar enerjisi
0.06 dolar, biyoenerji 0.07 dolar jeotermal 0.10 dolar
maliyet gerektirmektedir (Irena, 2018). Bunun yani sira,
hidroelektrik santrallerin yiiksek verim ile caligabiliyor
olmast (%85-%97), uzun dmre sahip olmasi, tehlikeli atik
olusturmamasi ve gilivenilir olmasi hidrolik enerjiyi tercih
sebebi haline getirmektedir. Tiirkiye, 2023 yilinda toplam
kurulu giicii %20 artirarak 34 GW’a ¢ikarmayi
hedeflemektedir.

Hidroelektrik sistemlerde suyun akim enerjisinden
faydalanilmaktadir. Su bir boru sistemi ile (cebri boru)
yiiksek bir yerden tiirbine verilmektedir ve potansiyel
enerji kinetik enerjiye ¢evrilmektedir. Yiiksek basingli su
tirbinin kanatlarim1  dondiirmekte ve kinetik enerji
mekanik enerjiye donligmektedir. Tiirbinin tahrik ettigi
jeneratoriin  donmesi ile de elektrik enerjisi elde
edilmektedir (Sekil 2). Tiirbinden elde edilen gii¢, suyun
diigiisline ve debisine baghdir (Ayli,2016).

Gliniimiiz teknolojisinde tlirbin bilesenlerinin tasarimi
icin Ozellikle Hesaplamali Akiskanlar Dinamiginden
(HAD) yararlanilmaktadir.  Shukla ve  digerleri
(Shukla,2011), deneysel olarak test edilmig bir Francis
tipi tiirbini sayisal olarak modellemislerdir. Elde ettikleri
sonuclar1 deneysel sonuglar ile kiyaslamis ve hidrolik
tirbinlerde HAD yontemlerinin giivenilir bir ydntem
oldugunu ve maliyetten kazang sagladifini One

88

stirmiislerdir. Anup vd.(2014), 70 kW giic ve 0.5 m%/s
debiye sahip Francis tipi tlirbin igin ii¢ boyutlu Reynolds
Ortalamali  Navier Stokes (RANS) c¢oziimlemesi
yapmustir. Ayli (2016), iic boyutlu zamandan bagimsiz
sayisal ¢oziimleme ile Tiirkiye, Bursa ilinde kurulmakta
olan Francis tipi HES’in temel bilesenlerinin tasarimin
gerceklestirmistir. Tasarlanan tiirbin genis bir debi-diisii
araliginda %90 {istii verim ile ¢calisabilmektedir.

|5 Jeneratdr [

—
wﬁm‘\:_\l ] Tarbin l&

Sekil 2. Hidroelektrik sistemlerinin ¢aligma prensibi

Okyay (2010), Francis tipi tirbinler i¢in tasarim
metodolojisi  gelistirmistir ve izlenen ydntem ile
tasarlanan tiirbin enerji iretimi i¢in kurulmustur. Ayancik
(2014), Francis tipi tirbin c¢arklar1 tasarimi igin
optimizasyon metodolojisi gelistirmistir. Gelistirilen
optimizasyon metodolojisi ¢ark tasariminda harcanan
stireyi 8.8 kat azaltmistir.

Tiirbin tasarimlarinda sadece tam yiikleme durumu degil,
kismi yiikleme durumlarinda da yiiksek performans
saglanmasi 6nem teskil etmektedir. Bu baglamda yapilan
tasarimin farkli ayar kanadi agikliklarinda ve diisiilerde de
test edilmesi gerekmektedir. Deneysel yontemler
maliyetli oldugundan otiirii farkli debi ve diisgiilerde
bircok deney gergeklestirmek yerine sayisal yontemler
yardimi ile tiirbin performansmin arastirilmast bircok
aragtirmaci tarafindan tercih edilmistir. Gohil vd. (2014),
farkli yiikleme durumlari ig¢in Francis tipi tiirbinlerde
HAD g¢alismalar1 gergeklestirmistir. Elde ettikleri
sonuglart model testler ile kiyaslamis ve maksimum
hatay1 %1 mertebesinde bulmuglardir. Patel vd. (2011)
%25 ile %130 yiikleme arasinda farkli debilerde Francis
tipi tiirbin performansini irdelemis ve kismi yiikleme
durumlarinda kayiplarin arttiginm1  ortaya koymustur.
Celebioglu vd. (2018), farkli ayar kanadi agikliklarinda
farkli yiikleme durumlar igin (%20-%130) toplamda 52
HAD analizi ger¢eklestirmis ve tiirbinin davranigini genis
bir debi diisii araliginda irdelemistir. Her bir tiim tiirbin
analizi 36 milyon eleman icermektedir.

Her ne kadar farkli debi diisii araliklarinda tiirbin
performansi irdelemek gerekli bir tasarim siireci olsa da
bu calisma bilgisayar maliyetlerini ve tasarim zamanini
cok arttirmaktadir. Bu noktada farkli debi ve diisii
durumlarinda verim tahminlemesini daha az maliyet ve
kisa siirede yiiksek dogruluk ile ger¢eklestirebilmek dnem
arz etmektedir.

YSA’nin insan beynine benzer bir bigimde caligmasi,
verilen veriyi 6grenip tahmin yapabiliyor olmasi, YSA
yontemine genis bir kullanim alani yaratmaktadir. Bu



yaklagim ile miihendislik uygulamalarinda hem akademik
hem pratik birgok problem ¢6ziimlenebilmektedir.
Yenilenebilir enerji alaninda konum optimizasyonu verim
tahmini gibi uygulamalari mevcuttur (Mensour v.d,
2017). YSA bir dizi algoritmanin birbiri ile iletisimi ile
verilen girdi ve ¢iktilar arasindaki dogrusal olmayan
iligkileri ¢ozebilmekte ve bu karmasik iliskileri-
fonksiyonlar1 kullanarak daha 6nce tamimadigi girdiler
tizerinden basarili tahminler-¢iktilar verebilmektedir.

ANFIS, Takagi-Sugeno fuzzy ¢ikarim sistemini kullanan
bir tiir melez (hibrid) YSA sistemidir. Bir dizi eger-sonra
(if-then) kurallarmi kullanarak dogrusal olmayan
fonksiyonlar 6grenebilmektedir. ANFIS hem sinir aglar
hem de bulanik mantig: birbirleriyle uyumlu bir sekilde
kullanabildigi i¢in, her iki teknolojinin de giiglii
yanlarindan faydalanir (Raju, 2011).

Literatiirde, yenilenebilir enerji alaninda, ANFIS ve YSA
kullanilarak gerceklestirilmis birgok calisma
bulunmaktadir. Antonopoulos vd.(2019), giinlik hava
durumu,hava sicakligi, nem ve riizgar hizi verilerini
kullanarak toplam potansiyel radyasyon tahmin eden bir
YSA modeli gelistirmistir. Elde ettikleri sonuglarin
degerlendirilmesinde R? ve ortalama hata iizerinden
performans irdelemesi yapmuslardir. Elde edilen
regresyon sonuglar1 ve YSA sonuglari birbirleri ile tutarl
bulunmustur. Ghosh ve Majumder (2019), YSA ve
ANFIS kullanarak dalga enerjisine etki eden dalga boyu
ve dalga periyodu disindaki parametrelerin agirliklarin
belirlemistir. Terzi vd (2011), YSA ve ANFIS yontemi ile
rizgar hizi tahminlemesi yapmislar ve iki yontemi
birbirleri ile ve gercek hizlar ile kiyaslamislardir. Elde
edilen sonuglara gore ANFIS, YSA metoduna oranla daha
iyi bir yaklagim saglamaktadir. Kurtgéz vd (2017), YSA
metodu kullanarak biyogaz tesisinde kullanilan bir gaz
motorunun degisik kosullarda verimini tahmin etmistir.
Literatiirde bir¢ok yenilenebilir enerji kaynagi verim
tahminlemesi tizerine ¢aligma bulunmakta olup yazarlarin
bilgisine gore, hidroelektrik santral verim tespitinde bu
metotlardan hi¢ faydalanilmamistir.

Bu calismada ANN ve ANFIS metotlarinin farkl
ylikleme durumlarinda verim tahminleme becerisi lizerine
calistlmigtir. Bu baglamda bir onceki galigmada (Ayli,
2014) tasarmm gergeklestirilmis ve farkli debi ve
diistilerdeki davranisi tepe diyagramu ile irdelenmis olan
caligmadan faydalanilmistir. ANN ve ANFIS performansi
degerlendirilmesi igin farkli 6grenme fonksiyonlari, gizli
katman sayilar1 ve iiyelik fonksiyonlar1 denenmis ve en
iyi sonucu veren mimariler se¢ilmistir. Toplamda 100
farkli mimari olusturulmus ve sonuglart birbirleri ile
kiyaslanmistir.

METODOLOJI

Francis tipi tlirbinler 60 m ile 700 m diisii araliginda,
2 m¥/s ile 1000 m%/s debi araliginda galisabilmektedir. Bu
tiirbinler ile 500 MW’a kadar gii¢ elde edilebilmektedir.
Bu avantajlar Francis tiirbinlerine genis bir uygulama
alan1 yaratmaktadir. Francis tipi tiirbinler salyangoz, sabit
kanat, ayar kanatlari, ¢ark ve emme borusundan
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olusmaktadir. Su, akis boyunca sirasiyla salyangoz, sabit
kanatlar, ayar kanatlart ve garktan ge¢mekte son olarak
emme borusundan tahliye olmaktadir. Salyangoz ve sabit
kanadin amaci, akisi diizenlemek ve ayar kanatlarina
uygun ag1 ile suyu yonlendirmektir. Ayar kanatlar1 servo
motorlar ile kendi ekseninde saga veya sola donebilmekte
boylece carka ulagan su debisi ayarlanabilmektedir. Su
carka ulastiktan sonra sahip oldugu enerjiyi carka
vermekte ve emme borusundan tahliye olmaktadir.

Ayli (2014), ¢aligmasinda 2 m%s debi 78 m diisii ve 1.4
MW giic isterleri olan BUSKI HES icin bes temel
bilesenin  tasarimimi  ANSYS-CFX  yazilimi ile
gerceklestirmistir. Tasarim siireci boyunca maksimum
verim, minimum kavitasyon hedeflenmistir. Cark
kanatlarinda X-blade geometrisi secilmis bu sayede daha
dengeli bir basmg dagilimi elde edilmistir. Tim
bilesenlerin tasarimi minimum kayip ve maksimum verim
ile tek tek gerceklestirildikten sonra tam yiikleme
durumunda tiim tiirbin analizi gergeklestirilmistir.
Tasarim  noktasinda verim %  93.835  olarak
hesaplanmistir. Sekil 3’de Buski HES igin tasarlanan
bilesenler verilmistir.

Salyangoz

Ayar
kanatian

Sekil 3. Buski HES bilesenleri
Sayisal Metodoloji

BUSKI HES i¢in tasarim siireci tamamlandiktan sonra
48-108 m arasinda 10 m aralikli diigii degerleri i¢in 6
farkli ayar kanadi agikliginda toplamda 42 tiim tiirbin
analizi gerceklestirilerek tepe diyagramu elde edilmistir.
Tepe diyagramui calismasinda basing giris-basing ¢ikis
sinir kosullar1 kullanilmistir. Bu sayede sistemden gegen
debi hesaplanmustir. Ug boyutlu tiirbiilansh sikistirlamaz
akis kosullari i¢in Navier-Stokes denklemleri kullanilarak
hesaplama yapilmigtir. Korunum denklemleri Denklem
(1) ve Denklem (2)’de verilmistir.

dp  9(pw)
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Denklem (3)’e gore salyangoza giris ve ¢ikistaki toplam
basinglar hesaplanmistir ve siir kosullar1 tanimlanarak
denklemler ¢oziilmiistiir.



I ngH+Patm (3)
42 farkli diisii ve debide yapilan analizler sonucu debi,
diisti ve verim egrisi ¢izilmistir. Buski Francis tiirbini tepe
diyagrami Sekil 4’de verilmistir. Sistemin tasarim noktasi
en yliksek verim araligina denk gelmektedir. Maksimum
verim 93.8 m olarak elde edilmistir. Kismi yiikleme
durumlarinda sistem kayiplarmin artmasina bagh olarak
verim ve gii¢ diismektedir.

Akis  karakteristiklerinin ~ gdzlemlenebilmesi  ve
yakalanabilmesi i¢in ag yapisinin yeterli nokta sayisina
sahip olmas1 gerekmektedir. Ayar kanadi, sabit kanat ve
cark kanatlari H,J,C ve L ag topolojileri kullanilarak
hazirlanmistir.  Salyangoz ve emme borusunda ise
karmasik geometriden &tiirii yapisal olmayan ag yapisi
kullanilmistir. Coziimiin eleman sayisinin artmasi ile
degismedigi nokta yeterli eleman sayist olarak kabul
edilmistir. Salyangoz i¢in ¢ikis yiizeyindeki ortalama akis
acis1, emme borusu i¢in geri kazanim katsayisi, sabit ve
ayar kanadi i¢in ¢ikig yiizeylerindeki ortalama hizlar ve
cark i¢in gii¢, verimlilik degerleri incelenmistir.

Ayli’nin (2016) ¢alismasinda ayrintilari verildigi iizere ag
yapisindan bagimsizlagma c¢alismasi sonrasinda tiim
tiirbin bilesenlerinin sahip oldugu eleman sayis1 14x10°8
olarak hesaplanmistir. Tiim tiirbin i¢in gergeklestirilen
tiirbiilans modeli ¢alismasi sonucunda Kk-e¢ tiirbiilans
modeli se¢ilmistir. Tiim tiirbin analizleri TOBB ETU
Hidro Laboratuvarina ait 108 ¢ekirdekli 6bek bilgisayar
sistemi ile gergeklestirilmistir. Bu ¢aligmada her bir analiz
ortalama olarak 8 saat siirmiistir. ANN ve ANFIS
yontemi ile verim tahminlemesinin yliksek dogrulukla
yapilabilmesi durumunda ciddi bir zaman ve bilgisayar
maliyeti minimize edilmis olunacaktir.

Yapay Sinir Aglar1 Metodu

YSA biyolojik sinir sisteminden esinlenerek gelistirilmis
deneme yolu ile 6grenme ve genellestirme yapabilen bir
matematiksel metottur. YSA, sayisiz dogrusal olmayan
noronlardan ve bu ndronlar arast baglantilardan
olugmaktadir. Temel olarak tim YSA’lar; girdi, gizli ve
cikti katmani olarak ii¢ katmandan olusur. Ik katman,
giris katmanmi olarak adlandirilir ve girdi verilerinden
olusur. Bu katman dis ortamdan verilen girdileri alarak
gizli katmana iletir. Gizli katman ise girdi katmanindan
gelen  bilgileri  islemekte ve c¢ikis katmanina
yollamaktadir, bu katman ¢ok sayida yapay sinir hiicresi
barindirmaktadir. Sekil 5’de  YSA mimarisi
gosterilmektedir.
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Sekil 4. Buski Hes tepe diyagrami

YSA’da optimize edilmesi gercken parametrelerden bir
tanesi gizli katmandaki katman sayisidir. Gizli katman
sayisinin performansa olan etkisi iizerine genellestirilmis
bir sonu¢ bulunmamaktadir. Bazi problemlerde katman
sayisint arttirmak tahminleme performansini arttirirken
baz1 problemlerde ise istenmeyen kararsizliklara sebep
olmaktadir (Vuras, 2007 ve Ataseven, 2013) Dolayist ile
deneme yanilma yolu ile katman sayisi belirlemesi
yapmak gerekmektedir.

Girdiler

Agirhk

X1
Ciktr

X,

Yi

Bias

Sekil 5. YSA mimarisi

YSA mimarileri sinirler arasi1 baglantilara gore ileri veya
geri beslemeli aglar olarak tanimlanirlar. ileri beslemeli
aglarda geri besleme hicbir zaman yoktur ve her bir
katmandaki noron bir sonraki katmana agirliklar
iizerinden iletilir. Bu ¢aligmada ileri beslemeli aglarda en
cok kullanillan ¢ok katmanli algilayict (MLP)
kullanilmaktadir. Tek katmanli algilayicilar sadece
dogrusal problemleri ¢6ziimleyebilmekte ¢ok katmanlilar
ise dogrusal olmayan problemlerde de kullanildig: igin
siklikla tercih edilmektedir (Ataseven, 2013). Ileri
beslemeli aglar Giris ve c¢ikis katmani arasinda gizli
katmanlara sahip oldugundan otiirii tek katmanl
algilayicilarin karsilastiklar: sinirlamalara sahip degildir,
bu sebepten 6tiirli bu ¢alismada gok katmanli algilayicilar
kullanilmistir. Bu uygulamada girdi olarak debi ve diisii
verilmekte ¢ikti olarak ise verim alinmaktadir. Gizli
katmandaki eleman sayist ise deneme yanilma yolu ile
tespit edilecektir. 2 girig 1 ¢ikigli bir YSA mimarisi Sekil
6’da verilmistir.
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Sekil 6. YSA sematik gosterimi

Egitim, bilinen bir ¢ikt1 setinin, girdi seti kullanilmastyla
yapilmaktadir. Girdi seti agirlik fonksiyonlar: ile
carpilarak toplanir. Gizli katmanda bulunan herhangi bir
ndronun yapisi Sekil 5°de gosterilmistir. X, girdi degerini,
y ciktt degerini ve w girdinin yogunlugunu ifade
etmektedir. Herhangi bir girdinin ¢iktiya olan etkisini
ifade eden w, giris parametreleri ile Denklem (4)’de
verildigi sekilde ¢arpilir ve toplanir.

n
S = Z Wij X 4)
i=1

Bu toplam ve bilinen ¢ikt1 degeri kullanilarak transfer
fonksiyonu ¢oziiliir ve b degeri tespit edilir. Boylece giris
degeri ve ¢ikis degeri arasindaki lineer olmayan iliski
kurulmus olur. Unit step, sigmoid-tanh, piecewise linear,

gaussian gibi bir¢ok farkli transfer fonksiyonlari olsa da
¢ok katmanli YSA’da tan-sigmoid fonksiyonu tercih
edilmektedir (Xie,2009). Sigmoid fonksiyonu Denklem
(5)’de verilmistir. Bu islem her defasinda epoch denilen
iteratif bir siire¢ ile her katman igin tekrarlanir. Bu
calismada egitilen modeller i¢in epoch sayist 100 olarak
sinirlandirilmastir.

1
f(S) = 15 o-FGD 5)

Bu ¢alismada YSA ve ANFIS uygulamasi icin MATLAB
yazilim kullanilmistir. Dogrulugu arttirmak igin girdi
verileri normalize edilmistir. Normalizasyon, bir veri
setindeki  verilerin en bilyllk degere boliinerek
normallestirilmesi islemidir. Bu islem sonucunda veriler
[0,1] araliginda yer almaktadir. Denklem (6)’da da ifade
edildigi tizere YSA modeline girilecek verilerin tamam
normalize edilmistir. Normalize edilmis veri seti Tablo
1’de verilmistir.

X - XMinimum

(6)

Xnormalize = X —-X
Maksimum Minimum

Tablo 1. Normalize Edilmis Simiilasyon girdileri ve verim degerleri

Buski Hes Normalize Edilmis Veriler
Debi Diisii Verim Debi Diisii Verim

1 0 0 0 22 0.585837 0.589748 1

2 0.115471 0.078328 0.31823 23 0.681945 0.579421 0.954025
3 0.231452 0.126038 0.494809 24 0.787008 0.557007 0.891132
4 0.377451 0.156019 0.510779 25 0.107733 0.610866 0.461348
5 0.452818 0.162181 0.605628 26 0.293783 0.689567 0.798807
6 0.53166 0.162462 0.594868 27 0.467499 0.722654 0.916626
7 0.029732 0.160795 0.052998 28 0.664703 0.718333 0.969354
8 0.16433 0.238845 0.700729 29 0.749971 0.706546 0.930698
9 0.298967 0.278751 0.852013 30 0.861278 0.678419 0.888748
10 0.460441 0.30563 0.861897 31 0.13177 0.753605 0.483018
11 0.530851 0.310477 0.849747 32 0.331252 0.834614 0.725583
12 0.62201 0.302831 0.69155 33 0.515691 0.864567 0.877961
13 0.057618 0.32313 0.302708 34 0.724035 0.847113 0.938843
14 0.209968 0.391435 0.829931 35 0.814893 0.830991 0.845057
15 0.35953 0.432852 0.962219 36 0.931935 0.796369 0.880775
16 0.534488 0.450147 0.965918 37 0.153765 0.89367 0.4482
17 0.610463 0.449315 0.967229 38 0.366286 0.981297 0.657405
18 0.708731 0.432795 0.845185 39 0.559405 1 0.788672
19 0.083029 0.468253 0.44341 40 0.779771 0.974124 0.881208
20 0.253172 0.54083 0.847961 41 0.87691 0.953624 0.792215
21 0.414752 0.577581 0.966484 42 1 0.912696 0.769346

Normalize edilmis veriler, sirasiyla egitim ve test olmak
iizere %75 ve %25 olarak ikiye ayrilmistir. Uygun YSA
modeli tespiti i¢in toplamda 75 model egitimi yapilmustir.
Bayesian Regularization (BR), Scaled Conjugate

Gradient (SCG) ve Levenberg-Marquardt (LM) olarak 3
farkli egitim algoritmasi kullanilmistir. Her bir algoritma
icin gizli katman sayis1 degistirilerek test edilmistir. MLP
tipi YSA geri yayilim algoritmasi kullanarak egitilmistir
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Toplamda 75 adet model gelistirilmis ve ti¢ farkli egitim
modeli igin her bir modelde gizli katman sayisi 1’den 25’e
kadar degistirilmistir. Tablo 2’de gelistirilen tiim
mimariler verilmistir. Alman c¢iktilar ile R? ve OH
kriterine gore ciktilar degerlendirilmistir.

Tablo 2. Gelistirilen YSA mimarileri

Gizli Katman Sayis1 Egitim Modeli
Model 1-25 1,2,3,4,.25 Levenberg-Marquardt
Model 26-50 1,2,3,4,.25 Bayesian
Regularization
Model 51-75 1,2,3,4,.25 Scaled Conjugate
Gradient

Sinirsel Bulanik Cikarim Sistemi (ANFIS) Metodu

ANFIS, Bulanik mantigin (Fuzzy Logic) YSA modeline
uygulanmasiyla olusan melez bir sistemdir. Boylece her
iki sistemin avantajli olan yonlerini birlestirmekte ve
dezavantajli yonlerini de torpiilemektedir. Bulanik
mantigin en Onemli avantaji belirsizlik problemlerini
¢ozmedeki basarisidir. Simgesel mantik, dogru veya
yanlis gibi bir baska ifade ile bir ve sifirlardan olusurken,
bulanik mantik, tiyelik fonksiyonlari ile birlikte girdileri
ve ¢iktilar1 derecelendirebilir. Ornegin; bir bardak su,
simgesel mantik kurgusu ile sicak veya sicak degil olarak
tanimlamakta iken, bulanik mantik ile bir bardak su, %10
yiiksek sicaklik, %30 orta sicaklik, %40 normal sicaklik
ve %20 disiik sicaklik olarak tanimlanabilir. ANFIS, bu

esnek matematiksel yapisi sebebiyle miihendislik
problemlerini daha gergek¢i modelleyebilmektedir
(Kurtg6z,2017)

Sekil 7°de gosterilen, 2 giris ve bir ¢ikigtan olusan,
Sugeno tipi bir ¢ikarsama sistemi i¢in asagidaki kurallar
tanimlanir.

Kural 1: Eger (xis Al) ve (yis Bl)ise fl=plx+qly+rl (7)
Kural 2: Eger (x is A2) ve (y is B2) ise f2=p2x+q2y+r2(8)
A ve Bi bulanik kiimeleri fj ise ¢iktiy1 temsil etmektedir.

Egitim sirasinda amag, pi, gi Ve ri ile ifade edilen tasarim
parametrelerini hesaplamaktir.

Aa )
Oy x_. _V
- N o /
[] w —
N OO
P ’ .
P L A A
P OSROS @,
2 Xy
[ Katman 1 \ [ Katman 2 ] | Katman 3 | [ Katman 4 | | Katman 5 \

Sekil 7. ANFIS metodunun sematik yapisi

ANFIS, giris ve ¢ikis parametreleri arasinda 5 katman
bulundurur. 2 giris parametresi ve bir ¢ikt1 iceren ANFIS
yapist Sekil 7’de gosterilmistir. Sekil’de x, y giris
parametreleri, f ise ¢ikis parametresini ifade etmektedir.

1. Katmanda her bir diigiim, giris degiskenlerinin iiyelik
fonksiyonlar1 diigiim fonksiyonlarimi olusturur. Her bir
diigiim ¢ikig1 Denklem 9°da verildigi sekilde hesaplanir.
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Ol,i = nu'Ai(‘x)i = 1!2 Ueya Ol,i = #Bi—z (J’) l = 314 (9)

[lk katman aldig1 x ve y girdilerini {iyelik fonksiyonlari ile
bulaniklastirmaktadir. Uyelik derecelerinin  degisimi
tiyelik fonksiyonlar1 ile belirlenmektedir. Uygulama
alanina gore iyelik fonksiyonun sekli degisiklik
gostermektedir. Uygun {iyelik fonksiyonu literatiirde
genelde deneme yanilma yontemi ile tespit edilmektedir.
ANFIS elde bulunan girdi setine gore farkli iiyelik
fonksiyonlar1 sunmaktadir. Bunlarin baslicalar1 iiggen,
yamuk, gauss dagilimi veya can egrisi ve sigmoid’lerdir.
Secilen tiyelik fonksiyonlar1 ayri ayri test verisinde
kullanilarak en kiigiik hata degerine sahip fonksiyon tipi
kurulan modelin egitilmesi i¢in segilir (Bisen, 2011).

Uggensel (triangular) ve Gauss dagilimi (Gaussian) tipi
tiyelik fonksiyonlar1 sirasiyla Denklem 9 ve Denklem
10°da verilmistir.

pa(x) = )

2b;

|x—ci
a;

pa(x) = exp [— (ﬂ)z]

a;

(10)

2. katmanda, tanimlanan kurallar kullanilarak, bulanik
cikarsama yapilir ve YSA sistemine benzer agirlik
fonksiyonlar1 uygulanir. Diigiim ¢ikist Denklem 11°de
verildigi gibi hesaplanir.

Oz = wi = g, (g, (v) 1=12 (11)

3. Katmanda, bulaniklastirilmis girdi degerlerinin agirlik

fonksiyonlariyla  ¢arpilip  toplanmug  biytikliikleri

asagidaki gibi normalize edilmektedir:

0y =W =— =12 (12)
3,i_Wl_W1+W2 1=1,

4. katmanda, her bir diigiimiin model ¢iktis1 iizerindeki
katkis1 Denklem 13’de gosterildigi sekilde hesaplanir.

O4i=Wif; = W (pix + q;y +11) (13)
4. Katmanda tekrar agirlik fonksiyonuyla carpilip
toplanan normalize edilmis degerler 5. Katmanda basitge
toplanir ve ciktiya ulasilir. YSA de oldugu gibi geri
yaytm metodu kullanilarak agirlik  fonksiyonlar

optimize edilir ve ANFIS 6grenme yetenegini kazanmis
olur.

Xiwifi

Osi= Ziwfy =50 (14)

ANFIS performansi, iiyelik fonksiyonlarmin gesidine,
yapisina, sayisina ve tanimlanan kural sayisina baghdir.
Bu ¢aligmada her bir parametre degistirilerek toplamda 25
model egitilmistir. YSA ile ayni egitim kosullarini
saglamak amaci ile veriler, sirastyla egitim ve test olmak
iizere %75 ve %25 olarak ikiye ayrilmistir. Tablo 3’de
hazirlanan her bir ANFIS mimarisi 6zellikleri verilmistir.
Giris ve ¢ikis tiyelik fonksiyon tipleri ve iiyelik fonksiyon



sayilart optimize edilmis ve en iyi yaklasimi saglayan
mimari belirlenmistir.

Tablo 3. ANFIS Modeli Mimarileri

Giris Uyelik Cikis Uyelik Uyelik
Fonksiyon tipi  |Fonksiyon Tipi  [Fonksiyon
sayis1

Model 1 |trimf Sabit 3
Model 2 |trapmf Sabit 3
Model 3 |gbellmf Sabit 3
Model 4 |gaussmf Sabit 3
Model 5 |gauss2mf Sabit 3
Model 6 |pimf Sabit 3
Model 7 |dsigmf Sabit 3
Model 8 |psigmf Sabit 3
Model 9 |trimf Dogrusal 3
Model 10 |trapmf Dogrusal 3
Model 11 |gbellmf Dogrusal 3
Model 12 |gaussmf Dogrusal 3
Model 13 |gauss2mf Dogrusal 3
Model 14 |pimf Dogrusal 3
Model 15 |dsigmf Dogrusal 3
Model 16 |psigmf Dogrusal 3
Model 17 |trimf Dogrusal 2
Model 18 |trimf Dogrusal 3
Model 19 |trimf Dogrusal 4
Model 20 |trimf Dogrusal 5
Model 21 |trimf Dogrusal 6
Model 22 |trimf Dogrusal 7
Model 23 |trimf Dogrusal 8
Model 24 |trimf Dogrusal 9
Model 25 |trimf Dogrusal 10

Performans Degerlendirilmesi

Bu calismada Francis tipi tiirbinlerin tepe diyagram
olusturulmasinda verim tahminlemesi yapmak amaci ile
YSA ve ANFIS modelleri birbirleri ile ve sayisal sonuglar
ile kiyaslanmistir. Caligma sirasinda izlenen metodoloji
Sekil 8’de verilmistir.

42 adet HAD analizi sonucunda elde edilen sayisal
sonuglarla ' YSA ve ANFIS ciktilar1 kiyaslamasi
istatistiksel kiyaslama yapilarak gerceklestirilmistir. Bu
baglamda Denklem (15) ve (16)’da verilen ortalama hata
(OH) ve regresyon kat sayis1 (R?) hesaplamalar1 yapilarak
kiyaslamalar gergeklestirilmistir.

93

v

Girlg Uyelik Gikrg Oyek Oyelk Fonksiyony Egim Akgorim
Fonksiyon Tipi Fonksiyen Tigi Sayisi Segimi
I Hayir

Hi En Dugii Hata

Sekil 8. Calisma metodolojisi

1 |XGercek,i—-Xtahmin,i
OKH = X eerseti=Xtarmin,]

15
N |XGergek,i| ( )
RZ =1- 2Ii\l(XGergek,i—thahmin,i)2 (16)

N 2
Zi (XGergek,i)

Denklem (16)’da verilen regresyon kat sayisi (R?) degeri
0-1 araliginda degisim gostermektedir. Bu degerin 1’e
yaklagmasi sayisal ve tahminlenen veri arasinda
dogrulugun arttig1 anlamini tagimaktadir.

SONUCLAR VE TARTISMALAR

Bu bélimde 6nceki ¢aligmada (Ayli,2014 ve Ayli,2015)
elde edilmis sayisal sonuglar sirasi ile YSA ve ANFIS
yaklasim1 ile elde edilen sonuglarla performans
degerlendirme kriterlerine gore kiyaslanmustir.

YSA Yaklasimi ile Elde Edilen Sonuc¢larin
irdelenmesi

Tablo 2’de verildigi {izere 75 farkli YSA mimari
hazirlanmis  ve  probleme  uygulanarak  verim
tahminlemesi yaptirilmistir. Sekil 9°da katman sayisinin
farkli egitim algoritmalar1 igin etkisi gosterilmektedir.
Elde edilen sonuglara gore egitim algoritmast modelin
basarisint dogrudan etkilemektedir. Bunun yam sira
modelin igerdigi gizli katman sayisi da performansi
etkileyen bir diger faktdr olarak karsimiza ¢ikmaktadir.
Katman sayisinin etkisi SCG modelinde diger modellere
gore daha baskin olarak gézlemlenmektedir. Gizli katman
sayisimin artigina bagli olarak R? degisimi ortak bir
davranig sergilememektedir. Bu durum katman sayisinin
optimize edilmesi gereken bir parametre oldugunu ve
deneme-yanilma yolu ile ilgili problem i¢in uygun
degerin  bulunacaginin  gostergesidir.  Istatistiksel
kiyaslamaya gore SCG metodu en diisiik R? degerleri ve
en yliksek ortalama hataya sahip iken, en iyi sonug veren
egitim algoritmasi 10 adet gizli katman igeren BR olarak
hesaplanmigtir.
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Sekil 9. Gizli katman sayis1 ve egitim algoritmasinin
performans lizerindeki etkisi

Sekil 10°da en iyi yaklasimi saglayan 10 gizli katmana
sahip BR egitim algoritmasi igin sayisal ve tahminlenmis
verilerin kiyaslanmasi normalize edilmis veriler cinsinden
hem egitim hem test seti i¢in gosterilmistir. Sadece deney
seti verileri kullanildiginda 0.9987 olan R? degeri test
verilerinin de katilmasi ile 0.997 degerine diigmektedir.
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Normalize Edilmis Verim Degerleri (Simulasyon)
Sekil 10. Simiilasyon verisi ve YSA tahmin degerleri
karsilagtirmasi

ANFIS Yaklagim
irdelenmesi

ile Elde Edilen Sonuclarin

En uygun ANFIS modelini elde etmek i¢in Tablo 3’de
verildigi iizere toplamda 25 farkli senaryo igin egitim
yapilmistir. Bu egitimlerin 16 tanesi iliyelik fonksiyonunu
belirlemek geri kalan 9 tanesi iiyelik fonksiyonu sayisinin
modele olan etkisini gozlemlemeyi amaglamaktadir.
Sonuglar OH kriterine gore degerlendirilmistir. ANFIS
modeli egitilirken normalizasyon yapilmamistir. Bunun
sebebi ANFIS ve YSA katmanlar1 arasinda zaten bu
islemin yapiliyor olmasidir. Girdileri 0 ve 1 arasinda
normalize etmek tahminlemeyi negatif yonde etkilemistir.
Tablo 4°te her bir giris i¢in tammmlanan 3x3 iyelik
fonksiyonlar ile ¢ikis tiyelik fonksiyonuna bagli olarak
yapilan tahmin ¢iktilari ve bunlarin arasinda hata
degerleri ortalamasi hesaplanmustir. Elde edilen sonuglara
gore en iyi sonu¢ Trimf modeli dogrusal ¢ikti iiyelik
fonksiyonu kullanildiginda elde edilmistir. En iyi iiyelik
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fonksiyonunun (MF) segilmesinin ardindan iiyelik
fonksiyonu sayisimin sonuglara olan etkisi istatistiksel
olarak irdelenmistir.

Tablo 4. Uyelik fonksiyon cesitlerinin hata degerleri

Ortalama Hata R?

Sabit Dogrusal Dogrusal
Trimf 3.164 1.418 0.9992
Trapmf 9.873 5.583 0.9928
Gbellmf 9.209 2.281 0.9959
Gaussmf 8.733 2.096 0.9944
Gauss2mf 7.750 6.264 0.9731
Pimf 13.320 24.354 0.9602
Dsigmf 9.014 55.775 0.8771
Psigmf 9.012 55.749 0.8871

Sekil 11°de ortalama hata degerinin iiyelik fonksiyonu
sayisina gore degisimi gosterilmistir. Her bir girdi i¢in 3
iiyelik fonksiyonun tanimlanmasi durumunda ortalama
hata minimize olmustur. Uyelik fonksiyonun artmas: ile
tanimlanan kural sayisi da artmaktadir. Mimarideki
karmagikligin artmasina bagli olarak ortalama hata
degerleri iyelik fonksiyonun artisi ile artis gostermistir.
Ayrica, iyelik fonksiyonu artisi yakisama kriterine
ulagma siiresini uzatmaktadir. Dolayis1 ile hem zaman
maliyetini hem de hatayr minimize etmek i¢in {yeli
fonksiyonu sayisi1 diisiik tutulmalidir. 3x3 kuralli dogrusal
cikish ANFIS modelinin, simiilasyon verisine gore
ortalama hata degeri %2 nin altina diigmektedir.

‘Ortala‘ma Hatf-l Degeri-UyeIilk Fonk‘siyonu‘Say|5|‘

Ortalama Hata Degeri

3 4 5 6 7 8 9
Uyelik Fonksiyonu Sayisi (Her bir girdi igin)
Sekil 11. Ortalama hata degerinin iiyelik fonksiyonu sayisina

orani

1 2 10

Sekil 12°de optimize edilen ANFIS mimarisi ¢iktilart ile
simillasyon verileri hem egitim hem test verileri igin
karsilastinnlmustir. R? degeri 0.999, ortalama hata ise
%1.41 olarak hesaplanmustir.

ANFIS ve YSA Sonuclarimin Kiyaslanmasi

Sekil 13’de Simiilasyon verim egrisi ile birlikte YSA ve
ANFIS verim tahminlemesi degerleri verilmistir. Her iki
yaklasim ile de verim degisimi gozlemlenebilmekle
beraber YSA metodu diisiik ya da yliksek tahminleme
yaparken ANFIS ile verim dagilim davranigi sayisal
sonuglara daha uyumlu gézlemlenmektedir.
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Sekil 12. Simiilasyon verisi ve ANFIS tahmin degerleri
karsilagtirilmast

Normalize Edilmig Verim Grafigi
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ANFIS ve YSA modellerinin istatistiksel kiyaslamalari
Tablo 5’de gosterilmektedir. Hesaplanan hata degerlerine
ve R? degerlerine gére ANFIS modelinin daha iyi sonug
verdigi goriilmektedir.

Tablo 5. YSA ve ANFIS metotlarinin performans kiyaslamasi

YSA ANFIS
Ortalama Hata Degeri 3.77 141
Maksimum Hata Degeri 27.28 16.98
R? 0.9971 0.9992
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Normalize Edilmig Verim Dederler (Simulasyon)
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Normalize Edilmis Verim Degerler (Simulasyon)

Sekil 14. YSA ve ANFIS metodu ile elde edilen normalize
verilerin sayisal veriler ile kiyaslanmasi
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Sekil 14’de her iki metot ile de elde edilen normalize
edilmis veriler sayisal veriler iizerinde gosterilmektedir.
ANFIS yaklagimu ile verilerdeki sapmanin daha az oldugu
ve sayisal veriler ile daha uyumlu oldugu
gozlemlenmektedir.

BULGULAR

Su tlirbinleri tasarim debi ve diislisii esas alinarak
tasarlansalar dahi; mevsimsel yagis dalgalanmalari,
zaman bagh elektrik ihtiyact farkliliklar1 sebebiyle
tasarim noktas1 disinda da kismi yiikleme sartlarinda
calistirilabilmektedir. Beklendigi {izere tiirbinlerin farkl
calisma kosullarinda verimleri ve giic iiretimleri
degisiklik gostermektedir. Bu sebep ile tiirbin tasarimi
yapilirken kismi  yiikleme kosullarindaki  tiirbin
performans:t irdelenmekte ve kismi performansi
olabildigince tasarim noktasina yakin giic ve verim
degerlerinde tasarlamak hedeflenmektedir. Bu amag
dogrultusunda tasarimcilar tepe diyagramlar
olusturmakta ve tiirbinin farkli debi ve diisii altindaki
davranigint bu grafik tizerinden irdelemektedir. Tepe
diyagrami olusturulmas:1 deneysel ve sayisal olarak
olduk¢a maliyetli bir siiregtir. Bu calisma da tepe
diyagrami elde etme siirecini kisaltmak ve deneysel ve
sayisal sonuglarla elde edilen verim degerleri ile tutarli
verimi degerleri elde etmek amaci ile YSA ve ANFIS
metotlart kullanilmigtir. ' YSA ve ANFIS metotlar
arasinda  yapilan  kiyaslamaya gore parametre
optimizasyonu yapildiginda ANFIS metodu YSA’ya gore
daha yiiksek dogrulukta yaklasim saglamaktadir. Ancak
optimizasyon siirecinin iyi yonetilememesi durumunda
(uygun {yelik fonksiyonu ve fonksiyon sayisinin
secilememesi gibi) YSA metodunun daha yiiksek
dogrulukta sonuglar vermesi miimkiindiir. Dolayis1 ile
parametre optimizasyonu yapmak gerekli bir calisma
olarak karsimiza ¢ikmaktadir.

YSA metodunda Sgrenme algoritmasi, gizli katman
sayis1, ANFIS metodunda ise iiyelik fonksiyonu ve iiyelik
fonksiyonu  sayisimin  ¢ikti  iizerindeki  etkileri
irdelenmistir. En hizli yakinsama Bayesian Regulation
egitim algoritmasi ile elde edilmistir. Sayisal sonuglara en
yakin sonuglara ise yine bu algoritma ile ulasilmistir.
Ortalama hata orani bu algoritma ile %3.77 degerine
kadar diistirtilmiistiir. ANFIS metodunda sayisal ¢aligma
ile en tutarlt sonuglar Trimf iiyelik fonksiyonu ile elde
edilmistir. Literatiir irdelendiginde ANFIS
uygulamalarinda en yaygin olarak bu iyelik
fonksiyonunun kullanildigi goézlemlenmistir. Bu tyelik
fonksiyon ile ortalama hata % 1.41 degerine diisiiriilmiis
R? degeri ise 0.999 olarak hesaplanmustir. Yazarlarmn
bilgisine gore YSA ve ANFIS uygulamasinin Francis tipi
tirbinlere uygulandig1 ilk literatiir arastirmasi bu
calismadir. Elde edilen sonucglar dogrultusunda ANFIS
metodunun 1.41% ortalama hata ile sayisal sonuglar ile
tatmin edici tutarlikta verim tahminlemesi yaptig
goriilmektedir. Dolayisiyla, yiiksek zaman ve maliyetten
kurtulmak ve yiiksek mertebe dogrulukta bir tepe
diyagrami olusturmak ANFIS metodu ile
saglanabilmektedir.



REFERANSLAR

Antonopoulos, V. Z., Papamichail, D. M., Aschonitis, V.
G., & Antonopoulos, A. V. 2019, Solar radiation
estimation methods using ANN and empirical models.
Computers and Electronics in Agriculture, 160(March),
160-167.

Ataseven, B. 2013, Yapay Sinir Aglari ile Ongorii
Modellemesi. Oneri Dergisi, 10(39), 101-115-115.
https://doi.org/10.14783/0d.v10i39.1012000311.

Anup, K. C., Bhola Thapa, and Young-Ho Lee.,2014,
Transient Numerical Analysis of Rotor—Stator Interaction
in a Francis Turbine. Renewable Energy, cilt 65, Sf: 227-235.
Ayancik F.2014,Hesaplamali Akiskanlar Dinamigi
Yardimiyla Su Tiirbini Carki Tasarimi Ve Eniyilemesi,
Yiksek Lisans Tezi, TOBB Fen Bilimleri Enstitiisii,
Ankara, Tiirkiye

Ayli, E., Kaplan, A., Cetinturk, H., Demirel, G.,
Celebioglu, K., Aradag, S., CFD Analysis of 3D flow for
1.4 MW Francis turbine and model turbine
manufacturing, 35th Computers and Information in
Engineering Conference, August 2015,America.

Ayli, E., 2016. Francis Tipi Tirbinlerin Sayisal
Yontemler Ile Tasarimi, Parametre Optimizasyonu Ve
Model Testlerinin Sayisal Alt Yapisinin Gelistirilmesi,
Doktora Tezi, TOBB Fen Bilimleri Enstitiisii, Ankara,
Tiirkiye

Bisen, O., 2011 Ust Yap:t Insaat Projelerinde
Ongoriilmeyen Endirekt Maliyetlerin Belirlenmesine
Yonelik Bir Karar Destek Sistemi Olusturulmasi, Doktora
Tezi, Istanbul Kiiltiir Universitesi Fen Bilimleri Enstitiisii,
Istanbul, Tiirkiye.

Celebioglu, K., Aradag, S., Ayli, E., Altintas, B. 2018.
Rehabilitation of Francis Turbines of Power Plants with
Computational Methods. Hittite Journal of Science &
Engineering, 5(1), 37-48.
https://doi.org/10.17350/hjse19030000076

Ghosh, S., & Majumder, M. 2019, Prediction of Wave
Energy Potential in India: A Fuzzy-ANN Approach.
Metaheuristics in Bioenergy Supply, IntechOpen.
DOI: 10.5772/intechopen.84676

Gohil PP, Saini RP.2014, CFD: Numerical analysis and
performance prediction in Francis turbine. IEEE 1st
International Conference on Non-Conventional Energy
(ICONCE), pp:94-97.

International Renewable Energy Agency. (2018).
Renewable capacity statistics 2018 Statistiques de

capacité renouvelable Estadisticas de capacidad
renovable 2018.

96

IRENA 2018. Renewable Power Generation Costs in
2017. In International Renewable Energy Agency.
https://doi.org/10.1007/SpringerReference_7300

Kurtgoz, Y., Karagoz, M., Deniz, E. 2017. Biogas engine
performance estimation using ANN. Engineering Science
and Technology, an International Journal, 20(6), 1563—
1570. https://doi.org/10.1016/j.jestch.2017.12.010.

Mensour, O. N., El Ghazzani, B., Hlimi, B., & lhlal, A.
2017. Modeling of solar energy potential in Souss-Massa
area-Morocco, using intelligence Artificial Neural
Networks (ANNSs). Energy Procedia, 139, 778-784.
https://doi.org/10.1016/j.egypro.2017.11.287

Okyay, G., 2010. Utilization of CFD Tools in the Design
Process of a Francis Turbine, Yiiksek Lisans Tezi, ODTU
Fen Bilimleri Enstitiisii, Ankara, Tiirkiye

Patel, K., Desai, J., Chauhan, V., Charnia, S. 2011,
Development of Francis Turbine using Computational
Fluid Dynamics. In 11st Asian International Conference
on Fluid Machinery and 3rd Fluid Power Technology
Exhibition pp. 1-3.,

Raju, D., Sumalatha,M. Ramani,Lakshmi, K.V. 2011
Solving Uncertain Problems using ANFIS. International
Journal of Computer Applications, 29(11), 14-21.
https://doi.org/10.5120/3690-5152

Shukla, M. K., Jain, R., Prasad, V., Shukla, S. 2011. CFD
Analysis of 3D Flow for Francis Turbine. MIT
International Journal of Mechancial Engineering, Cilt:1,
sf: 93-100.

Terzi, U. K., Onat, N., & At, S.2011. New Hybrid Method
Proposal for Wind Speed Prediction: a Case Study of
Liileburgaz, Environmental Research, Engineering and
Management, 1(1), 23-28.

Tiirkiye Enerji Tabii Kaynaklar
Bakanligy, “Enerji: Elektrik”,
https://www.enerji.gov.tr/tr-TR/Sayfalar/Elektrik

Cumbhuriyeti ve

Vuras, B.B., 2007, Yapay Sinir Aglar1 ile Finansal
Tahmin, Yiiksek Lisans Tezi, Ankaya Universitesi Sosyal
Bilimler Enstitiisii, Ankara, Tiirkiye.

Xie,G., Sunden, G., Wang, Q. Tang,L., 2009,
Performance Predictions of Laminar and Turbulent Heat
Transfer and Fluid Flow of Heat Exchangers Having
Large Tube-Diameter and Large Tube-Row by Atrtificial
Neural Networks, International Journal of Heat and Mass
Transfer, vol:52,pp: 2484-2497.


https://doi.org/10.14783/od.v10i39.1012000311
https://doi.org/10.17350/hjse19030000076
https://www.researchgate.net/deref/http%3A%2F%2Fdx.doi.org%2F10.5772%2Fintechopen.84676?_sg%5B0%5D=7a4ECE5Dg3W1MljR144FzPO0nPKlmvyihOs68YXG7olW64gAYOqzHe2SgJeO--CYoq7cSHagFZqtbrV2CxY-OyuO9Q.5hYc2b5vxkKG-A9uEx6CB72QPZ_CuKLRh9NZYaes_gmut2pE1KtfE6sVkcBJVKf4VoRFpU48bqP7uG0I5My6hA
https://www.enerji.gov.tr/tr-TR/Sayfalar/Elektrik

Ece Ayh 1989 yilinda Ankara’da dogdu. TOBB ETU Universitesi Miihendislik Fakiiltesi
Makine Miihendisligi Boliimiinden 2010 yilinda mezun oldu. 2012 yilinda TOBB ETU
Universitesi Fen Bilimleri Enstitiisiinde Yiiksek Lisans, 2016 yilinda aym iiniversiteden Doktora
Derecesi aldi. 2018 yilindan bu yana Dr. Ogretim Uyesi olarak Cankaya Universitesi
Miihendislik Fakiiltesi Makine Miihendisligi Béliimiinde calismaktadir. Ilgi alanlari,
yenilenebilir enerji, Hesaplamali Akiskanlar Dinamigi, Stipersonik akislardir.

Oguzhan Ulucak 1993 yilinda Ankara’da dogdu. Selguk Universitesi Miihendislik Fakiiltesi
Makine Miihendisligi Boliimii’nden 2017 yilinda mezun oldu. Halen Cankaya Universitesi Fen
Bilimleri Enstitiisi Makine Miihendisligi alaninda yiiksek lisansin1 yapmaktadir. Akiskanlar
mekanigi, Yenilenebilir enerji alaninda ¢alismalarina devam etmektedir.

97



Is1 Bilimi ve Teknigi Dergisi, 40, 1, 99-112, 2020
J. of Thermal Science and Technology

©2020 TIBTD Printed in Turkey

ISSN 1300-3615

FLOW AND FORCED HEAT TRANSFER FROM TANDEM SQUARE CYLINDERS
NEAR A WALL

Ozge YETIK* and Necati MAHIR**
***Eskisehir Osmangazi Universitesi, Miihendislik Mimarlik Fakiiltesi Makine Miihendisligi Béliimii
26480 Batimeselik, Eskisehir
*oyetik@ogu.edu.tr, **nmahir@ogu.edu.tr

(Gelis Tarihi: 04.07.2019, Kabul Tarihi: 21.02.2020)

Abstract: In this study, the flow and heat transfer characteristics of two heated square cylinders in a tandem
arrangement near a wall is investigated. The numerical computations are carried out by solving the unsteady two
dimensional Navier-Stokes and energy equations. A fractional step method with Crank-Nicholson schema was
employed to the convective and the viscous terms of the equations. At the inlet, fully developed laminar boundary layer
is employed for longitudinal velocity over the plane wall while transverse velocity set to zero. The simulations are
performed for Prandtl number (Pr) of 0.71 and Reynolds number (Re) of 150 where the flow is considered two
dimensional. The flow field characteristics and heat transfer depend not only on the ratio of the space between the
cylinders (L/D) but also on the distance between the cylinder center and the wall (G/D). The vorticity and isotherm
curves are generated and discussed for various L/D and G/D ratios to clarify the connection with flow and heat transfer
characteristics. When the cylinders are within the boundary layer formed on the plane wall, the large difference between
the velocities at the upper and lower side of the cylinders leads to noticeable variation at the flow and heat transfer
characteristics.

Keywords: Heat Transfer, Numerical Simulation, Tandem square cylinders, Wall effect.

DUVAR YAKININDA ART ARADA YERLESTIRILMIS KARE KESITLI
SILINDIRLER ETRAFINDA AKIS VE ZORLANMIS TASINIM iLE ISI GECiSi

Ozet: Bu calismada bir duvar yakininda arka arkaya yerlestirilmis 1sitilmis kare kesitli silindirler etrafindaki akisin
karakteristiklerini ve 1s1 gecisi incelenmistir. Hesaplamalar zamana bagli 2-boyutlu Navier Stokes ve enerji
denklemlerinin ¢oziimii ile gergeklestirilmistir. Denklemlerin viskoz ve taginim terimleri i¢in Cranck-Nicholson semasi
ile birlikte kismi adimlar metodu kullanilmistir. Giriste duvara paralel hiz bileseni i¢in tam gelismis laminar sinir tabaka
kullanilmus, akisa dik yoniinde hiz bileseni sifir olarak alinmigtir. Simulasyonlar 0.71 Prandtl (Pr) sayisi1 ve akisin iki
boyutlu oldugu Reynolds (Re) sayisinin 150 degeri igin gerceklestirilmistir. Akig karakteristikleri ve 1s1 gegisi yalnizca
silindirler arasindaki uzaklik (L/D) ye degil ayn1 zamanda silindirlerin merkezi ile duvar arasindaki uzakliga da (G/D)
baglidir. Akis ve 1s1 gegisi arasindaki baglantiy1 ortaya ¢ikarmak i¢in degisik L/D ve G/D oranlari i¢in ¢evrinti ve es
sicaklik egrileri elde edilmis ve tartisilmigtir. Silindirler duvardan olusan sinir tabakanmn igerisinde kaldiginda,
silindirlerin st ve alt yiizeyindeki hizlar arasindaki biiyiik fark akig ve 1s1 gecis parametrelerinde 6nemli degisimlere
neden olmustur.

Anahtar Kelimeler: Is1 gecis, sayisal simulasyon, art arda kare kesitli silindirler, duvar etkisi.

NOMENCLATURE L distance between cylinders [m]
Lap laplacian

Co drag coefficient n time step

C. lift coefficient Nu Nusselt number [= hD/K]

D cylinder length [m] P dimensionless pressure [= P*/pU?]

f vortex shedding frequency [Hz] Pr Prandtl number [= v/o]

Fo drag force [N] r normal direction

Fu lift force [N] Re Reynolds number [= UD/v]

G gap between cylinder center and the plane wall St Strouhal number [= fD/U]

Srad [m]d_ t T dimensionless temperature

ra radien S x o
H gdvection [(T —T)/(T, _T”)J

—

h local heat transfer coefficient [W/m?K] dimensionless time [= t"U/D]
k conductivity [W/mK] U average velocity (m/s)



u dimensionless axial velocity component
[=uU]

Uc average velocity [m/s]

\% dimensionless velocity [= V/U]

% dimensionless normal velocity component
[v'IU]

X dimensionsless axial coordinate [= X*/D]

y dimensionsless normal coordinate [= y*/D]

Greek symbols

a thermal diffusivity [m?/s]

) boundary layer thickness [m]
0] pressure correction

¢ intermediate velocity and pressure correction
v kinematic viscosity [m?/s]

P density [Kg/m®]

T shear stress [Pa]

Subscripts

b back surface

f front surface

rms root mean square

tp top surface

w wall

1 upstream cylinder

2 downstream cylinder

0 free stream

INTRODUCTION

Unsteady flow around the bluff bodies are extensively
studied in the past because of their many practical
applications. Heat exchangers, offshore pipelines in close
proximity to the seabed, electronic cooling are some of
the application areas encountered as tandem or side by
side in arrangement. The succession of the two cylinders
complicates the flow in the downstream region.
Existence of the wall near these cylinders also leads the
flow to become more complex. The heat transfer from the
cylinders is also affected by the complex structure
between the cylinders and in the downstream region.
Much of the studies related to the flow around the bluff
bodies are about a single cylinder located in a free stream.
Robichaux et al. (1999), Franke et al. (1990), Shimizu
and Tanida (1978), Sohankar et al. (1998) are studied 2-
D and 3-D flow structures and the variation of flow
parameters for the Reynolds number ranging from 100 to
250. Sharma and Eswaran (2004) studied flow structure
from a square cylinder and the study also includes forced
heat transfer for both uniform heat flux and constant
cylinder temperature. The effects of the Reynolds and
Prandtl number on the heat transfer from a square
cylinder also investigated by Sahu et al. (2009) for
constant cylinder temperature and heat flux.

The flow characteristics behind the cylinder placed near
a plane wall have been studied by many researchers
(Bhattacharyya and Maiti (2004), Malavasi and
Trabucchi (2008), Samani and Bergstrom (2015), Wang
and Tan (2008), Mahir (2009)). Studies focus mainly on
interactions of shear layers formed from both cylinder
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and wall when the cylinders placed near the wall. Wang
and Tan (2008) investigated flow characteristics behind
a circular cylinder placed close to wall at the difference
boundary layer thicknesses (3) for Reynolds number (Re)
of 1.2x10% They observed Karman-like vortex shedding
for the distances between the cylinder and wall (G/D) is
larger than 0.3, however the wake is asymmetric about
the cylinder centerline for G/D < 0.6. Mahir (2009)
focused on the 3-D flow and investigated the vortex
structure and unsteady forces on the square cylinder
placed close to the plane wall. In this study the Reynolds
number range was 155-250 where between the transition
from 2-D to 3-D flow takes place. Wang et al. (2014)
studied flow around a square cylinder near a plane wall
for Re = 6300. They categorized flow structure relating
to cylinder-wall spacing.

For tandem arrangements, the flow structures are more
complicated than the single one due to the unsteady flow
between the cylinders and in the gap region of cylinders-
wall. The studies on the tandem cylinders mostly focus
on the identification of flow structures. Chatterjee and
Mondal (2012) performed numerical simulations to
investigate forced convective heat transfer from
isothermal tandem cylinders in the free stream of air. In
their study Reynolds number ranges from 50 to 150 while
the gap between the cylinder varies from 1D to 10D.
They observed a discontinuous jump at the drag
coefficient on the downstream cylinder at the critical
cylinder spacing where vortex formed between cylinder.
Time average drag coefficients and Nusselt numbers
have higher values on the upstream cylinder than that on
downstream. Sohankar and Etminan (2009) performed
numerical simulation on the flow characteristics and heat
transfer over isothermal tandem square cylinders. They
ranged the Reynolds number from 1 to 200 while keeping
the cylinder spacing and the Prandtl number (Pr) constant
as 5D and 0.71, respectively. They found that the heat
transfer is higher from the front surface while is the
lowest on the back surface. At the given cylinder spacing,
heat transfer from upstream cylinder was relatively
similar to that from the single cylinder. Mahir and Altag
(2008) performed numerical simulation to study
convective heat transfer from isothermal tandem
cylinders. They changed the distance between the
cylinders in the range of 2D-10D while keeping the
Reynolds number as 100 and 200. They provide variation
of local nusselt number on the cylinders during one
period of vortex formation in the downstream region.
Chatterjee and Amiroudine (2010) studied numerically
mixed convection heat transfer from isothermal tandem
cylinders. In the study, the cylinders were confined with
the blockage ratio of 10% and the Reynolds number was
in the range of 1< Re <30. They also changed Prandtl and
Richardson number (Ri) in the range of 0.7< Pr <100 and
0< Ri <1 respectively.

There are very few investigations on the tandem
cylinders near the wall. The numerical studies were
performed with uniform flow or a uniform shear
assumption at the inlet of computational domain. Tang et
al. (2015) investigated flow structure behind the tandem



circular cylinders near the wall. In the study, they
changed the gap between the wall and cylinders in the
range of 0.25D-2.0D, and the distance between the
cylinders as 1.0D- 4.0D while keeping the Reynolds
number fixed at 200. They classified the vortex structures
as no shedding mode, one-wake mode and two-wake
mode. Harichandan and Roy (2012) performed a
numerical study to investigate the behavior of the vertical
wake behind a single and tandem cylinders placed in the
boundary layer of a wall for Reynolds number of 100 and
200. They changed the gap between the wall and
cylinders in the range of 0.2D-2.0D by maintaining the
gap between the cylinders as 2D and 5D. They compared
their result with a single cylinder near the wall and
observed that flow structure in the downstream region of
the tandem cylinders in the vicinity of a plane wall shows
a stronger dependence on Reynolds number than gap
ratio compared to that of a single cylinder. Raiola et al.
(2016) experimentally investigated the near wake of two
circular tandem cylinders near the wall for Reynolds
number of 4.9x103. They chose the distance between the
cylinders as 1.5D, 3D and 6D, and the cylinder-wall gap
as 0.3D, 1D and 3D. For 1D wall-to-cylinder distance,
the ground has strong effect on the flow field with
introducing Von Karman type wake. For the gap 0.3D, a
flapping jet-type like structure forms from the gap
between the cylinders and wall.

Foregoing studies deal with mainly the heat transfer from
tandem cylinders in a uniform flow field and/or the flow
around a single cylinder near a plane wall. The boundary
layer formed on the wall close to the tandem cylinders
also contributes the complexity of flow around the
cylinders and convective heat transfer from them. To the
best of our knowledge, we have not come across
publications on the heat transfer from the cylinders in a
tandem arrangement near a wall. Thus, the influence of
wall proximity on heat transfer from the tandem cylinders
in conjunction with the flow needs to be investigated. For
this purpose; in this study the flow and convective heat
transfer from tandem cylinders within and outside of an
oncoming boundary layer are studied for air flow. The
flow and heat transfer characteristic are computed and
analyzed for the cylinder spacing (L/D) 1.5, 2.5, and 4,
and cylinder center to wall distances (G/D) 0.7, 1, 1.5, 2,
2.5,3,3.5,4and 6.

GOVERNING EQUATIONS AND NUMERICAL
METHOD

The transition from 2-D to 3-D takes place at the
Reynolds number of about 165 (Mahir, 2009) for flow
around a single cylinder. Therefore, in this study
Reynolds number kept constant at 150 where the flow is
2-D. The unsteady dimensionless form of the 2-D
Navier-Stokes and the energy equations are given as:
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where u and v are the dimensionless velocity
components, T and p is the dimensionless temperature
and pressure in the fluid respectively, t presents the
dimensionless time. Prandtl number defined as Pr=v/a,
wherev is kinematic viscosity and o is thermal
diffusivity. Re defined with respect to cylinder length D.
Nondimensional form of the variables defined as

u:u_lV:V_V p: p27t:£7 :X_y :y_v
U U oU D D D
-1 L
T,-T

where U is the average velocity and p is the density.

The numerical method presented here was used by one of
the authors (Mahir, 2009) before for simulation of a
single cylinder near a wall. In this study, the method is
modified for tandem cylinders in proximity of a wall.
Egs. (1)-(4) were solved applying a fractional step
method (Armfield and Street, 2000) including Crank-
Nicolson scheme at the discretization of the convective
and viscous terms in the momentum equation.

The intermediate velocities are expressed as
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VooV 1y
2
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where H is the advection, Grad is the gradient, Lap
diffusion operator and n is the time step. The
nonlinear convective terms are linearized as

H (V n+1/2) ~ (V nV)V n+1/2 (6)
The Poisson equation for the pressure correction, @, is
expressed as

1

Lap® = EAV 2 (7

At the next time step, the velocity and the pressure are
evaluated as

VM=V Y2 AtGrad® (8)

p(n+l) _ pn +® (9)



Staggered grid has been used for solving pressure,
velocity and temperature components in the equations.
In both momentum and energy equations, a third order
upwind scheme was applied to discretize the first order
derivatives in the convective terms, whereas the central-
difference formula was employed for the second-order
derivatives in the viscous terms. Poisson-type equations
were solved using the Jacobi method with Chebyshev
acceleration procedure (Mahir, 2009).

7.5D L 7.5D

v D
G |
X

Figure 1. Computational domain and boundary locations.
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72

74
(b)

Figure 2. Grid distribution in the computation domain (a), and
close-up the upstream cylinder (b).

76 78

The inflow, lateral and outflow boundaries were
determined according to the Lei et al. (2000) suggestions,
so that they have negligible effects on the calculated flow
and heat transfer characteristics. While the upstream
cylinder is placed 7.5D far from the inlet, out plane is
located 25D away from the downstream one (Figure 1).
The grid distribution in the computation area with the
close-up view of a near corner of the upstream cylinder
is presented in Figure 2. Near the cylinder walls as well
as over the plane wall, dense grids are used and grid is
generated in the flow field as follows. The distance of the
two consecutive grid lines was determined from a
geometric series. The stretching ratio (AX; / AXxj.1, Ayi /
Ayi-1) at front and bottom of the cylinders was 0.9, while
it was 1.1 at behind and over the cylinders. Grid over the
plane wall is also generated with the stretching ratio of
1.1 (Mahir, 2009).
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For each time step, the convergence of the iterations were
determined as

(g0, —ar1Y
> @)

where nis time step and ¢is the intermediate velocity and
pressure correction.

<5x107° (10)

At the inlet, fully developed laminar boundary layer with
a third order Blasius velocity profile (Schlichting, 1979)
is employed for longitudinal velocity over the plane wall.
Besides, dimensionless transverse velocity and
temperature also set to zero. Other boundary conditions
are stated as:

No-slip condition and constant temperature on the

cylinders surfaces u=0, v=0, T =1.

No-slip condition on adiabatic plane wall (at y = 0)
u=0,v=0,0T/oy=0.

Free slip on top boundary
ouloy=0Tloy=0,v=0.

To minimize the distortion of the vortices at the exit, the
outflow velocity is setto ou /ot +u.ou; / 0x, =0,
where uc is average velocity. The boundary condition

for the temperature is OT /0x=0.

Drag and Lift force coefficients are obtained from the
following expressions respectively

Co =2 (12)
2PU°D

- (12)
2D

where both drag (Fp) and lift forces (F.) are calculated
by integrating the pressure and shear stresses on the

cylinder surfaces.
D

Fo=£(fm(X)+rb(X))dx+E(Pf(y)+P,(y))dy (13)

F

L

O 0O

(z; (y)+7, (y))dy+z|)q(l3[p (x)+PR (x))dx  (14)

At the equations; f, r, tp and b indicate the front, back,
top and bottom surface of the cylinder. Mean values are
calculated by taking average of the time history of drag,
lift coefficient and Nusselt number.

The local Nusselt number (Nu) based on the cylinder

length is given as

nu="P_ T (15)
k or



where r is the direction normal to the cylinder surface, h
is the local heat transfer coeffient and k is the thermal
conductivity of fluid. The Strouhal number is expressed
as follows:
D

u
where f is the vortex shedding frequency.

St (16)

The accuracy of the current program was verified by
simulating a single cylinder and tandem cylinders in a
free stream. First, the flow and heat transfer over the
tandem cylinders were simulated. To determine the
effects of different grid structures on the calculated
values, the distance between the cylinders was taken as
0.5D at which no vortex formed, and 7D at which the
vortex formed between them. The variation of the mean
force coefficients, Nusselt and Strouhal numbers (St)
with minimum grid spacing over the walls is presented in
table 1 (Yetik, 2013) where the subcripts 1 and 2

correspond to upstream and downstream cylinders
respectively. For both gap ratios, the smaller differences
were obtained between the cases B and C. For L/D = 0.5,
the mean values of Cp1 and Cp, were 0.005 and 0.001
respectively while they were 0.003 for L/D = 7 Similarly,
the differences at the Numean1 and Numean2 Observed as 0
and 0.004, respectively, for L/D = 0.5. These values were
0.004 and 0.002, respectively, for L/D = 7. Therfore, case
B is preferred at the simulations for accuracy with a
convenient grid structure. Time step of At = 0.05 was
determined to be optimum value and employed at the rest
ot the simulations.

The flow and heat transfer characteristics over a square
cylinder were also obtained by using the same grid
structure referred for tandem cylinders and the results
were compared with some the existing literature values
(Tables 2-4). It is observed that the computed flow and
heat transfer characteristics were in the range of the
values given in the literature.

Table 1. Grid independence test for tandem cylinders in uniform flow at Re = 150.

Minimum
Grid L/D grid Grid Comeani  Comeanz CLlmeanm CLmean2  NUmean1  NUmean2 St
interval
A 0.5 0.020 235x 153  1.382 -0.177 0.0239  -0.00040 4.139 1831 0.152
B 0.010 340x 205  1.375 -0.169 0.0196  -0.00016  4.151 1837  0.154
C 0.008 486x 265  1.380 -0.170 0.0174  -0.00021 4.151 1833  0.153
A 7 0.020 309x 153  1.467 0.957 0.0245 0.0184 4.766 4463  0.158
B 0.010 426x 205 1.463 0.931 0.0205 0.0166 4.790 4409 0.162
C 0.008 582x 265  1.466 0.928 0.0187 0.0154 4.794 4.407  0.159
Table 2. Comparison of Cpmean Values for single cylinder in uniform flow.
Franke Shimizu Sharma  Sohankar  Sohankar ~ Sohankar Chatterjee  Sahu
Re Present etal. et etal. etal. etal. etal. et al. etal.
study (1990)  al.(1978) (2004) (2009) (1998) (1995) (2009) (2009)
100 151 1.62 1.58 15 1.48 1.48 1.48 1.52 1.49
120 1.48 1.59 1.54 1.45 1.45 1.45 1.42 1.47
140 1.48 1.57 151 1.46 1.44 1.44 1.42 1.48
150 1.56 15 1.47 1.44 1.41
160 1.48 1.47 1.45 15 1.46
Table 3. Comparison of Strouhal number values for single cylinder in uniform flow.
Present  Luo et al. Sharma Sohankar Sohankar Chatterjee Sahu
Re study (2003) et al. etal. etal. etal. (2009)  etal.
(2004) (2009) (1997) (2009)
100 0.151 0.147 0.149 0.146 0.143 0.145 0.148
120 0.155 0.155 0.155 0.154 0.149 0.151
140 0.159 0.159 0.158 0.158 0.154 0.156
160 0.162 0.157 0.159 0.161 0.156 0.159 0.16
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Table 4. Comparison of mean Nu values for single cylinder in
uniform flow.

p Sharma Sohankar Chatterjee Sahu et
resent

Re study etal. etal. etal. al.
(2004)  (2009) (2009)  (2009)
100 4.02 4 4.2 4.05 4.3
120 4.36 4.4 45 4.45 4.7
140 4.66 4,75 4.75 4.75 5
160 4.93 5 5 5 5.3

RESULT AND DISCUSSION

To correlate flow structure with convective heat transfer
from cylinders, the flow structure and isotherms around
tandem cylinders near a wall were obtained. At the
simulations, the variation of the lift and drag coefficients
were provided for both cylinders. In addition to mean
values, local Nusselt numbers on the cylinder surfaces
also obtained.

Flow Structure and Isotherms:

In Figures 3 and 4, isovorticity curves and corresponding
isotherms for various gaps (G/D) were given at the
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cylinder to cylinder distances of (L/D) 1.5 and 4. These
cylinder to cylinder spacing were selected such that the
vortex forms between the cylinders and does not form.
Left and right columns present the isovorticities and the
isotherms respectively for the same instances. For G/D =
0.7 and 1.0, both cylinders were inside of the boundary
layer formed on the plane wall surface (Figures 3a, b).
For these cases, negative vorticies are observed to be
dominant in the downstream region. For G/D = 1, weak
vorticies form from down surface of the both cylinders
and shear layer curls at the top side of downstream
region. For G/D = 1.5, the cylinders are partially inside
of the boundary layer. Again, the weak positive vortex
forms from down surface of the cylinders. While positive
shear layer rolls between the cylinders, it loses its
strength in the downstream region and negative vortex
becomes dominant. For larger cylinder wall spacing (G/D
> 2), the cylinders are outside of the boundary layer
formed on the plane wall and positive vorticies also
appear in the wake region while boundary layer formed
on the plane wall merges with the vorticies in the
downstream region. The appearance of the isotherms
behind the cylinders (right column) resemble to the
isovorticity curves.
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vorticities respectively. (Left and right columns present the isovorticities and the isotherms respectively. Axial and normal
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Figure 4. Vorticity for tandem arrangement of two cylinders with the wall (L = 4D): a) G/D =0.7,b) G/D =1, ¢) G/D = 1.5, d) G/D
=2,e)G/D=25,f)G/D=3,g)G/D=3.5,h)G/D =4,1) G/D = 6. Gray and black lines present the negative and positive vorticities
respectively. (Left and right columns present the isovorticities and the isotherms respectively. Axial and normal coordinates

corresponds to x and y respectively.)

In Figure 4, instantaneous vortex structure and isotherms
were provided for larger spacing of the cylinders (L/D =
4). In small gaps (G/D = 0.7 and 1), the cylinders were
within the oncoming boundary layer, and this leads to
flow with smaller wvelocities around the cylinders,
resulting suppression of vortex formation between the
cylinders (Figures 4a, b).

For G/D = 1.5, although cylinders were partially inside
of the oncoming boundary layer, the velocities around the
cylinders were high enough to produce vortices in the gap
of cylinders (Figure 4c) while positive vorticies formed
from down edge of the cylinders disappear in the wake
region where negative ones become dominant. For larger
distances (G/D > 2), the positive vorticies diffuse further
downstream region. It is evident that the weaker wall
effect yields stronger positive vortex in the downstream
of cylinders (Figures 4e-i). While regular type Karman
vortex street formed in the wake of cylinder at G/D = 2.5-
4 (Figures 4e-h), a pair of row with a positive and
negative vortex lines observed at G/D = 6 (Figure 4i). At
this cylinder to cylinder spacing, the isotherms between
the cylinders and in the wake region similar to the
isovorticity contours (Figure 4 left column).

Unsteady Forces

In Figure 5, mean and root mean square values of C. on
the both cylinders were provided for the range of cylinder
spacing L/D = 1.5, 2.5, 4 and cylinder wall gap ratio of
G/D = 0.7-6. On the upstream cylinder, the mean lift
coefficients reach their maximum values at G/D = 0.7
(Figure 5a), where the cylinders are inside the boundary
layer formed on the plane wall (Yetik, 2013). Large
differences between the velocities upper and lower side
of the upstream cylinder lead to large deviations at G/D
= 0.7. As G/D increases, the mean lift coefficient drops
sharply. For G/D > 2, the cylinders were outside of the
plane wall boundary layer so that the differences between
the velocities upper and lower side of the cylinders were
small and the mean lift coefficients on the upstream
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cylinders takes small values. The lift coefficient reaches
maximum values at G/D = 1 on the downstream cylinder.
Large value of the mean lift coefficient observed on the
downstream cylinder for L/D = 1.5 where boundary layer
separated from upstream cylinder overshoot the
downstream one (Figure 3). The root mean square values
of the lift coefficients are more sensitive to cylinder-wall
distances when cylinders are in boundary layer or
partially in it (Figure 5b). For G/D < 2, Cyms values
increase more rapidly with increasing G/D. For G/D > 2,
these values are affected by the distance between the
cylinders rather than the plane wall. The shear layer
separated from upstream cylinder provides more
oscillatory velocities and pressures on the upper and
lower side of the downstream cylinder, resulting in larger
Cums values on the downstream cylinder.

The Cpmean and Coprms Values obtained at different wall to
cylinder distances are depicted in Figure 6 for L/D = 1.5,
2.5 and 4. For upstream cylinders (Figure 6a), the
variation of the Cpmean Value greatly depends on whether
cylinder is inside or outside of the coming boundary
layer. When the cylinder is within the boundary layer
(G/D £ 1.5), Comean Value increases with increasing G/D,
while slightly decreases for G/D > 1.5. The Cpmean Value
on the upstream cylinder slightly changes with L/D
indicating that the flow structure between the cylinders
has weak upstream effect on drag force. Cpmean Values on
the downstream are more sensitive to flow between the
cylinders. For L/D > 2.5, vortex forms between the
cylinders and formed vortices strikes the front surface of
downstream cylinder yielding larger Cpmean mean values.
The root mean square value of the drag force on the
upstream cylinder is also slightly influenced by the flow
between the cylinders while it take largest values at L/D
= 2.5. Cpms Values on the downstream cylinder yields the
largest values at L/D = 2.5 and 4 at which vortex street
forms between the cylinders. When the cylinders are
within the boundary layer, Cpms value on the
downstream cylinder increases rapidly as G/D increases
(Figure 6b)
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Variation of Mean Nusselt Number On The Cylinder
Surfaces

Variation of the mean Nusselt number on the surfaces of
up and downstream cylinders were provided in Figure 7
for L/D = 1.5 and 4. The heat transfer from cylinder
surfaces sensitive to cylinder-plane wall distances. For
G/D > 2 the mean Nusselt numbers on the back, up and
down surface of the upstream cylinders are
approximately same at both L/D ratios, indicating that
when the cylinders are outside of the oncoming boundary
layer, the distance between the cylinders do not have
distinct effect on the heat transfer from these surfaces
whereas the heat transfer from front surface is higher for
L/D = 4. For both L/D ratios, the Nusselt number on the
down surface of upstream cylinder is larger than that on
the up one due to jet like flow between plane wall and
cylinders. As the cylinder plane wall distance increases,
the mean Nusselt values on the up surface of the upstream
cylinder approximate those of the down surface. For
downstream cylinders, the heat transfer from surfaces is
largely dependent on the flow between the cylinders at
G/D > 2. For L/D = 1.5, the Nusselt number on the front
surface has relatively smaller values due to over shooting
or reattachment flow between the cylinders (Figure 3),
while it takes larger values for L/D = 4 where vortex
forms between cylinders (Figure 4).

Local Nusselt Numbers On The Cylinder Surfaces

The convective heat transfer from cylinder surfaces also
depends on the flow around the cylinders and between
the cylinder-plane wall. Figures 8 and 9 present the
variation of the mean Local Nusselt numbers on both
cylinders with the plane wall distances for L/D = 1.5.

On the upstream cylinder, smaller values of Nusselt
numbers were observed when the cylinders were inside
the boundary layer formed on the plane wall G/D = 0.7
(Figure 8). On the down surface, it takes larger values at
G/D = 1 due to jet like flow between cylinder and wall.
At G/D = 2 and 4, the cylinders were outside the
oncoming boundary layer, and the flow hits the front
surface and deflects up and down, causing greater heat
transfer near the corners of this surface.

For G/D = 0.7, the heat transfer from front and down
surface of the downstream cylinder is approximately zero
(Figure 9) due to very low flow velocities in the gap of
downstream cylinder - plane wall. The Nusselt numbers
take the maximum values on the front surface when the
cylinders are still inside the oncoming boundary layer at
G/D = 1. Further distance to plane wall leads to drop on
the Nusselt number on this surface. For G/D =1, 2 and 4;
the greatest values of the Nusselt numbers were observed
at the common edges of the front and bottom surface
since the jet flow formed between the upstream cylinder
and the plane wall directed to these surfaces (Figure 9).
At the back and up surfaces Nusselt numbers are
relatively small.
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Figures 10 and 11 provide local Nusselt number
variations on the cylinder surfaces for L/D = 4 where the
vortex formed between the cylinders (Figure 4). For L/D
= 1.5 and 4 cases, the comparison of Nusselt number
variations on the upstream cylinder shows that the flow
structure between the cylinders has negligible effect on
the heat transfer from the front, bottom and top surfaces
(Figures 8 and 10).
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Figure 8. Local Nu values on the surfaces of upstream
cylinderat L/D =15, G/D =0.7, 1, 2, and 4.
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Figure 9. Local Nu values on the surfaces of downstream
cylinderat L/D =15, G/D =0.7,1, 2, 4.

For G/D = 0.7, the Nusselt numbers variation on back
surface are approximately same for both cases. For L/D
= 4, while the cylinders are within the coming boundary
layer, the Nu number increases as the G/D increases on
the back surface of the upstream cylinder and becomes
approximately twice that for L/D = 1.5 when the cylinder
is just outside the boundary layer (G/D = 1) (Figure 10).
The variation of Nusselt number on the downstream
cylinder surfaces is given in Figure 11 for L/D = 4. While
the cylinders are outside the oncoming boundary layer
(G/D = 2, 4), the variation of the Nusselt number on the
front surface of the upstream cylinder is somewnhat
unaffected by the cylinder plane wall distances, but on
the other surfaces it slightly varies. When the cylinders
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Figure 10. Local Nu values on the surfaces of upstream
cylinderat L/D =4,G/D = 0.7, 1, 2, and 4.
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Figure 11. Local Nu values on the surfaces of downstream
cylinderat L/ID =4,G/D = 0.7, 1, 2, and 4.

are in the boundary layer, the Nusselt numbers take lower
values for the front and top surfaces at G/D = 0.7, for
which flow velocities have relatively smaller values. On
the downstream cylinders, Nusselt numbers is less
sensitive to the distance between the cylinders (Figures 9
and 11) for G/D = 0.7, due to fact that both upstream and
downstream cylinders are inside of the oncoming
boundary layer. Other noticeable difference appears at
the variation of Nusselt number on the front surfaces of
downstream cylinders at G/D = 4 (Figures 9 and 11). At
this G/D ratio, flow between the cylinders differs
depending on the distance between the cylinders (Figure
3h and Figure 4h). For L/D = 4, shedding vortices from
upstream cylinder pass through up and down side of the
downstream cylinder alternately and leads nearly
symmetrical Nu variation about the centerline although it
is non symmetrical for L/D = 1.5. At the same time,
vortex shedding between the cylinders also leads Nu
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values become larger on the surfaces of downstream
cylinders for L/D = 4 than that for L/D = 1.5.

CONCLUSION

In this study, the flow around two heated tandem
cylinders near a plane wall and the convective heat
transfer from these cylinders were investigated
numerically for Re = 150 and Pr = 0.71. The distance
between the cylinders are selected as L/D = 1.5, 2.5 and
4 while the gap ratios between the cylinders varied as
G/D=0.7,1,15, 2,25, 3, 3.5,4 and 6. The vorticity and
coincident temperature curves are obtained to understand
and interpret flow and heat transfer. It is possible to
separate the distance between the plane wall and
cylinders to three regions as close proximity, moderate
proximity and far proximity regions.

At close proximity region, the gap between the cylinder
and wall is small (G/D < 1), the cylinders inside of the
coming boundary layer and around the cylinder, the flow
velocities are relatively low. There are approximately no
oscillations in the drag and lift coefficients of the
upstream and downstream cylinders, and values of
approximately zero Cims and Cpms OCcur. In the close
proximity region, mean values of the lift coefficients on
the upstream cylinder takes their largest values and
decrease by the increasing G/D ratio, while these values
are very low on the downstream one and increase by the
increasing G/D (Figure 5a). In this region (G/D < 1), the
mean Nusselt numbers on the left and down surfaces also
sharply increased with increasing G/D while it slightly
varies on the up surfaces of both cylinders (Figure 7a).
At moderate proximity region, cylinders are still inside
of the approaching boundary layer. For both cylinders,
the Comean Values increases while Cpmean Values
continuous to drop until G/D = 1.5. At far proximity
region, variations of flow and heat transfer characteristics
on the both cylinders are less sensitive to the cylinder
plane wall distances especially for G/D > 2.5.
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Abstract: The main contribution of this study is to present a novel thermal model for analyzing the wheat cooking
process and to propose a design procedure for an energy-efficient cooking pot. A small-scale cooking pot was designed
and an experimental setup was installed to verify the model under various operating conditions. The developed model
was solved using the Engineering Equation Solver software. Results were compared with those of the experiments and
good agreement was obtained. Additionally, a computational fluid dynamics model was developed to verify the thermal
model and have a useful design tool for large-scale cooking pots. It was found that the energy efficiency of the cooking
process can be enhanced by initiating nucleate boiling (at ~5 °C minimum temperature difference between the heating
element surface and saturation) which will supply the minimum heat flux on the helicoidal heat exchanger of the
cooking pot. Lessening the energy demand but preserving the final product quality has decreased the 5-day biological
oxygen demand of wastewater at least 50%. It is proposed that the wheat to water ratio can be reduced to 1.0—1.2 once
the energy optimization and water recovery practices are satisfied. The estimated average specific energy consumption
rate lies between 400—475 £5% W/kg (thermal power supplied for one kilogram of wheat) which can be reduced ~25%
further by reducing the wheat to water ratio to 1.0. The results reported in the present study are expected to guide
thermal and food engineers for the design applications of industrial cooking pots, energy optimization with less harmful
wastewater and process control strategies for cooking of wheat.

Keywords: Wheat cooking; bulgur; cooking model; energy analysis; cooker design; wastewater

BULGUR URETIMINDE PiSIRME iSLEMINE YONELIK OZGUN BIR ISIL ANALIZI:
ENDUSTRIYEL SURECLER iCiN TASARIM ONERILERI, ENERJi VERIMLILIGI VE
ATIKSU AZALTIMI

Ozet: Bu calismanin ana katkisi, bugday pisirme islemini 6zgiin bir 1s1l modelle izah ederek sunmak ve enerji-verimli
bir pisirme kazani igin tasarim yontemi 6nermektir. Kii¢iik-6lgekli bir pisirme kazani tasarlanmisg ve modelin ¢esitli
caligma sartlar1 altinda dogrulanmast i¢in bir deney diizenegi kurulmustur. Gelistirilen model Engineering Equation
Solver yazilimi kullanilarak ¢oziilmistiir. Sonuglar deneylerle kiyaslanmis ve iyi bir uyum elde edilmistir. Isil modelin
dogrulanmas1 ve biiylik-Olgekli pigsirme kazanlarina yonelik kullanighi bir tasarim araci olmasi igin ayrica bir
hesaplamal1 akiskanlar dinamigi modeli gelistirilmistir. Pisirme isleminin enerji verimliliginin, pisirme kazaninin
sarmal 1s1 degistiricisi tizerindeki minimum 1s1 akisinin gekirdekli kaynamayi (1sitma elemani yiizeyi ve doyma sicaklig
arasinda minimum ~5 °C farkla) karsilayacak sekilde baslatilmasiyla arttirilabilecegi bulunmustur. Enerji talebini
azaltarak fakat nihai iirtin kalitesini koruyarak, atiksuyun 5-giinliik biyolojik oksijen ihtiyacit en az %50 oraninda
azaltilmigtir. Enerji optimizasyonu ve su geri kazanimi teknikleri yerine getirildigi takdirde bugday-su oraninin
1,0—1,2'ye diigiiriilebilecegi onerilmektedir. Tahmini ortalama 6zgiil enerji tiiketim hizinin 400475 +%5 W/kg (bir
kilogram bugday icin gerekli olan 1s1l gii¢) arasinda yer almakta, bu deger bugday-su oranmin 1,0'a diisiiriilmesiyle
ilaveten ~%25 oraninda azaltilabilmektedir. Caligmadan elde edilen sonuglarin 1s1 ve gida miihendisleri i¢in endiistriyel
pisirme kazanlarinin tasarim uygulamalarinda, daha az zararli atiksu ile enerji optimizasyonunda ve bugdayin
pisirilmesi i¢in siire¢ kontrol stratejilerinde kilavuzluk edecegi diisiiniilmektedir.

Anahtar Kelimeler: Bugday pisirme; bulgur; pisirme modeli; enerji analizi; kazan tasarimi; atiksu



NOMENCLATURE

a radius of the coiled pipe [m]

A cross-sectional area [m?]

b coil pitch [m]

BODs 5-day biological oxygen demand [mg/L]
Cp specific heat capacity [J/kg°C]

D diameter [m]; diffusion coefficient [m?/s]
De Dean number [ = Re(a/R)M]

g gravitational acceleration [m/s?]

Gr Grashof number [=g(p, —p, )3/ pv ]
h convective heat transfer coefficient [W/m?°C]
H height [m]

He Helical number [ = De (1+ (b/an)z)Vz]
hyg enthalpy of vaporization [J/kg]

k thermal conductivity [W/m°C]

L. characteristic length [m]

m mass [Kg]

i mass flowrate [kg/s]

Muw molecular weight of water [kg/mol]

Nu Nusselt number [= hD/K]

P pressure [Pa]

Pr Prandtl number [= uc, /K]

q heat flux [W/m?]

Q heat transfer [J]

Q heat transfer rate [W]

R coil radius [m]; universal gas const. [J/K mol]
Ra Rayleigh number [=gA(T, =T, )L Pr/v* ]
Re Reynolds number [= unD/V]

Sh Sherwood number [ Sh=hL, /D]

t thickness [m]; time [s]

T temperature [°C]

Um mean velocity [m/s]

U overall heat transfer coefficient [W/m?°C]
W moisture content [%]

Xa air mass fraction [=m,, /(m,, +m,) ]

Greek letters

o inclination angle [°]
ATexcess €xcess temperature [°C]

u dynamic viscosity [kg/m-s]

INTRODUCTION

Cooking is the initial step for the production of certain
cereal products. Typically, grains are heated firstly with
water at elevated temperatures and pressures in this
process. After cooking, the grains become soft enough to
be worked into the final product. During this process, it
is essential to obtain a product at the desired quality and
the lowest cost since it requires a significant amount of
thermal energy. The cooking process of cereal products
involves both the diffusion of water into grains and the
subsequent conversion (reaction) of starch within them
i.e., gelatinization. The literature on the cooking model
of wheat is limited and largely focused on the effects of
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v kinematic viscosity [m?/s]
p density [kg/m®]
o surface tension [N/m]
) relative humidity [= P, /P, ]
Subscripts
a absorbed
air air
ave average
b boiling
bulk bulk fluid
c critical; condensation
cp cooking pot
d dry basis
e equivalent water of metallic parts
ev evaporated water
f film; flash
g grain; gas
htf heat transfer fluid
i inner
in inlet
ins insulation
m mixture
I liquid
loss loss
0 outer
out outlet
p pipe; preheating
r residual
surface; sensible
sat saturation
v vapor
w water; wall

Abbreviations

CFD  computational fluid dynamics

CHE  coiled heat exchanger

CP cooking pot

EES  Engineering Equation Solver

GP gear pump

HTF  heat transfer fluid

ONB  onset of nucleate boiling

TCEH temperature controlled electric heater
TET  thermal expansion tank

WPT  water preheating tank

cooking time, temperature and starch gelatinization.
Stapley et al. (1998) studied the diffusion and reaction
behaviors of wheat grains during boiling. They
developed a diffusion model using the finite-element
method and tested certain model scenarios to compare the
simulation results with the experimental data for
moisture distribution across the central section of grains
at 100 °C and 120 °C. Watanabe et al. (2001) proposed a
new mathematical model to describe the moisture profile
in starchy food during cooking. Bayram (2005)
determined the cooking degree of wheat kernels by using
three different gelatinization measuring methods. The
optimum cooking time was specified to be 40 min at 97
°C in case of maintaining 100% gelatinization without



any deformation on wheat kernels. Lately, Balci and
Bayram (2020) investigated the possibility of cooking
wastewater reuse for the subsequent cooking operation
obtained from the former process. It was indicated that
the energy requirement might be reduced by 57% at the
expense of increasing 5-day biological oxygen demand
(BOD:s) and filtering cost.

Physically, cooking is a type of thermal process which
involves boiling that occurs at the solid-liquid interface
when a liquid is brought into contact with the solid
surface of heating material maintained at a temperature
sufficiently above the saturation temperature of the
liquid. Unlike ordinary cooking pot (CP), a pressure
cooker is an appliance that is used to cook foods at high
pressure and temperature to reduce the cooking time. The
use of saturated steam and reduction in cooking time are
the two methods of preserving vitamins (Rocca-Poliméni
et al., 2011). Pressure cookers have many nutritional,
organoleptic and sanitary advantages however the
literature does not have sufficient studies to explain these
traits (Koca and Amnil, 1996; Rocca-Poliméni et al.,
2011). Rocca-Poliméni et al. (2011) developed a model
which includes the physical and thermal characteristics
of a commercial pressure cooker and of the food cooked
in it based on the energy balance and heat and mass
transfer relations.

In this study, the physical insight of cooking phenomena
was described in detail and a novel thermal model was
proposed for a small-scale industrial wheat CP. The
developed model was coded in EES (Engineering
Equation Solver) and the model results were compared
with those of the experiments done. Additionally, a
computational fluid dynamics (CFD) analysis was
conducted to verify the thermal model and to present a
design procedure for large-scale CPs. The prediction of
specific energy demand for the cooking process was
made by the methodology proposed for the first time. The
wastewater properties after the cooking process were
investigated to enhance energy efficiency and water
recovery. As a result, a guide for the design applications
of industrial CPs, energy optimization with less harmful
wastewater and process control strategies for cooking of
wheat has been presented.

DESCRIPTION OF COOKING MECHANISM

In industrial processes, process-water is firstly preheated
to the temperature of 90 °C and then discharged into the
CP. The temperature of the preheated water falls down
when it is mixed with the unsoaked wheat grains (initially
at about ambient temperature) inside the CP. After the
discharging process, the mixture is heated up until the
cooking temperature reaches the boiling temperature.
The degree of cooking temperature is adjusted according
to the condition of starch gelatinization since the degree
of gelatinization of hard wheat starch depends strongly
on cooking temperature. The rate of the gelatinization
increases with increasing cooking temperature (Bakshi
and Singh, 1980) and it is never completed 100% at a
cooking temperature lower than 90 °C (Turhan and
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Gunasekaran, 2002). The amount of energy supply
during the boiling process is regulated to keep the central
region of the CP (charged with bulky wheat) at the
cooking temperature.

THERMAL MODELING OF COOKING PROCESS

The detailed drawing of the CP used in the experimental
setup is demonstrated in Figure 1. The CP was custom-
designed (Yilmaz, 2018) and suited for industrial
applications and its specifications are introduced in Table
1. A metal screen made of the perforated sheet was placed
into the CP to prevent the direct contact between the
wheat grains and the coiled pipe (i.e., coiled heat
exchanger, CHE). Thus, the wheat grains will not adhere
to the surface of the CHE whose temperature is high due
to the heat transfer fluid (HTF) flowing inside it. The
outer surface of the CP was well insulated to minimize
the heat loss to the surroundings.

Pressure

~ gauge

Pressure

Pt100  relief valve

Helicoidal
pipe

Inlet

Cooking Pot

Outlet

Figure 1. CP design used in the experimental setup.

Table 1. Specifications of the CP.

Sheet material 316L SS
Inner diameter of CP, Dip 04m
Material thickness of CP, t 0.002 m
CHE material 304L SS
CHE pipe diameter, D; /Do, 0.0157/0.0213 m
Coil pitch, b 0.085 m
Coil radius, R 0.175m
CHE effective surface area, As 0.288 m?
Volume of CP 0.06 m3
Insulated material Stone wool

Heating Process of Water-grain Mixture (Sensible
Heat Gain)

After the preheated water is discharged onto wheat
grains, it is heated from the mixture temperature, Tr to
the boiling temperature, Tp,. This heating process is
named as subcooled or local boiling since the main body



of the liquid temperature is below the saturation
temperature, Tsa. At the early stages of boiling, the
bubbles are confined to a narrow region near the hot
surface. This is because the liquid adjacent to the hot
surface vaporizes as a result of being heated above its
saturation temperature. However, these bubbles
disappear soon before reaching the liquid-gas interface as
a result of heat transfer from the bubbles to the cooler
liquid surrounding them. In this case, only sensible heat
gain is considered for the heating process and the final
temperature of the mixture can be calculated by using
energy balance:

MyCp g (Tm _Tg):(mw+me)cp,w (Tw _Tm) 1)

The sensible energy demand of the mixture to reach the
boiling temperature can be defined by

Q, :(mN+me)cp’W (T, ~T,)+mec,, (T, -T.) 2)

During the preheating process, some water will penetrate
into the grains so that the amount of process-water will
decrease and the moisture within the grains will increase
with time. Thus, the specific heat of the grain samples
will change through the temperature rise from Tr to Th.
The value of ¢, is estimated by the relation (Bruce and
Giner, 1993):

Cpg = Cpa +CpuW (3)

Mass transfer by evaporation

During the transition from subcooled boiling to saturated
boiling, mass transfer by evaporation takes place at the
liquid-gas interface as a result of water molecules
diffusing into the air confined in the CP. This process
continues until the phase equilibrium is maintained at
boiling temperature since the vapor pressure at the
mixing temperature is less than the saturation pressure of
the liquid. The basic theory for estimating the evaporated
water is presented in detail (Yilmaz, 2014).

dm _A:pr—air M,P
ev _ wiv (] 4
at  H,—H, [ RT, ]( ?) @

Energy transfer to process-water

The constant mass flow inside the CHE is stated by
forced circulation due to the pumping of the HTF
(Y1lmaz et al., 2018). The dynamical state of the single-
stream steady pipe flow shown in Figure 2 is determined
by the flow parameter, Reynolds number (Re).

Curved or helicoidal pipes are widely used in engineering
applications such as food processing. Contrary to straight
pipes, the following dimensionless parameters are used
in flow and heat transfer calculations of helicoidal pipes:

12
a
De = Re(ﬁj ®)

22
b
He = De{1+ (ﬁj } (6)
b

where De is the Dean number, He is the Helical number,
a denotes the radius of the circular pipe (i.e., Do/2 in this
study), b represents the coil pitch, R is the radius of the
coil and the effective radius of curvature, Rc.

The estimation of the critical Re, which is used to identify
the transition from the laminar to the turbulent regime in
curved or helicoidal pipes, has been recommended by
(Srinivasan et al., 1970) for design purposes:

Re, = 2100{1+12 GJ | } (8)

The fully developed Nusselt number (Nu) relation for the
laminar regime in helicoidal pipes subjected to uniform
wall temperature was derived theoretically and
experimentally by many researchers (Rohsenow et al.,
1998). For the corresponding thermal boundary
condition, the Nu relation has been proposed by
(Manlapaz and Churchill, 1981).

3
Nu; =| | 3.657 + 4.343 >
957
o et
Pr., De ©)
323
De
1+
Prhtf

The flow inside the CHE shows turbulent behavior
although the Re is close to the critical Re of the
transitional regime. Hogg (1969) has indicated that



turbulent entrance length in coils with circular cross-
sections much shorter than that of laminar flow.
Turbulent flow can be fully developed within the first
half-turn of the CHE. Therefore, most of the turbulent
flow and heat transfer analyses concentrate on the fully
developed region in CHEs. The fully developed Nu
relation for turbulent flow in helicoidal pipes subjected
to constant wall temperature was recommended by the
Pratt (1947) equation which was modified by Orlov and
Tselishchev (1964) for the influence of temperature-
dependent properties as below:

0.25
Nu, = Nu_ [1+3542 || Pl
P R/ Pr,

where Nu, is the Nusselt number for plain tubes which is
estimated using the Dittus-Boelter equation (Cengel and
Ghajar, 2011):

5<R/a<84
1500 < Re < 2x10°
(10)

Nu, =0.023Rey; Pr*?
(11
)

The convection heat transfer coefficient of the HTF is
calculated using (Y1lmaz and S6ylemez, 2014)

(12)

All fluid properties inside the pipe were evaluated at the
bulk fluid temperature, i.e., Touk = (Tin + Tex)/2. The
thermophysical properties of the HTF (Renolin therm
320 thermal oil) as a function of temperature were fitted
to polynomial functions from the manufacturer's supplied
data (Fuchs, 2013) as below:

p =1058.108 — 0.6507T (13)
¢, =692.37 +4.2887T (14)
k =0.15399—7.1764x10°°T (15)
1 =0.3345—2.15348x10°°T + 4.66657 x 10 °T? 16)

-3.39167x10°T®

where p, ¢, and k are valid in the temperature range of
273 K< T <473 K while x is valid in 373 K < T < 473
K. For any given temperature during iterations, Egs.
(13)—(16) were used without any problem.

Cooking Process of Mixture (Latent Heat Gain)

Transition from subcooled boiling to saturated
boiling
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Boiling is classified as pool boiling or flow boiling,
depending on the presence of bulk fluid motion. It is
called pool boiling in the absence of bulk fluid flow or
called flow boiling (or forced convection boiling) in the
presence of it. In this study, it is dealt with pool boiling
rather than flow boiling. Four different boiling regimes
are observed in pool boiling: natural convection,
nucleate, transition and film boiling as illustrated in
Figure 3. The specific shape of the curve depends on the
fluid-heating surface material combination and the fluid
pressure however it is practically independent of the
geometry of the heating surface and its orientation
(Cengel and Ghajar, 2011).
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Figure 3. Typical boiling curve for water at 1 atm pressure.
Adapted from (Cengel and Ghajar, 2011).
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In the natural convection regime, the heat transfer takes
place from the heater surface (only a few degrees above
the saturation temperature i.e., towards point A or ONB
(onset of nucleate boiling)) to the saturated liquid. The
fluid motion in this mode of boiling is governed primarily
by natural convection currents. If the temperature of the
heating surface becomes higher than the saturation
temperature, the regime is replaced from free convection
to nucleate boiling. In the nucleate boiling regime, the
bubbles start to form at various preferential sites on the
heating surface. They are detached from the surface and
dissipated in the liquid as receiving high heat fluxes. The
nucleation sites form at an increasing rate so that the
continuous columns of vapor appear as moved along the
boiling curve from B to point C. As a result, very high
heat fluxes are obtainable in this region. The nucleate
boiling region ends and the unstable region (existence of
partially both nucleate and film boiling) begins after the
maximum (critical) is reached. As the heater temperature
is increased past point C, the heat flux decreases as shown
in Figure 3 since a large fraction of the heater surface is
covered by a vapor layer which acts as an insulation due
to its low thermal conductivity. Thus, operation in the
transition boiling regime is generally avoided in practice
when high temperatures involved. Nucleate boiling at
point C is completely replaced by film boiling at point D.
Beyond point D, the heater surface is completely covered
by a continuous stable vapor layer. The presence of the
vapor layer is responsible for the low heat transfer rates in
the film boiling region. The heat transfer rate increases
with increasing ATexcess as a result of heat transfer from the



heated surface to the liquid through the vapor film by
radiation, which becomes significant at high temperatures.

Numerous experimental investigations have been
reported in the literature for characterizing the heat
transfer behavior in the nucleate boiling region (Cornwell
and Houston, 1994). However, the derivation of heat
transfer correlations for nucleate pool boiling is
accompanied by difficulty (Rohsenow et al., 1998). Any
designer is faced with the problem of calculating the heat
transfer coefficient for the nucleate boiling region where
the use of correlations is inevitable although the designer
should be aware of the uncertainties involved. Based on
the problem physics, these correlations may yield
different predictions for the estimation of the heat
transfer coefficient. For nucleate pool boiling on
horizontal tubes, the following correlation gives
reasonable results (Cornwell and Houston, 1994):

Nu, =9.7P**F"ReZ° Pr)* (17)

where P. is the critical pressure in bar and F" is given by
Eq. (17)

0.17

F'=18(Pu/R)" +4(Pu/R)* +10(Pu/R)" (18

Under saturated pool boiling conditions, the boiling Re
becomes

— quo,p

Re,
:ul hfg

(19)

Average heat transfer coefficient on the tube is defined as

h, = Nu, Ky (20)

o,p

Mass diffusion into wheat grains

The moisture content of wheat grains varies with time
due to water diffusion until the wheat grains are not able
to accept moisture uptake anymore. Absorbed water
throughout the cooking process can be estimated by
summing up water absorbed by wheat grains in both
preheating and boiling processes.

[(Wp - W ) — (Wb -W, )}

m, =m
o 100

(21)

Condensation heat transfer

Water condensation takes place on the inner surfaces of
the CP (cover plate and lateral wall) when the surface
temperature falls below the dew point temperature of the
evaporated water. Heat transfer rates for laminar film
condensation on the horizontal and inclined downward-
facing surfaces are predicted by assuming the condensate
flow to be quasi-steady. This assumption makes it
possible to determine the final shape of the liquid-vapor
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interface and thus to predict the average heat transfer
coefficient. Gerstmann and Griffith (1967) studied the
film condensation on the underside of horizontal and
inclined surfaces. A slight inclination angles (a < 7.5°),
various wave patterns were observed. At moderate
inclination angles (o > 20°), roll waves appeared. The net
effect of the roll waves increases and remains nearly
constant up to 20° from the horizontal. However, the
interfacial waves appear to be unchanged between
20°-90°.

For a horizontal surface, they developed the modified
Rayleigh number (Rac) to estimate Nu:
o

el

The Nu relation for laminar film condensation is
recommended to be

_9p (p, _pg)hfg
© HATK,

Ra (22)

0.69Ra"?

! 10° <Ra, <10°
° 7 0.81Ra%*

10° <Ra, <10"

(23)

For slightly inclined surfaces i.e., a < 20°, Nuc and Rac
are modified in the above equations by replacing g by
gcosa.

The presence of air (non-condensable gas) in the CP
hinders the condensation heat transfer. Minkowycz and
Sparrow (1966) investigated the effects of non-
condensable gas, interfacial resistance, superheating, free
convection, mass, and thermal diffusions and variable
properties of liquid and gas-vapor regions on laminar
film condensation. It was demonstrated that small
concentrations of non-condensable gases can have a
decisive effect on the heat transfer rate. Chin (1995)
performed a numerical study for the influence of air-mass
fraction (Xa = Mair/(Mair+my)) on condensation rate over a
vertical plate with respect to stagnant or moving steam—
air mixtures and compared their results with the
experimental values obtained by Minkowycz and
Sparrow (1966).

Figure 4 shows the agreement between these two models.
The ratio between the condensation rate of the mixture
and pure steam (Kair) depends mainly on x, and slightly
on the temperature difference between the gas and the
wall. The variation of Kair obtained by (Chin, 1995) was
proposed in order to predict the heat transfer coefficient
due to condensation as a function of x, for the
temperature range of (T,—7w). Here, Ty is the boiling
temperature and Ty, is the wall temperature which will be
estimated from the heat loss analysis of the CP.

Accordingly, the mass of condensed steam is predicted
by
h

_ Kair c (Tb _Tw)

: n (24)

fg@T,
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Figure 4. Condensation heat transfer in the presence of a non-

condensable gas in quiescent mixture at Tsat= 100 °C. Adapted

from (Chin, 1995).
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Heat loss to surroundings

Heat loss from the outer surface of the CP (the lateral
sides and cover plate) is estimated using the following
relations:

For the lateral side in a cylindrical shape, the average Nu
relation for an isothermal vertical plate can be evaluated
using the relation proposed by (Churchill and Chu,
1975):

0.387Ra’®

air

[l+(0.492/Prair )WJ

Nu,, =|0.825+

air 8/27 (25)

For the lateral side in a conical shape, Raair is modified in
Eqg. (25) replacing g by gcosa.

For the cover plate, the average Nu relation can be
determined using power-law relations proposed by (Fujii
and Imura, 1972) for horizontal surface facing upwards.

2x10° < Ra,,
5x10° < Ra,,

air

0.13Ra%?

air

(26)

air

{0.16Ra1/3

Noting that all fluid properties were evaluated at the film
temperature, Tr = (Tscp + Tair)/2.

Through the analysis of heat loss from the CP, the
thermal resistance approach presented in (Cengel and
Ghajar, 2011) was used where the heat flow from the
boiling water to the ambient air combined into a single
resistance (UA)c, as

n(0,,/0,.)
2Lk,

1 _ 1
(UA)cp hOA,Cp

In (Do,ins/Di,ins )
27 LK, "

(27)
1

hair Ao,cp
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The total heat loss from the CP is found to be
Qloss (UA)Cp (Tb _Tair )

(28)

Mass transfer by flash evaporation

At the end of the cooking process, the energy transfer to
the mixture is finished and the butterfly valve at the
bottom side of the CP is opened for a while. The water in
the CP evaporates due to flash boiling as a result of the
concentration differences between the saturated water
and ambient air. The diffusion of water vapor in the air
was estimated by the empirical equations below (Marrero
and Mason, 1972):

2.072
0710 T

D

v ar =1.87x1 280K <T <450K  (29)

Utilizing the analogy between heat and mass convection,
the mass transfer coefficient is determined by

Sh Dw—air

L,

C

h, = (30)

The Sherwood number (Sh) and the mass transfer
coefficients were determined for the case of a horizontal
surface:

10* < GrSc <10’

7 11 (31)
10" < GrSc <10

0.54(Grsc)"
sh= "
0.15(GrSc)

where Gr=g(p,—p,)L2/pv* and Sc=v/D,.,, is
the Schmidt number.

The evaporation heat transfer rate is estimated from

mf = hf AN (pv,s - pv,oo) (32)

Mass balance of water

During cooking operation, the total mass of water is
conserved. This can be defined by the following

equation:
Al Aty
m, — [ m,dt— [ (m, —m, )t
0 0
A (33)

- j m, dt —my —(m, —m,)—m, =0
0

where m; is the total amount of process-water charged
into the CP at the beginning of the cooking process, m,,
is the total evaporated water during Aty (the preheating
process of the water-wheat mixture), m, —m, is the
difference between the total amount of water boiled and
condensed during At, (boiling process), m; is the total
amount of flashed water along Atz (opening the cover

plate to ambient air), miqss is the flashing and evaporating
water losses from the CP and bulgur respectively during



the depressurizing the CP with opening the butterfly
valve, m, — my is the difference between the amount of
residual water, m, obtained at the end of cooking process
and the leached substances, m; existing in the residual
water, m, is the amount of water absorbed by wheat
grains during cooking operation.

Cooking load

The outlet temperature of the HTF is estimated by using
energy balance and the heat transfer equations derived in
the previous sections. In this estimation, the radiation
heat transfer among the lateral walls, food, and the CHE
was considered negligible as compared to the
condensation heat transfer since the surfaces have a low
emissivity (stainless steel) and small temperature
difference with their surroundings and the water vapor
absorbs infrared radiation, as well. Only the energy
supplied to the CP was taken into consideration to launch
nucleate boiling and compensate for the heat loss.

As a form of convection heat transfer, the boiling heat
flux from a solid surface to the fluid is expressed from
Newton’s law of cooling as

G, = h,AT,

excess

(34)

where AT, .. =T,-T,  Wwhich represents the

temperature excess of the surface above the saturation
temperature of the fluid.

The energy transferred to the mixture during boiling can
be written under the steady-state condition as

Qcp = rﬁhtf Cp,ave (Tin _Tex)

. . (35)
= hiA%ATm =G,A = mbhfg@TD
where AT, _ ALZAT  and here AT, =T,,-T.,
In (ATI/ATZ) '
AT, =T, .« — T, respectively.

The exit temperature of the HTF can be predicted by

-hA

T, =T, +(T,—T,)e ™

ex (36)
The governing equations were modeled in EES and
solved simultaneously.

NUMERICAL ANALYSIS

CFD is a useful tool for simulating the flow field
(Mwesigye et al., 2018) and reproducing data during the
design cycle (Yilmaz and Mwesigye, 2018). The design
can be improved using this tool for optimization
purposes. A CFD analysis was conducted to verify the
thermal model and to extend it as a design procedure for
large-scale CPs and improving the design by subsequent
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parametric analyses. For the numerical simulations,
ANSYS Fluent v17.2 was used to solve the governing
equations (the conservation equations for mass,
momentum and energy) along with the boundary
conditions applied. The flow inside the CHE was
considered steady-state and fully developed turbulent.
These considerations are reasonable since the
experimental measurements were taken under steady
conditions and the flow is fully developed due to the
negligible entrance effect compared to the coil length.

Mesh Structure

The mesh structure of the CHE is shown in Figure 5.
Mesh dependency studies were applied for each run
considered in the study. The solution was considered
grid-independent when the maximum changes in the
outlet temperature were less than 1% based on the change
of mesh element size. The numbers of mesh elements
with 3,685,776; 7,100,622 and 11,217,391 were applied
for mesh refinement, respectively however the 7,100,622
mesh element case was used in the analyses.

Figure 5. Sample mesh for the CHE.
Boundary Conditions

The boundary conditions include i) no-slip and no-
penetration conditions exist on the coil wall, ii) constant
temperature and velocity inlet conditions were used in the
CHE inlet, iii) the convection heat transfer coefficient
and temperature subjected to the CHE surface were
determined using the analytical approach presented in the
previous section, iv) the turbulence intensity was
assumed to be 5% at the inlet.

Numerical Solution

The computational domain was discretized using
tetrahedron elements with structured elements in the
wall-normal direction. The k- turbulence model was
used to evaluate the fluid domain of the curved pipe. The
coupling of pressure and velocity was made with the
SIMPLE algorithm. Second-order upwind schemes were
employed for integrating the governing equations with
the boundary conditions over the computational domain.
The y+ value was ensured ~1 for all simulations to obtain
the high resolution of gradients in the near-wall regions.
The solution convergence was satisfied when the scaled
residuals of continuity, momentum, turbulence kinetic
energy, turbulent dissipation rate, and energy ceased after
about 800 successive iterations. The values of the scaled



residuals were in the order of less than 10~ for continuity,
less than 103 for velocity components, turbulent kinetic
energy, and turbulent dissipation rate and less than 10~
for energy.

EXPERIMENTAL ANALYSIS

An experimental setup was installed for verifying the
presented model as shown in Figure 6. The setup
basically consists of a temperature-controlled electric
heater (TCEH), a cooking pot (CP), water preheating
tanks (WPTSs), a thermal expansion tank (TET), a gear
pump (GP) and measuring instruments. The HTF used in
the system was selected to be Renolin therm 320 thermal
oil —whose thermo-physical properties given in Egs.
(13)—(16) (Y1lmaz and G6ksu, 2016; Yilmaz et al., 2017,
Yilmaz et al., 2018)— to easily control the process-
temperature and make the energy analyses precisely. A
frequency-controlled gear pump (Yildizpompa, 2019)
was used to adjust the flow rate of the HTF. The outer
surface of the CP was insulated with a 40 mm-thick rock
wool covered with an aluminum sheet (Izocam, 2019).
The TCEH was specially designed heat exchanger
(coiled square duct enclosed by an electric heater) which
was used to supply thermal power to the HTF. The
effective power of the TCEH was 6 kW which was
controlled by a PID (Proportional Integral Derivative)
controller. When the operating temperature of the system
fell below the load-temperature, the TCEH was activated
automatically to increase the return-temperature of the
HTF to the load-temperature. The role of the WPT was
preheating the process-water up to 90 °C. The TET was
used to provide additional space for the thermally
expanded HTF.

The temperature measurements in the experimental setup
were performed by the resistance temperature detectors
(Pt100, Class A) connected with two leads (Ordel, 2019).
The temperature-dependent uncertainty of the detectors
was designated by the relation of £(0.15 + 0.002T) °C
and calibrated according to the standard of IEC751:1983
(BS EN 60751:1996) by the manufacturer. The surface
temperature of the CP was measured from several points
using a portable device (Mastech MS8217 with K-type
thermocouple) and averaged to use it the analytical
model. The operating pressure measurements for the CP
were realized by pressure gauges (Pakkens, 2019). In
order to measure the pressure at high temperatures, the
gauges were connected to the CP by a pigtail siphon. The
mass flow rate of the HTF was measured by a Coriolis
flow meter having an accuracy of +0.1% with a
repeatability of less than 0.05% (Krohne, 2019). During
the experimental tests, the signal data of the measurement
devices were collected by the 24-bit USB-2416 and USB-
TEMP data acquisition (DAQ) devices for further
analyses. For this task, highly-accurate voltage and
temperature processing DAQ devices (Mccdaq, 2019a,
2019b) were selected and managed by an interface
software program (TracerDAQ Pro) to process data by
virtual graphing and data logging.
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Figure 6. Experimehtal setup.

Error Analysis

The uncertainty in experimental measurements describes
the factors that are to be taken into consideration such as
instrument accuracy etc. A precise method for estimating
uncertainty in experimental results has been presented by
(Kline and McClintock, 1953).

The surface area of the CHE can be calculated using Eqg.
(35). Thus, the uncertainty is given by the expression as

R Y (R Y xr Y[
o] ] (2]

where wr is the standard uncertainty in the result and ws,
Wa, ..., W . W, are the standard uncertainties of the
(Tin _Tex)

J{

2 .
Wyr | +| — mcp 2 AT,
hAT,, m

independent variables.

2
Wy {[CD(R . )Wc j
hiATIm P

hAT,, "
2 Y2
| J

The temperature-dependent error of the temperature
detectors is designated by the relation of +(0.15 +
0.002AT) °C and calibrated according to the standard of
IEC751:1983 by the manufacturer (Ordel, 2019). The
temperature-dependent uncertainty for the specific heat
capacity of the HTF was included as a function of
temperature given in Eq. (14). The flow meter has an
accuracy of +0.1% with a repeatability of less than
0.05%. The USB-TEMP Daq device contributes
additional error except the error of the sensor itself.
Typically, the maximum error is + 0.11 °C for the
temperature range of 0—150 °C.

m (Tm - Tex

me,
hAT,,

(38)

Preparation of Materials

For the cooking facility, sample to water ratio of 1:2 was
used to satisfy a high degree of starch gelatinization in
wheat grains since the transition temperatures for



gelatinization depend on the availability of water
(Miinzing, 1991). As the moisture levels of starch are
reduced, the starch transition temperature increases to
higher levels.

The wheat used in the experiments was received from a
regional wheat producer as cleaned i.e. separated from
dust, foreign materials, and broken wheat. The test results
of the wheat properties are given in Table 2. For the
statistical analysis, ANOVA was performed for the
predicted data to determine the significant differences (P
< 0.05). Duncan's multiple range tests were carried out.
The experiments were replicated and the measurements
were duplicated. Note that the mass of the wheat and the
corresponding mass of water used in cooking were
specified as 13 kg and 26 kg, respectively.

Table 2. Properties of wheat used in experiments.

Properties Values SD (n=4)
Type Hard -
L" 51.45 0.0568
gla 9.6 0.2998
8 b 26.51 0.2968
Yi 77.81 0.0734
Moisture content, 6.00 0.0046
Protein (% d.b.) 9.01 0.0146
Ash (% d.b.) 1.48 0.0017
Specific heat, c, 1975 25.0545
Table 3. Variation in the grain moisture content.
During preheating
Initial moisture
content (% d.b.) 6.00
Grain °C Tn 85 90 95 100
moisture
content (% db.) 12.01 16.07 33.21 37.36 39.33
During boiling
t(min) W(%d.b) t (min) W (% d.b.)
5 42.73 30 77.62
10 49.23 35 83.58
15 59.73 40 90.74
20 68.98 45 94.74
25 71.6 50 100.3

The color of the wheat samples was measured by
HunterLab Colorimeter (Hunterlab, 2019). The moisture
content of wheat was measured at 105 °C using oven
method (AOAC, 1990). The Kjeldahl method was used to
determine the protein contents of wheat using the
methodology presented in (AOAC, 1990). The ash
contents of wheat were measured at 900 °C according to
(AOAC, 1990). The specific heat of the dry wheat grains
was measured by using energy balance applied in Eq. (1).
Additionally, the variation in grain moisture content
during preheating and boiling processes was measured as
indicated in Table 3. This dataset is significant to predict
the specific heat of wheat grains during preheating and the
time period of cooking process for complete gelatinization.
The measurement procedure for this dataset is as follows:
grain samples were extracted from the CP (open to the
atmosphere) at each 5 °C temperature-interval during the
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preheating process. Through the boiling process, grain
samples were taken out of each 5-min time interval and
then quenched in cold water. After removing the surface
moisture, grains were wrapped and sheltered at 4 °C to
prevent moisture loss before measuring the moisture
content of grains for each batch.

Each cooking process was operated in a total time period
of 50 min of which 5 min time period was specified to be
the resting for boiled wheat grains and the complete
discharging of the vapor inside the CP at the end of the
cooking process. During the cooking operation, the
boiled water was directed to a double pipe heat exchanger
connected to the pressure relief valve. It was designed for
condensing the water with an effective heat transfer area
of 5x1072 m?. The water being boiled was cooled by the
water circulating through the double pipe heat exchanger.
At the end of the cooking operation, the total condensed
water was measured by a sensitive balance. Thus, the
amount of heat rejected or the boiling loss was basically
estimated for the entire cooking process:

Qr = rTQl»/hfg = mwcp,w (Tp _TW) (39)

RESULTS AND DISCUSSION

The results of the developed thermal model were
compared with those of the numerical model and the
experiments. The model outputs for the CP were obtained
for different cooking parameters given in Table 4. It is
seen that the model yields pretty good results for the
prediction of the heat transfer area of the CHE and the
exit temperature of the HTF even at saturation (i.e.
boiling) temperature higher than 100 °C. This validation
is very significant for describing the most effective
parameters of the cooking process in terms of energy
efficiency. Besides, it can be useful in the design stage of
large-scale CPs and their efficient energy control.

Figure 7 shows the results obtained from the
experimental analyses and the numerical and thermal
models. The numerical and analytical results were
compared with the experimental results and good
agreement was obtained. While the maximum deviation
of the outlet temperature is 1.12% for the numerical
analysis, it is around 0.38% for the analytical approach.

Although the thermal model provides the advantage of
solution simplicity, it gives limited information about the
flow properties of HTF but is sufficient to make a CP
design. On the contrary, making a numerical analysis is
tedious and time-consuming; it provides better insight
into fluid dynamics properties. The developed thermal
model which estimates the outlet temperature of the
designed CHE favorably will ensure to calculate the
energy transferred to the mixture in the CP. This
knowledge is significant both in the stage of CP design,
energy optimization and system control. In Turkey, all
CP producers make their designs using trial and error or
by experience. However, this does not constantly give
satisfying results when the CP capacity and the operating



Table 4. Predictions of the analytical model for sample experiments.

Experimental Model
N 7 Tin Tex  Teat  Tins Tair Ab hi Re ho Ts Tex As  Uncertainty
- kg/ls °C °C °C °C °C sec |W/m*C - W/m*C °C °C m? As, %
1 0.0847 150.0 132.4 100.0 52.1 40.0 2,700 360 3184 2,371 1054 132.6 0.290 1.93
2 0.0916 145.0 129.8 100.1 52.3 39.5 2,700 377 3253 2,265 1054 129.8 0.289 2.17
3 0.1000 140.0 127.0 100.2 53.7 37.1 2,700 397 3341 2,152 105.3 127.0 0.287 2.48
4 0.1111 135.0 1245 100.0 53.5 37.7 2,700 424 3494 1995 1049 1240 0.272 2.96
5 0.1378 130.1 121.5 100.0 53.6 37.2 2,700 494 4060 1,996 104.9 121.3 0.279 3.55
6 0.1380 122.6 116.4 100.1 53.1 37.8 2,700 478 3642 1,597 104.4 116.4 0.286 4.81
7 0.1904 130.9 1254 110.2 56.2 36.0 2,220 674 5835 2,070 1145 1253 0.280 5.33
8 0.2258 130.8 128.2 120.2 56.0 36.2 1,400 805 7072 1,564 1234 1283 0.299  10.99
] length are important design parameters that need to be
150 o specified properly so that the convection heat transfer
. o coefficient in the CHE is enhanced.
140 1 o
G ] o During the cooking process, the minimization of the
=130 | 5 a R S thermal energy supply accompanied by preserving the
% ] = ! ~ o final product quality is essential ar_1d can be improved.
8 120 | o nlet = - The heat flux transferred to the mixture, ¢, should be
,G_E) 1 & outlet (Experiment) : adjusted as initiating the ONB since bubbles during
110 | o outlet (Numerical model) nucleate boiling serve as energy movers and provide
| 0 Outlet (Thermal model) upside-down movement of the mixture. Bayram (2006)
100 w w w w w w also proposed that the cooking temperature is to be at
0 1 2 3 4 5 6 boiling temperature to benefit from the mixing effect of
Data set (N)

Figure 7. Comparison between the theories and practice.

conditions change. Moreover, this would not result in
energy-efficient CP and lead to having a systematic
approach for waste heat recovery. When the system
parameters vary with design or operation, the system
control would not able to sustain energy optimization
anymore. For this reason, the developed models will
provide benefits from various aspects.

Temperature contours at the outlet of the CHE are
illustrated in Figure 8 for each case given in Figure 7. The
flow pattern is quite different relative to a straight tube
since the most prominent characteristic of flow in
helicoidal pipes is the secondary flow induced by
centrifugal force which causes the fluid particles inner
side of the CHE to move faster than the outer and thus
provides benefit to enhance the heat transfer rate. The
degree of secondary flow lowers gradually as moving
from Figure 8a to 8f. This is related to the balance
between the inlet temperature of the CHE and the
corresponding mass flow rate of the HTF demanded by
the cooking process. As the inlet temperature increases,
the mass flow rate is reduced to adjust the sufficient heat
load that needs to be transferred to the mixture in the CP.
At high inlet temperatures, the average HTF velocity is
relatively low thus it is probably earlier the secondary
flow at the pipe outlet to develop. This means that
increasing the HTF velocity in the CHE results in less
chance to develop the secondary flow. Therefore, the
inlet temperature, HTF properties and velocity, and pipe
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water bubbles. Thus, the regime of boiling is a decisive
parameter for enhancing the convective heat transfer
coefficient and effective cooking. Increasing the
convection heat transfer coefficient will increase the
mass transfer to wheat kernels and quicken the
gelatinization. However, as the ONB point is over
exceeded, the boiling loss and accordingly the energy
consumption will increase. Furthermore, the disruption
of wheat kernels and leaching of the starch during
cooking operation are affected by the strength of nucleate
bubbles. This may cause lots of problems such as
stickiness, size deformation, nutrient loss, etc. (Bayram
et al., 2004). Using a mechanical mixer inside the CP can
satisfy homogeneous mixing and cooking enhancement
but this will cause deformation of wheat grains.
Therefore, cooking conditions should be well arranged
for product quality to ensure complete gelatinization
without deforming, darkening and making the product so,
sticky. On the other hand, increasing the heat flux on the
CHE strengthens the boiling which, in turn, increases the
organic and coloring compounds leached into the water
and changes the watercolor to dark. Additionally as the
level of the leaching intensifies, the water becomes much
denser and its viscosity increases during boiling due to
water absorption by the wheat grains and water
unavailability with time. This partially prevents the
bubble movements and causes to lessen nucleate mixing
toward the end of the cooking process. Thus, it is
supplied more energy to the mixture in practical
applications for this problem to obtain complete
gelatinization at the bottom side (conical part) of the CP
An increasing mass of wheat grains at the upper part
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Figure 8. Temperature contours at the CHE outlet (as Kelvin) for the specified cases.

makes cushion effect to the bottom or applies pressure
which degrades the gelatinization of grains in that region.
Another factor causing ineffective energy transfer to that
part is the reduced HTF temperature at the downstream of
the CHE. Thus, the minimization of the energy
consumption results in many problems which should be
considered thoroughly.

Table 5 shows the cooking parameters of boiled wheat
obtained from different batches. The results reveal that the
inner structure of wheat grains, their initial moisture
content and thermo-physical properties affect cooking
quality and cooking time for complete gelatinization. The
complete gelatinization depends strongly on wheat
properties, cooking time, boiling temperature and regime.
Water absorption of wheat samples (i.e., moisture uptake)
during the cooking process can give information about the
level of gelatinization. The minimum moisture content of
boiled wheat on dry basis (d.b.) must be at the level of
100%. In this study, the cutting method to examine the
gelatinization was used where 100 cooked kernels were cut
into two equal pieces and then the endosperms were
examined for the opaque white center. As seen from Table
5, the yellowness index is inversely affected by increasing
the boiling temperature but this is not desired for the final
product quality. For the calculation of BODs, the method
presented by Balci and Bayram (2020) was used. Most of
the BODs values are lower than half of the results
presented by Balc1 and Bayram (2020) who obtained 429.5
mg/L under controlled experimental conditions. One of the
followed methods in this study is the minimization of
energy demand for cooking which results in reduced BODs
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values due to decreasing leaching substances with
reducing energy supply during the boiling process.
Wastewater of a bulgur plant is disposed to the
environment however it has a high value of BODs (about
450 mg/L Balci and Bayram (2020)) which can lead to
environmental diseases.

Minimization of the energy need to obtain gelatinized
wheat was also investigated in this study. The minimum
energy transfer to the mixture was adjusted by keeping the
central region of the CP at the boiling temperature. This
was accomplished by simultaneously monitoring the
measured temperature of the central region on the DAQ
interface program and adjusting the flow rate of the HTF
using a frequency-controlled pump. The diffusion of
convective currents from the CHE to the central part of the
CP was effective on this phenomenon. For this reason, the
heat flux on the CHE was regulated enough to initiate the
nucleate boiling. However, the ONB depends on the fluid—
heating material combination and the fluid pressure. Thus,
the ONB point specified in Figure 3 is able to change with
operating conditions. There is no available correlation in
the literature to estimate the ONB point for different
combinations. In this study, ¢, and ATexcess wWere
calculated and the results presented in Table 4 were
obtained. The measurements and the calculations showed
that ¢, ranged from 7,000 W/m?2 to 10,000 W/m? at
ATexcess = 5 °C. This range is in accord with the region of
nucleate boiling presented in Figure 3. Lowering the g,

more causes to lessen the bubble density and mixing
effect, particularly in large-scale industrial CPs.



Table 5. Properties of wheat for sample cooking operations.

Sample To Color Protein Ash BODs W
°C L a’ b” Yl % d.b. % d.b. mg/L % d.b.
1 100 51.50 8.88 31.78 85.43 10.94 1.26 215.0 103.3
2 100 50.36 8.55 30.49 83.99 10.40 1.32 212.5 108.7
3 100 51.33 9.22 30.39 86.51 10.85 1.32 222.7 114.0
4 100 51.09 8.85 3171 85.64 11.57 1.21 220.5 108.3
5 100 50.71 9.06 31.96 84.83 11.03 1.22 182.5 103.7
6 100 50.73 9.15 31.36 85.59 10.65 1.25 200.2 104.3
7 110 52.98 7.00 26.40 72.95 9.52 1.58 228.0 100.8
8 110 53.44 7.32 30.99 80.15 9.13 1.08 197.5 98.5
9 120 52.60 7.59 30.27 80.50 9.48 1.10 194.7 101.2
10 120 50.39 7.46 28.00 77.22 10.37 1.24 216.3 111.0

Conventional bulgur plants have operated CPs supplying
high energy to wheat grains in order to gelatinize them as
much as possible. The cooking state is controlled by the
use of centre cutting method, the color of evaporated
water from the CP or smell of this water (Bayram, 2006).
These simple methods are useful to be able to control the
cooking operation during bulgur production due to low
labor however these sensory methods are not developed
and rely on experience and qualified staff. Recently, this
step has left its place to new automated CPs in modern
bulgur plants.

In the automated CP, preheating temperature/time,
cooking temperature/time, water amount, resting and
discharging times are adjusted by the operator who
makes these data entry to the control panel of the CP. The
energy demand for industrial cooking is supplied
indirectly by a steam generator which is generally
operated under certain temperature levels and specified
thermal loads. The cooking load is adjusted by an
operator who manipulates the cooking time until the
gelatinization of the grains’ structure is maintained.
However, this procedure requires operational experience
based on the variation in the operational parameters
mentioned above. Noting that the properties of raw
material and the mixing of the reddish wheat with durum
wheat during harvesting and storing also affect the
cooking process and final product since finding pure or
homogeneous raw material is nearly impossible for
bulgur production in undeveloped and developing
countries (Bayram and Oner, 2006). Thus, the energy
supplied to the mixture in the CP is adjusted by an
experienced operator who observes the cooking degree of
bulgur at the end of the cooking process. During the
cooking process, the geometry of the CP (shape,

capacity, etc.) and the properties of the heating element
affect the cooking quality. For example, the latest
automated CP consumes 1.5 tons of saturated steam at
4.5-5 bar gauge pressure with a steam trap for the
cooking process utilizing 5:4 of tons wheat to water ratio.
The double-stage cooking operation is used in this
system. The CP in the first-stage preheats the water-
wheat mixture to a preset temperature of 80-85 °C. The
heating element is composed of a CHE in which steam is
used. After preheating, the mixture is unloaded into the
second-stage which cooks the wheat grains about 25-28
min until the preheating temperature reaches the
maximum temperature of 108 °C at the end of cooking.
Then, the mixture in this stage is rested about 15 min. The
moisture content of the wheat grains reaches 50-52%
w.b. (wet basis) at the end of the cooking process. The
residual water amount changes between 1-1.2 tons for
such a process. The CP in the second-stage has two
individual CHEs to enhance the degree of cooking. One
of them is used for heating the upper region (cylindrical
in shape) of the CP and the other is used for the conical
part heating. The use of single-piece CHE requires much
energy to keep the HTF temperature at the conical part
not lower. Lowering of the steam temperature will lead
to ineffective heat transfer at this part of the CP.
Moreover, circulation pumps are used to circulate the
process-water from the bottom side to the upper. The
steam expelled out during the cooking process is used in
the first stage of the cooking system for energy
efficiency. As a result, the average rate of specific energy
consumption is estimated at around 400-500 W/kg
(thermal power supplied for one kilogram of wheat) for a
modern industrial bulgur plant to produce bulgur. This
rate would increase to 800 W/kg for conventional bulgur
plants having a single-stage non-automated CP.

Table 6. Water balance for sample cooking operations”.

Sample Mey Mp—M¢ M Mioss mr m Ma mg
1 3 903 483 518 12,460 137 11,770 26,000
2 3 1,501 447 565 12,150 140 11,474 26,000
3 3 1,626 406 530 12,200 134 11,369 26,000
4 3 2,001 525 648 11,965 122 10,980 26,000
5 3 2,014 511 583 12,240 124 10,773 26,000
6 3 3,500 436 645 10,453 145 11,108 26,000

“All units in gram.
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The experimental findings show that the minimum rate
of specific energy consumption is around 325-375 £5%
W/kg in case of preheating the process-water with boiling
losses, but it could reach 400—475 £5% W/kg without
using waste heat. When the wheat to water ratio is
reduced to 1, the energy supply for preheating could be
reduced ~25%. As concluded, the energy need in large-
scale CPs can be improved by enhancing the overall
convection heat transfer coefficient inside the CP and by
lowering the water amount. However, even the energy
demand can be reduced as a result of the mentioned
improvements; it cannot be lowered any more. Since the
average Re in the CHE must be higher than 2,300. Under
most practical conditions, the flow in a pipe is laminar
for Re < 2,300 which results in low ¢, to reject heat for

a certain pipe length. Otherwise, the pipe length extends
too much and it becomes unsuitable for CP design. A
conservative approach for fully turbulent is taken as Re
> 4,000 in many cases (Cengel and Ghajar, 2011). Thus,
the mass flow rate through the CHE is adjusted based on
this critical value and the coil length is specified as a
function of convection heat transfer coefficient and
critical heat flux. Besides, as the coil radius is increased
in large-scale applications, the effect of coil curvature on
flow decreases and thus the domination of centrifugal
forces will be lesser (Jayakumar et al., 2010). In other
words, the curved pipe would behave a straight pipe
which, in turn, lowers the convection heat transfer
coefficient inside the CHE.

The mass balance of water during the cooking process is
considered to be significant for energy consumption.
Table 6 shows the mass balance for the water utilized
during the cooking process. In many conventional bulgur
plants, the process-water amount is used 1.4 times of the
wheat amount. As a rule of thumb, ~43% of the process-
water is absorbed by wheat kernels at the end of the
cooking process and ~28% of the process-water is
rejected as wastewater and 2.5% of the cooked wheat
amount is leached into the wastewater in industrial
practices. The water uptake (m,) calculated in this study
is coherent with the industrial data and the wastewater
amount (m;) is higher relative to the practice since the
energy optimization has yielded lower water evaporation.
It is noted that 1.4-ratio corresponds to 2.0-ratio in our
experimental study. Based on 2.0-ratio, the percentage of
wastewater will increase from 28% to 40%. While m,
obtained from this study was around 12,000 gr, it would
have been ~10,400 gr (26,000%40%) based on the data of
industrial practice. Sample 2 in Table 6 shows that the
wastewater amount is close to the practice since the
energy supplied to the mixture was high and more water
was accordingly evaporated during boiling. The total
amount of leached substances was measured by
evaporating the sample residual water. The percentage of
leached substance was about half of the industrial
practice which is pretty consistent with the practice since
BODs which is a measure of leached substance amount
in the wastewater was reduced to less than half as
compared to the practice.
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At the end of the cooking process, the butterfly valve of
the CP is opened and the residual water is discharged into
a collecting vessel. Some part of this water which flashed
and evaporated into ambient air constitutes ~4% of the
process-water amount. The amount of water flashed
depends strongly on atmospheric conditions such as
atmospheric pressure, the relative humidity of a location.
The instantly measured values by the Turkish State
Meteorological Service (MGM, 2019) were used in the
calculations. As seen, the estimated me, values are
negligible to consider it in the water balance.

CONCLUSION

Turkey is the biggest bulgur producer (1,230,766 tons per
annum as of 2018 (TMO, 2019)) in the world and exports
annually above 120 million $ to other countries. In
Turkey, there are a great number of manufacturers
producing CPs at different types and performance. The
designs of these systems are generally made by trial and
error or experience however this is not an effective
method of getting these systems better without prior
theoretical analyses. This study presents the details of the
wheat cooking process and a novel thermal model for
designing CP (having CHE as an energy supplier or
heating element) which is widely used in bulgur plants.
The effect of the heating element and its design
properties have been discussed from the views of energy
efficiency and bulgur quality. The findings of this study
which would guide CP producers and bulgur plants
positively are as follows:

The ONB serves as an energy mover and provides
upside-down movement of the mixture via nucleate
bubbles. It depends upon the critical heat flux on the
CHE which corresponds to ATexcess = 5 °C. This
value is significant to estimate the critical heat flux
and the surface area of the CHE for regulating
energy efficiency. Increasing the critical heat flux
which, in turn, causes more water to be evaporated
during cooking increases the water unavailability in
the CP. As a result, this may result in producing
ungelatinized wheat kernels if wheat to water ratio is
around 1.

Changing the coil pitch has a negligible effect on the
Nu inside the CHE whereas the effect of coil radius
decreases it. Increasing the diameter of the coil
requires having a lengthy pipe to attain a fully
developed flow. The proper sizing of CHE is very
essential for both the volume in the CP and the heat
transfer properties of flow to accomplish the task.
The minimum energy supplied to the mixture is
related to the degree of wheat kernels being
completely gelatinized at the end of the cooking
process. This can be performed by accelerating the
nucleate bubble formations, i.e. initiating the
nucleate boiling. Only supplying energy during the
cooking process to meet the heat loss of the CP does
not accomplish the complete gelatinization and
extends the gelatinization time since the diffusion of



water into starch is related to the enhancement of
boiling convection heat transfer coefficient.

The estimated average rate of specific energy
consumption lies between 400-500 W/kg (thermal
power supplied for one kilogram of wheat) for a
modern industrial bulgur plant whereas it would
increase to 800 W/kg for conventional bulgur plants
having single-stage CP. The experimental findings
have indicated that the corresponding range could be
between 325-375 +£5% W/kg with waste heat
recovery (otherwise it would reach to 400475 £5%
W/kg) and doubled process-water amount. The
estimated range can be reduced both by reducing the
water amount (this minimizes only the energy
consumption through the preheating of the mixture
~25%) and enhancing the convection heat transfer
coefficient of the HTF inside the CHE using steam
instead of thermal oil.

The minimization of energy supply for cooking has
a positive effect on BODs. BODs which is about 450
mg/L in the wastewater of a bulgur plant has been
reduced less than half of that value by the energy
optimization strategies.

The process-water can be reduced to half by water
recovery, i.e. decreasing wheat to water ratio to
1:1-1:1.2 as the study clearly indicates. This
knowledge is also supported based on the
applications of a modern bulgur plant. Reducing
water amount will have a positive effect on the
energy demand minimization.

Insulating the outer side of the CP is essential to
minimize the heat loss to the surroundings up to 3—4
based on the operating conditions. As seen in Table
4, the insulation material prevents the CP outer
surface to increase higher levels i.e. boiling
temperature. This is not a common application in
Turkish bulgur plants. The inclination angle of the
cover plate is to be adjusted lower than 20° if the
evaporated water is used in the second stage of the
CP and it would be higher than 20° if the evaporated
water is to be condensed in the CP. The latter case
benefits water recovery. A non-insulated cover plate
of the CP will also cause to increase the
condensation on the plate.
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Abstract: In this study, the effects of the plasma actuator on flow control at varied Reynolds numbers and attack
angles are examined. Plasma actuator is placed on the NACAZ2415 airfoil at x/C = 0.1. The effect of the actuator to
active flow control is examined at Reynolds number between 8x10° and 9x10* in the wind tunnel. The lift force which
acted on the airfoil was measured by using a force balance system. The velocity measurements were done by the hot-
wire probe, located at the wake region, and the flow around model was visualized by the smoke wire method. When
the plasma was active, an increased lift force and a narrowed wake region are observed. The stall angle shifted to the
higher attack angle by the effective active flow control at low Reynolds numbers. Prevent of the flow separation was
enhanced up to 18° angle of attack and the maximum lift force occurred at the 14° angle of attack which is doubled
when the plasma actuator is on.

Keywords: airfoil, flow control, lift force, plasma actuator

PLAZMA AKTUATORUN NACA2415 AIRFOIL ETRAFINDA AKIS KONTROLUNE
ETKILERININ ARASTIRILMASI

Ozet: Bu calismada, degisen Reynolds sayilarinda ve hiiciim acilarinda plazma aktiiatorlerin akis kontroliine etkisi
incelenmistir. Plazma aktiiator NACA2415 airfoil tizerinde x/C=0.1 konumuna yerlestirilmistir. Aktiiatoriin aktif akis
kontroliine etkisi Reynolds sayismin 8x10° ile 9x10* araliginda riizgar tiinelinde incelenmistir. NACA2015 tipi ugak
kanat profiline etki eden kaldirma kuvveti, kuvvet balans sistemi kullanilarak 6l¢tilmiistiir. Hiz 6l¢timleri, iz bolgesine
konumlandirilan kizgin tel probu ile dlgiilmiis ve model etrafindaki akis duman tel yontemi ile gorsellestirilmistir.
Plazmanin aktif oldugu durumda, kaldirma katsayisinda artis ve iz bolgesinde daralma gézlemlenmistir. Diisitk
Reynolds sayilarinda etkili aktif akis kontrolii ile akis ayrilmasi daha yiiksek hiiclim agilarina kaydirilmigtir. Akig
ayrilmast 6nlenmesi 18° hiicum agisina kadar artirilmistir ve  14° de gergeklesen en yiiksek kaldirma kuvveti plazma
aktiiatoriin caligtirilmasi ile iki katina ¢ikmuistir.

Anahtar Kelimler: airfoil, akis kontrolii, kaldirma kuvveti, plazma aktiiator

NOMENCLATURE INTRODUCTION

Re Reynolds number In many engineering applications, the fluid acting on
C. Lift coefficient bodies caused design and control problems. In recent
a Attack angle years, optimum design and control have been desired in
f Frequency the aeronautic industry to produce lightweight and
\% Voltage compact air vehicles. Many control strategies are
C Chord length developed to control flow around bodies. These
X Location of actuator on airfoil methods can be classified as a passive control such as
AR Aspect ratio trip wires, geometrical modification, control rod, splitter
pp Peak to peak plates and active control such as synthetic jets, suction
Us Free stream velocity or blowing channels, plasma actuators etc (Firat et al.
U Local velocity 2013). In this study, the plasma actuators are

investigated because of the promising solutions they
provide to the flow control. The plasma actuators
convert surrounding air to ionized air and generate a
surface plasma which drives the bulk motion of
molecules in the plasma region. The bulk motion creates



an induced flow on the bodies (Sanlisoy 2013). The
advantages of the plasma actuators could be as follows:
transfer of electrical energy to the flow without any
moving parts and high response time. The flow control
characteristics, such as aerodynamic force coefficients,
flow separation and the stall angle could be enhanced by
plasma actuators at low Reynolds numbers (Akansu and
Karakaya 2013; Akansu et al. 2013; Akbiyik et al.
2017). Basically, plasma actuators consist of two
electrodes, dielectric material, and a power supply
which provides the energy. The plasma actuators can be

classified as a DC corona discharge plasma actuators
and the dielectric barrier discharge actuators.
Preliminary researches were done by using the DC
corona discharge which consists of two electrodes
located on the geometry and then activated by the power
supply. This method has limited use because of glow to
spark transition occurrence at high voltages. Roth et al.
(2004) designed the dielectric barrier discharge actuator
which has electrodes located on the upper and lower
surface of dielectric material to prevent this transition.

Table 1. The studied topics in the literature.

Research team

Studied topics

Required properties

Zito et al. (2012), Dielectric -high dielectric strength,

Thomas et al. (2009), materials -low dielectric constant (quartz-like materials) -increased

Ryan and  Subrata thickness of dielectric material

(2012) -flexible to mount on curved bodies, thin and nonfragile

Debien et al. (2012), Electrode The embedded electrode should be sufficiently wide to obtain
Erfani et al. (2015), geometry optimum body forces. There are a variety of exposed electrode
Thomas et al. (2009) geometry in the literature which has been investigated.

Thomas et al. (2009), Multi actuator | the body forces increase with the number of actuators.

Roth et al. (2004) arrays the enhancements are not proportional to the number of actuators.

Paraelectric and peristaltic actuation mechanisms are introduced
to enhance body forces.

Guler et al. (2018)

Benard and Moreau | Signal modulation
(2010),

Little and Samimy

(2010),

Duty cycles, burst modulation, and amplitude modulation signals
were used in the literature.

Roth et al. (2004),

Plasma discharge

Corona discharge, dielectric barrier discharge, nanosecond pulse

Song et al. (2012) mechanism discharge.

Abdollahzadeh et al. | The effect of | The effects of plasma applicator on the lift coefficient, the drag
(2018), plasma applicator | coefficient and stall angle delaying are examined.

Feng et al. (2012), on the  flow

Taleghani et al. (2012), | control

Meng et al. (2018)

Jolibois et al. (2008), Plasma actuator | Optimum position is near separation edge.

Sosa and Artana (2006) | position

Feng et al. (2012) Wake region | The effects of the plasma applicator on the wake region of airfoils

characteristics

are drifted to downward and the recirculation region narrowed

and shortened

The studies in the literature are carried out in the
stationary medium to investigate the generated flow with
the plasma actuator (wall jet velocity) or in controlled
flow field to examine the effect of plasma actuator on
the flow control. There are electrical parameters which
are effective in the plasma actuator characteristics
whereas there are flow control parameters which are
affected by the electrical properties of the plasma
actuator. The effective parameters are the voltage,
frequency, plasma power, dielectric material properties,
electrode design while the flow control parameters such
as the plasma-induced velocity, velocity distribution,
pressure distribution, velocity profile in the wake region,
the lift coefficient and the drag coefficient are effected
parameters by the plasma actuator.
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The challenges of the plasma applicators can be listed in
Table 1.

Although there are many studies on the flow control
with the plasma actuator, the limitations of the plasma
actuators are not given comprehensively. In this study,
limitations of the flow control with the plasma actuator
are examined. While the plasma actuators are effective
at very low Reynolds numbers (up to 5x10* Re), it
becomes insufficient at low Reynolds numbers (higher
than 5x10* Re). The enhancement of the lift coefficient
and the wake region narrowing and shifting to
downward are given at varied angles of attack.



EXPERIMENTAL SETUP

In this study, the plasma actuator was driven by a
custom-made power supplier. It consists of a signal
generator, Mosfet Audio Amplifier to amplify the signal,
and coils to raise the output voltage to the desired level.
The obtained signal in each step was measured by
Tektronix P6015A high voltage probe and Fluke 80i-
110s AC/DC current probe and acquired by NI PCle-
7841R model data acquisition card and monitored using
Tektronix TDS2012B oscilloscope and Labview
interface.

The open low-speed wind tunnel with a square test
section of 570 mm x 570 mm x1000mm which had

15 mm (Distance from leading edge (%))
1>

lower than 1 % turbulence intensity was used to perform
the experiments at Nigde University. It had free stream
velocity range of 0-15 m/s and the exhaust of the wind
tunnel connected to the open atmosphere to provide safe
laboratory conditions. The model in wind tunnel has
swept up to 20° angle of attack and the maximum
blockage ratio has stayed below 0.1 and it is usually
chosen between 0.01 and 0.1 with 0.05 being typical
(Barlow et al. 1999). The plasma actuator is placed on
NACA2415 airfoil geometry which has 150 mm chord
length and 510 mm span length between the end-plates.
Two end plates of 280 mm in diameter were used to
provide two-dimensional flow around the model.

| | Traversing from-
| | 200 mm to +200

i | mm with 10 mom
intervals

150 mm (Chord lenght (C))

Figure 1. Details of the geometry and the hot wire traversing measurement location
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Figure 2. Presentation of the measurement systems
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The plasma actuator was located on NACA2415 airfoil
at x/C = 0.1 as shown in Figure 1. In this configuration,
the exposed and grounded electrodes have 5 mm, 12
mm width respectively. It consists of 495 mm grounded
and exposed electrodes in length and 3 layers of Kapton
dielectric tape between them.

Effect of plasma actuators to flow around airfoil
observed by measuring the velocity in the wake region,
measuring the aerodynamic forces act on the model and
visualizing the flow around the model. The measurement
system configuration is given in Figure 2. In the force
measurement method, the ATl model load cell measures
the 6 components of force, was used to measure the lift
component. The attack angle is controlled by the
computer-aided rotary unit which connected to load cell.
The measurements were conducted at a sampling
frequency of 200 Hz and 3000 samples were collected
by the data acquisition card. Also, each measurement
repeated 2 times to eliminate measurement errors. Then,
the lift force acts on the airfoil, projection area of the
airfoil, free stream velocity and air density in test section
of wind tunnel were measured to calculate the lift
coefficient.

The velocity in the wake region of the model and free
stream velocity were measured by a hot-wire
anemometer. In this method, Dantec 55P11 model probe
located at a point which is 210 mm far from the model
test section in horizontal direction is used to measure the
free-stream velocity. The same probe is also used to
measure the velocity in the wake region by locating it
downstream of the NACA2415 airfoil model. It was
controlled by a traverse mechanism to scan the velocity
profile in the wake region. The velocity measurements
were taken 75 mm downstream of the airfoil and along
the distance ranging from -200 mm to 200 mm with 10
mm intervals as shown in Figure 1. In each interval,
16,384 samples were collected with a sampling
frequency of 2 kHz.

Smoke-wire system was used to generate smoke in the
wind tunnel test section. It consists of a wire connected
to a power supply, light generator, and a camera. To
generate the smoke, paraffin injected to the wire which
flows through the wire and just small portion of it stay
on the wire and when the power supply turned on, the
wire heated up and evaporated the paraffin. The top
plane of the test section was illuminated by KRUSS
OPTRANIC cold light generator to visualize the flow
around the airfoil and Fujifilm HS20EXR camera was
used to capture the flow visualizations.

RESULTS AND DISCUSSIONS

The NACA2415 airfoil model was compared with the
other studies to validate the geometry. In Figure 3, the
attack angle versus lift coefficient around the Reynolds
number 6x10* of compared with the study of Micheal et
al. (1996).
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In Figure 4, Mueller (2002) expresses the effect of
Reynolds numbers to the lift coefficient for Reynolds
numbers in the range of 10*<Re<107 for airfoil models.
The flow structure and the lift coefficient change with
the Reynolds number. Especially, at the low Reynolds
number, the lift coefficient gradient increases by the
change of Reynolds number. Similar results are
observed for NACA2415 airfoil at 10° angle of attack
when it is compared with the range of smooth airfoils.

1.4 NACA2415 Airfoil
" |—e— Re 57000 Current study

124 Re 60000 Michael et al (1996) 5

1,0
0,8
0,61
0,4
0,2

0,04

-0,2

0 10 15 20

Attack angle, o [ °]
Figure 3. Lift coefficient versus angle of attack for NACA
2415 airfoil

This transition region corresponds to the effective
plasma actuation velocities. Plasma actuator generates
induced flow on the surface with approximately 2.5 m/s
velocity at 8 kV peak to peak voltage and 3.6 kHz
frequency in still air. This induced velocity reattaches
the separated flow from the airfoil at low Reynolds
numbers up to 5x10* which corresponds to 6.5 m/s free
stream velocity. Because, the induced velocity has the
required momentum to reattach the flow on the surface
at low Reynolds number.

3,0
e Current study
2,51 Model:NACA2415
C, AR=3.4 (end plate)
2,04 1,2,3 actuators located,
Plasma closed [
1,54 o=10°
1,0- d/ﬁ' T
:iZ:::“'"’/ Cy range for smooth
054 ge°°® L e
airfoils (Mueller; 2002)
0,0 T T T T
4 5 6 7
10 10 Re 10 10 F

Figure 4. Lift coefficient range of airfoils at low Reynolds
numbers

However, the momentum which is generated from the
induced velocity of plasma actuator becomes
insufficient in higher Reynolds numbers and flow
separation occurs. As a result, the flow separation can
not be prevented and the plasma actuator becomes
insufficient in the flow control at high Reynolds



numbers (Re>5x10%). In case of separation of flow from
the upper surface of the airfoil, the lift coefficient stays
lower.

The change of lift coefficient depends on the Reynolds
numbers shown in Figure 5 in the case of active and
passive plasma actuators. While the lift coefficient
enhanced for the value of 5x10* Re, the effect of plasma
actuator becomes inadequate for the higher Reynolds
numbers in the current experimental conditions. At very
low Reynolds numbers, a high rate of increment of the
lift coefficient is observed. It is because of the high ratio
of plasma-induced velocity to free-stream velocity at
very low Reynolds number. By increasing the Reynolds
number, free stream velocity becomes dominant in the
total velocity. The total velocity consists of the plasma
induced velocity which was 2.5 m/s in still air for the
given operating condition of plasma actuator and the
free stream velocity which corresponds to 6.5 m/s for
5x10* Re. The plasma actuator was effective till 5x10*
Re.

104
®  Plasma passive
8 ® Plasma active(x/C=0.1)
c Te £=3.6 kHz, V=8 kVpp
- NACA2415, a=10°, C=15cm (end plate)
6 4
44
21 o®
.°0.=oooo|.|-..l|-l-
04 =l "L L
]
0 20000 40000 60000 80000 100000
Re

Figure 5. Lift coefficients versus Reynolds numbers in the
cases of active and passive plasma actuators

The lift coefficient’s dependency on the angle of attack
when the plasma actuator is passive at different
Reynolds numbers are given in Figure 6. Lift coefficient
curves for Re 57200, 75000 and 87000 overlapped. It
indicates that the flow structures are approximately the
same. On the other hand, lift coefficient curves diverge
at very lower Reynolds numbers which indicates the
change of flow structure. This could be explained by the
stall effect. While the stall effect is uncertain at very low
Reynolds numbers, it becomes clear with an increase of
the Reynolds number.

Figure 7 presents the lift coefficient’s dependency on the
angle of attack when the plasma is active and passive.
When the plasma actuator is passive, the lift coefficient
increased up to 0.6, by increasing the angle of attack up
to 6°. By using the plasma actuator, the lift coefficient
enhanced to 1.45. The maximum lift coefficient occurs
at 14° angle of attack. When the angle of attack
increased further, the plasma actuator becomes
insufficient to force the flow reattach to the airfoil

surface. The flow boundary layer breaks of the airfoil
surface to cause flow separation and the stall effect is
observed.
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Figure 6. Lift coefficient versus angle of attack at different
Reynolds numbers
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Figure 7. Effects of the plasma actuator on the lift coefficient
under variation of angle of attack

The applied voltage, frequency, and the signal type have
an influence on the performance of the plasma actuator.
Especially, higher applied voltage increases the induced
flow which enhances the flow control. The lift
coefficient versus Reynolds number is plotted in Figure
8 for the different applied voltages.
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Figure 8. Effect of the plasma actuation voltage to the lift
coefficient at different Reynolds number when the angle of
attack is 10°
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Figure 9. Effect of plasma actuator on the dimensionless velocity over wake region downstream of NACA2415 airfoil at a varied
angle of attack

The plasma actuator enhances the lift coefficient up to the free-stream velocity is quite bigger than the induced
5x10* Re for all voltage values, after that the plasma flow at a higher Reynolds number. That is why the
actuator becomes inadequate for higher Reynolds plasma actuators become insufficient to control the flow
numbers. When the plasma-induced flow is sufficiently separation around the model at higher Reynolds
high, the lift coefficient enhancement occurs. However, numbers.
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Figure 9 represents the effect of the plasma actuator on
the velocity distribution over the wake region at varied
angles of attack. According to the Figure 9, the wake
region is enlarged by increasing the angle of attack. By
using the plasma actuator, the wake region is narrowed
essentially. Also, the effect of the plasma actuator on the
flow attachment is clearly seen up to 14° angle of attack.
The wake region is shifted further downstream because
of the flow attachment at the upper surface of the model.
When the angle of attack exceeds 14°, the plasma-
induced flow becomes insufficient to control the flow
separation and hence the wake region is not affected by
the plasma actuator.

Figure 10 shows the flow structure around NACA2415
airfoil when the angle of attack and the Reynolds
number were 10° and 36000 respectively. It is clearly
seen from Figure 10, the applied voltage changes the

a=12°, Re 36000

a=12°, Re 36000

induced velocity by the plasma actuator. Changes in the
induced velocity attach the flow to the wall. While the
plasma actuator is passive, the flow is separated and a
wide rage of wake occurs. By applying 5 kV voltage to
the plasma actuator, the flow separation was prevented
partially. Because the plasma-induced flow was
insufficient to upgrade the momentum of fluid elements
moving in the close vicinity of wing surface to keep
attaching the flow on the airfoil totally. By applying 6
kV of voltage, the flow kept on moving close to the
airfoil surface. The increase of voltage causes an
increment in the induced flow. When the Reynolds
number or the angle of attack increases, a higher voltage
levels are needed to obtain the flow attachment as shown
in Figure 11. However, the power supply or the
dielectric material constraints to apply higher voltages.

a=16°, Re 36000 a=16°, Re 36000

Figure 11: Effect of the angle of attack in passive and active cases of plasma actuator at 8 kVpp voltage and 3.6 kHz frequency to

the flow structure around NACA2415 airfoil

Table 2. The uncertainties of the measured and calculated

parameters.
Measured Parameter Uncertainty (%)
Atmospheric pressure 1.1
Ambient temperature 0.67
Chord length 0.66
Span length 0.19
Air viscosity 0.51
Pressure transducer 9.6
Air density 1.2
Projected area 0.68
Hot wire anemometer 5.44
Lift force 5.5
Calculated Parameter Uncertainty (%)
Reynolds number 5.6
Lift coefficient 12.26

The uncertainty of the measured and calculated
parameters are calculated according to methodology
defined by (Coleman and Steele 2009). The

uncertainties of the measured and calculated parameters
are given in Table 2.

CONCLUSION

In this study, limitations of the flow control with a
plasma actuator are examined. While the plasma
actuators are effective at very low Reynolds numbers
(up to 5x10* Re), it becomes insufficient at low
Reynolds numbers (higher than 5x10* Re). The plasma
actuator was able to increase the lift coefficient for the
range of Reynolds number varied from 0 to 5x10% At
very low Reynolds numbers, a high rate of increment of
lift coefficients was observed because of the high ratio
between plasma-induced flow and free-stream velocity.
A rate of increase in the applied voltage caused higher
induced velocity. At very low Reynolds numbers, the
induced flow could manipulate the flow structure and
enhanced the lift coefficient. When the plasma actuator
is passive, the lift coefficient increased to its value of
0.6 by increasing the angle of attack up to 6°. When the
plasma actuator is activated, the value of lift coefficient



was 1.45 at 14° angle of attack. Also, the stall effect
shifted to the higher angle of attack. The wake region
was narrowed by the plasma actuators up to 14° angle of
attack. In addition, the wake was shifted further
downstream because of the flow attachment at the upper
surface of the model.

ACKNOWLEDGMENT

The authors would like to acknowledge the financial
support of this work by the Scientific and Technological
Research Council of Turkey (TUBITAK) under the
Contract Number of 110M056. The authors also thank
the rest of project team for their assistance in the
performing of the study.

REFERENCES

Abdollahzadeh, M., J. C. Pascoa, and P. J. Oliveira,
2018, Comparison of DBD plasma actuators flow
control authority in different modes of actuation,
Aerospace Science and Technology, 78, 183-96.

Akansu, Y.E., F. Karakaya, and A. Sanlisoy, 2013,
Active Control of Flow around NACA 0015 Airfoil by
Using DBD Plasma Actuator, EPJ Web of Conferences,
45, 01008.

Akansu, Yahya Erkan, and Fuat Karakaya, 2013,
Elektrohidrodinamik Yontemler ile Aerodinamik Yapili
Cisimler Etrafindaki Akis Kontrolii, In.: TUBITAK.

Akbiyik, Hiirrem, Yahya Erkan Akansu, and Hakan
Yavuz, 2017, Active control of flow around a circular
cylinder by using intermittent DBD plasma actuators,
Flow Measurement and Instrumentation, 53, 215-20.

Barlow, Jewel B., Alan Pope, and William H. Rae.
1999. Low-speed wind tunnel testing (Wiley, New
York).

Benard, N., and E. Moreau, 2010, Capabilities of the
dielectric barrier discharge plasma actuator for multi-
frequency excitations, Journal of Physics D: Applied
Physics, 43, 145201.

Coleman, Hugh W. , and W. Glenn Steele. 20009.
Experimentation, Validaiton, and Uncertainty Analysis
for Engineers (John Wiley&Sons, New Jersey).

Debien, A., N. Benard, L. David, and E. Moreau, 2012,
Unsteady aspect of the electrohydrodynamic force
produced by surface dielectric barrier discharge
actuators, Applied Physics Letters, 100, 013901.

Erfani, Rasool, Hossein Zare-Behtash, Craig Hale, and
Konstantinos Kontis, 2015, Development of DBD
plasma actuators: The double encapsulated electrode,
Acta Astronautica, 109, 132-43.

138

Feng, Li-Hao, Timothy N. Jukes, Kwing-So Choi, and
Jin-Jun Wang, 2012, Flow control over a NACA 0012
airfoil using dielectric-barrier-discharge plasma actuator
with a Gurney flap, Experiments in Fluids, 52, 1533-46.

Firat, E., Y.E. Akansu, and M. Hacialiogullari, 2013,
Active control of flow around a square prism by slot jet
injection, EPJ Web of Conferences, 45, 01029.

Guler, A. A, M. Seyhan, and Y. E. Akansu, 2018,
Effect of signal modulation of DBD plasma actuator on
flow control around NACA 0015, Isi Bilimi Ve Teknigi
Dergisi-Journal of Thermal Science and Technology,
38, 95-105.

Jolibois, Jérome, Maxime Forte, and Eric Moreau, 2008,
Application of an AC barrier discharge actuator to
control airflow separation above a NACA 0015 airfoil:
Optimization of the actuation location along the chord,
Journal of Electrostatics, 66, 496-503.

Little, Jesse, and Mo Samimy, 2010, High-Lift Airfoil
Separation with Dielectric Barrier Discharge Plasma
Actuation, AIAA Journal, 48, 2884-98.

Meng, Xuanshi, Haiyang Hu, Xu Yan, Feng Liu, and
Shijun Luo, 2018, Lift improvements using duty-cycled
plasma actuation at low Reynolds numbers, Aerospace
Science and Technology, 72, 123-33.

Micheal, S. Seling, A. L. Christopher, G. Philippe, P. N.
Cameron, and J. G James. 1996. Summary of Low-
SpeedAirfoil Data (SoarTech Publications, USA).

Roth, J. Reece, Raja Chandra Mohan Madhan, Manish
Yadav, Jozef Rahel, and Stephen Wilkinson. 2004. Flow
Field Measurements of Paraelectric, Peristaltic, and
Combined Plasma Actuators Based on the One
Atmosphere  Uniform  Glow Discharge Plasma
(OAUGDP). in, 42nd AIAA Aerospace Sciences
Meeting and Exhibit (American Institute of Aeronautics
and Astronautics).

Ryan, Durscher, and Roy Subrata, 2012, Aerogel and
ferroelectric dielectric materials for plasma actuators,
Journal of Physics D: Applied Physics, 45, 012001.

Sanlisoy, Aytac, 2013, Investigating the Effects of
Plasma Actuator on the Flow Control Around
NACA?2415 Airfoil, Master thesis, Nigde University.

Song, Huimin, Qiaogen Zhang, Yinghong Li, Min Jia,
Yun Wu, and Hua Liang, 2012, Plasma Sheet Actuator
Driven by Repetitive Nanosecond Pulses with a
Negative DC Component, Plasma Science and
Technology, 14, 327.

Sosa, Roberto, and Guillermo Artana, 2006, Steady
control of laminar separation over airfoils with plasma
sheet actuators, Journal of Electrostatics, 64, 604-10.



Taleghani, A. Shams, A. Shadaram, and M. Mirzaei,
2012, Effects of Duty Cycles of the Plasma Actuators on
Improvement of Pressure Distribution Above a
NLF0414 Airfoil, IEEE Transactions on Plasma
Science, 40, 1434-40.

Thomas, Flint O., Thomas C. Corke, Muhammad Igbal,
Alexey Kozlov, and David Schatzman, 2009,

Optimization of Dielectric Barrier Discharge Plasma
Actuators for Active Aerodynamic Flow Control, AIAA
Journal, 47, 2169-78.

Zito, Justin C., Ryan J. Durscher, Jignesh Soni, Subrata
Roy, and David P. Arnold, 2012, Flow and force
inducement using micron size dielectric barrier
discharge actuators, Applied Physics Letters, 100,
193502.

Ayta¢ SANLISOY, received his B.Sc. degree and M.Sc. degree in Mechanical Engineering
from Nigde University in 2011 and 2013, respectively. He received his PHd. degree in
Mechanical Engineering from Gaziantep University in 2018. He is currently working as
Assistant Professor at Yalova University. His research interests include plasma actuators for
flow control, plasma gasification systems and thermodynamics.

Yahya Erkan AKANSU, received his B.Sc. degree in Mechanical Engineering from

Erciyes University in 1993, M.Sc. degree and Ph.D. degree from Karadeniz Technical
University in 1998 and 2004, respectively. He currently works as Professor in Mechanical
Engineering Department of Nigde Omer Halisdemir University. His research interests
include active and passive aerodynamic flow control applications.



Is1 Bilimi ve Teknigi Dergisi, 40, 1, 141-153, 2020
J. of Thermal Science and Technology

©2020 TIBTD Printed in Turkey

ISSN 1300-3615

THEORETICAL ANALYSIS OF A CASCADE REFRIGERATION SYSTEM WITH
NATURAL AND SYNTHETIC WORKING FLUID PAIRS FOR ULTRA LOW
TEMPERATURE APPLICATIONS

Baris YILMAZ*, Ebru MANCUHAN** and Deniz YILMAZ***
***Marmara University, Faculty of Engineering, Mechanical Engineering Department
34722, Kadikdy, Istanbul, Turkey,
*byilmaz@marmara.edu.tr (corresponding author), **emancuhan@marmara.edu.tr
***stanbul Arel University, Faculty of Engineering and Architecture, Mechanical Engineering Department 34295,
Istanbul, Turkey, denizyilmaz@arel.edu.tr

(Gelis Tarihi: 30.01.2019, Kabul Tarihi: 27.02.2020)

Abstract: In this study, a theoretical model is established using Engineering Equation Solver (EES) software in order
to investigate the effects of different design and operation parameters on the performance of the cascade systems for
Ultra Low Temperature (ULT) between -50 °C and -100 °C. The analysis is performed for natural and synthetic
refrigerant pairs to find an environmentally friendly alternative to commercial synthetic refrigerants. Effects of
common parameters such as the evaporation temperature of low temperature cycle (LTC), the condensation
temperature of high temperature cycle (HTC) and the temperature difference in the cascade heat exchanger (HX) have
been investigated with the proposed model. Furthermore, influence of operation parameters including vapor quality of
the refrigerant after the expansion valve and the precooler heat exchanger (PCHX) capacity, crucial to reach ULT
conditions, on the system performance are examined. This study also contributes to the theoretical evaluation of the
feasible natural refrigerant alternatives for ULT applications and the comparison of these refrigerants with synthetic
ones in terms of performance and the environmental aspects. It is found that the natural refrigerant R1270/R170 pair
results in about 5% better COP and almost half less CO, emissions compared to synthetic refrigerant R404A/R508B
pair.

Keywords: Ultra-Low Temperature, Cascade Refrigeration System, Natural Refrigerants, COP, TEWI

DOGAL VE SENTETIK SOGUTUCU AKISKAN CiFTLERI KULLANILAN BIiR
KASKAD SOGUTMA SIiSTEMININ ULTRA DUSUK SICAKLIK UYGULAMALARI
ICIN TEORIK ANALIZI

Ozet: Bu caligmada, ultra diisiik sicaklik (UDS) (-50 °C ile -100 °C) uygulamalarinda farkli dizayn ve ¢alisma
parametrelerinin kaskad sistem performansina etkilerini incelemek i¢in EES yazilimi kullanilarak teorik bir model
olusturuldu. Kaskad sistemlerde kullanilan sentetik sogutucu akiskan ¢iftine ¢cevre dostu bir alternatif bulmak i¢in dogal
ve sentetik sogutucu akiskan ciftleri icin analiz yapildi. Onerilen modelde; yiiksek sicaklik ¢evrimi (YSC) yogusma ve
distik sicaklik ¢evrimi (DSC) buharlagsma sicakliklart ve kaskad 1s1 degistiricisi sicaklik farki gibi parametrelerinin
etkileri incelendi. Ayrica, UDS uygulamalarinda asir1 sogutma sartlarina ulasabilmek i¢in kritik ¢alisma parametreleri
olan genlesme valfi sonrasi sogutucu akiskanin buhar kalitesi ve 6n sogutma amagli 1s1 degistiricisi kapasitesinin sistem
performansina etkileri incelendi. Bu ¢alismada UDS uygulamalarinda kullanilabilecek dogal akiskan alternatiflerinin
performans ve ¢evresel etkileri agilarindan teorik olarak karsilastirilmalarina katkida bulunulmaktadir. Yapilan analiz
caligmalar1 sonucunda sogutma sisteminde R1270/R170 dogal sogutucu ¢iftinin kullanilmasi ile, R404A/R508B
sentetik sogutucu ¢iftine kiyasla %5 civarinda daha iyi sistem performans katsayisi ve yaklagik olarak yarisi kadar CO;
emisyon salimi gerceklestigi belirlendi.

Anahtar Kelimeler: Ultra Diisiik Sicaklik, Kaskad Sogutma Sistemi, Dogal Akigkanlar, STK, TEWI

NOMENCLATURE LTC low temperature cycle

m mass flow rate [kg s?]
Abbreviations NBP normal boiling point
COP coefficient of performance ODP ozone depletion potential
EES engineering equation solver P pressure
GWP global warming potential PCHX precooler heat exchanger
h specific enthalpy [kJ kg™] 0 heat transfer rate [kW]
HTC high temperature cycle T temperature [°C, K]
HX heat exchanger AT temperature difference

IHX internal heat exchanger TEWI total equivalent warming impact



W power [KW]

Greek symbols

n efficiency

a recycling factor (%)
B electrical regional conversion factor
(kg CO2/kWh)

Subscripts

C condensation

CAS cascade

Cond condenser

Comp compressor

CR critical

DESUP desuperheating

INTRODUCTION

Refrigeration systems can be categorized depending on
the evaporation temperature aimed to be achieved. The
refrigeration processes performed between -50 °C and -
100 °C are called Ultra Low Temperature (ULT)
applications according to ASHRAE Handbook
clasification (ASHRAE Handbook, 2010). The
refrigeration systems operating at these temperature
levels are mostly utilized for the storage of biological
samples such as bacteria, bone marrow, cell cultures and
DNA. Furthermore, these systems are used to liquify
gases in petro chemistry industry. For many medical and
industrial applications, the ULT refrigeration has not
been accomplished efficiently in single-stage and
multistage systems due to the limitations either in the
thermo-physical properties of refrigerants or the cascade
systems. The essential criteria of the systems operating at
these low temperatures are specified in detail in
ASHRAE Handbook, 2010.

Synthetic refrigerants consisting of Hydrofluorocarbons
(HFCs) and Chlorofluorocarbons (CFCs) are chosen in
most industrial refrigeration systems because of their
superior cooling properties. In cascade systems, an
appropriate selection of refrigerants to operate in the low
and high temperature cycles should be made in order to
obtain high COP. Generally, the synthetic refrigerants
such as R404A, R507A, and R134a are used in HTC
whereas the refrigerants such as R23 and R508B are used
in LTC of systems in order to reach ULT levels.
However, it is known that such compounds have adverse
effects on ozone layer and thereby on environment.
Recently, natural refrigerants started to be utilized for
replacement of the synthetic ones. Among the natural
fluids are water, carbon dioxide and various hydrocarbon
compounds (propane, ethane, propylene, etc.) (Van
Orshoven et al., 1993). Several organic fluids such as
R23, R32, R125, R143a, R134a, R218, R170 and
ammonia (R717) are also utilized as the working fluid of
the power generation systems, especially for low grade
energy source applications for instance Organic Rankine
Cycle (ORC) (Vidhi et al., 2013; Vijayaraghavan et al.,
2005). To achieve an environmentally friendly solution

142

E electric

Evap evaporator

FR freezing

HP high pressure

HTC high temperature cycle
in input

LP low pressure

LTC low temperature cycle
M mechanical

out output

p pump

S isentropic

SUB subcooling

SUP superheating

tot total

in ULT applications, the natural refrigerants such as
R290 (Propane), R1270 (Propylene) and R717
(Ammonia) may be chosen in HTC, and R170 (Ethane)
or R1150 (Ethylene) may be selected in LTC. Moreover,
the mixtures of different natural refrigerants can
alternatively be used in LTC in order to achieve ULT
levels such as nitrous oxide (N20) alone and its mixture
with CO; (Bhattacharyya et al. 2005; Syaka et al. 2011,
Bhattacharyya, et al. 2009; Nicola, et al. 2011; Gong et.
al. 2009).

In literature, there are plenty of theoretical and
experimental studies about cascade systems for low
evaporation temperature of LTC between -30 °C and -
50°C (Lee et al., 2006; Dopazo et al. 2009; Getu and
Bansal, 2008; Messineo, 2012; Yilmaz et al., 2014;
Bingming et al. 2009; Dopazo et al., 2011; Yilmaz et al.
2018). However, there are few theoretical studies
investigating the effects of operation parameters on the
CORP for different refrigerant pairs in ULT applications.
Sarkar et al. (2013), performed a theoretical analysis and
optimization study to investigate the effects of operation
parameters on the COP for ULTs between -85 °C and -
55 °C. In that study; ethane, ethylene and nitrous oxide
were used in HTC while the ammonia, propane and
propene were used in LTC as working fluids in order to
evaluate the refrigeration system performance. They
concluded that the COP increased for ethane and ethylene
whereas the COP decreased for N,O. Parekh and Tailor
(2011), developed a mathematical model of a cascade
system using  ozone-friendly  refrigerants  pair
(R507/R23) in order to optimize the design and operating
parameters.  Model results showed that when the
evaporation temperature was decreased from -50 °C to -
80 °C and the overall COP reduced from 1.232 to 0.785.
Consequently, they stated that the lowest value of
evaporation temperature of LTC resulted in the lowest
COP. Wadell (2005), analyzed experimentally a cascade
system using R134a and R508B refrigerants in high
temperature and low temperature cycles, respectively. In
experiments, the evaporation temperature of LTC was
varied from -86 °C to -79 °C and the studied mass flow
rates of refrigerant were between 50-70 g/min. It was
concluded that if the evaporator is designed as



microchannel and enhanced surface, better performances
may be achieved. Kruse and Russmann (2006), analyzed
and compared theoretically trans-critical CO2/N,O
system and R134a/R23 system. Their results showed that
N0 is a good alternative refrigerant to R23 in LTC with
respect to the performance and the environmental trace.
Utilization of R134a, R717 and hydrocarbons was
proposed in HTC of the cascade system. They also
concluded that trans-critical CO2/N,O system is more
sustainable solution instead of R717 and hydrocarbons.
Kiligaraslan et al. (2010), determined and compared the
COP and irreversibility of the cascade system using a
large family of environmentally friendly refrigerant
pairs. They concluded that the cascade system’s COP
increases and the irreversibility decreases with rising
evaporation temperature of LTC for all selected refrigerant
pairs. Mancuhan (2019) theoretically analyzed a
refrigeration system with flash intercooling. Modeling of
system was done by optimizing the intermediate pressure
at given evaporation and condensation temperature values
for all medium temperature application’s (R717, R134a
and R152a) and low temperature application’s refrigerants
(R290, R404A and R507A). Sun et al. (2019) evaluated
the potential of refrigerant and found out which refrigerant
couple performs better in cascade refrigeration system. In
the considered 28 refrigerant pairs, R161 was suggested
for use in HTC, and R41 and R170 were suggested for use
in LTC. Babiloni et al. (2019) presented a comprehensive
review on available literature on ULT applications. They
concluded that the current status of the technology offers
the most promising low GWP alternatives, although the
existing regulations do not limit high GWP refrigerants
used in ULT applications.

The present study proposes a mathematical model for a
cascade ULT application with an Internal Heat
Exchanger and a precooler heat exchanger in LTC side
to determine the optimum design and operating
parameters and produce the data for the future
experimental applications. Earlier works are mainly
focused on the theoretical and experimental analysis of
cascade systems operating at evaporation temperatures of
LTC between -30 °C and -50 °C (Lee et al., 2006; Dopazo
et al. 2009; Getu and Bansal, 2008; Messineo, 2012;
Yilmaz et al., 2014; Bingming et al. 2009; Dopazo et al.,
2011; Yilmaz et al. 2018). There are limited number of
theoretical studies about cascade ULT system in
literature. In addition, no study is found on two crucial
operation parameters; vapor quality of the refrigerant
after the expansion valve of the LTC and the PCHX
capacity. These parameters are critical for the LTC
subcooling processes which are required to reach ULT
levels and affect significantly the system COP. The key
contributions of this work can be summarized as follow;
performing the theoretical analysis of a unique cascade
system operating at ultra-low temperature conditions
between -50 °C and -100 °C and evaluating the feasible
natural refrigerant alternatives in terms of the increasing
the cascade system performance and decreasing the
harmful environmental effects.
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BACKGROUND

Physical and Environmental Evaluations of

Refrigerants

The most conveinent refrigerant in a refrigeration
application can be decided based on its important
characteristics such as Ozone Depletion Potential (ODP),
Global Warming Potential (GWP), toxicity, flammability
etc. along with the operating and design conditions.
Additionally, Total Equivalent Warming Impact (TEWI),
a measure of the trace of refrigerants on the environment
including both the direct and indirect global warming
effects of the refrigeration systems, is calculated. The
direct effect represents the release of refrigerant directly
to the atmosphere. On the other hand, the indirect effect
corresponds to the CO, emissions due to fossil fuel
consumption for energy production to drive the
refrigeration system during its life time. TEWI
comparison performed using the following correlation
proposed by AIRAH (2012), provides a detailed
environmental evaluation of the system.

TEWI = GWP. (mref X Lannual X N + Myp X

(1_“)) + (Eannual X B X N) (1)
where N is the system lifetime (year) , msis the total
refrigerant charge (kg), Lannual is the refrigerant leakage
rate (%), o is the recycling factor, Eanua iS energy
consumed per year (KWh/year) and B is the electricity
regional conversion factor (kgCO2/kWh).

The physical and environmental properties of refrigerants
that are subject of this study are given in Table 1.

In this study, one natural and one synthetic refrigerant
pairs are used. As the synthetic refrigerant pair,
R404A/R508B is chosen . R404A has the evaporation
temperature about -40 °C without falling into vacuum
pressure. Therefore, it can be used HTC refrigerant in
cascade systems. R508B has a very low boiling point of
-86.9 °C at 1 atm. Therefore, it can be used LTC
refrigerant in ultra-low refrigeration system as these
systems operate at just above R508B’s boiling point.
R508B is also non-toxic and non-flammable. On the
other hand, R1270/R170 with negligible GWP offers a
natural alternative solution pair for ultra-low
refrigeration systems. In a cascade refrigeration system,
R1270 is utilized in HTC and R170 is used in LTC.
However, they have a safety rating of A3 which shows
highly flammable property according to ASHRAE
Standard 34 (2016). Hence, using R1270 and R170
requires additional safety measures.

Ultra-low Temperature Refrigeration Systems

Operating at ultra-low temperature levels,i.e. between -
50 °C and -100 °C, with a single-stage system is difficult
to reach since the parameters such as compression ratio,
ambient air temperature and refrigerant properties limit



the system operation. The lowest temperature level that
can be reached with single-stage refrigeration system is
around -40 °C to -45 °C in industrial applications. On the
other hand, two-stage cascade systems do not have this
limitation as they can efficiently achieve the ULTs
between -45 °C and -80 °C.

Table 1. The physical and environmental properties of
refrigerants used in this study (IPCC, Climate Change, 2013)

HTC LTC
Refrigerants| R404A |R1270| R508B [R170
Tcr (°C) 72 92 14 32
Pcr (bar) 37.3 44.6 39 47.6
NBP (°C) -46.4 -47.7 -86.9 -89.3
Not Not -
TeRCO) | Getermined | 8° | determined | 172.2
ODP 0 0 0 0
GWP 3922 1.8 11698 6
Safety Class Al A3 Al A3

The schematic diagram of the proposed ULT cascade
refrigeration system consisting of high and low
temperature cycles is shown in Figure 1. Main
components of the HTC are two compressors, an air-
cooled condenser, an internal heat exchanger, a primary
expansion valve and a secondary expansion valve. HTC
compressors are operated between two pressure levels.
Low and high pressure compressors sustain a reliable
operation if the difference between the evaporation and
the condensation pressures is high. An internal heat
exchanger of HTC (IHXurc) provides subcooling effect
before entering the primary expansion valve between
state 8 and state 11 and protects the compressor from two
phase flow as shown in Figure 1. Meanwhile, low quality
vapor exits from the secondary expansion valve (state 9)
and becomes saturated vapor at state 10. A cascade HX
is located between the high and low temperature cycles.
In the cascade HX, the refrigerant in the LTC cycle is
condensed whereas the liquid phase refrigerant
evaporates in the HTC cycle.

The components of the LTC are shown in Figure 1 which
are a compressor, an expansion valve, an evaporator, an
IHX.tc and a PCHX. The IHX.tc functions as a
subcooler and a suction gas heater for compressor of
LTC. Therefore, it subcools the refrigerant at the outlet
of cascade HX and superheats the refrigerant at the inlet
of the compressor. Thus, a more reliable operation for the
LTC compressor is achieved. Moreover, the
desuperheating of the refrigerant is essential since the
exit temperature of LTC compressor is relatively higher
than the conventional ULT applications. Minh et al.
(2006), stated that utilizing the IHX rc for subcooling
helps to protect the compressor from two-phase flow and
provides the low quality of refrigerant entering the
evaporator so that it improves the system COP.
Desuperheating of the refrigerant is provided by a PCHX
located before the cascade HX. The PCHX is assumed to
be a water pumped cyle having inlet and outlet
temperatures of 10 °C and 35 °C, respectively. It lowers
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the LTC refrigerant's temperature to 55 K higher than
Teask.

The desuperheating degree (ATpesup=T1-T1a) is defined
as the difference between the exit temperature of
compressor (T1) and inlet temperature of the cascade
condenser (T1.). The subcooling and desuperheating
processes let the theoretical model can be applied to the
real applications. Figure 2 presents the pressure-enthalpy
diagram corresponding to the investigated cascade
system.

Condenser (T -Y,v o

PAAAAAAAAAAAAAN @
HTC
Comgressor (HP)
= ®
X,
- HTC
Qxpansion Comgressor (LP)
@ wTC
Primary
oxpansion
vave
(T*Teus) @
Cascade HX
.
® T Teu o) O
Precocker E I
= I W B
LTc
X .. Compressor
Q| | <
Expansion
"‘"v:
@ Evaporator(T =T _ o)

IAAAAAAAAAAAAAA

®

Figure 1. Schematic view of a cascade refrigeration system

Thermodynamic Analysis

The mathematical model of the cascade refrigeration
system is developed based on energy and mass
conservation equations. Expressions are obtained for
each components of both high and low temperature
cycles.

The developed model of the system is implemented to the
Engineering Equation Solver (EES) software (Klein,
2017). EES software having a high accuracy
thermodynamic database involving many of pure
substances and mixtures is commonly used for
thermodynamic analysis of the cyclic devices.
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Figure 2. P-h diagrams of the investigated cascade system; for
a) LTC, b) HTC

In our system analysis, the following assumptions are
taken into account:

Heat transfer in heat exchangers is performed as
isobaric process.

Refrigerants are expanded with constant enthalpy
(isenthalpic) in expansion valves.

Pressure drops in the system pipes and heat
exchangers are neglected.

The change in potential and Kinetic energy is
neglected.

In Table 2, we set the variable operating and constant
design parameters for our system. In most of the
applications, the cascade HX is designed to have 60 K
difference, as in the industrial applications, between the
Tcase and the refrigerant outlet temperature from the
PCHX (Tis). Therefore, the maximum temperature
difference between the Tcas, e and T1a is assumed to be
constant at 55 K as in the reference (SWEP Company,
2016).

The subcooling degree of LTC (ATsus_Ltc) is determined
depending on the following constraints:

The vapor quality after the expansion valve should
not be lower than 0.10 (Cengel and Boles, 2007) so
that it is chosen to be 0.15.

While the liquid at the cascade condenser outlet (State
2) is cooled, the vapor at the LTC compressor inlet
(State 6) is heated by IHX1c utilization. If the suction
gas temperature of the compressor (State 6) gets
higher, the discharge temperature (Statel) and the
desuperheating requirement increases. To prevent the
increase in desuperheating, the LTC refrigerant is
cooled by a PCHX. The PCHX is chosen to be a water
pumped cyle working between 10 °C and 35 °C. The
maximum desuperheating capacity of the PCHX is
chosen to be 6 KW as a design condition.

Table 2. Design and operating parameters used in the model

Design parameters

Compressor isentropic efficiency(ns) ns = 0.874 — 0.0135°2
(Brunin et al.,1997) P
Mechanical efficiency (7,,) (Brunin et al.,1997) Ny = 0.959 — 0.00642’;—;’
Compressor electric motor efficiency(n) (Brunin et al.,1997) 0.90

Compressor Overall Effciency(n.) Ne = NsNuNE
Effectiveness of cascade HX 1.0

System refrigeration capacity (Qevar) kw | 11

The temperature difference between Te and Tspace K 6

The temperature difference in cascade HX (AT cas) K 8

The maximum temperature difference between the Tcas e and Tia | K 55

(SWEP Company, 2016)

Superheating in LTC evaporator K 6

Superheating in evaporator side of cascade HX K 5

Operating Parameters

LTC evaporation temperature range (Te) °C | -60to-86

HTC condensation temperature (T¢) °C | 30to55

The evaporation temperature of cascade HX (Tcas, g) °C | -40to-20

The minimum vapor quality after the expansion valve - 0.15

The maximum desuperheating capacity of PCHX kW | 6
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o Power consumption of water pump is assumed to be
negligible.

The temperature values of State 11 and State 9 of
HTC are set to 8.67 °C and -5 °C, respectively. These
values are determined based on the compressor
catalog data (GEA Germany, 2016).

Model equations

The cascade system is modelled using Thermodynamics
laws. The derived mass and energy equations are
presented below for each component of the system. The
corresponding schematics and diagrams are given in
Figures 1 and 2.

Compressor power consumption of LTC is defined as:

WLTC = myrc_in(hy — he) 1)
where the mass flow rate of compressor inlet is
My jn = Mg 2)

Total compressor power consumption of HTC is given
as:

Wyre = Myre,pin(hia — hi3) + Mpreypin(hy; — hys)

©)

where the mass flow rates inlet to the low pressure and
high pressure compressors of HTC are as follows;

thTCLp,in = My; (4)
Myrcypin = Mys = My + My, 5)
Total refrigerant mass flow rate of HTC is

mHTCTotal = thTCHp,in (6)

The rate of heat is rejected by the condenser of HTC is
calculated as:

()

QHTC_Cond = rhHTC,Total(hs —hy)

The heat transfer rate into the cascade HX is defined as:

—hy)
(8)

The refrigeration capacity of LTC evaporator is
determined as:

Qcas = thTCLp,in(h13 —hyp) = mLTC,in(hla

©)

The heat transfer rate into the IHX of HTC and IHX of
LTC are, respectively:

QLTc,Evap = mLTC,in(hS —hy)

Myrc, pin(hg —hyq) = (Myrc — yre, ) (hio — ho)
(10)
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My rein(hy —h3) = myrein(he — hs) (11)
Energy balance for the adiabatic mixing process between
the low pressure and the high pressure compressors of
HTC:

Myrc, pinhis + (Myrc — Myt )10 = Myreinhys
(12)

Desuperheating capacity of the PCHX of LTC can be
defined as:
QPC_HX = rhLTc,in(h1 —hia) (13)

And finally, the overall COP of the cascade system is
determined by:

QLTC,Evap

COP = (14)

Wrrc+Warc
RESULTS AND DISCUSSION

The synthetic refrigerant pair of R404A/R508B is
reliable choice to be used in ULT operations in a cascade
system. However, these refrigerants are not
environmentally friendly because of their high GWPs. A
natural refrigerant alternative couple may be
R1270/R170 having negligible GWPs and satisfactory
operation performance for ultra-low applications. In
practice, additional safety measures are required for this
refrigerant pair since they are highly flammable. If the
safety measures are taken in place, R1270/R170 is a
convenient alternative. However, the performance of
proposed refrigerant pair should be examined in detail
and compared with the real applications.

A cascade system using both R404A/R508B and
R1270/R170 refrigerant pairs is examined theoretically
in order to determine the effects of design and operating
parameters for ULT conditions. The mathematical
models have been developed and implemented in EES for
evaluation. The modelling results include the analysis of
operating parameters as in the literature which are Tg,
Tc, subcooling and superheating temperatures of LTC,
temperature difference (ATcas) in the cascade HX,
subcooling and superheating temperatures of HTC (Lee
et al., 2006; Dopazo, et al. 2009; Getu, et al. 2008;
Yilmaz et al. 2014; Sarkar et al., 2013; Parekh and Tailor;
2011). In addition, the operation parameters such as; the
refrigerant vapor quality after the expansion valve of
LTC and the PCHX capacity which are crucial to
determine the LTC subcooling level and system COP are
also considered.

Investigation of Subcooling Degree in LTC

In literature, it is reported that subcooling increases COP
whereas superheating decreases it. Therefore, subcooling
level should be set as high as possible and superheating
value should be set as low as possible. Parekh and Tailor
(2011) showed this effect through their cascade system



model. They were determined that increasing the
subcooling degree in both LTC and HTC resulted in the
increase of the COP. Therefore, the precise determination
of the LTC subcooling degree is critical to calculate the
maximum overall COP.

The vapor quality at the expansion valve exit is suggested
to be selected between 0.10 and 0.20 in the
thermodynamics modelling studies of cascade systems
(Cengel and Boles, 2007). In this study, the minimum
vapor quality of refrigerant is set to the average of the
range (0.15). On the other hand, by the utilization of
IHX tc, the condensed refrigerant from the cascade
condenser is subcooled while the saturated refrigerant
vapor in evaporator of LTC is superheated. If the
refrigerant is too much superheated before entering the
compressor, the outlet temperature of the compressor will
also increase. This causes a very high desuperheating
necessity and requires high capacity of PCHX. The
maximum capacity of PCHX is assumed to be 6 kW as a
constraint in the present study.

The design and operating parameters are shown for both
refrigerant pairs R404A/R508B and R1270/R170 in
Table 3 and Table 4, respectively. The corresponding
performance results are calculated using the
mathematical model equations of the system. In Table 3,
two cases of the synthetic refrigerant pair are presented
to investigate the performance of the system.

In the first case, the vapor quality after the expansion
valve (which is a constraint parameter for the system
design) is kept constant at 0.15 while the Tcasge is
changed from -40 °C to -35 °C. The highest overall COP
is calculated to be 0.73 when the subcooling degree, the
capacity of PCHX and the desuperheating degree are set
to 33.2 K, 5.42 kW and 76.3 K, respectively. When the

Tcase decreases from -35 °C to -40 °C COP decreases
from 0.73 to 0.71 correspondingly.

In the second case, the total capacity of PCHX is kept
constant at 6 KW while Tcase varies from-30 °C to -20
°C. The highest overall COP is calculated to be 0.72 when
the subcooling level, the vapor quality after expansion
valve and the desuperheating are selected to be 31 K, 0.22
and 77.1 K, respectively. Decreasing Tcase within given
range increases the COP from 0.63 to 0.72 as seen in
Table 3.

In Table 4, similarly, two cases are investigated for the
natural pair of refrigerants. In the first case, the vapor
quality is kept constant at 0.15 as in the synthetic
option.The Tcase is varied from -40 °C to -35 °C. The
highest overall COP is found to be 0.77 when the
subcooling degree, the PCHX capacity and the
desuperheating degree are set to 33.2 K, 5.92 kW and
107.3 K, respectively. It is found that the COP decreases
slightly from 0.77 to 0.76. In the second case, the PCHX
capacity is kept constant at 6 kW similarly while the
Tcase Varies from -30 °C to -20 °C. The highest overall
CORP is calculated to be 0.76 when the subcooling amount
is selected as 31.0 K, the vapor quality after expansion
valve is 0.17 and the desuperheating level is 108.9 K. In
this case, the Tcase decreases from -20 °C to -30 °C and
COP increases from 0.70 to 0.76.

Parekh and Tailor (2011) indicated that COP value might
be lower than 1 since the difference between Te and Tcis
very high in the ultra-low operational temperatures. From
the calculated values given in Table 3 and Table 4,
R1270/R170 is found to be a better alternative of
R404A/R508B with respect to COP and low
environmental trace for ULT conditions.

Table 3. Modeling results of the cascade system with R404A/R508B

HTC LTC LTC Exp.Valve | Vapor LTC
: : QrpcHx QiHx

Tcase Tcasc ATsus inlet, T3 quality (kW) (kW) COP ATpEesup
°O) (§®) (K) °O) X4 (K)
-40 -32 27.9 -59.9 0.15 4.28 2.77 0.71 61.6
-35 27 33.2 -60.2 0.15 5.42 3.35 0.73 76.3
-30 -22 31.0 -53.0 0.22 6.00 3.46 0.72 77.1
-25 -17 24.8 -41.8 0.30 6.00 3.25 0.68 68.9
-20 -12 17.9 -29.9 0.40 6.00 2.86 0.63 57.5

Table 4. Modeling results of the cascade system with R1270/R170

HTC LTC LTC Exp. Valve | Vapor Q Q LTC

Tcase Tcasc ATsus inlet,Ts quality (I:\i\?; (k% COP ATpesup
°O) °O) (K) O X4 (K)
-40 -32 27.9 -59.9 0.15 4.90 2.02 0.76 91.3
-35 27 33.2 -60.2 0.15 5.92 2.43 0.77 107.3
-30 =22 31.0 -53.0 0.17 6.00 2.43 0.76 108.9
-25 17 24.8 -41.8 0.24 6.00 2.16 0.74 101.8
-20 -12 17.9 -29.9 0.30 6.00 1.79 0.70 92.1
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The constant vapor quality

Figure 3 (a) and (b) illustrate that increasing the
subcooling level from 5 °C to 50 °C reduces the vapor
quality after expansion valve when Tcase changes
between -40 °C and -20 °C. The vapor quality after the
LTC expansion valve is examined with respect to desired
value of 0.15. The vapor quality value intersects with
various Tcase values. The LTC operating conditions
such as subcooling degree are determined for several
temperatures by using these intersection points. It is
found that the subcooling degree of LTC (ATsug) varies
between 30 °C and 50 °C for R404A/R508B system, on
the other hand, ATsus changes between 25 °C and 45 °C
for R1270/R170 system for the reliable operation of the
cascade system.

The constant PCHX capacity

Subcooling process has to be applied after the cascade
HX to reach design evaporation level of Tg (-86 °C).
Subcooling degree can be defined as temperature
difference between state 2 and state 3 (ATsus_L1c = To-
Ts). It is accomplished by an IHX_rc located before the
expansion valve.
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Figure 3. Effect of subcooling of LTC on vapor quality after
expansion valve for different Tcase (a) R404A/R508B (b)
R1270/R170 .
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The utilization of IHXrc both subcools the refrigerant at
the outlet of cascade HX and superheats the refrigerant at
the inlet of the compressor as mentioned before.
Therefore, the necessary capacity of the PCHX is one of
the operation parameters. Another operation parameter is
the difference between Tcase and the refrigerant exit
temperature (Tia) from the PCHX. The maximum
temperature difference between Tip, and Tcas, £ IS
assumed to be constant at 55 K as in the real applications
(SWEP Company, 2016). When Tcase is chosen to be -
40°C, the lowest value of T1a should be 15 °C, if the 6 kW
PCHX capacity is considered. The high values of T, and
Te indicate the high subcooling necessity in IHXrc.

Figure 4 (a) and (b) display that increasing the subcooling
level from 5 °C to 50 °C rises the PCHX capacity while
Tcase changes between -40 °C and -20 °C. The PCHX
capacity is chosen to be 6 kW as the desired condition.
The PCHX capacity value intersects with various Tcase
lines so that intersection points correspond to the desired
LTC operating conditions such as subcooling degree.
The ATsug is found between 18 °C and 50 °C for
R404A/R508B system whereas the ATsyg is obtained
between 14 °C and 45 °C for R1270/R170 system.
However, the vapor quality after expansion valve is set to
the maximum possible value of 0.20.
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Figure 4.Effect of subcooling of LTC on PCHX capacity for
different Tcase for (a) R404A/R508B (b) R1270/R170 .



Effect of LTC Subcooling Degree on COP

In Figure 5 (a) and (b), it is observed that increasing the
subcooling level from 5 °C to 50 °C promotes the COP for
all Tcase conditions. In addition, the COP of both systems
increases for all values of the LTC subcooling degree
while the Tcasg is decreased from -20 °C to -35 °C.

In this case study, the Te is kept constant at -86 °C for
ULT operation. Decreasing Te value decreases also the
Tcase in general. From the calculation results of model
equations, it is concluded that the lower value of Tcase
affects the system COP positively. As a result, the highest
COP is calculated (0.73) for the subcooling degree of
33.2 °C at R404A/R508B system along with the selected
Tcaseat -35 °C. Likewise, the highest COP is calculated
(0.77) for the subcooling degree about 33.2 °C for
R1270/R170 system when Tcase is -35 °C.
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Figure 5.Effect of subcooling of LTC on COP for different
evaporation temperature of HTC (Tcase) for (a) R404A/R508B
(b) R1270/R170.
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Effect of Evaporation Temperatures of LTC and
HTC on the COP

The effect of the operating parameters; Te of LTC and
Tcase 0f HTC on the COP is investigated and compared
for two refrigerant pairs.

Figure 6 shows that increasing Te of LTC results in the
increase of COP for both R404A/R508B and
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R1270/R170 systems. It is also found that the natural
refrigerant pair R1270/R170 results in higher COP than
the synthetic refrigerant pair R404A/R508B for all Te
values between -61 °C and -86 °C. In Figure 7, varying
the Tcase between -40 °C and -20 °C shows a maximum
value of COP about -35 °C for both refrigerant pairs.

1.05
—=— COP-RA04A/RS02B
1.00
0.95
—e— COP-R1270/R170
0.90
S
Soss
0.80

0.75

-86 -81 -76

Te [°C]

-71 -66 -61

Figure 6. Effect of the LTC side Te of on COP
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Figure 7. Effect of Tcase on COP

Effect of HTC Condensation Temperature (Tc) of
HTC on COP

In Figure 8 (a) and (b), it is seen that increasing the T¢
from 30 °C to 55 °C, representing the effect of the
ambient conditions, reduces the COP values for all Tcase
values of HTC.

It is observed that the R1270/R170 pair has relatively
higher COP values compared to the R404A/R508B pair
for all Tc and Tcase. In addition, it is seen that the
increase of the condensation temperature results in
decrease in COP for both cases. However, the difference
is found higher for R404A/R508B pair.

Impact of the Cascade Refrigerant Pairs on the
Environment.

In this section, the effect of using different refrigerant
pairs on the system performance and the environment has
been examined. Furthermore, TEWI values of two



refrigerant options, R404A/R508B (System 1) and
R1270/R170 (System 2), have been investigated for the
leakage of the refrigerants to the atmosphere. In this case
study, Tc, Te and TcasEe are chosen to be 40 °C, -86 °C, and
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Figure 8. Effect of HTC condensation temperature (Tc) of on
COP for different evaporation temperature of HTC (Tcas) for
(a) R404A/R508B (b) R1270/R170.

-35 °C, respectively. The ATcas is assumed to be constant
at 8 K, ATsug is 30 °C and ATsup of LTC is 20 °C.

The TEWI analysis assumptions are summarized in
Table 5. The correcponding values of the parameters
used in Eq. 1 are also listed in the table. The mass flow
rate requirements for different refrigerants are initially
calculated. Then the total GWP values of each refrigerant
is obtained. For the chosen refrigeration capacity of 11
kW, mass flow rates of System 1 refrigerants are found
as 0.14 kg/s for R404A and 0.08 kg/s for R508B. On the
other hand, the mass flow rates of System 2 refrigerants
are calculated as 0.05 kg/s for R1270 and 0.03 kg/s for
R170. The amount of the refrigerant charge is estimated
according to receiver’s volume (Sinar, 2018). In addition,
the compressor power consumptions of of System 1 and
2 are given in Table 6.

TEWI analysis plays an important role in the selection of
environmentally friendly refrigerant pair of the systems.
For comparison between the Systems 1 and 2, the TEWI
values are calculated using Equation (1) and the COP max
of systems are presented in Table 6.

Table 5. TEWI analysis assumptions (AIRAH, 2012)

Mger™ (KQ) Mpes = Mger X240
I—annual (%) 12.5

N (year) 15

A (%) 0.7

B* (kgCO2/kWh) 0.65
Operation time (h/year) | 6570
GWPges GW Praoss = 3922
GW Pgsogp = 11698
GWPg1p70 = 1.8
GWPgi70 =6
*(Sar, 2018),**(Horton, 2002)

Table 6. Comparison of TEWI and COPmax values for Systems 1 and 2

Systems 1 Systems 2

(R404A/R508B) (R1270/R170)
Refrigerant charge (kg) 33.6 19.92 12 7.2
Refrigerant leakage rate (%/year) 0.125 0.125 0.125 0.125
Service life (years) 15 15 15 15
Recycling factor 0.7 0.7 0.7 0.7
GWP 3922 11698 1.8 6
Direct CO, emission of refrigerants (kg CO,) 286,620 | 506,828 46.98 93.96
Total direct CO2 emission of refrigerants (kg CO2) 793,447.31 140.94
Power consumption (KW) 8.71 ’ 6.96 7.81 7.09
Operation (h/year) 6570 6570
Service life (year) 15 15
CO; emission factor 0.65 0.65
Indirect CO; emission (kg CO») 1,003,781.0 954,456.8
TEW!I equivalent CO2 emission (kg CO3) 1,797,228.3 954,597.7
COPmax 0.73 0.77




It is found that System 1 with a synthetic refrigerant
pair emits considerably higher amounts of greenhouse
gases than System 2 during their lifetime. According to
the TEWI values, high GWP of System 1 shows the
higher contribution to the direct CO, emission. On the
other hand, the indirect part of TEWI values are found
almost the same for both systems. When the total
TEWI levels are compared, Systeml shows almost
twice more emissions compared to System 2. It is
concluded that as well as the natural refrigerant
alternative has higher COP (0.77) it also results in the
better environmental performance compared to its
synthetic counterpart.

CONCLUSIONS

This study evaluates two types of refrigerant pairs,
namely  R404A/R508B  and R1270/R170,
corresponding to the synthetic and natural refrigerant
options in terms of performance and environmental
considerations for a ULT cascade refrigeration system.
It is found that the COP of the natural refrigerant pair,
R1270/R170, is calculated slightly higher (0.77) than
that of the R404A/R508B case (0.73). Futhermore, the

TEWI value of the natural refrigerant pair is

approximately half of the that of the synthetic

refrigerant pair. Thus, R1270/R170 is the better
environmentally  friendly candidate at ULT
applications with higher COP performance.

The proposed ULT cascade system using both

refrigerant  alternatives, R404A/R508B and

R1270/R170, are extensively investigated in order to

determine the effects of design and operating

parameters on the COP. The following outcomes are
obtained from the study:

e The vapor quality after expansion valve is set to
0.15 as the first constraint while the effect of Tcase
has been evaluated at various temperatures from -
40 °C to -20 °C for both refrigerant alternatives. The
best COP value is obtained for the Tcasge value of -
35 °C and the optimum ATsyg is found to be 33.2
°C for both R404A/R508B and R1270/R170 cases.
The COP values are found 0.77 and 0.73 for the
natural and the syntetic refrigerant pairs,
respectively.

e The PCHX capacity is selected to be 6 kW as the
second constraint. The vapor quality after
expansion valve is considered to be less than 0.20.
In this case, R404A/R508B refrigerant pair satisfies
this constraint for Tcasg at -35 °C and the
subcooling degree of LTC at 33.2 °C. On the other
hand, R1270/R170 alternative satisfies the design
condition at most -30 °C and 31 °C for the Tcas, e
and ATsus of LTC, respectively. The replacement
of synthetic refrigerant pair with natural refrigerant
improves efficiency about 5%.

e |t is observed that increasing the Te results in the
increase of COP for both types of refrigerant pairs
as expected. The natural refrigerant case results in
the higher COP than the synthetic solution for all
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evaporation temperatures of LTC between -86 °C
and -60 °C.

e Increasing Tcas, e up to about -35 °C increases the
COP. For lower values of the Tcask, less than -35
°C, the COP value decreases. However, it is also
revealed that the COP values of the natural
refrigerant option are higher than those of the
synthetic refrigerant option when the Tcas, e i
varied between -40 °C and -20 °C.

e Itis found that increasing the T¢ from 30 °C to 55
°C reduces the COP values for all Tcas, e. It is also
observed that the natural refrigerant option has
relatively higher COP values compared to the
synthetic refrigerant option for all condensation and
evaporation temperatures of HTC.

e The environmental trace of both refrigerant options
are also evaluated for the leakage of refrigerants
scenario in terms of TEWI values. It is found that
the system with synthetic refrigerant option causes
almost twice more CO, emmissions than the natural
option.
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Abstract: In this research, the metal foams with 4,8,16 pores/cm, an aluminium foam which has 0.93 porosity and a
copper foam which has 0.90 porosity that are integrated into a heat sink with a special geometry were designed and
tested. During the process of the experiments, the thermal resistances and the pressure losses of the metal foam
integrated heat sinks were tested by applying different heat fluxes (10.67, 15.75, 21.33 and 31.50 kW/m?) and two
distinct frontal air velocities (4 and 6 m/s) to the specimens. The differences in the thermal performances of the heat
sinks were observed by enforcing the custom-made manufactured heaters. The test results demonstrate that the pressure
drop of the foam heat sinks is approximately four times more than the fin block; the average convection heat transfer
coefficients of foam heat sinks are not dependent to the heater loads and the base plate temperatures of the foam sections
were 1 to 1.5 degree lower than the foamless sections. This heat sink design provides lower temperatures on the desired
locations of the electrical components than a conventional type fin block.

Keywords: Copper Foam, aluminum foam, soldering method, forced convection, conduction, thermal management

GELENEKSEL KANATCIKLI BLOK VE KISMi ALUMINYUM VE BAKIR METAL
KOPUK YERLESTIRILMIS ISI ALICILARIN ISIL PERFORMANSLARININ
KARSILASTIRILMASI

Ozet: Bu arastirmada, 4,8,16 gozenek/cm oraminda 0,93 gozeneklilige sahip aliiminyum ve 0,90 gozeneklilige sahip
bir bakir metal kopiikler kullanilarak 6zel bir geometriye sahip 1s1 alic tasarlanmig ve test edilmistir. Deneyler sirasinda,
metal kopiik entegre edilerek tiretilmis 1s1 alicilarin 1s1l direngleri ve basing kayiplari, farkli 1s1 akilari (10.67, 15.75,
21.33 ve 31.50 kW / m2) ve iki ayr1 6n hava hiz1 (4 ve 6 m/s) uygulanarak test edilmistir. Is1 alicilarn 1sil
performanslarindaki farkliliklar, 6zel olarak iirettirilen 1siticilarin kullanilarak gézlenmistir. Test sonuglari, kopiik 1s1
alicilarinin basing diigiisiiniin kanat blogundan yaklasik dort kat daha fazla oldugunu gostermektedir; kopiik 1s1
emicilerinin ortalama konveksiyon 1s1 transfer katsayilari 1sitic1 yiiklerine bagl degildir ve kdpiik bdliimlerinin taban
plakasi sicakliklari, kdpiiksiiz boliimlerden 1 ila 1.5 derece daha diisiiktiir. Bu 1s1 alic1 tasarimu, elektrikli cihazlarin
bilesenlerinin istenen konumlarinda geleneksel tip bir kanatgikli bloktan daha diisiik sicakliklar saglamistir.

Anahtar Kelimeler: Bakir Kopiik, Aliiminyum Kopiik, Lehimleme Yontemi, Zorlanmis Konveksiyon, iletim, Isil
Yonetim

NOMENCLATURE Nu Nusselt number
P Pressure of a fluid [Pa]
A.,n  Convection area of the heat sink [m?] PPI Number of pore per inch
Ags Cross section area of a duct [m?] Q Heat transfer rate [W]
a Duct channel width [m] q Heat flux [W-m™]
b Duct channel height [m] Re Reynolds number
Dyr Hydraulic dia. of duct for heat sinks [m] Rip Thermal resistance [°C/W]
h Avg. convection HTC [W/m? - K] Tawgr  Average base plane temperature [°C]
I; Fan current [A] T.in  Coolantinlet temperature [°C]
I, Heater current [A] T.oue Coolant mean exit temperature [°C]
K Permeability of the porous zones [m?] t Fin thickness of a fin block [m]
k Thermal conductivity [W/m - K] U Velocity of a fluid [m-s]
! Length of a fin [m] Vi Fan voltage [V]



V Heater voltage [V]

W Pumping power [W]

A Change

U Viscosity of a fluent [kg'm™!-s!]
v Kinematic viscosity [m?s™']
p Density of a fluid [kg'm3]
Subscripts

c Coolant

e Outlet

h Heater

i Inlet

INTRODUCTION

The miniaturization of the electronic components in the
form of integrated circuits (ICs), such as
microprocessors, resistors, diodes, plastic leaded chip
carriers (PLCCs), etc., increase the geometrical
complexity of the electronic devices in restricted spaces.
Known as Moore’s law, it specifically predicts the
doubling of the number of transistors on a given die area
every two years. This was later updated as 18 months and
it has the validity on the latest semiconductor fabrication
technologies as well. At the result of this trend, the
compact and small structured electronic box designs
require custom-designed cooling systems. The general
cooling requirements for the electronic devices require
internally generated heat to be spread by optimally
arranging the heat flow paths from the source to the sink.
Otherwise, the heat cannot be removed away from the
surface of the component and an uneven temperature
distribution profiles, or hotspot(s) occur. To form near-
ideal heat flow paths, the thermal design engineers use all
of the three modes of the heat transfer; the conduction,
the convection and the radiation. The majority of the
applications use both the conduction and the convection
to cool the electronic assemblies. At this point, the
extensive surface areas, the lower density and the
convenience utilization, as well as the open cell metal
foam (OCMF) become a considerable material for the
heat sink applications. Similar researches, including the
OCMF utilization as a heat sink, have been summarized
and examined as follows.

In the early studies, Kamath et al. (2013) tested the
thermal conductivity and the pressure drops of two
different thicknesses, which were the 10 and the 20 PPI
aluminum and copper foams. There were two distinct
properties of this study. One was locating the testing
channel of the foams as vertical and the other was not
using any permanent joint method. Screws were used to
compress the heater between the foams and the insulating
wooden boxes that cover the outer surface of the foams.
Kamath also calculated the permeability and the drag
coefficient by using Hazen-Dupuit-Darcy approach.

Mancin et al. (2012) calculated heat transfer coefficients
of 5, 10, 20 and 40 PPI copper foam blocks whose
porosities change between 0.905 and 0.934. In this
research, they selected 25, 32.5 and 40 kW/m? thermal
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loads with 0.0055 and 0.0125 kg/s air mass flow rates as
the testing samples. These test specimens were compared
with their mean wall temperatures, pumping power and
their interstitial heat transfer coefficient values. Mancin
et al. had another study (2010) that evaluated the pressure
drop of six distinct pore density aluminum foams during
the air flow. The scope of this study was comparing the
experimental and the theoretical analysis pressure drops
of six samples. Two of Mancin’s key researches give
extensive data about the metal foam heat sink
performance.

Additionally, Dukhan et al. (2005 and 2007) studied
thermal performance of 10 PPl and 20 PPl metal foam
heat sinks. Both studies measured the temperature from
the holes inside of the aluminum foam samples.
Researchers provided a model to predict the thermal
behaviors of the metal foam heat sinks. The samples were
brazed onto the base heating plates to eliminate the
contact resistances. A significant difference between the
two studies is the directions of the measured temperatures
of the samples.

A Turkish researcher, Ates (2011) compared the thermal
and hydrodynamic performances of the microchannel
and the aluminum metal foam heat exchangers. In his
study, the microchannel heat sinks with four different
channel width and the aluminum foam heat sinks with
three different pore densities were tested. Some of the
aluminum foams were compressed with 2 and 3
compressed factors by using a special jig. The properties
of the preferred aluminum foams were 10, 20 and 40 PPI
with 92% porosity respectively.

Hernandez (2005) researched the 6101-T6 aluminum
foams under three headings: The first one was the fluid
flow and the pressure drop, the second was the forced
convection and the last one was the thermal management.
At the beginning, various porosity and the pore density
foams were tested in the air duct. Even though the air
velocities were measured from seven different sections
of the foams, the pressure values were measured only at
the inlet and the outlet of the samples.

Kim Y. (2001) and Calmidi (2000) investigated the
convection heat transfer performances of the aluminum
foam matrices. In both studies, the changes of the Nusselt
numbers with respect to the Reynolds numbers were
calculated for all of the aluminum samples. In these
studies, Kim S.Y. (2001) tested the convective heat
transfer characteristics of the aluminum foam under the
asymmetrically heated channel by a hot bath. Calmidi
(2000) tested seven distinct aluminum specimens which
had various porosity values with three pore densities.

Although Bhattacharya et al. (2002) found and compared
the design parameters of the RVC (reticulated vitreous
carbon) and the aluminum foam samples in his research,
Peak et al. (2000) generated same parameters, the thermal
conductivity, permeability and the internal coefficients
only for the aluminum foam samples.



The goal of Nawaz et al. (2010) study was the utilization
of the 10 PPI aluminum 0.93 porosity foam heat
exchangers instead of the conventional aluminum brazed
fins. The aluminum foam was joined to the base plane by
a polysynthetic thermal compound which had 5 W/m‘K
for the base plane. This chemical had relatively lower
thermal conductivity compared to a Lead-Tin solder
paste type joining material (k = 39 W/m'K) (Loh et al.
2000) which is used in this research.

Mahjoob and Vafai (2008) categorized the literature
researches about the metal foam heat exchangers into
three main parts; the micro structural-based correlations
for the metal foam heat exchangers, the metal foam tube
heat exchangers and the metal foam channel heat
exchangers. The purpose of their study was to obtain Nu,
Re and the pressure drop correlations for each category.
The main inference of this study is that inserting the
metal foam into a tube or a channel considerably
increased the performance of the metal foams.

Bonet, Topin and Tadrist (2008) studied the flow in
porous media and they tested dozens of foam samples
from different metals or alloys (Cu, Ni, Ni-Cr). Air and
water are used as a working fluid with two distinct
velocity ranges; first from 0 to 20 m/s and then from O to
0.1 m/s, respectively. Their main concern was
investigating the compressibility and the pore size effects
on the flow field. The pressure values of various pore
sized metal foams were measured by twelve pressure
sensors which were located on the top side of the test
section, through the main flow axis.

Dukhan and Ali (2012) examined the porous metal foams
to determine the wall and the size effects on the pressure
disturbances. Fourteen different cylindrical 6-inch length
metal foam specimens were tested in this study. Seven of
the samples had diameter changes which were from 1.27
cm to 8.89 cm, 10 PPI with 89.27% porosity and 20 PPI
90% porosity samples with the same pore diameters.
During the experiments, the air velocity changed from 0
to 30 m/s which were sufficient enough to obtain the
effect of diameter on the pressure distribution. After
merging the empirical data to the Darcy-Weisbach
friction factor (f,) equation, the coefficients were
calculated.

Liu et al. (2006) practiced an experimental study to
examine the flow friction characteristics of the aluminum
foams. Seven different porosity samples were used in
order to find a correlation between the friction factor (f;)
and the Reynolds number.

Another practical study was done by Kim et al. (2000)
which had a difference at the metal utilization compared
to the others. Instead of a louvered fin, the rectangular
section foams were embedded into the plate fin heat
exchanger. While the hot water was being circulated into
the copper jackets, the air flowed through the aluminium
foams with 20 °C inlet temperature. Both the inlet and the
outlet air temperatures as well as the entrance and the exit
pressures of the air were measured.
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Lastly, Antohe et al. (1997) participated in a distinct
study that examined the hydraulic characteristics of the
nine compressed open-cell aluminum foams. During the
study, the specimens were tested by air and Poly-alpha-
olefin (PAO) working fluids. Antohe determined the
permeability and the inertia coefficients, which were
between 1.0x10"°m?2 <K <12x10"°m? and 0.3
m' <C<0.9m'. Authors claimed that by obtaining
these parameters from a curve fitting was more correct
than using a one data point. According to this study, the
dependence between the permeability and the inertia
coefficients with the velocity range was observed.

In this study, a foam in the form of a staircase is soldered
at two different locations as shown in Figure 1. The
staircase foam utilization is totally different from the
literature geometries and this structure requires a lower
pressure difference with respect to a mono-block
structure which was examined in Mancin’s studies
(2010) and (2012). It was observed that the two distinct
foam sections simulate the two adjacent excessively
heated hotspots situation, which was a possible scenario
for the electronic box or the cold plate designs. The
reason for using a second foam section at the downstream
side is to observe the heat transfer performance of the
metal foams when the high temperature air is forced to
spread the heat from the surface of the metal foam. The
staircase alignment of the foams increase the amount of
the metal in the downstream direction which provides a
higher heat capacity. Additionally, the length of the foam
(at the Z direction) extends to the end of the heat sink that
forces the air to pass through the metal foam. After an
extensive literature survey, a design for a metal foam
embedded electronic box cooling with respect to
industrial concerns was not observed. The main goal of
the current heat sink design is to catch an optimum
pressure difference, the mass and the thermal
performance. In this paper, the manufacturing methods
of the heat sinks and the test set up will be defined in
detail at the beginning. It will be followed by the heat
transfer measurements, the pressure drop calculations
and the extensive presentation of the performance
comparison of the heat sinks.

Heating Surface

Air Flow Direction

Figure 1. The cross section view of the designed foam
embedded heat sink specimens



MANUFACTURING OF THE HEAT SINKS AND
THE TEST SPECIMENS

For the current study, a unique heat sink geometry with
embedded aluminum and copper foams have been
produced. Embedding the foams to aluminum 6061
chassis is achieved by following various steps such as
soldering, cutting and coating. An electro discharge
cutting process of foams is performed as it is submerged
in water.

The thermocouple locations are obtained by a deep-hole
drilling process. The machine is used in this step which
works like an EDM cutting machine and it has various
removable blades. A blade of one millimeter in diameter
and thirty millimeters in length are used to drill the heat
sink chassis. In this process, the blade caused melting of
the aluminum which was then removed from the chassis
until the hole reached a depth of thirty millimeters. The
six foam chassis and bare fin block were drilled as shown
in Figure 2.

Figure 2. The photo of the aluminum fin block heat sink and
the thermocouple holes

Both the aluminum foams and their chassis are coated
with tin and copper. The reason for the copper coating of
all of the foam heat sink chassis is to make them suitable
for the soldering operation. A bare aluminum cannot
solder itself, so a copper coating is used to create a
soldering layer on to the aluminum. After the copper
coating operations, all of the foams and their chassis are
coated with tin for protection from the effects of
corrosion.

Soldering and brazing are the most common joining
methods of the metal foams. The most important
advantage of these methods is using high thermal
conductivity of assistant materials. Both brazing and
soldering methods require dissimilar infrastructures.
MIKES, a Turkish avionics company, permits usage of
its SLC Vapour Phase Soldering Machine for this
research. Therefore, soldering methods become
applicable for the metal foam joining in extent of this
study. The soldering process can be divided in two parts:
The Pre-soldering Operations and The Soldering of the
Foams to the Chassis of the Specimens in a VVapor Phase
Soldering Machine. These are detailed in the following
subtitles. The thermal conductivity of the solder, which
is composed of 63% tin and 37% lead, is 39 W/m'K (Loh
et al. 2000).

The metal foams are inserted into the cream solder that
are applied in the pockets of the aluminum chassis which
were designed previously. Four different length foams
are installed into each pocket. The Lengths of the foams
are 16 mm, 21 mm, 26 mm and 31 mm. The SLC 600
Vapor Phase Soldering machine is used for soldering
operations of metal foams to the aluminum chassis. This
machine commonly solders electrical components on to
a bare PCB.

3 -
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Figure 3. The final form of the soldered metal foam heat sinks

After the soldering operation, the electrical resistivity
between the foam and the aluminum chassis is measured
with an ohmmeter. The electrical resistivity was
measured to be lower than 0.01 mQ, which means the
foams and the chassis behave like a single metal body.

The heat sinks which have identical external dimensions
were placed on the testing section of the test rig. The heat
sinks are 75 mm wide and 100 mm long with a 10 mm
base plate thickness geometries. The aluminum fin block
and the external part of the foam-embedded heat sinks
were produced from aluminum 6061-T6 alloy. The final
forms of the heat sinks are shown in Figure 3.

The external dimensions of the supplied foam plates are
150 mm wide, 150 mm long and 6.35 mm thick. Three
particular pore densities were selected for this study
through a literature survey. The pore density refers to the
number of pores per centimeter or per inch. The pore
densities of the samples are 4 pores per cm, 8 pores per
cm and 16 pores per cm for both the copper and the
aluminum plates. The physical properties of the foam
materials are given in Table 1.

Table 1. The physical properties and the geometrical
characteristics of the foam plates from literature

Foam Avg. Pore  Porosity Area Area(m?)
Dia. (m) Density
(m?/md)
AL 10PPI 0.00508 0.93 809.1  0.058442
AL 20PPI 0.0029 0.93 1240.2 0.089581
AL 40PPI 0.001702 0.93 1800.8 0.130074
CU 10PPI 0.0050 0.905 831.0  0.060024
CU 20PPI 0.00254 0.905 1273.8  0.092006
CU 40PPI 0.00165 0.905 1849.5 0.133595
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Each heat sink has 2 pieces which are 16 mm long; 2
pieces which are 21 mm long; 3 pieces which are 26 mm
long and 1 piece which is 31mm long. Each part was cut
from the same foam plate. The heights of the foam layer
heat sinks are shown in Figure 4.

[

Figure 4. Porous layers of foam embedded heat sink

There are several reasons why the metal foams were used
in different heights. The first is to reduce the pressure
difference of the heat sink by decreasing the foam
thickness. The second is to use the cooling capacity of air
efficiently and the last reason is to catch the appropriate
heat transfer point between the conduction and the
convection heat transfer methods.

TEST SET UP

The primary goal of this experiment was to observe the
hydraulic and the thermal behaviour of an aluminium fin
block, the open cell copper and the aluminium foam
embedded heat sinks. There were fifty-six test cases
which were run for seven distinct heat sinks by four
separate heaters and two distinct air velocities in total. At
the foam embedded heat sinks only the metal foam
materials were used to remove the heat from the surface
of the heater to the air.

The performance of the heat sinks was evaluated with
respect to each other by the inlet and the outlet fluid
temperatures, their average base plane temperatures and
their pressure drops through the heat sinks. The
components of the test rig, their technical properties and
the models are shown in Table 2.

The adapter component of the test rig converts the
rectangular cross-section exit area of the fan to the cross
section area of the test section, so that air can flow
through the test specimens. In this study, all the
specimens were aimed to be tested under the same
conditions such as; the identical air velocities and the
thermal loads. The pressure drops of the heat sinks were
calculated via the power consumption of the fan.

At the first step of the test rig assembly, item no 5 (see
Table 2), the adapter, was attached to the test section
(item no 6) with four hexagonal-headed M6 screws by
implementing the O-Ring gasket into the hole of test
section. Secondly, the honeycombs which prevent the
fluctuation of the anemometer AIRFLOW TA2 were
placed inside of the adapter.
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Following this procedure, in order to install the fan, four
hexagonal headed screws and 20 mm long M6 were
fastened by pressing the gasket of the adapter part. The
subassembly of the test rig was installed to the POM
spacers that pressed the insulation materials between the
duct assembly and the aluminum plate with fourteen M4
30 mm length screws. Due to the low thermal
conductivity, the low thermal expansion co-efficiency
and easy machining properties, polyoxymethylene
(POM) was ideal to make the test section duct assembly
and the adaptor as well as the fan holders and the spacers
of the test rig. Despite the low thermal properties of the
POM material, negligible heat losses occurred in the
experiments.

Two different types of the heater plates were required for
two separate heaters. The plates were designed and
manufactured by using Pertinax heat-resistant material.
The heaters were compressed between the heat plate and
the heat sink by six M4 10 millimeter long screws to
avoid the thermal resistance. The partial and the whole
heaters are illustrated in Figure 5.

Table 2. Component of the test rig

Irtﬁ)m Component: Properties\Function\Measuring Ranges:
1 Fan AC centrifugal Fan, Max pressure: 330 Pa,
Max Vol. rate: 260 m%h
2 Heaters Heater capabilities: 60W, 120W, 80W,
160W
Hot Wire : .
3 Anemometers £ Veloc.lty rar;ge. 0-15 m/s, Temperature
1 range: 0- 80 °C
Hot Wire :
Velocity range: 0-30 m/s, Temperature
4 IZAnemometers # range: -30- 200 °C
Reduction of air flow area from fan exit to
5 Adapter test section inlet.
6 Test Section Providing air flow pass through the heat
Duct Assembly | sinks, locating thermocouples
Thermal Conductivity: 0.21  W/m'K,
! Heater Plates Thermal Exp. Coeff.: 1.6x10*C*!
8 Fan Holders Stabilizing fan during the operation.
9 Insulation Thermal Conductivity: 0.032 W/m'K,
Material Insulating test section from Base Plate
10 Base Plate Combining all set-up components on the
same plane
11 Voltmeter of AC Current range: 0.3 mA - 10 A, AC
Fan Voltage range: 30 mV - 1000 V
12 Ammeter of AC Current range: 2-400 Ampere, AC
Fan Voltage range: 2-600 Volt
13 Voltmeter of AC Current range: 10 mA - 10 A, AC
Heater Voltage range: 10 mV - 1000 V
14 Ammeter of AC Current range: 10 mA - 10 A, AC
Heater Voltage range: 10 mV - 1000 V
15 AC Motor Output: 750 W, Input Voltage: 200VAC,
Driver Input Current: 6.5A, Output Current: 3.6A
16 Frequency AC Current range: 0.4 mA - 20 A, AC
meter Voltage range: 1000 mV - 1000 V
Digi-Sense  Thermocouple,Wire, TYPE-
17 Thermocouples T,30-GAUGE, FEP Insulation,
Superior Electric Powerstat 216B Variable
18 Power Supply Autotransformer, Input Volt: 240V Output
Volt: 0-280V Frequency: 50-60 Hz
Up to 120 Channels, 11 function measuring
capability, voltage, ampere, and
19 Data Logger temperature recorder within 1 second’s
intervals.
20 Laptop Collecting & Processing data taken from
Data logger
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Figure 5. (a) Partial heaters; (b) whole heaters
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THE HEAT TRANSFER MEASUREMENTS AND
THE PRESSURE DROP CALCULATION

The Pressure Drop

The pressure drops of the test specimens were calculated
via the power of the fan as in Equation 1.
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AP = —=—
Q

I¢Ve M

The Reynolds numbers of the fin block which were
calculated in Equation 2 proved that the flow was in a
laminar regime. The pressure drops, the Reynolds
numbers of the fin block and their uncertainties are
presented in Table 3. The pressure drops of the fin block
were lower than all other kinds of the metal foam heat
sinks.

Re = pu% = uzlt 2)
1l (1+tv
Table 3. The pressure drops of the fin block
m (kg/h) AP (Pa) Re
Bare 33 36 957
Fin 50 70 1435

Column 2 of Table 4 shows the pressure drops of the
foam embedded heat sinks calculated by using the fan
power consumption measurement whereas the column 3
shows the pressure drops of the foams which have the
same structure were calculated with Hazen-Dupuit-
Darcy Equation (Mancin et al. 2010, 2012).

Table 4. Tabulated pressure drop results

FOAM | s (kg/h) | AP (Pa) | AP (Pa) | Rew
ALIOPP! | — 20— ase0s | 196
AP 5 — s T 1%
ALOPPl 5 T ats | 1
cutoPPl 20— 50 | 158
CU20PPI gg 18849 %i:gg’ 17005
oo |||
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As shown in Equation 3, the Reynolds number of the
porous media was calculated where the permeability
values of the foam samples were taken from Mancin's
studies (2012, 2010). Although the porosity and the pore
density of the tested metal foams were similar to the
Mancin's study, the heat sink geometries cause different
pressure drop from those of Mancin's study. As
mentioned in the introduction, the manufacturing
sections in the current research have a unique heat sink
geometry and a lower metal foam than the mono-block
structures. Because of the staircase design, air can pass
more easily through the thinner metal foam layers
compared to the mono-block metal foams.
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For the current study, due to the thickness and the
alignment of the foam, the pressure drop values had to be
lower than those of Mancin's. The pressure drop data
calculated via the power of the fan were approximately 35-
40% were lower than Mancin's data (see also Figure 6).

Alvarez’s (2005) study also confirmed the calculated data
with a similar experiment. In Alvarez's study, pressures of
the same pore density samples were decreased by reducing
the thickness. The staircase alignment of the foams
reduced the pressure drops of the specimens as
demonstrated in Table 4.

The pressure drop variation versus the pore density is
shown in Table 4 and Figure 6. It is obvious that the
increase of the pore density and the air frontal velocity
enhance the pressure drops of the foam heat sinks. It is
known that even though the aluminum foam samples have
93% porosity, the copper ones have 90.5% porosity. The
effect of this porosity difference is also seen in Table 4. In
fact, the higher porosity aluminum heat sinks have higher
pressure drop values compared to the copper heat sinks.

The air velocity directly increases the pressure drops and
the Reynolds numbers of all the tested specimens. At the
Mancin's study, a rectangular box was selected as the
geometry of foams. The effect on the pressure drop of the
staircase structure of the heat sinks can be seen in Figure
6.

+ Al Foam Ex.

Al Foam
Mancin's

A Cu Foam Ex.

Pressure drop (Pa)

® Cu Foam
Mancin's

[=]

5 15 25

Pore density (PPI)

35 45

Figure 6. The drop of the tested heat sinks variation and
Mancin's results (2012, 2010) with respect to the pore densities



Heat Transfer

In this experiment, the convection coefficients, the
Nusselt numbers and the hydraulic diameter of the metal
foams were calculated from Equation 4, Equation 5
(Hernandez 2005) and Equation 6 (Boomsma, 2002).
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The Nusselt numbers of the fin blocks are calculated with
Equation 5 which is shown in Table 5. The Nusselt
numbers of the foam embedded heat sinks are higher than
the fin block as demonstrated in Table 6 and Table 7. The
thermal resistances, Nusselt numbers, the convection

The 60 W and the 120 W heaters have the same width as
the foam sections of the heat sinks, which is 23.4
mm(1"). The 80 W and the 160 W heaters have the same
100 mm width as the heat sink. This can be seen in Figure
5. Although this heater size effects the thermal resistance
of the fin block as in Table 5, an increasing thermal
resistance trend is seen with the increasing heater power
at the foam heat sinks in Table 6 and Table 7. The main
reason for the higher thermal resistance values at two
partial 1" size 60 W and 120 W heaters is the inadequacy
in the fin block heat transfer area. The baseplate
temperature of the fin blocks is higher than the foam
embedded heat sinks in all of the test cases, which shows
the heat accumulation at the base plate of the fin block.
Foam metals with a superior property in the excessive
heat transfer area solves this heat transfer area
inadequacy.

The high thermal conductivity of the copper samples
ensured the superior thermal performance of the copper
foams. The effects of air velocity can appear when the
heat transfer coefficients and the thermal resistances of
Table 6 are compared to those of Table 7. The 10 PPI
copper embedded heat sinks had the highest heat transfer
coefficients. The 10 PPI aluminum embedded heat sinks
took the second place.

Table 6. The heat transfer coefficients, Nusselt numbers and
the thermal resistances of the metal foam embedded heat sinks
at 4 m/s air velocity

coefficients of the tested foam embedded heat sinks are Heater m Rin h Nu
presented in Table 6 and Table 7. While Table 6 shows (W) (kg/h) | (KMW) | (W/m?K)
the results of the foam embedded heat sinks at 4 m/s air 60 33 0.290 39.79 |62.75
inlet velocity, Table 7 shows the results of the foam AIL0PPI 80 33 0.324 39.94 | 62.99
embedded heat sinks at 6 m/s air inlet velocity. On the 120 33 0.352 3852 | 60.75
one hand, the pore density increases the heat transfer area 160 33 | 0324 39.28 6194
of the foams and the Nusselt numbers decay with a rising 60 33 | 0.287 27.35 14313
pore density. On the other hand, the increased pore Al20PPI 18200 gg gggg ggéi ﬁ'gg
density reduces the thermal resistance of all the heat sinks - : -
160 33 0.266 25.81 40.71
except for the 20PPI copper foam. Because of the 60 33 0.260 1803 | 2844
manufacturing defects a specific region of the 20 PPI 80 33 0:261 17:62 27:78
copper layer, as shown in Figure 7, it does not have a AlOPPI —50 33 0.250 1730 | 2727
uniform porosity through the whole plate. The reason for 160 33 0.264 1747 | 2755
this manufacturing defect may be originated from the 60 33 0.273 4241 | 66.88
breaking of the ceramic mold during the investment 80 33 0.241 4386 |69.16
: ; : CU10PPI
casting process. Finally, the experimental results show 120 33 0.251 4299 |67.80
that the thermal resistance of a 40 PPI porous heat sink 160 33 0.319 4399 |69.37
and a 20 PPl porous one do not go in line with the 60 33 0.105 37.08 |58.47
literature trend, as seen in Table 6 and Table 7. CU20PPI 80 33 0.145 32.27 |50.88
120 33 0.138 31.86 50.24
Table 5. The heat transfer coefficients, Nusselt numbers and 160 33 0.141 30.92 48.76
the thermal resistances of the fin block for both air velocities 4 60 33 0.185 24.19 38.14
m/s and 6 m/s CU40PPI 80 33 0.196 23.06 36.36
Heater (W) m Rin Nu 120 33 0.217 23.44 36.96
(kg/h) (K/W) 160 33 0.229 2377 |37.48
60 0.346 5.90
80 33 0.339 5.41
120 0.365 5.13
BFE:;e 160 0337 | 525
60 0.290 6.44
80 50 0.242 6.51
120 0.305 6.33
160 0.225 6.63
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closed cells of the copper foam

The increase of the pore density impeded the air flow
through the metal foam. As a result, the convective heat
transfer from the metal foam to air was reduced by the
increasing pore density as expected. Finally, it is
understood that the thermal resistance is directly
dependent on the pore density of the foam samples. All
of the thermal resistances, except for the 20PP1 copper,
were lessened with the pore density. As stated in the
results, the Nusselt numbers decline along with the rise
of the heat transfer areas falls down. This means that the
increase of the pore density increases the conduction heat
transfer of the foam metals.

Table 7. The heat transfer coefficients, Nusselt numbers and
the thermal resistances of the metal foam embedded heat sinks
at 6 m/s air velocity

m _
Heater Rith h
(W) ("g”h KWy | wimzk) | N
60 50 | 0207 | 4950 |78.06
80 50 | 0219 | 5913 |93.24
AOPPl 0 T 50 | 0237 | 49.69 |78.36
160 | 50 | 0207 | 5340 |84zl
60 50 | 0182 | 3472 |5475
80 50 | 0207 | 3414 |5383
AlOPPl 0 T 50 | 0220 | 3475 |54.80
160 | 50 | 0189 | 3456 |5450
60 50 | 0170 | 2239 |3531
80 50 | 0220 | 2234 |3523
AlOPPI 50T 50 | 0214 | 2239 |3531
160 | 50 | 0191 | 2257 |3558
60 50 | 0178 | 5368 |84.64
80 50 | 0205 | 5621 |88.64
CUIOPPI—50 1 50 | 0.236 5537 | 87.32
160 | 50 | 0203 | 5656 |89.19
80 50 | 0074 | 4202 |66.26
80 50 | 0086 | 4271 |67.35
CUPPI—10 | 50 | 0084 | 4115 |64.89
160 | 50 | 0434 | 4148 | 6541
60 50 | 0119 | 3190 [5030
80 50 | 0471 | 3360 5299
CUA0PPl 50T 50 | 0151 | 3218 |50.75
160 | 50 | 0452 | 3166 |49.92

Figure 8 and Figure 9 show the thermocouple
temperatures of the base plane at the stated conditions.
Due to the locations of the heaters, the temperatures on
the foam sides were higher than TC9 and TC5 in Figure
8. In addition, the metal foam parts in Figure 9 provided
the temperature values which get close to one another.
The heat transfer coefficients (HTC) of each sample
showed similar values at various heaters as mentioned in
Mancin’s study (2012). In addition, the order of the heat

transfer coefficients with respect to the pore density of
the present study and Mancin's study support one another
(2012). Another study carried out by Mancin indicated
that the 10 PPI aluminum sample had lower mean wall
temperature than the 20PPI and the 40 PPI foams which
are at the same porosity, as in Figure 10.

048 15554 5572 TC3 5387 ICS 5438 10732 TC$
55. 55. 353 | s435 U7 EzET ICS

. 0 000 0 5 0
TC Ortam | 1) TC255.34 TC4 5125 TC6 55.96. TCS 5215

-

TC locations
Figure 8. Surface temperatures of CU 20PPI at a 2 section 120
watt heater at 6 m/s air velocity
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TC locations
Figure 9. Surface temperatures of CU 20PPI at a whole 160
watt heater at 6 m/s air velocity

At the copper samples, the increase of the pore density
decreases the mean wall temperature of the heat sinks as
seen in Figure 10. On the contrary, the mean wall
temperatures of the aluminum heat sinks increase with
pore density. This can be interpreted as, the higher
porosity and the lower thermal conductivity of the
aluminum foams slowed the heat flow from the foam
surface to air.
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50
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Pore density (PPI)

Figure 10. Mean wall temperature as a function of pore density
at 160 W heater and 6 m/s frontal air velocity

THE PERFORMANCE COMPARISON OF THE
HEAT SINKS

This study has one ultimate goal which is to determine
the heat sink that will give the lowest base temperature at
a specified heater load and the inlet air temperature with
the lowest air pressure drop. Figures 13 was prepared for
the evaluation of the heat sinks with the best performance



heat sinks for this goal. The thermal resistances of the
heat sinks were calculated by implementing Equation 7.
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Figure 11. Variation of R as a function of heater power at 50
kg/h mass flow rate (whole heaters)

As it can be seen in Figure 11, the thermal resistances of
the heat sinks drop down at 160 W heater loads. There
could be a breakeven point beyond which heat sink works
effectively. The effectiveness of the heat sink depends on
the heater load and the geometrical configuration of the
heat sink, which seems to be worth investigating in
further studies. The 20PP1 foam embedded heat sinks do
not fit in this generalization. The reason for this
discrepancy can be originated from the closed cell
structure of the copper foam plates. It is clearly
understood from the Figure 11 that the fin block has the
highest thermal resistances at both heat loads. While the
thermal resistances of the aluminium foams are close to
each other, the thermal resistances of the copper foams
illustrate the differences. The effect of the thermal
conductivity of the copper samples is seen in the 20PPI
and the 40PPI copper foam embedded heat sinks which
have the lowest thermal resistances.
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Figure 12. Variation of R as a function of the pore density at
a 60W heater and 6 m/s frontal air velocity

It is observed that the increase of the pore density
decreases the thermal resistance of the heat sinks except
for the 20 PPI copper sample as seen in Figure 12. Even
with the limited usage of the metal foam, the thermal
resistance of the metal foam embedded heat sinks are
significantly lower than the thermal resistance of the fin
block as shown in Figure 12.

Figure 13 demonstrates the base plane temperatures of
the samples and the vertical lines indicate the foam
boundaries of the heat sinks. It is seen that the
temperatures increased in the first foam section while the
fresh air provided from a 5 mm gap decreased the second
foam section. At the fin block, the temperature continued
to increase, which is undesired for the operational life of
the electronic components. Finally, the 40PPI copper
foam heat sink provided the lowest base plane
temperatures. However, the 20PPI copper foam heat sink
was the most effective considering the pressure drop and
the thermal resistance together. Moreover, the 20PPI
foam heat sink produced less noise compared to the
40PPI foam heat sink. The metal foam-structured heat
exchangers reduced the thermal resistance by nearly two
thirds when compared to a conventional fin block.
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Figure 13. The variation of the base plane temperatures as a function of the distance at 160 W heater
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CONCLUSIONS

In this study, an experimental comparison between the
thermal and the hydrodynamic characteristics of the
partial metal foam embedded heat sinks and those of
conventional fin block was presented. The current study
not only shows the metal foam embedded heat sink
design for the electronic boxes, but also guides the
utilization of the metal foams at the industrial heat sinks.
The main findings of this study is summarized as follows:
e Both the copper and the aluminum metal foam
embedded heat sinks have lower thermal resistance
than the aluminum fin block at all heater loads and air
velocities. Both the 40 PPI and the 20 PPI copper
foam embedded heat sinks are shown convenient to
the electronic cooling applications.

The measured pressure drop of the foam heat sinks
increased up to four times more than that of the fin
block at 50 kg/h air flow rate, as shown in Table 3 and
Table 4. Not only the thermal resistance, but also the
pressure difference of the 10 PPI aluminum foam
embedded heat sink make it a suitable option among
the other aluminum ones.

The thermal resistance of the foam embedded heat
sinks decreased with the increasing pore density as
found in the Mancin’s study. Only the resistance of
the 20 PPI copper foam embedded heat sinks does not
fit this trend, which was described under the ‘Heat
Transfer’ subsection. The reasons why Mancin’s
studies are the guideline researches for the current
study are the same pore density foam specimens and
the use of the same working fluid.

At the 80 W and the 160 W larger heater scenarios,
the temperature at the foam sections are as low as 1
to 1.5 degree, which is lower than the temperature at
the foamless sections. It is clearly observed that
locating the metal foam under the equipment that may
generate hotspots and it has positive results in terms
of equipment performance.
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Abstract: The purpose of this study is to destroy spherical shape hepatic tumors using radiofrequency ablation
method. Three-dimensional finite elements method has been employed. Five different radiofrequency probes for liver
tissue have been used to create a spherical-shaped lesion. Investigated parameters are the electrical voltage, ablation
time, geometry and number of electrodes. Results have been given as lesion volume and temperature distribution.
Results have been compared with the literature results, and it is seen that present results are in good agreement with
the literature results. Results show that a spherical shape hepatic tumor can be destroyed using a hybrid electrode
construction consisting of four Christmas-tree and four umbrella-shaped electrodes. It is seen that approximately 20
mm-diameter of lesion can be destroyed using hybrid electrode design after eight minutes. It is hoped that hybrid
electrode configuration can be used for treatment of spherical shape hepatic tumors in clinical applications.
Keywords: Electrode, Hepatic tumors, Lesion, Radiofrequency ablation

KURESEL SEKIiLLi KARACIGER TUMORLERI iCiN RADYOFREKANS
ABLASYONU

Ozet: Bu ¢alismanin amac1 radyofrekans ablasyon metodunu kullanarak kiiresel sekilli karaciger tiimorlerinin yok
edilmesidir. Ug boyutlu sonlu elemanlar metodu kullanilmistir. Karaciger dokusu igin bes farkli radyofrekans prop
kiiresel sekilli lezyonu olusturmak igin kullanilmustir. Incelenen parametreler elektrik voltaji, ablasyon siiresi,
geometri ve elektrot sayisidir. Sonuglar lezyon hacmi ve sicaklik dagilimi olarak verilmistir. Sonuglar literatir
sonuglari ile kiyaslanmig ve sonuglarin literatiir sonuglari ile uyum i¢inde oldugu goriilmiistiir. Sonuglar bir kiiresel
sekilli karaciger tiimoriiniin dort elektrotlu yilbasi agaci tipi ve dort elektrotlu semsiye-tipi elektrotlardan olusan hibrit
bir elektrot konstriiksiyonuyla yok edilebilecegini gostermistir. Yaklasik 20 mm ¢apindaki bir lezyonun sekiz dakika
sonunda hibrit elektrot dizaym ile yok edilebildigi goriilmiistiir. Hibrit elektrot konfigiirasyonunun Kklinik
uygulamalarda kiiresel sekilli karaciger tiimérlerinin tedavisi i¢in kullanilmasi umulmaktadir.

Anahtar Kelimeler: Elektrot, Karaciger tiimérleri, Lezyon, Radyofrekans ablasyonu

t Time [s]
NOMENCLATURE P Density [kg/m?®]

Pol Density of the blood [kg/m?®]
C Specific heat [ki/kg K] o Electrical conductivity [S/m]
Col Specific heat of the blood [kJ/kg K] bl Blood perfusion rate [1/s]
D Diameter of the trocar tip [mm]
E Electric field intensity [V/m] INTRODUCTION
H Height of the trocar [mm]
J Current density [A/m?] Percutaneous hyperthermia treatments generated with
K Thermal conductivity [W/m K] radiofrequency needle electrodes have gained wide
Ny Heat transfer coefficient of the blood popularity in last decades. Primary and secondary

[W/me K] tumors could be terminated with no serious
r Minor radius [mm] complications (Rossi et al., 1998). Also, rehabilitation
R Major radius [mm] rates have been increased by the improvement of
Qm Energy generated by the metabolic process imaging techniques (Verslype etal., 2012).
W/m?

T 'I['empeaature [K] Hepatocellular carcinoma (HCC) is the most common
Tol Temperature of the blood [K] primary hepatic tumor in the world (Ferenci et al.,
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2010), and the global percentage of HCC increases
(Poon et al., 2009). Surgical resection, liver
transplantation, and radiofrequency ablation (RFA)
treatments are recommended for HCC (Clinical Practice
Guidelines, 2012a, 2012b).

RFA is applied primarily to patients instead of surgical
resection for unresectable HCC by means of minimally
invasive procedure along with highly sensitive necrosis,
especially for small HCC (Lin and Lin, 2003). RFA also
needs shorter hospitalization, and it has lower
complication rates than surgical resection (Ozbek et al.,
2016). Some investigators believe that RFA can be used
as first option against HCC (Mazzaferro et al., 2009).

RFA has been used first in 1990s and dissipated over in
clinics (Livraghi et al., 1999). RFA is applied to 30-
40% of HCC patients in Europe and the USA (Clinical
Practice Guidelines, 2012a, 2012b). RFA method uses
alternative current usually at about 450 kHz-550 kHz to
create heat, delivered through a thin instrument known
as a probe, to terminate malignant lesions (Chang and
Nguyen, 2004; Barajas et al., 2018). Imaging
procedures like computed tomography scan, ultrasound
or magnetic resonance imaging are used to help guide
the probe while the probe enters into the area of the
tumor. Depletion of the cells occurs when the
temperature reaches about 45°C-50°C (Goldberg et al.,
1996; Tungjitkusolmun et al., 2002; Haemmerich et al.,
2003a). Guidance of imaging procedures and choice of
an appropriate probe are important for successful
ablation (Tatli et al., 2012).

In probe designs, there are some parameters such as
probe tip temperature, impedance, power output etc. to
control the ablation action (Ito et al., 2014).

Stippel et al. (2004) stated that about 60% of tumors
encountered in liver tissue are in spherical shape.
Literature review has showed that RFA method for liver
tumors has been investigated by a number of researchers
for different electrode types. Tungjitkusolmun et al.
(2002) carried out a study to investigate the three-
dimensional finite element analysis for radiofrequency
hepatic tumor ablation using four-array umbrella-typed
electrode. Haemmerich et al. (2003a) evaluated the
effect of different cooling water temperatures on lesion
size with cooled-tip electrode. Ito et al. (2014)
developed a new expandable bipolar device to get wider
coagulation volume. De Baere et al. (2001)
experimentally studied the radiofrequency liver ablation
for two different types of RFA devices with four-array
expandable needle electrode and a triple-cluster cooled-
tip needle electrode. McGahan et al. (1990) investigated
the RFA method with ultrasound guide for plane
electrodes. Rossi et al. (1990) concluded that small
tumors whose diameters are less than 20 mm could be
destroyed by RFA method using linear needles. Curley
et al. (1997) studied the bipolar RFA in pig livers.
Livraghi et al. (1997) studied saline-enhanced RFA with
a single radiofrequency electrode. Lencioni et al. (1998)
evaluated feasibility, safety and effectiveness of RFA by
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using cooled-tip electrode needle in hepatic tumors.
Hansen et al. (1999) showed that how local vasculature
affects the size and shape of a lesion. Haemmerich et al.
(2003b) examined the performance of monopolar and
bipolar probes for treating lesions. Lee et al. (2004)
studied the saline-enhanced hepatic RFA with dual
probe bipolar, monopolar and single probe bipolar
modes. Mulier et al. (2005) proposed an updated
terminology for the electrodes and multiple electrode
systems used in radiofrequency processes. Chen et al.
(2009) conducted a study to optimize electrode
placement for nine tines for the tumor of liver with and
without vessel. Yang et al. (2010) presented a robotic
system for large tumor lesions using overlapping
ablations. Audigier et al. (2015) carried out a study to
model heat propagation in liver with blood vessel using
RFA for multi-tine electrode. Kilic et al. (2015) stated
that tumor needle track seeding may occur after RFA
for hepatic tumor. Therefore, they suggested performing
prophylactic needle track coagulation. Cartier et al.
(2016) compared monopolar and multipolar probes.
Ahmad (2016) conducted a study for the comparison of
monopolar cluster and multipolar electrode systems to
treat HCC bigger than 25 mm. Choi et al. (2016)
conducted a study to analyze the outcomes of multi-
channel switching RFA wusing a separable cluster
electrode in patients with HCC. A probabilistic bio-
heating finite element model was proposed by Duan et
al. (2016) to predict RFA lesions in liver using RFA
probe. The effect of nanoparticle injected into tissue
with blood vessels on RFA treatment of liver tumor was
investigated by Shao et al. (2017) using RFA probe.
Their results showed that using nanoparticles increases
ablation efficiency. Givehchi et al. (2018) simulated the
liver tumor ablation using radiofrequency ablation.

Literature study showed that the electrodes used in
literature do not give realistic sphere lesion. Thus, in
this study, RFA method for liver tumors with
spherically-shaped has been investigated numerically.
Investigated parameters are the electrical voltage,
ablation time, geometry, and number of electrodes.
Simulations are conducted for three, four, six, and two
different types of eight electrodes. A hybrid electrode
which creates spherical shape is proposed.

MATERIALS AND METHODS

Simulation of percutaneous treatment has been carried
out by using a computer (with 16 GB of RAM and 1 TB
of total disk space). Finite element method is used for
numerical study. Figure 1 demonstrates the design
which is used for analyses. Outer cylinder shows the
liver tissue which is hosting the probe. When the probe
reaches the tumor location, tines deploy through the
tissue. After that, generator utilizes the radiofrequency
waves from the probe to the ground pads which are
resting on the patient thighs. Probe consisting of
electrodes, trocar tip, and trocar base is also seen in
Figure 1. Trocar tip and electrodes are made of different
materials due to necessity of different thermal
conductivity values. Big part of the heating/ablation



process is performed by electrodes where the trocar tip
is auxiliary component for this process. Adjustable
trocar base is made of polyurethane which does not
allow the heat flow.

Liver

Trocar Base

‘M<> Electrodes

T / .\Trocar Tip

Figure 1. The schematic view of the computational domain.

The five different radiofrequency electrode types used
in this study are shown in Figure 2. The electrodes of
Case 1 through Case 4 are the Christmas-tree-shaped
whereas the electrode given in Case 5 has four
Christmas-tree and four umbrella-shaped electrodes. For
Case 5, four of eight Christmas-tree-shaped electrodes
of Case 4 are changed with four umbrella-shaped
electrodes. Thus, the electrode of Case 5 is called as

Case 1 Case 2

Case 3

hybrid. The dimensions of electrodes of Case 5 are
shown in Figure 3. In Figure 3, r1 and r are the minor
radii. R; and Rz are the major radii. H, and H, are the
heights of trocar tip and Christmas-tree-shaped
electrode, respectively. D is the diameter of the trocar
tip. The values of these parameters are: r1=0.23 mm,
r.=0.2 mm, R=25 mm, R;=2.75 mm, H;=2 mm,
H,=7.962 mm, D=1.8288 mm. The values given in
Figure 3 are valid for Case 1 through Case 4.
Revolution angle for umbrella-shaped electrodes is
135°. This angle is the most appropriate selection that
gives the spherical shape in the best way. However,
revolution angle for umbrella-shaped electrodes used in
clinical applications is generally 180°. Also, Christmas-
tree-shaped electrodes are turned 20° from the vertical
axis. There are four main different regions in
simulation. These are electrode, trocar tip, tissue, and
trocar base. The density p (kg/m%), specific heat ¢ (J/kg
K), thermal conductivity k (W/m K), and electric
conductivity o (S/m) of materials of these regions are
given in Table 1.

The electrical voltage is chosen between 20-35V.
Complete spherical shape is not obtained when
electrical voltage is chosen under 30V. In addition,
carbonization is observed when electrical voltage is
greater than 30V. Thus, 30V is chosen as electrical
voltage in this study. The other important values used in
the simulation are given in Table 2.

Case 4 Case 5

Figure 2. Electrode designs used in this study: Case 1: three-tin, Case 2: four-tin, Case 3: six-tin, Case 4: eight-tin, Case 5: eight-

tin (hybrid design).

Table 1. Properties of materials.

Region Material p(kg/m®) ¢ (Jkg K) k (W/m K) o (S/m)
Electrode Ni-Ti 6450 840 18 108
Trocar tip Stainless steel 21500 132 71 4x10°
Tissue Liver 1060 3600 0.512 0.333
Trocar base  Polyurethane 70 1045 0.026 10°
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#f1= 0.23 mm
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Figure 3. Dimensions of electrodes of Case 5.

Table 2. Parameters used in simulation.

Parameters Value Unit
Blood perfusion rate 6.4x10° 1/s
Arterial blood temperature 37 °C
Initial and boundary temperature 37 °C
Electrical voltage 30 \%
Ablation time 8 min

Bioheat Equation

Pennes’ bioheat equation is a well-known equation and
one of the best approaches to simulate RFA in the area
of bioheat transfer. Bioheat transfer in radiofrequency
tumor ablation occurs between radiofrequency electrode
and liver tissue. This type of heating due to electric
current flow is called Joule heating. Pennes bioheat
transfer equation is given as

pC%ZV-kVT+J~E—hb| (T—Tb|)+Qm (1)

where p is the density (kg/m®), c is the specific heat
(J/kg K), k is the thermal conductivity (W/m K), T is the
temperature (K), and t is the time (s). J is the current

density (A/m?), E is the electric field intensity (V/m),
he1 is the convective heat transfer coefficient (W/m? K),
and Qm is the energy generated by the metabolic
processes (W/m®). The convective heat transfer
coefficient is given as

hp1 = o1 Col Wl )
In Eq.1 and Eq.2, the subscript bl designates the blood,
and wp is the blood perfusion rate (1/s). Pennes’ bioheat
equation is solved using finite element method for the
cases. COMSOL Multiphysics software is used to solve
numerically the governing differential equation, i.e. Eq. 1.

Numerical Analysis

COMSOL Multiphysics software is used to simulate the
process. It solves the partial differential equations in an
integral form. Unknowns are discretized as sums of basis
functions defined on finite elements. To perform an
accurate simulation of RFA, different mesh numbers have
been used. Tetrahedral mesh (cell) has been employed.
Fine mesh structure is employed near the probe. Typical
three-dimensional mesh distribution is seen in Figure 4a.
Mesh optimization study is carried out for the fraction of
necrosis which represents the death of cells in living
tissue. Because the aim of this study is to destroy the all
tumor region in living tissue, i.e., necrosis region, mesh
optimization is conducted for the fraction of necrosis.
Typical fraction of necrosis at three different points (A,
B, C) is given for five different mesh numbers in Table 3
for Case 5 at the end of eight minute. Points A, B and C
are at 4 mm, 12 mm and 20 mm from center of probe,
and they are shown in Figure 4b. It is seen that the
fraction of necrosis does not change significantly when
the mesh number changes from 176929 to 743265. Thus,
mesh number of 290887 is chosen for the optimum mesh
number, and this mesh number is used for the remaining
calculations for Case 5. Similar mesh optimization
analysis is performed when case is changed.

(b)

Figure 4. (a) Typical mesh distribution and (b) points used to measure the fraction of necrosis.

Table 3. Fraction of necrosis according to number of mesh elements at three different points at the end of eight minute.

Points on 127874 139853 176929 290887 743265
Tissue elements elements elements elements elements
Point A 1 1 1 1 1

Point B 0.4 0.3 0.332 0.329 0.327
Point C 0.173 0.168 0.163 0.163 0.162
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RESULTS

Numerical validation can be done with the results of
Tungjitkusolmun et al. (2002), Chen et al. (2009) and
Duan et al. (2016). Literature review showed that
Tungjitkusolmun et al. (2002) is an accepted article
which is highly cited by other researchers. Therefore,
Tungjitkusolmun et al. (2002) has been the reason for
preference to use it for literature comparison. The study
of Tungjitkusolmun et al. (2002) was repeated here to
show the accuracy of this numerical study. Three-
dimensional finite element analysis for radiofrequency
hepatic tumor ablation using four array umbrella-typed
electrode was used. Temperature distribution of present
study is shown in Figure 5a after eight minute of
ablation. Figure 5b shows the temperature regions above
than or equal to 50°C. The figure of Tungjitkusolmun et
al. (2002) is not given here due to copyright (Please see
Figures 4c and 4d in Tungjitkusolmun et al. (2002)). It
is seen that the results of present study are in good
agreement with the results of Tungjitkusolmun et al.
(2002).

After verifying the accuracy of the numerical model,
simulations are performed for five cases given in Figure
2. Lesion volumes obtained for Case 1 through Case 5 are
seen in Figure 6 after eight minute. Gray area represents
regions above than or equal to 50°C. It is seen that the
shape of the lesion for Case 1 through Case 4 is nearly
similar. It is also seen that the shape of the lesion is nearly
spherical for Case 5, i.e., hybrid electrode.

90.0

859

37.0

(a)

Case 1 Case 2

(b)
Figure 5. (a) Temperature distribution after eight minute of ablation, and (b) regions greater than or equal to temperature of 50°C.

Case 3

After seeing that spherical lesion is obtained for Case 5
with four Christmas-tree and four umbrella-shaped
electrodes, the numerical studies are conducted for Case
5. Evolution of lesion of Case 5 by the end of first,
second, fourth, and eight minutes of ablation is seen in
Figure 7. As can be seen from Figure 7, the shape is
almost a sphere at the last minute, i.e., eight minute, of
ablation. It is seen that the shape of lesion changes with
time significantly until the end of four minute.
However, results show that lesion shape almost remains
the same when the time is changed from 4 to 8 minute.

Typical temperature distribution of Case 5 at the end of
second, fourth, sixth, and eight minutes is shown in
Figure 8. As can be seen in Figure 8, maximum
temperature in tissue increases when the time increases.
After eight minute of ablation, maximum temperature
reaches to 94.2°C. Because of the fact that temperature
is less than 100°C, tissue carbonization does not occur
within the lesion (Tatli et al., 2012).

In order to see the dimensions of the lesion after the
eight minute of ablation, the views of the lesion on x-y
and y-z coordinates are shown in Figure 9. The diameter
of the lesion obtained by hybrid design, i.e. Case 5, is
approximately 20 mm which is suitable for small-
medium tumors. This result agrees with the result of
Rossi et al. (1990). It is seen that the shape of the lesion
is nearly spherical.

90.0
S0.0

488

i

Case 4 Case 5

Figure 6. Lesion volumes after eight minute.
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1 min 2 min 4 min 8 min
Figure 7. Evolution of lesion of Case 5 at the end of first, second, fourth, and eight minutes of ablation.
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Figure 8. Typical temperature distribution of Case 5 at the end of first (a), second (b), fourth (c), and eight (d) minutes.
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Figure 9. Dimensions of lesion after eight minute of ablation for Case 5.

CONCLUSION

A spherical-shaped lesion is obtained using a hybrid
electrode for liver tissue. Three-dimensional finite
element method is used. The COMSOL Multiphysics
software is employed to simulate the problem. Electrical
voltage, ablation time, geometry and number of
electrodes are the investigated parameters. Results are
presented in the form of lesion volume and temperature
distribution. It is seen that present results are in good
agreement with the literature results. Hybrid electrode
construction consists of four Christmas-tree and four
umbrella-shaped  electrodes. It is seen that
approximately 20 mm-diameter of lesion can be
destroyed using hybrid electrode design after eight
minutes. Results show that maximum temperature
within tissue reaches to 94.2°C after eight minutes of
ablation. Spherical lesion is obtained for electrical
voltage 30V and at the end of ablation time 8 minute. It
is hoped that the hybrid electrode configuration can be
used for treatment of spherical shape hepatic tumors in
clinical applications.
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Abstract: An equation (29) is derived to calculate heat transfer rate of a heat pipe evaporator in terms of liquid pressure
loss along and temperature difference across the wick and thermo-fluid properties, which shows that various wick
profiles transfer same amount of heat under the constraints of pressure loss and temperature difference. It is proved by
calculus of variations that among these profiles, wick weight is minimized in case of uniform wick thickness. Case
studies are applied for a copper-water heat pipe with a wick of 0.5 porosity, 1.5x10° m? permeability, 8.65 mm outer
radius and around 1.96 W/mK thermal conductivity. A case study shows that sum of the pressure losses of the liquid
and vapor phases of the adiabatic region is minimized at a certain ratio of vapor core radius to wick outer radius. Finally,
1-D coupled flow and thermal analyses of the wick and vapor core of the heat pipe are performed for two types of
designs with piecewise uniform wick thickness profiles which are proposed in this study. Under the constraint of
constant total wick volume, heat transfer rate is plotted as function of wick thicknesses for each design. Without the
wick volume constraint, increasing the adiabatic zone and condenser wick thicknesses while decreasing wick thickness
of the evaporator enhances heat transfer rate up to 6.3%. On the other hand, increasing adiabatic zone wick thickness
while decreasing that of the evaporator and condenser improves heat transfer rate up to 26.9% at capillary limit.
Keywords: Heat pipe, wick, optimization, wick thickness, wick profile, wick volume, wick weight, calculus of
variations.

PARCALI UNIFORM BOYLAMASINA FiTiL PROFILLI ISI BORULARI iLE ISI
TRANSFERININ ARTTIRILMASI

Ozet: Bir 1s1 borusu evaporatdriinde 1s1 transferini fitildeki eksenel basing kaybi ve radyal sicaklik degisimi ile termo-
fiziksel 6zelliklere bagli olarak hesaplamak amaciyla bir baginti (29) ¢ikartilmis, basing kayb1 ve sicaklik farki kisitlar
altinda farkli fitil profillerinin ayn1 miktarda 1s1 transfer ettigi gosterilmistir. Varyasyonlar hesabi ile fitil agirhiginin
farkl1 fitil profilleri arasinda sabit kalinlikta olan i¢in minimum oldugu ispatlanmistir. Ornek galismalar 0.5 porozite,
1.5x10° m? gecirgenlik, 8.65 mm dis yaricap ve yaklasik 1.96 W/mK 1s1l iletkenlige sahip bir fitili olan bakir-su 1s1
borusu i¢in gergeklestirilmistir. Bir 6rnek ¢aligmayla adyabatik bolgede, buhar akis yarigapinin fitil dig yaricapina
oraninin belirli bir degerinde, sivi ve buhar fazlar1 basing kayiplari toplamimin minimum oldugu gosterilmistir. Daha
sonra, bu ¢aligmada Onerilen bolgesel olarak sabit kalinlikta iki farkli fitil tasarimi igin 1s1 borusu fitil ve buhar
kolonunun bir boyutlu baglasik akis ve 1s1l analizleri ger¢eklestirilmistir. Sabit toplam fitil hacmi kisit1 altinda, her iki
tasarim igin 1s1 transferi bolgesel fitil kalinliklarinin fonksiyonu olarak ¢izdirilmistir. Fitil hacmi kisit1 kaldirildiginda,
adyabatik bolge ve kondenser fitil kalinliklart arttirtlip, evaporatdor fitil kalinlig azaltildiginda 1s1 transferi %6.3’e kadar
artmistir. Ote yandan, adyabatik bdlge fitil kalinhig: arttirilip, evaporatdr ve kondenser fitil kalmligi azaltildiginda
kapiler limitte 1s1 transferi %26.9’a kadar artmistir.

Anahtar kelimeler: Is1 borusu, fitil, optimizasyon, fitil kalinhigi, fitil profili, fitil hacmi, fitil agirhigi, varyasyonlar
hesabi.

NOMENCLATURE
A Cross sectional area [m?] T, Wick outer surface temperature [K]
a Constant defined in Eq. (19) [m] T, Vapor temperature [K]
b,c  Constants defined in Eq. (24) [-], [m] t Wick thickness [m]
C Thermo-physical properties group, defined 1% Bulk volume [m®]
in Eq. (31) [W m? Pa?2 K7]
C, Thermo-physical properties group, defined Greek Symbols

in Eq. (49) [KY2 Pa*?]
D Constant defined in Eq. (34) [-] AP Pressure loss [Pa]



f Darcy friction factor [-]

f(x) Function defining wick thickness profile
[m]

hs,  Latent heat of evaporation of working fluid
[ k']

K Permeability of the wick [m?]

k Thermal conductivity [W m? K]

k.rr Effective wick thermal conductivity
W m™ K]

L Length [m]

m Mass flow rate [kg 5]

Q Heat transfer rate [W]

q"”  Heat flux [W m?]

R Radial thermal resistance [K W]

r Wick outer radius [m]

T.qap  Capillary radius [m]

T Temperature [K]

T, Condenser wick outer surface
temperature [K]

Ty Evaporator wick outer surface

temperature [K]

INTRODUCTION

Heat pipes are becoming increasingly popular in various
applications because of their high efficiencies, high heat
removal rates, small sizes, compact designs and robust
performance (Lin and Wong, 2013; Zohuri, 2016).
Number of experimental and mathematical modeling
studies on various types of heat pipes are increasing in
conformity with the ever-growing application areas of
heat pipes. Some researchers focused their attention on
very detailed thermo-fluid models and obtained very
good agreement between experimental and numerical
results (Ranjan et al., 2009; Huang and Chen, 2017;
Ranjan et al., 2011). On the other hand, there are many
experimental studies which try to understand heat pipes’
thermo-fluid characteristics and various limits, and to
enhance their thermal performances (Wang et al., 2014;
Wong et al., 2017; Deng et al., 2013).

Mono-porous sintered powder wick is one of the most
common wick types used in heat pipes. Yet, the effect of
various wick parameters like pore structure, particle size
and wick thickness on thermal performance of a heat pipe
are not investigated comprehensively. Weibel et al.,
2010, showed that for a given wick thickness, there is a
tradeoff between increased area for heat transfer and
increased resistance to vapor flow out of the wick, as the
particle size changes. Therefore, an optimum particle size
exists which minimizes the thermal resistance. However
further study is required since particle size is not only
related to thermal resistance, but also to capillary head
which is a limiting factor for overall heat pipe
performance (Lin and Wong, 2013).

In their study, Hong et.al., 2013. experimentally showed
that there exists an optimum wick thickness for which
effective heat transfer coefficient is maximized when

178

AT  Temperature difference between the pipe
side and vapor side of the wick [K]

AT, Vapor temperature drop [K]

n Dummy variable for “x”

u Dynamic viscosity [Pa s]

p Density [kg m™]

@ Wick porosity [-]

o Surface tension [N m]

Subscripts

a Adiabatic zone

c Condenser

dif f Differential element

e Evaporator

eff Effective

l Liquid

D Pipe

v Vapor

w Wick

particle size and type (or porosity) of the wick and other
parameters of a heat pipe are fixed. However, in the study
it is also noted that experimentally found optimum wick
thickness may not be the real optimum since
experimental data can be obtained only for discrete wick
thickness values.

There are numerous studies suggesting better wick
designs. Siddiqui and Kaya, 2016, designed and
thermally analyzed an arterial type heat pipe with mesh
wick. The study is focused on venting hole diameter and
distance between venting holes. They optimized these
two geometric parameters considering pressure loss and
bubble blockage. Critical venting hole diameter is found
by developing a meniscus coalescence criterion which
can be defined in terms of the geometrical parameters.
Choosing lowest possible hole diameter that satisfies
meniscus coalescence criterion yields lowest possible
pressure loss. Furthermore, they optimized the distance
between venting holes where smaller distance increases
number of holes and decreases the clearance time of
arteries blocked by bubbles but increases the pressure
loss, thereby reducing heat transfer limit of the heat pipe.
On the other hand bigger distance between holes
increases the clearance time and decreases the pressure
loss hence increasing heat transfer limit.

On the modeling side, Zuo and Faghri, 1998, successfully
simulated the transient behavior of a heat pipe. Their
model is based on a thermal network which results in a
set of linear, first order ordinary differential equations,
whose solution gives information about the transient
thermo-fluid behavior of the heat pipe. Their results were
fairly accurate when compared with experimental data.
Their findings are also compared with those obtained
from both a two-dimensional numerical model and a
lumped model and it can be concluded that there are



slight deviations in transient vapor temperatures, but it is
observed that the differences among the results are
minimal at steady state. Tournier and EI-Genk, 1994,
developed a two-dimensional numerical model suitable
for transient analysis of a heat pipe. Their model involved
calculation of radius of curvature of the liquid meniscus
which forms at the liquid-vapor interface. Calculated
transient and steady-state temperatures were in well
agreement with experiments. Kaya and Goldak, 2007,
presented a three-dimensional finite element model for
simulations of heat pipes at steady state. They showed
that vapor flow field remains nearly symmetrical about
the heat pipe axis even for a non-uniform heat load.
Mwaba et al., 2006, suggested a composite wick which is
made from coarse mesh copper screen in condenser and
adiabatic region and sintered fine copper powder in
evaporator. This design results in lower pressure loss in
liquid phase while increasing allowable capillary head in
comparison to using sintered wick through the entire heat
pipe. They solved the thermo-fluid problem by a
commercial CFD software where phase change at the
liquid-vapor interface is modeled with momentum and
energy sources and sinks. Simulation results showed that
wick structure affects heat pipe performance significantly
and suggested composite wick can enhance heat pipe
performance up to a factor of two.

Most of the modeling studies in the literature and
described above tried to model the operational
characteristics of heat pipes. One of the few exceptions is
the study of Nishikawara and Nagano, 2017. In their
study they incorporated the effect of geometrical
parameters (i.e. number and size of axial and
circumferential grooves) of the wick to evaporator heat
transfer coefficient by relating the length of three-phase
contact line to groove numbers. They investigated the
effect of increasing the length of three-phase contact line
and showed that heat transfer coefficient increases up to
a point and then starts to decrease because of large
distribution of saturation temperature as a result of bigger
pressure loss in the grooves. Another study on heat pipe
optimization is by Kiseev et al.,, 2010, where they
investigated the effect of capillary structure on heat
transfer. They proposed a methodology to calculate
capillary structure’s effective pores radius which
maximizes heat transfer for loop heat pipes.

In this study, a 1-D thermo-fluid model of a conventional
heat pipe is developed to investigate the effect of wick
profile (i.e. thickness variation) along the heat pipe on
heat transfer. To clarify, in Figure 1 (a) longitudinal
section of a conventional cylindrical heat pipe with
constant wick thickness is presented. Increasing wick
thickness profiles along the evaporator which are linear,
non-linear (i.e. curved) concave up and concave down are
shown in Figure 1 (b), (c), and (d), respectively, while
maintaining constant wick thickness along the adiabatic
zone and condenser. First, the optimum wick thickness
profile along the evaporator that maximizes heat transfer
rate is searched under the constraint of a specified
pressure loss along the wick. However, it is found that
under the constraint of pressure loss, any evaporator wick
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profile transfers same amount of heat. So, from this
perspective there is not an optimum solution. Then, the
optimum wick thickness profile along the evaporator is
searched for which minimum evaporator weight is
achieved under the constraint of a specified pressure loss
along the wick, and by calculus of variations it is found
that uniform wick thickness is the solution. The study is
extended to the condenser and adiabatic zone to obtain
the optimum wick thickness profile for each region.
Finally, for two types of designs proposed in this study,
under the constraint of overall pressure loss in heat pipe
cycle which is imposed by capillary head, piecewise
uniform wick thicknesses of evaporator, adiabatic zone
and condenser that maximize heat transfer rate are
calculated.

S @
! Adibatic Zone !

Condenser

Evaporator

Figure 1. Wick thickness profiles for the longitudinal section
of a heat pipe (a: Uniform, b: Linearly increasing, ¢: Concave
up, increasing, d: Concave down, increasing profiles for the
evaporator).

THEORY

An analytical model for calculating steady-state heat
transfer rate and pressure loss through the evaporator
wick of a heat pipe is developed. Then heat transfer rate
and pressure loss through the evaporator wick is related
using the developed analytical models. Calculus of
variations is applied to the developed models in order to
minimize volume, therefore weight, of the evaporator
wick. Developed models and relations are extended to the
condenser wick. Furthermore, steady-state pressure
losses are modeled analytically in liquid and gas phases,
where both laminar and turbulent regimes are considered
for gas flow, of the adiabatic region.

Evaporator Analytical Model
In Figure 2 modeled region, i.e. evaporator wick, is

presented with some definitions. Evaporator length,
which is measured in x-axis direction, and wick’s outer



radius are denoted by L and r, respectively. Evaporator
thickness profile is represented with function f(x). Ty is
vapor temperature and T, is the temperature of the wick
outer surface which is in contact with heat pipe wall. It is
assumed that T, and Ty are constant throughout the x
direction. Therefore, axial heat transfer, in x direction, is
neglected since Ty and Ty are assumed to be uniform in
axial direction.

*
YT e
I__\‘

P T/ X=1.

Figure 2. Modeled evaporator wick and notation.

The thermal model is based on conduction through the
wick in radial direction using the effective heat transfer
coefficient which is defined as (Zuo and Faghri, 1998)

ki[Cky + kw) = (1 = @) (ki = ky)]
[Cky + k) + (1 = @) (ki = k)]

in terms of liquid thermal conductivity, ki, wick material
thermal conductivity, kw, and porosity, ¢. Definition of
effective heat transfer coefficient, Kerr, as a parameter
facilitates formulation of the problem in terms of wick
thickness, f(x).

keff = 1)

Assuming a linear temperature profile in radial direction
in the wick, heat transfer rate in y direction for a
cylindrical differential element with height dx can be
expressed as

)

Ydx - 2mr

T
9Q =kerr 5y

Therefore, heat transfer rate throughout the evaporator
can be calculated as

L T, - T,
Q =f0 keffﬁdx-Zm" (3)

This expression can be simplified by assuming that the
factors kefr, AT=T,-Ty and r are constant and can be taken
out of the integral, which results in

"dx
o f(x)

According to Darcy’s Law, pressure loss through a

Q = 27‘[rkeffAT (4)

differential element dx in axial direction can be
calculated as
iy (x)
dP = ————dx 5
lAw(x)K ( )

where, m; is the liquid mass flow rate in the wick in
negative x direction. Considering the integral control
volume around the wick of the evaporator shown in
Figure 3, mass flow rate entering the volume in liquid
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phase and leaving the volume in vapor phase should be
equal at steady state.

n,
#*&m;
— X

Figure 3. Mass flow rate balance for an integral control volume
around the wick of the evaporator.

As the heat transferred to the evaporator from the
surroundings should be absorbed by the liquid in the wick
as it evaporates at steady state, mass flow rate of the
working fluid can be expressed as

ZﬂrkeffATf f(r]) (6)

m; =m, =

1 — My hfg
where, hgg is the latent heat of evaporation of the fluid.
Inserting the mass flow rate (6) into the pressure drop Eq.
(5) and integrating along the evaporator results in liquid

pressure loss along the evaporator wick as

()

L ‘UIZTCT'keffAT f
AP = f f @ dx
0

plAw(x)thg
Since heat pipe outer radius is much bigger than the
thickness of the wick, i.e. r »f(x), cross-sectional area of
the wick at axial position x can be approximately
calculated as

A, (x) = 2mrf (x) 8

Inserting the wick cross-sectional area in Eq. (7), the

liquid pressure loss along the evaporator is calculated as

x d

LinkersT Iy 75

AP =f dx
o PiKhsgf (x)

and taking constant factors i, kerr, AT, pi, K, hgg out of

the integral sign results in

9)

L x dT]
_ HikersAT (%70 () (10)
lehfg 0 f(x)

Relation Between Heat Transfer Rate and Pressure
Loss of the Evaporator

Egs. (4) and (10) are evaporator heat transfer rate and
liquid pressure loss along the wick of the evaporator,
respectively. Optimum wick profile f(x) can be
calculated by either keeping pressure loss constant and
maximizing heat transfer rate or by keeping heat transfer
rate constant and minimizing pressure loss. In this study,
maximization of heat transfer rate throughout the
evaporator while keeping the pressure loss along the wick
constant, as the wick profile changes, is considered.

First define g(x) as
X dn

g(x) = o)

(11)



Taking derivative of both sides with respect to x results

in
) = (12

T

Expressing Eq. (4) in terms of g(L) and Eq. (10) in terms

of g(x) and g'(x)results in

and
.ulkeffATfL

AP = ————— x)g' (x)dx (14)
oikhyy ), 9(x)g'(x)

respectively. It is required to select a g(x) that satisfies
Eq. (14) for a given AP and maximize evaporator heat
transfer rate which is given by Eq. (13). Solution of Eq.
(14)is

ko AT |“g(x)?

AP = WiKesr gx) (15)
lehfg 0 2

so that,
kAT [g(L)? 0)2

AP=MZ eff g(L) _9( ) (16)
piKhsg 2 2

It can be seen from Eq. (11) that g(0)=0, so pressure drop
given by Eq. (16) becomes

tukerr AT
2lehfg

Combining Egs. (13) and (17) evaporator heat transfer
rate can be calculated as
20;Khe ks ATAP
0 = 2mr Pl pgKers

Hy
Egs. (11) and (17) state that same pressure loss can be
obtained with various wick thickness profiles, therefore
according to Eq. (18), same heat transfer rate may be
achieved with many wick thickness profiles satisfying

Eg. (17) with constant g(L) for the prescribed pressure
loss.

AP =

gLy a7

(18)

For example, considering a wick of constant thickness as
in Figure 1 (a)

fx)=a (19)
Inserting this in Eqg. (11) and integrating gives
Lax tx L
g =] —=| === (20)
0o @ o a

Then, inserting Eq. (20) in Eq. (17) results in pressure
loss for the case of uniform wick thickness as
,LllkeffAT LZ
2pKhsg a?
from which wick thickness, a, is obtained in terms of
evaporator length, permeability of the wick, thermo-fluid

properties of the fluid, and pressure and temperature
differentials as

AP = (21)
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PllkeffATLz

(22)
AP2p,Khy,

Heat transfer rate for constant wick thickness that
satisfies a given pressure loss can be obtained by
inserting (20) and (22) in Eq. (13) as

Q=2nr\]

This can be compared with linearly increasing wick
profile, Figure 1 (b), where b and ¢ are not known

fx)=bx+c (24)
Writing the linear profile in Eq. (11) and integrating gives

ZlehfgkeffATAP
H

(23)

1 bL +
g(L) = —m( - C) (25)
Inserting calculated g(L) in Eq. (17) gives
AT L
ap = Hakers [ (b +C)] (26)
Zlehfg b c

Different b and ¢ combinations can satisfy the above
equation for a given pressure loss, AP. Eq. (17) can be
rewritten to express g(L) in terms of AP which is given

above, as
bL + ¢
In < )
c

Inserting g(L) in Eq. (13) gives the heat transfer rate for
linear wick profile that satisfies the pressure loss criterion

Q=2nr\]

Comparing Egs. (23) and (28), it is seen that evaporator
heat transfer rate, Q, for any wick profile can be
calculated with Eq. (18) in terms of AT and AP.

AP2pKhyy 1

= 27

g(L) =

Hi

(28)

By dividing both sides of Eq. (28) with vAPAT and wick
outer area, an equation is obtained where right-hand side
is a group of constants which is

Q zlehfgkeff

= (29)
2rrL\APAT uiL?
Eqg. (29) can be simplified as follows:
Q
"= 30
1 2nrL (30)
2piKhygkers (31)
Hy
AP AT
"=C ,— X — (32)
L L

Eqg. (32) relates heat flux to pressure loss along and
temperature difference across the evaporator wick. For an
evaporator with a chosen wick profile operating at
maximum allowable evaporator pressure loss, if the



temperature difference increases dry out occurs as liquid
cannot be fed to the tip of the evaporator so that the heat
transfer rate cannot be further increased. To increase the
heat transfer rate, the entire wick of the evaporator must
be wetted which is only possible by increasing its
thickness. On the other hand, if the temperature
difference decreases, so does the heat flux and therefore
pressure loss according to Eq. (32).

Constrained Optimization of the Evaporator Weight

In the previous section it is shown that there is a
functional relation, Eq. (29), between evaporator heat
transfer rate and liquid phase pressure loss along the wick
of the evaporator and temperature difference across the
wick of a heat pipe even though wick thickness profile
may change. However, the amount of material used for
different wick thickness profiles are not the same and
there may be an optimum profile for which minimum
amount of wick material is used. For a chosen wick
material and micro-structure, mass of the evaporator
wick is proportional to bulk volume of it which can be
expressed based on Eq. (8) as
L
V,(L) = f 2nrf (x)dx (33)
0
For a specified heat transfer rate Q, and for any wick
thickness profile f(x) that satisfies a specified liquid
phase pressure loss AP along the wick of evaporator,
from Eqgs. (17) and (18) one can write

bdx  AmrpKhey AP b
o f(x) H Q

where D is a constant. Thus, minimization of the
evaporator wick volume V(L) which is given by Eq.
(33) under the constraint (34), which expresses a relation
between the chosen liquid pressure loss, AP, along the
wick and wick thickness profile, f(x), is to be considered.
This is an isoperimetric problem in calculus of variations
(Lemons, 1997; Gelfand and Fomin, 1963), where wick
thickness profile function, f(x), is to be found that

minimizes the wick volume functional, V(f)= fOLF(Ddx,

where F(f)=2zrf, while functional g(f)= fOL G(f)dx, where

G(f)=1/f, satisfying the subsidiary condition or constraint
g(f)=D is imposed on admissible curves f(x) as well as
two boundary conditions f(0)=A and f(L)=B.

g() = (34)

According to the theorem for a variational problem with
a subsidiary condition, f(x), satisfies the differential

equation
d d
Fy = Fp —A[Gf _EGf'] =0 (35)

where, F=F(x,f,f') and G=G(x,f,f") (Gelfand and Fomin,
1963). In our special case, second and fourth terms of the
differential equation drop out, because Fi = Gs:=0.
Inserting Fr=2ar and Gr¢=-1/f2 following algebraic
equation is obtained

A
70

2nr — (36)
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Therefore, wick thickness should be a positive constant
throughout the evaporator. Inserting this constant wick
thickness into Eq. (34) and performing integration results
in

f_ | tukers AT _ M Q
L 2pKhsq AP 4mrp Kheq AP

which is the result obtained earlier for a uniform wick
thickness in Eg. (22). We conclude that the wick
thickness at two endpoints of the evaporator should be
equal, i.e. f(0)=f(L), or A=B, in order to have a solution
to the minimum mass of the wick problem for specified
heat transfer rate, Q, and liquid phase pressure loss, AP.

37)

This result shows that out of different wick profiles with
the same pressure loss and heat transfer rate at the
evaporator, the lowest wick mass is obtained with
uniform wick thickness, which is given in terms of the
length of the evaporator, outer radius and permeability of
the wick, thermo-fluid properties of the working fluid,
heat transfer rate and pressure loss of liquid phase inside
the wick along the evaporator in Eq. (37).

Extending Developed Model to the Condenser

The model developed for the evaporator can be extended
to the condenser since the analytical expressions of the
physical mechanisms are similar, except that mass and
heat fluxes are in opposite directions. Modeled condenser
region of the heat pipe is presented in Figure 4.

———
Tyt T,y [
\

{:L T/ X<—{ T

Figure 4. Modeled condenser wick of the heat pipe and the
notation.

Heat transfer rate in -y direction for a differential ring
element with outer radius, r, thickness, f(x), and height,
dx, is

dQ =k Lkl (38)

= —_ax - nr
ITf@

Hence, heat transfer rate throughout the condenser with
length, L, is calculated as

v

L T,-T,
Q =J; keff—f(x) dx - 2nr (39)

This expression can be simplified by taking constant
guantities out of the integral sign

Lg
Q = 21rkey AT jo ?i) (40)

where AT=T\-T,. Expression given above is the same as
the heat transfer rate of the evaporator given in Eq. (4)



except that heat transfer is in opposite direction to that of
the evaporator.

Pressure loss along the wick of the evaporator and
adiabatic zone and condenser can be expressed by
Darcy’s Law given in Eq. (5). Mass flow rates through
the control surfaces of the integral control volume
enclosing the wick of the condenser are shown in Figure
5, where mass flow rate entering the control volume from
the vapor phase and leaving the control volume in the
liquid phase should be equal in steady state.

m,

\

1M < | ——
x <
Figure 5. Mass flow rates for the integral control volume
enclosing the wick of the condenser.

As the heat rejection rate from the condenser to the
surroundings is equal to the mass flow rate times latent
heat of condensation of the working fluid at steady state,
mass flow rate of the working fluid can be expressed as

fxdn_

ankeffAT 0 f(r])

(41)

m, =m, =
’ hfg

Hence, inserting mass flow rate given by Eq. (41) into
Darcy’s Law, Eq. (5), results in the pressure loss along

the condenser wick
x d?’]

AP = fL,U.ZZTL'T'kEffAT 0 md
= X
0 plAw(x)thg

Assuming the heat pipe radius is much bigger than the
wick thickness, i.e. r >> f(x), the cross-sectional area of
the wick, Aw(x), can be calculated by Eq. (8). Inserting
the cross-sectional area in Eq. (42) and taking constant
quantities out of the integral sign, pressure loss along the
wick becomes:

(42)

L x dT)
p _ HakerrAT (770 F(n) (43)
lehfg o S

Mass of the condenser wick is proportional to the bulk
volume of the wick which is equal to the integral of the
cross-sectional area along the length of the condenser as
given in Eq. (33).

Pressure loss expressions for the condenser, Eqg. (43), and
evaporator, Eq. (10), are identical, therefore the relation,
Eq. (18), between heat transfer rate, Q, pressure loss, AP,
and temperature difference, AT, derived for evaporator
can be applied to condenser as well. Finally, among these
wick profiles, lowest wick mass is attained when the wick
thickness is uniform along the condenser which may be
calculated by Eq. (37).

Reducing Pressure Losses in the Adiabatic Zone
Consideration of the entire wick in a heat pipe including

the evaporator, adiabatic zone and the condenser is
necessary to apply the findings of this study. Modeling
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and optimization of the adiabatic section is simpler in
comparison to evaporator and condenser since heat
transfer and phase change phenomena can be neglected
so only pressure loss needs to be considered. For the
adiabatic zone, uniform wick thickness results in the
minimum pressure loss among various wick profiles,
because excessive pressure losses due to constriction and
expansion are avoided. A case study comparing pressure
losses for uniform and non-uniform wick profiles in the
adiabatic zone, for both laminar and turbulent vapor
flows, is presented in the appendix.

The modeled adiabatic region is shown in Figure 6. For
the adiabatic region, mass flow rate of both phases should
be equal according to conservation of mass principle at
steady state

m=1m;, =m, (44)

Figure 6. Modeled adiabatic zone and notation.

Pressure loss of vapor flowing along the axis of the heat
pipe (vapor column) can be calculated by Poiseuille-
Hagen and Darcy-Weisbach formulas for fully developed
laminar and turbulent flows in a tube, respectively. On
the other hand, pressure loss of liquid flowing along the
porous wick of the adiabatic zone can be calculated by
Darcy’s law as in the case of evaporator and condenser.
If the vapor flow is laminar, sum of the pressure losses in
vapor and liquid phases along the length of the adiabatic
Z0one, Ly, is

SMULanl Hlm
AP, = L 45
¢ ﬂvav4 T[(rz - rvz)le ¢ ( )
whereas for turbulent vapor flow, it becomes
La ﬁlz ulm
AP, = f— L 46
2= 4 m? rvs Py * T[(rz - rvz)le ¢ (40)

Adiabatic zone pressure loss curves for liquid flow in the
porous wick and for vapor flow as well as their sum
calculated by Egs. (45) and (46) are plotted in Figure 7 as
functions of ratio of vapor column radius to wick outer
radius r/r while keeping wick outer radius, r, constant.
Note that, Figure 7 is plotted for typical parameters of a
conventional water-copper heat pipe existing in the
literature which are given in Table 1 (Tournier and El-
Genk, 1994), while changing ry/r.
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Figure 7. Pressure losses vapor in the adiabatic zone of the heat
pipe as functions of vapor column radius to wick outer radius
ratio, rv/r (dPr: liquid pressure loss, dPy: vapor pressure loss, dPx:
total pressure loss, Vw: wick bulk volume).

Table 1. Typical water-copper heat pipe parameters for case
studies.

Parameter Value Unit
L, 600 mm
L, 90 mm
L. 200 mm
T 8.65 mm
T, 7.90 mm
Tcap 54 pm
1) 0.5 %

K 1.5x10°° m?

m 0.188 gr/s

In Figure 7, at small values of r/r vapor flow is turbulent
and pressure loss of vapor column is greater than that of
the liquid flow in the porous wick. Around ru/r = 0.55
vapor flow becomes laminar and pressure loss of liquid
exceeds that of the vapor henceforth, i.e. for bigger

values of r/r. For values of r,/r greater than 0.9 a rapid
increase in liquid phase pressure loss is observed. It is
known from the literature that in most applications vapor
pressure loss is less than that of the liquid in the wick
(Tournier and EI-Genk, 1994; Zhu and Vafai, 1999). This
is because of selected r/r ratios in practice being above
the threshold value given above, which adversely affects
the performance of a heat pipe, for example for the
typical heat pipe considered above r./r = 0.91.

Model Validation

A 1-D model is built using the Eq. (4) and (40) for heat
transfer rate and Eq. (45) and (46) for liquid and vapor
pressure losses. Details of the 1-D model are presented
under section “1-D Analysis of Flow and Heat Transfer
for a Heat Pipe”. Developed models are validated with
the experimental and numerical studies from the
literature, and the results are presented in Table 2.
Validation studies are carried out by using wick thermo-
physical properties and wick outer surface temperature
values obtained from the related studies as inputs while
heat transfer rates and pressure losses are the outputs of
the model (Tournier and EI-Genk, 1994; Schmalhofer
and Faghri, 1992; El-Genk and Huang, 1993). Good
agreement between heat transfer rates are observed
where deviations between the predictions of the present
model and the measurements are less than 5%. On the
other hand, the difference between the pressure losses
calculated by the present model and the numerical model
of Tournier and EI-Genk, 1994, is around 10%.
Deviations among the present 1-D model predictions and
those of more sophisticated numerical simulations and
experimental findings are reasonable since some
assumptions and simplifications have been done for the
present model to be analytically solvable.

Table 2. Heat transfer rates and pressure losses.

Case Parameter Unit Present Tournier and Schmalhofer and EI-Genk and
Model El-Genk, 1994 Faghri, 1992 Huang, 1993
exp. num. exp. exp.
#1 Q w 432 443 455 - -
#2 144 - - 150 -
#3 547 - - - 570
#1 AP Pa 707 - 769 - -
#2 286 - - - -
#3 920 - - - -

RESULTS AND DISCUSSION
Various Evaporator Wick Thickness Profiles

Heat pipe evaporators for which fundamental geometric
and physical parameters are presented in Table 1
operating under typical conditions are analyzed by the
developed analytical models. In the analyses,
temperature difference over the wick thickness, AT, is
assumed to be 5.51 K as used in the study of Tournier and
El-Genk, 1994, which is a typical operating value.
Effective wick thermal conductivity, ke, is calculated as
1.93 W/mK by Eq. (1). Functions of different wick

thickness profiles studied for the evaporator are given in
Table 3. Heat transfer rates, pressure losses and wick
volumes presented in Table 3 are calculated by Eqgs. (4),
(7) and (33), respectively. Heat transfer rates and
corresponding pressure losses are found to be equal for
diversity of evaporator wick thickness profiles
considered where slight differences in heat transfer rates
and corresponding pressure losses are due to round-off
errors. It should be noted that for wick profiles presented
g(L) is constant since it is a pre-requisite for constant
pressure loss which also results in constant heat transfer
rate as deduced from Egs. (17) and (18).



Table 3. Functions defining different wick profiles over evaporator.

Profile  Wick profile Value of constants Q AP Wick volume
No (mm) (W) (Pa) (cm?®)
1 y=c ¢=0.75 463.57 416.58 24.46
2 b=3.326, ¢=0.15 463.53 416.50 37.43
3 y=bx+c b=2.024, c=0.30 463.51 416.47 29.58
4 b=1.184, ¢=0.45 463.61 416.64 26.26
5 a=21.36, b=0, ¢=0.15 463.59 416.61 88.48
6 y=ax?+bx+c a=13.21, b=1, ¢=0.15 463.60 416.63 66.37
7 a=0.555, b=1, ¢=0.45 463.60 416.62 26.63
8 x4 a=1.363, b=0.50, c= 0.15 463.59 416.62 27.84
9 y=axorc a=2.119, b=0.75, c=0.15 463.59 416.61 31.81
10 y=—ax?+bx+c a=2,b=3.816, c=0.15 463.60 416.62 34.40

Reference uniform wick with 0.75 mm thickness and
linearly increasing wick profiles (profiles 2 to 4) for which
pressure loss in axial direction and resulting heat transfer
rate is the same are plotted in Figure 8 over evaporator
length. As can be seen from the figure, as the slope
increases, wick thickness at the tip of the evaporator, x=0
m, decreases, while it increases at the end, x=0.6 m. It is
also noted that as the slope decreases volume occupied by
the wick decreases reducing wick material usage and
allowing more space for vapor flow.
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20 ——Pri#2Q=463.53 W, AP=416.50 Pa .
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Figure 8. Linearly increasing wick profiles over evaporator.
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Figure 9. Change of heat transfer rate and pressure loss by
evaporator end thickness.

Heat transfer rate and pressure loss along the evaporator
are plotted in Figure 9, for 0.3 mm wick thickness at the
tip, x=0 m, as the slope of the wick is increased which
results in wick thickness at evaporator end, x= 0.6 m,

change from 0.3 mm to 1.5 mm. Pressure loss and heat
transfer rate both decrease with increasing slope of the
wick profile. On the other hand, wick volume increases as
heat transfer rate decreases in this case (Figure 10).
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Figure 10. Change of heat transfer rate and wick volume by
evaporator end thickness.

Parabolic wick thickness profiles which result in the same
axial pressure loss and heat transfer rate given in Table 3
are plotted in Figure 11. As the wick thickness at the tip
of the evaporator is decreased significantly below the
uniform thickness, e.g. parabolic wick Profile # 5 in
Figure 11, thickness at evaporator end, x=0.6 m,
approaches to the pipe centerline to compensate the
excessive pressure losses nearby the tip. Wick volume
increases up to 360% in comparison to reference uniform
wick profile where still pressure loss and heat transfer rate
are the same. Increased wick thickness at evaporator end
allows keeping fluid velocity thus pressure loss lower
even though fluid flow rate is the highest at evaporator
end. On the other hand, increased wick thickness
decreases heat transfer rate locally, thereby balancing
excessive heat transfer near the tip. The increased
sensitivity of heat transfer rate and pressure losses to wick
thickness as the thickness gets smaller can also be
deduced if one notices Profile # 5 is slightly under Profile
# 6 near the tip. These two wick thickness profiles are
nearly the same between x=0 m and x=0.15 m where
Profile # 6 is slightly higher than Profile # 5. Between
x=0.15 m and x=0.60 m Profile # 5’s wick thickness is
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significantly higher resulting in 30% more wick volume
in comparison to Profile # 6.
10 T T T T T
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—— Prf# 1 Q=463.57 W, AP= 416.58 Pa
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Figure 11. Concave up, increasing wick profiles over
evaporator.

Concave down, increasing wick profiles, Figure 12, has
lower thickness at evaporator end, x=0.6 m, in
comparison to linear increasing and concave up,
increasing wick profiles. For the concave down case, the
higher the slope at x=0 m, the less the wick thickness at
x=0.6 m is, if heat transfer rate remains equal to that of
the reference uniform wick profile.

2.0 T T T T
1.8
1.6
1.4
1.2
1.0
0.8 .

0.6 —— Prf#1Q=463.57 W, AP= 416.58 Pa

0.4 —— Prf#8 Q=463.59 W, AP= 416.62 Pa i
] —— Prf#9 Q=463.50 W, AP=416.61 Pa

024 —— Pri# 10 Q=463.60 W, AP= 416.62 Pa

0.0 T T T T T

0.0 0.1 0.2 0.3 04 05 0.6
Evaporator length (m)

Figure 12. Concave down, increasing wick profiles over

evaporator.

Wick Thickness (mm)

Effect of Pressure Loss and Temperature Difference
on Heat Transfer Rate

According to Egs. (29) and (32) heat transfer rate and heat
flux are proportional to the square root of pressure loss,
AP, and temperature difference, AT, along and across the
wick, respectively. Heat flux given by Eq. (32) as a
function of AP/L and AT/L is plotted in Figure 13 for
various thermo-physical group values, “C”. An
evaporator with a specified value of “C” operates on the
relevant surface drawn in Figure 13, whether or not it
operates at the design or an off-design, e.g. at a lower
temperature difference or heat flux, point. This is because
if actual heat flux is lower than the design-point value,
fluid flow thus pressure loss reduces and the operating
condition stays on the specified surface.

Figure 13 is applicable for uniform and non-uniform
evaporator and condenser wick profiles. In case of
uniform wick profile heat flux can be expressed as:

. AT
q = keff T

By combining Eqgs. (32) and (47)

(47)

(48)
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Figure 13. Heat flux as a function of AP/L and AT/L for various
thermo-physical group values, “C”.

Equation (48) can be simplified as follows, to obtain an
equation for dimensionless wick thickness, t/L, in terms
of AT/L and AP/L

(49)

t_1AT/L (50)

L ¢ /apP/L

Dimensionless wick thickness t/L. as a function of AP/L
and AT/L is plotted in Figure 14 for various thermo-
physical group values, “C:”. Given a specified pressure
loss and temperature difference for an evaporator or
condenser with uniform wick profile; wick thickness, heat
flux and heat transfer rate can be calculated by using
Figure 13 and Figure 14. In case of an over designed heat
pipe actual temperature difference, heat transfer rate and
pressure loss is lower than those at the design point.
Pressure loss for an operating condition can be found for
a given wick thickness and actual temperature difference
using Figure 14. Using the found operating pressure loss
and the temperature difference, heat flux and thus heat
transfer rate can be calculated from Figure 13.
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Figure 14. Ratio of wick thickness to length for various thermo-
physical group values.
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For a wick of 8.65 mm outer radius, heat transfer rate is
plotted as a function of pressure loss and temperature
difference in Figure 15, where C is 179.3 according to the
parameters given in Table 1. It can be concluded that as
the pressure loss raises heat transfer rate increases for a
given temperature difference. Similarly, as the
temperature difference increases, so does the heat transfer
rate for a given pressure loss.

—-—--Constant (AP x AT)

el \ean\

(NN SVexd 3OysSW
> < k-

=
=

Figure 15. Change of evaporator heat transfer rate with pressure
loss and temperature difference.

There exist a hidden variable in Figure 15 which is the
wick thickness. Wick thickness should be increased to
keep pressure loss along the wick constant if the
temperature difference increases as a consequence of
increased heat transfer rate and thus the flow rate.
Uniform evaporator wick thickness values corresponding
to heat transfer rates presented in Figure 15 over the same
range of pressure loss and temperature difference values
are plotted in Figure 16.
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Figure 16. Change of evaporator wick thickness with pressure
loss and temperature difference.

1-D Analysis of Flow and Heat Transfer for a Heat
Pipe

Analysis of different wick profiles for heat transfer,
pressure loss and mass over evaporator and condenser
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results in a uniform profile as optimal solution. It is also
noted that lower the evaporator and condenser wick
thickness the higher the heat transfer rate. These insights
together with analysis of r,/r in adiabatic zone for reduced
pressure loss leads to two types of designs shown in
Figure 17. Increasing adiabatic zone wick thickness up to
a critical value of ry/r results in lower pressure loss as
shown in Figure 7, thus higher heat transfer rate at
capillary limit. However, it also results in increased vapor
pressure loss at the adiabatic zone causing an increase in
vapor temperature drop which in turn has a decreasing
effect on the heat transfer rate. For this reason,
consideration of the entire wick and vapor in a heat pipe
including the evaporator, adiabatic zone and the
condenser is necessary to apply the findings.

(b)
Figure 17. Suggested wick profiles for a heat pipe (a: te < ta = tc,
b: te = tc < ta).

To investigate overall wick and vapor system a 1-D model
is built which consists of two radial resistances and a
potential difference to represent vapor temperature drop
in axial direction as shown in Figure 17. Axial heat
transfer through the wick is neglected since it is very low
in comparison to radial heat transfer rate. Radial thermal
resistances of evaporator, Re, and condenser, R, which
are obtained from Equations (4) and (40) for uniform wick
thickness are

te
R =—2
€ keffZTCT'Le (51)
Ro=— = 2
€ keffZTCTLC (5 )
Axial vapor temperature drop, ATy, i.e. potential

difference in Figure 17 is related to vapor pressure loss
since vapor at evaporator and condenser are both saturated
at different pressures the difference of which drives the
vapor flow. Vapor temperature drop is found using
saturation data in thermodynamic tables. Then, heat
transfer rate is calculated as follows:

T, — T, — AT,

Q= R, + R,

(53)
Liquid and vapor pressure losses in evaporator, adiabatic
zone and condenser are calculated by Equations (45) and
(46) where adiabatic zone length, La, is replaced by
evaporator and condenser effective lengths, Lefre, and
Lefrc, respectively, for evaporator and condenser, which
are defined as follows (Zohuri, 2016):



L

Leff,e = 78 (54)
L

Lepre = (55)

If turbulence occurs at any region in the vapor core,
pressure loss is calculated by turbulent formulation
otherwise laminar approach is applied. The location of
laminar to turbulent transition is determined if turbulent
flow exists in evaporator due to increased mass flow rate
caused by evaporation and thus vapor speed based on
Reynolds number criterion (Re > 2300). Same method is
applied to the condenser to determine the location of
turbulent to laminar transition due to condensation.

Change of wick thickness along the transition regions
between evaporator and adiabatic zone and adiabatic zone
and condenser is also of scientific interest. In this study,
linear wick thickness profile for both transition regions
(gradual contraction and expansion) is assumed with
a=20°. Local vapor pressure losses due to gradual
expansion and contraction are calculated by the semi-
empirical formulas from the literature (Crane, 2009;
Idelchik, 1994).

In the analyses capillary limit is also considered. For
circulation of working fluid, capillary pressure difference,
APcap, should be higher than the sum of the liquid pressure
loss, AP), and vapor pressure loss, APy.

AP, = AP + AP, (56)
Capillary pressure difference is calculated by Young-
Laplace equation as follows:

20
APy = —

57
Toun (7

Results for Overall Heat Pipe Wick

Using the developed 1-D model for transport phenomena
at the wick and vapor, effect of wick thicknesses of
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evaporator, adiabatic zone and condenser on heat transfer
and capillary limit are investigated parametrically. Wick
parameters, r, reap, @, K, which are kept constant in case
studies are given in Table 1. Evaporator, adiabatic zone
and condenser lengths are kept equal to each other for
convenience as 200 mm. In the analysis, temperature
difference, which is the driving potential for heat transfer,
between evaporator and condenser wick outer surfaces,
Th-Te, is kept constant at 20°C, where T.=25°C.

Under the constraint of constant total, i.e. sum of
evaporator, adiabatic zone and condenser, wick volume,
and therefore weight, effect of wick thicknesses on heat
transfer rate and overall pressure loss are studied for the
case depicted in Figure 17 (a) and results are presented in
Figure 18. Similarly, under the constraint of constant total
wick volume, the design shown in Figure 17 (b) is studied
by increasing adiabatic zone wick thickness and results
are given in Figure 19. In both cases heat transfer rate and
overall pressure loss increases as wick is thickened in the
adiabatic zone. However in case of Figure 17 (a)
evaporator wick thickness reduces more rapidly than the
case presented in Figure 17 (b) to compensate for
increased adiabatic zone and condenser wick volumes.
This fact results in a rapid increase of overall pressure loss
and capillary limit is reached at 349 W, as opposed to
gradual increase of overall pressure loss thus higher heat
transfer rate which is 742 W in case of Figure 17 (b).

When the performance of the two designs are evaluated
by removing the constant overall wick volume constraint
following results are obtained. In Figure 20, heat transfer
rate is plotted for the case presented in Figure 17 (a) where
adiabatic zone and condenser wick thicknesses are equal
to each other and higher than that of the evaporator.
Increasing adiabatic zone and condenser wick thicknesses
up to a certain value enhances heat transfer rate at
capillary limit up to 620 W, beyond which heat transfer
deteriorates, while it is 583 W in case of uniform wick
thickness throughout the heat pipe.
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Figure 18. Heat transfer rate with evaporator wick thickness (a) and overall pressure loss (b) as functions of ta=tc under constant

wick volume constraint for the design shown in Figure 17 (a).
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= = Capillary limit

Figure 20. Change of heat transfer rate by wick thicknesses
(ta:tc).

Capillary limit

Figure 21. Change of heat transfer rate by wick thicknesses
(te:tc).

In Figure 21, evaporator and condenser wick thicknesses
kept equal to each other and lower than adiabatic zone
wick thickness as shown in Figure 17 (b). Decreasing
evaporator and condenser wick thickness increases heat
transfer rate rapidly. As stated before, for uniform wick
thickness throughout the heat pipe, capillary limit is 583
W. Increasing adiabatic zone wick thickness up to a
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certain value results in increased capillary limit which
reaches 744 W, thereafter it deteriorates. Increase of
capillary limit with increasing adiabatic zone wick
thickness is due to resulting lower pressure loss in the
adiabatic zone which allows higher pressure loss thus
lower wick thickness and consequently increased heat
transfer rate in evaporator and condenser.

At capillary limit, evaporator and condenser wick
thickness and heat transfer rate as functions of adiabatic
zone wick thickness are plotted in Figure 22 (a).
Increasing adiabatic zone wick thickness above
approximately 2 mm decreases maximum heat transfer
rate which is due to increased vapor temperature drop as
a result of increased vapor pressure loss along the
adiabatic zone. Also plotted at the capillary limit is total
volume of the wick, Figure 22 (b). As seen from the
figure, total wick weight increases as adiabatic zone wick
thickness increases. On the other hand, heat transfer rate
increases, rapidly between 0.36 mm to 1 mm, at a
moderate rate between 1 mm to 1.5 mm and very slowly
between 1.5 mm to 2 mm interval of the adiabatic zone
wick thickness. This result is significantly important,
especially for weight critical applications, since increase
of weight has high positive impact on heat transfer rate
up to a certain value of adiabatic zone wick thickness.
Further increase of weight up to a critical value for which
peak value of heat transfer is achieved enhances heat
transfer at a reduced rate. Beyond the critical value of
weight heat transfer deteriorates at increasing rates as the
wick weight is further increased.

As seen from Figure 20 and Figure 21, increasing only
adiabatic region wick thickness while lowering that of
evaporator and condenser facilitates higher heat transfer
rate at capillary limit in comparison to increasing the
adiabatic zone and condenser wick thickness while
lowering the evaporator wick thickness. This is because
of heat transfer rate being inversely proportional to
evaporator and condenser wick thicknesses since heat is
primarily transferred by conduction in radial direction
there.
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capillary limit.

Lower liquid pressure loss could be obtained for the case
in Figure 17 (a) due to higher cross-sectional area of the
condenser wick as compared to case in Figure 17 (b).
This design results in reduced pressure loss in the
adiabatic zone and condenser, while it increases in the
evaporator. On the other hand, resistance to radial heat
transfer decreases at the evaporator and increases at the
condenser. Decrease of radial thermal resistance of the
evaporator is higher than increase of that of the condenser
so that heat transfer rate is higher as compared to uniform
wick thickness case.

Another discussion is real-life application of proposed
wick designs. First discussion is the production method
for the proposed optimal wick profiles in Figure 17.
Normally mono-porous sintered wicks are produced by
inserting a rod inside the copper tube, Figure 23 (a), and
filling the empty space between the rod and copper tube
wall by copper powder. After sintering the copper
powder the rod is pulled out leaving the space for vapor
flow. However suggested wick profile in Figure 17 (b)
does not allow for a rod to be pulled out so it is suggested
to use two rods as in Figure 23 (c). One of the rods are
inserted from the bottom and another one is inserted from
the top side. Then, copper powder is filled from top side
and sintered. After the sintering procedure rods are being
pulled out from top and bottom avoiding undercut.
However by keeping the adiabatic and condenser section
wick thicknesses equal, it is possible to produce the wick
with a single rod as seen in Figure 23 (b). In this case,
heat pipe performance is enhanced without changing the
classical heat pipe production method.

In the literature few studies, e.g. (Zohuri, 2016), on
variable thickness wicks exist which are aimed at
managing non-uniform heat flux at evaporator. Full
wetting of variable thickness wick is possible for heat
pipes for which axial length is much bigger than pipe
radius. For such heat pipes axial pressure loss is much
bigger than that across the wick. Typical capillary
pumping capacity of heat pipes are quite high so that full
wetting in radial direction is guaranteed.
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Figure 23. Single rod (a, b) and suggested two rod (c)
production methods.

CONCLUSIONS

In this study, first, one-dimensional thermo-fluid model
of the transport phenomena in the wick of the evaporator
of a heat pipe is developed analytically to study the effect
of longitudinal wick profiles on heat pipe performance.
Based on the developed model, an analytical relation
between pressure loss along and temperature difference
across the wick of the evaporator of a heat pipe is derived
by one-dimensional analyses based on Darcy’s Law of
pressure loss of liquid flow in a porous medium and
Fourier’s Law of Heat Conduction, see Equation (17). In
this expression both thermo-fluid properties of the
working fluid and porous wick and integral of the
reciprocal of thickness profile of the wick along the
evaporator appear. Furthermore, heat transfer rate is
expressed in terms of outer radius and permeability of the
wick, thermo-fluid properties of the working fluid, liquid
pressure loss along the wick and temperature difference



across the wick, for any wick thickness profile, see
Equation (18). It is found that same pressure loss and heat
transfer rate can be obtained with different evaporator
wick profiles. It is shown that the ratio of the evaporator
heat transfer rate to the square root of the liquid axial
pressure loss in the wick of the evaporator times the
temperature difference across the evaporator wick is
constant for a chosen working fluid and wick micro-
structure, see Equation (29).

Secondly, an isoperimetric problem of calculus of
variations is solved to find the evaporator wick thickness
profile that minimizes evaporator wick volume, thus
weight, under the constraints of fixed heat transfer rate
and admissible wick thickness profiles satisfying a
chosen liquid pressure loss along the wick, see Equation
(34), which results in a uniform wick thickness along the
evaporator. Uniform wick thickness as given by Equation
(37) is expressed in terms of the length of the evaporator,
outer radius and permeability of the wick, thermo-fluid
properties of the working fluid, as well as the liquid
pressure and temperature differences along and across
the evaporator wick.

Then, the thermo-fluid model and the results of the
optimization problem are extended to the condenser
section of the heat pipe. As in the case of evaporator,
condenser heat transfer rate can be calculated in term of
outer radius and permeability of the wick, thermo-fluid
properties of the working fluid, and liquid pressure and
temperature differences along and across the condenser
wick, respectively, for any wick thickness profile. For a
given heat transfer rate, among the wick thickness
profiles that satisfy a specified liquid pressure drop along
the wick of the condenser, as in the case of evaporator,
minimum material use is achieved by keeping the wick
thickness uniform, which can be calculated by Equation
(37).

Finally, the uniform wick thickness that minimizes the
sum of the pressure losses along the wick and the central
vapor column of the adiabatic zone of the heat pipe is
calculated based on Darcy’s Law for liquid flow in
porous wick and Poiseuille-Hagen and Darcy-Weisbhach
formulas for laminar and turbulent vapor flows,
respectively. It is concluded that wick thickness in
evaporator and condenser may need to be less than that
of the adiabatic zone in order to enhance heat transfer rate
while keeping sum of the liquid and vapor phase pressure
losses in the adiabatic zone at minimum value.

Under the constraint of overall pressure loss in heat pipe
cycle which is imposed by capillary head, the wick
thicknesses of evaporator, adiabatic zone and condenser
should be selected in such a way that heat transfer rate is
maximized. Therefore, two novel piecewise uniform
wick thickness profiles, one with bigger wick thickness
in adiabatic zone as compared to that of the evaporator
and condenser, and the other with common wick
thickness of the adiabatic zone and condenser being
bigger than that of the evaporator are proposed to realize
the target mentioned above.
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Coupled flow and thermal analyses in the wick and vapor
core showed that for a conventional heat pipe, i.e.
uniform wick thickness throughout the heat pipe, of
specified length, radius and wick porous structure
operating at a specified temperature difference heat
transfer rate is 268 W. Under constant total wick volume
constraint, when adiabatic zone and condenser wick
thicknesses are increased by keeping them equal to each
other and evaporator wick thickness is lowered, heat
transfer rate is found to increase up to 349 W when
capillary limit is reached. On the other hand, under the
same constraint, if evaporator and condenser wick
thicknesses are equal to each other and adiabatic zone
wick thickness is higher, calculations show that heat
transfer rate can be increased up to 742 W when capillary
limit is reached.

In case of the design where adiabatic zone wick thickness
is higher than that of evaporator and condenser, when the
constant wick volume constraint is removed heat transfer
rate can be increased up to 27.6% at capillary limit which
is achieved for total wick volume increase of 136% in
comparison to conventional heat pipe. On the other hand,
if adiabatic region and condenser wick thicknesses are
equal and higher than that of evaporator heat transfer rate
increases up to 6.3% at capillary limit where total wick
volume increases 6.9%.

Since developed model is kept simple to make it
analytically solvable, future work may focus on
evaluation of the performance of suggested designs by
more-sophisticated multi-dimensional models such as an
axisymmetric thermo-fluid model incorporating pressure
losses in radial direction, pressure jump at liquid vapor
interface due to capillarity, interfacial resistance to heat
transfer and axial heat transfer in the wick.

Itis well known that sum of the pressure losses in the heat
pipe should be less than the capillary head. Designs
suggested in this study modify distribution of pressure
loss among various wick zones to enhance heat transfer
rate at capillary limit. However, in the analyses,
evaporator, condenser and adiabatic zone lengths are kept
equal to each other which may not be the case in real
applications. Also wick thicknesses in the analyses
changed in pairs, i.e. wick thickness of the condenser is
kept equal to that of the adiabatic zone, or wick thickness
of the condenser is kept equal to that of evaporator, but
the influence of different wick thickness for each zone on
the performance is not evaluated in this study. Therefore,
it is necessary to derive optimal ratios of evaporator,
adiabatic zone and condenser wick thicknesses for a heat
pipe with various lengths of the three zones.
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APPENDIX - CALCULATION OF ADIABATIC
ZONE PRESSURE LOSSES FOR VARIOUS WICK
PROFILES

If vapor flow is laminar, sum of the pressure losses in
vapor and liquid phases, in differential form, can be
expressed as

L S G
o) T T P = (- f(0)?

If vapor flow is turbulent, sum of the pressure losses in
vapor and liquid phases, in differential form, becomes

dP,

] dx (1)

==y Yo -ro ™ @

where constants Cy, C, and Csare defined as follows:

€ = 87’; pm 3)
e @
= 4% ©

Vapor column radius is presented as r,=r-f(x) since
different adiabatic zone wick thickness profiles, f(x), are
to be considered.

Table 1. Typical water-copper heat pipe parameters for the case
studies.

Parameter Value Unit
L, 90 mm
w, 1.1x10° Pas
W 4.7x10* Pas
P 983.2 kg/m?
Py 0.13 kg/m?
r 8.65 mm
] 0.5 %
K 1.5x10°° m?
f 0.13 -
m 0.188 grls

Adiabatic zone pressure loss is found by integrating
Equations (1) and (2) over the adiabatic zone length.
G,

L Cl 6
A= fo Sy 75 Tl ey ey oy LY

AP, =fL( = + G Ydx
ol = f)S = (= f(x))?]

()

Values of Ci, C; and C3 are calculated by parameters
given in Table 1. Friction factor f in Equation (5) is
calculated for Re=3161 which is reached at r,=3.46 mm.
Friction factor is assumed to be constant throughout the
adiabatic zone in the following analyses.

Pressure losses calculated by Equation (6) for constant,
linearly increasing and linearly decreasing wick
thickness profiles under the constraint of constant wick
volume are presented in Table 2 for laminar vapor flow.
In Figure 1 wick thickness profiles given in Table 2 are
plotted.
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Figure 1. Wick thickness profiles given in Table 2 over

adiabatic zone length.
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As seen from Table 2 and Table 3, uniform wick
thickness results in the lowest pressure drop in
comparison to linearly increasing and decreasing wick
profiles. Under constant wick volume constraint,
pressure losses in both phases increase along with the
absolute value of the slope of the wick profile, for both
flow regimes.
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Figure 2. Wick thickness profiles given in Table 3 over
adiabatic zone length.
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Table 2. For laminar vapor flow, pressure losses for various adiabatic zone wick thickness profiles.

Profile . . Vapor pressure Liquid pressure  Total pressure  Wick volume
No Wick profile (mm) loss (Pa) loss (Pa) loss (Pa) (cm?)
1 f(x)=0.75 0.927 137.141 138.068 3.51
2 f(x) =3.99x + 0.57 0.928 139.821 140.749 3.51
3 f(x) =895x + 0.35 0.936 151.845 152.781 3.51
4 f(x) =093 —3.99x 0.928 139.821 140.749 3.51
5 f(x) =1.16 — 8.95x 0.936 151.845 152.781 3.51
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Table 3. For turbulent vapor flow, pressure losses for various adiabatic zone wick thickness profiles.

Profile . . Vapor pressure Liquid pressure  Total pressure  Wick volume
No Wick profile (mm) loss (Pa) loss (Pa) loss (Pa) (cm?®)
6 f(x) = 3.46 21.37 35.55 56.92 13.54
7 f(x) = 6.92x + 3.15 21.79 35.62 57.41 13.54
8 f(x) =19.43x + 2.61 25.28 35.99 61.27 13.54
9 f(x) =3.77 — 6.92x 21.79 35.62 57.41 13.54
10 f(x) =436 —19.43x 25.28 35.99 61.27 13.54
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ISI BiLiMi VE TEKNiGi DERGISI iCIN MAKALE HAZIRLAMA ESASLARI

Is1 Bilimi ve Teknigi Dergisi’nde, 1s1 bilimi alanindaki 6zgiin teorik ve deneysel galigmalarin sonuglarmimn sunuldugu
makaleler ve yeterli sayida makaleyi tarayarak hazirlanmis olan literatiir 6zeti makaleler yayilanmaktadir. Makaleler,
Tiirkge veya Ingilizce olarak kabul edilmektedir. Makaleler ilk sunumda serbest formatta hazirlanabilir. Ancak yaymn
icin kabul edilmis olan makaleler dergimizin basim formatina tam uygun olarak yazarlar tarfindan hazirlanmalidir.
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uygun olarak vyazarlar tarafindan hazirlanmalidir.
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tesekkiir, kaynaklar, yazarlarin fotograflari ve kisa
Ozgecmisleri ve ekler. Yazilar bilgisayarda tek satir
aralikli olarak, 10 punto Times New Roman Kkarakteri
kullanilarak Microsoft Office Word ile iki siitun
diizeninde yazilmahdir. Sayfalar, st kenardan 25 mm,
sol kenardan 23 mm, sag ve alt kenarlardan 20 mm
bosluk birakilarak diizenlenmelidir. Tki sutun arasindaki
bosluk 7 mm olmalidir. Paragraf baglari, sutunun sol
kenarina yaslanmali ve paragraflar arasinda bir satir
bosluk olmalidir.

Birinci seviye bagliklar bityiik harflerle kalin olarak,
ikinci seviye bagliklar bold ve kelimelerin ilk harfleri
biiyiik harf olarak ve ii¢ilincii seviye bagliklar sadece ilk
harfi biiyiikk olarak yazilir. Biitiin bagliklar sutunun sol
kenar1 ile aym hizadan baglamalidir ve takip eden
paragrafla baslik arasinda bir satir bogluk olmalidir.
Sekiller, tablolar, fotograflar v.b. metin iginde ilk atif

yapilan yerden hemen sonra uygun sekilde
yerlestirilmelidir. 1k ana bolim bashg, Ozetten
(Abstract’tan) sonra iki satir bosluk birakilarak birinci
sutuna yazilir.

Abstract ve

Bashk, Yazarlarmm Adresi, Ozet,

Anahtar Kelimeler

Yazilar Tiirk¢e veya Ingilizce olarak hazirlanabilir. Her
iki durumda da makale Ozeti, basligt ve anahtar
kelimeler her iki dilde de yazilmalidir. Eger makale
Tirkge olarak kaleme alinmussa, Tlrk¢e bashk ve 6zet
once, Ingilizce baslik ve Ozet (Abstract) sonra yazilir.
Eger makale Ingilizce olarak kaleme alinmigsa once
Ingilizce baslik ve dzet (abstract) sonra Tiirkge baslik ve
Ozet yazilir. Bagslik, sayfanin iist kenarindan 50 mm
asagidan baglar ve kalin olarak 12 punto biiyiikliigiinde,
biiyiik harflerle biitiin sayfay1 ortalayacak sekilde yazilir.
Yazar(lar)in adi, adresi ve elektronik posta adresi
bagliktan sonra bir satir bosluk birakilarak yazilmalidir.
Yazarlarin adi kiigiik, soyadi bilyiik harflerle yazilmali
ve bold olmalidir. Yazarlarin adresinden sonra ii¢ satir
bosluk birakilarak, Ozet ve Abstract 10 punto
biiyiikliigiinde biitiin sayfa genisliginde yazilir. Ozet ve
Abstractan sonra anahtar kelimeler (Keywords) yazilir.

Birimler
Yazilarda SI birim sistemi kullanilmalidir.
Denklemler

Denklemler, 10 punto karakter boyutu ile bir situna (8
cm) sigacak sekilde diizenlenmelidir. Verilis sirasina
gore yazi alaninin sag kenarina yaslanacak sekilde
parantez i¢inde numaralanmahidir. Metin iginde,
denklemlere  ‘Es.  (numara)’  seklinde atifta
bulunulmalidir.

Sekiller

Sekiller 8 cm (bir siitun) veya 16 cm (iki sdtun)
genigliginde olmalidir ve makale icerisinde olmalari
gereken yerlere bilgisayar ortaminda sutunu (veya btln
sayfa genisligini) ortalayacak sekilde yerlestirilmelidir.
Sekil numaralar1 (sira ile) ve isimleri sekil altina, 9
punto biiyiikliigiinde yazilmalidir.



Tablolar

Tablolar 8 cm (bir situn) veya 16 cm (iki sutun)
genisliginde olmalidir. Makale igerisinde olmalari
gereken yerlere bilgisayar ortaminda sutunu (veya biitiin
sayfa genisligini) ortalayacak sekilde yerlestirilmelidir.
Tablo numaralar1 (sira ile) ve isimleri tablo Ustline, 9
punto biiyiikliigiinde yazilmalidir.

Fotograflar

Fotograflar, siyah/beyaz ve 8 cm (bir siitun) veya 16 cm
(iki stitun) genisliginde olmalidir. Fotograflar digitize
edilerek, makale i¢inde bulunmalar1 gereken yerlere
bilgisayar ortaminda sutunu (veya bitin sayfa
genisligini) ortalayacak sekilde yerlestirilmelidir ve sekil
gibi numaralandirilmali ve adlandirilmalidir.

Yazar(lar)mn Fotograf ve Kisa Ozgecmisleri

Yazarlarin fotograflar1 digitize edilerek, makalenin en
sonuna Ozgecmisleri ile birlikte uygun bir sekilde
yerlestirilmelidir.

SEMBOLLER

Makale iginde kullanilan biitin semboller alfabetik
sirada Ozetten sonra liste halinde tek siitun diizeninde
yazilmalidir. Boyutlu biyuklikler birimleri ile birlikte
ve boyutsuz sayilar (Re, Nu, vb.) tanimlar1 ile birlikte
verilmelidir.

KAYNAKLAR
Kaynaklar metin sonunda, ilk yazarin soyadina gore

alfabetik sirada listelenmelidir. Kaynaklara, yazi iginde,
yazar(lar)in soyad(lar)1 ve yayin yili belirtilerek atifta

bulunulmalidir. Bir ve iki yazarli kaynaklara, her iki
yazarin soyadlar1 ve yayin yili belirtilerek (Bejan, 1988;
Tiirkoglu ve Farouk, 1993), ikiden ¢ok yazarh
kaynaklara ise birinci yazarin soyadi ve "vd." eki ve
yaym yili ile atifta bulunulmahdir (Ataer vd, 1995).
Asagida makale, kitap ve bildirilerin kaynaklar listesine
yazim formati i¢in drnekler verilmistir.

Ataer O. E., lleri A. and Gégis, Y. A., 1995, Transient
Behaviour of  Finned-Tube  Cross-Flow  Heat
Exchangers, Int. J. Refrigeration, 18, 153-160.

Bejan A, 1998, Advanced Engineering
Thermodynamics (First Ed.), Wiley, New York.

Tirkoglu H. and Farouk B., 1993, Modeling of
Interfacial Transport Processes in a Direct-Contact
Condenser for Metal Recovery, Proc. of 73 Steel
Making Conference, Detroit, 571-578.

Tiirkoglu H., 1990, Transport Processes in Gas-Injected
Liquid Baths, Ph.D. Thesis, Drexel University,
Philadelphia, PA, USA.

Internet, 2004, Tirkiye Istatistik Kurumu, Atiksu
Istatistikleri, http://ww.tuik.gov.tr/HaberBulteni.

DiGER HUSUSLAR

Hakem degerlendirmesinden sonra kabul edilen
makaleler, yukarida agiklandigi sekilde dizilerek basima
hazirlandiktan sonra, bir elektronik kopyasi editore
gonderilmelidir. Makalenin basima hazir kopyasi ile
birlikte, "Telif Hakki Devri Formu" da doldurularak
gdderilmelidir. Telif Hakki Devir Formu’na ve bu yazim
klavuzuna www.tibtd.org.tr adresinden ulasilabilir.
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