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ABSTRACT 
 

This paper introduces position-sensorless speed control of surface mounted permanent magnet synchronous motors (SPMSMs) 

based on an extended electromotive force (EMF) and specifically focuses on performances at very low and medium speeds. 

According to Authors’ best knowledge, Morimoto’s extended EMF approach is firstly applied to SPMSM and its low speed 

operation is evaluated by computer simulations and real-time experiments in the scope of this paper. To show that Morimoto’s 

extended EMF technique is suitable to SPMSMs, computer simulations are executed in MATLAB® Simulink. Later, real-time 

experiments are performed to confirm the effectiveness of the proposed position-sensorless control system embedded on 

dSPACE-DS1104 controller with the SPMSM of 0.0262 Vrms/rpm. The resulting performance reveals that the possible speed 

estimation and thus position-sensorless control can be realized down to 1.4286% of the rated speed. 
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1. INTRODUCTION 
 

Nowadays permanent magnet alternating current synchronous motors (PMSMs) becomes very good option due to their 

reduced weight and volume causing higher power density and higher efficiency at both low and high speed operations, while the 

competition between different types of electrical machines is still aggressive. Considering these noticeable advantages, PMSMs 

get more attractive [1, 2] in variable speed drive applications consisting of hybrid electric vehicles (HEV) and electrical vehicles 

(EVs), industrial apparatus, renewable power generation, and home appliances in order to recover energy and space. 

Further, high performance control of PMSMs calls for an accurate knowledge of rotor mechanical position and speed. 

However, the use of electromechanical sensors such as resolvers, optical encoders, and hall-effect sensors for this purpose 

increases the cost, size, weight, and hardware wiring complexity together with reducing the drive reliability and mechanical 

robustness [3]. Thus, position-sensorless solutions are required to discard these sensors.  

In the literature, the great efforts are shown for designing position-sensorless control of PMSMs and these remarkable 

methods are summarized as follows [3-12]: 

i) Extended EMF based methods or Back electromotive force (back-EMF). 

ii) State observers utilizing deterministic or stochastic models of PMSM. 

iii) The methods using high-frequency (HF) signal injection. 

Mostly, the HF signal injection based methods present a stable estimation performance at very low and zero speed; however, 

they need to be combined with the back EMF, the extended EMF or the state observer(s) in the range of medium and high speed 

operations. Also, the methods without utilizing the HF signal injection are still problematic and open to research specifically at 

very low and zero speeds. From this point of view, it is crucial to reveal how successful and stable the estimations can be executed 

by the introduced methods without inclusion of the HF signal injection as the rotor speed goes down to very low and zero speeds. 

Considering the position-sensorless methods mentioned above, the extended EMF technique specifically presented in Ref. 

[13] does not need any HF signal injection and offers very straightforward design procedure. Also, it can be easily realized in or 

embedded on the low-cost hardware platforms. Because Ref. [13] exploit the extended EMF estimators in order to estimate the 

rotor position and speed, it is very clear that the performance of this estimator is deteriorated when the rotor speed becomes very 

low. Because of this reason, Ref. [14] utilizes the extended EMF method in Ref. [13] together with the methods including HF 

signal injection. However, no effort is shown in both Ref. [13] and Ref. [14] in order to report the limit of the stable low speed 
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estimation performance. Also, both studies [13, 14] use interior permanent magnet synchronous motors (IPMSMs) in real-time 

experiments to verify the proposed or implemented estimation algorithms. In addition, Ref. [13] declares that the proposed 

extended EMF approach is applicable to surface permanent magnet synchronous motors (SPMSMs) and the synchronous 

reluctance motors. 

The main contribution of this paper is to implement the extended EMF based position-sensorless drive in both simulation 

and real time for the speed control of the SPMSM especially concentrating on very low and medium speeds. Thus, differently 

from the past studies [13, 14], this paper purposes 

-To verify the possible limit of low speed estimation of the extended EMF method  

-To validate the extended EMF method suitable to SPMSMs with the help of the challenging simulations and the real-time 

experiments. From this perspective, it is first known study in the literature and the extended version of the study in [15] which 

does not consist of the performance tests related to the simulations of the designed position-sensorless control system. The results 

obtained from simulation and real-time experiments proves the applicability and effectiveness of the developed position-

sensorless drive system. Also, ıt is revealed that the stable low speed estimation and control can be executed till 1.4286 % of the 

rated speed for SPMSM with 0.0262 Vrms/rpm. 

 

 

2. DEVELOPMENT OF SPEED AND POSITION ESTIMATORS BASED ON EXTENDED EMF 

FOR SPMSM 
 

For this purpose, firstly the stator voltage equations [13, 14] of a PMSM in the rotating dq  axes can be given as: 

sd
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dt
              (1) 
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Here, sR  is the stator resistance. sdL  and sqL  are d and q axis components of the stator inductances, respectively. sdi  and 
sqi  

are d and q axis components of the stator inductances, respectively. f  is the EMF constant.   is the synchronous speed at 

which dq  frame rotates, as shown in Figure 1. p  in (3) represents the differential operator. 

Because the dq model in (3) does not directly contain the rotor position,  , it is decided to use the mathematical model 

represented in the estimated rotating axis named as   frame, which lags dq  axes by e  shown in Figure 1, in Ref. [13]. 

Therefore, (3) is rewritten in   frame as follows [16]: 
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Here e  and e  are named as   and   axis components of the extended EMF. Also, (4) is a general form applicable [13, 16] 

to  

-SPMSM when sd sqL L  

-IPMSM when sd sqL L  

-Synchronous Reluctance Motors (SYNRMs) when 0f   

At this step, ê  and ê  are firstly determined by exploiting the assumption of ˆ sd sqL L L   related to SPMSM in (4) – (6) as 

demonstrated in Figure 2. 
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Figure 1. Positions of   stationary (stator-fixed) frame, dq  field frame rotating at  , and - estimated frame rotating at 

̂  for design of the extended EMF method. 

 

 
 

Figure 2. Least-order observer(s) for estimations of e  and e . 

 

Secondly, because the estimated rotor speed error, ˆ 0    , is small enough, the extended EMF can be also estimated 

from (5), as follows: 
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Finally, e  is estimated by 

1
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To make ˆ
e  equal to zero, the estimated speed ( ̂ ) and position ( ̂ ) need to be compensated by the equivalent close-loop 

system as shown in Figure 3. By utilizing the desired operating points related to the close-loop system, the proportional gain, 

pK , and integral gain, iK  of the PI controller are obtained as:  
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2

i nK w             (9) 

 

Here,   and nw  are the damping ratio and the natural frequency of the desired response, respectively. 
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Figure 3. An equivalent close-loop system for the extended EMF based speed and position estimators 

 

 

3. COMPUTER SIMULATIONS OF POSITION-SENSORLESS SPMSM DRIVE 
 

The principle scheme of the position-sensorless SPMSM drive designed in MATLAB® Simulink is given in Figure 4. Here, 

the extended EMF based observer is built on Figure 3 utilizing the calculations of ê  and ê  in Figure 2 and ˆ
e  in Eq. 8. In 

Figure 4, the speed and the current controllers are conventional PIs, and the rated parameters of the SPMSM are given in Table 

I. The sampling time, T, is 10µs. 

Different scenarios are considered in computer simulations to show that the extended EMF based observer in this paper is 

applicable to SPMSMs in the design of position-sensorless drive. These scenarios focus on the performances at very low and 

medium speeds which are given in Figures 5 and 6. Analyzing the simulation results in Figures 5 and 6, the following 

observations are made: 

- Transition to position-sensorless case occurs at 0.5s under no-load in Figure 5 and rated-load in Figure 6. It is observed 

that the transitions in both cases can be easily carried out without disturbing the desired behavior of the drive or control system. 

 

 
 

Figure 4. The principle scheme of the designed position-sensorless SPMSM drive in MATLAB® Simulink 
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(e)      (f) 

Figure 5. Simulation results at very low speeds. (a) Variations of r

mn , mn , and ˆmn . (b) Variations of r

di  and i . (c) Variations 

of r

qi  and i . (d) Variations of   and ̂ . (e) Variation of ˆ
mn m me n n  . (f) Variation of ˆe    . 

  
(a)      (b) 

  
(c)      (d) 

  
(e)      (f) 

Figure 6. Simulation results at low & medium speeds. (a) Variations of r

mn , mn , and ˆmn . (b) Variations of r

di  and i . (c) 

Variations of r

qi  and i . (d) Variations of   and ̂ . (e) Variation of ˆ
mn m me n n  . (f) Variation of ˆe    . 

 

- Under step-like changes in speed reference, r

mn , the extended EMF based observer and thus the position-sensorless 

SPMSM drive demonstrate quite acceptable tracking performance at very low speeds in Figure 5 and at low and medium 

speeds in Figure 6. 

- Inspite of the challenging variations in 
r

mn  in Figures 5 and 6, the estimation performances of the extended EMF based 

observer are very good. In addition to these variations, the load torque, Lt , is abruptly increased from 0 N.m to the rated value 

of 4.61 N.m at 1 s in Figure 5, the estimated states, ˆmn  and ̂ , closely follow real ones, mn  and  , respectively. These realities 

can be discovered by inspecting the estimation errors, ˆ
mn m me n n   and ˆe    , converging to zero very quickly in Figure 

5(e), Figure 5(f), Figure 6(e), and Figure 6(f). 

From the computer simulations, it is concluded that the extended EMF based observer in this paper is capable to work under 

both no-load and rated load even at very low to medium speeds; therefore, it can be used for the design of position-sensorless 
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]
[

ˆ
:

rp
m

n
n

e
m

m
n

m


0 0.5 1 1.5 2 2.5 3
-50

0

50

100

t[s]

]
[

ˆ
:

ra
d

e







0 0.5 1 1.5 2 2.5 3
-0.1

-0.05

0

0.05

0.1

t[s]

0 1 2 3 4

0

150

250

350

450

t[s]

]
[

ˆ
&

,
rp

m
n

n
n

m
m

r m

mn̂

r
mn

0 1 2 3 4

-0.2

0

0.2

0.4

0.6

t[s]

i

]
[

&
A

i
ir d



0 1 2 3 4

0

10

20

30

40

50

t[s]

]
[

&
A

i
ir q



i

0 1
-4

-2

0

2

4

2 3 41.2 1.4 t[s]

]
[ˆ

&
ra

d




0 1 2 3 4

0

50

100

150

t[s]

]
[

ˆ
:

rp
m

n
n

e
m

m
n

m


0 1 2 3 4
-0.05

0

0.05

0.1

0.15

t[s]

]
[

ˆ
:

ra
d

e









Eurasian J. Sci. Eng. Tech. 1(1): 1-10 

 

M. Barut, S.-Y. Jung, C. Mi 

6 
 

4. EXPERIMENTAL SET-UP 

 
The general view of the real-time test bench utilized to demonstrate performances of the extended EMF based speed and 

position estimators and thus position-sensorless drive including SPMSM is given in Figure 7, and Table I shows rated parameters 

of the SPMSM. The SPMSM is loaded by separately excited direct current machine. The designed position-sensorless control 

system based on extended EMF is embedded in the power PC-based DS1104 controller board processing floating-point 

operations at a rate of 250 MHz. The incremental encoder of 2048 lines/rev is only utilized to correct position and speed 

estimations. 

The schematic view of the implemented position-sensorless SPMSM control system is also presented in Figure 8. Here, SV-

PWM denotes space vector-pulse with modulation technique. As can be seen from Figure 8, the extended EMF based estimator 

exploits only the stator phase currents, i  and i , as measured variables. The required voltage signals, v  and v , are directly 

achieved from the outputs of d- and q-axis current controllers. 

 

 
 

Figure 7. General view of the real-time test bench. 

 

 
 

Figure 8. The principle scheme of the designed position-sensorless SPMSM drive. 
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5. REAL-TIME EXPERIMENTAL RESULTS 
 

In order to evaluate the performance of the extended EMF based position-sensorless SPMSM drive in the real-time 

experiments with the sampling time, T, of 1/(8kHz), three scenarios are generated for the different speed operations as follows: 

-Very low speed operation 

-Very low and medium speed operations 

-High speed operation 

 

5.1. Performance at very low speed operation (Figure 9) 

 

In this section, it is desired to show the lowest possible speed control limit which can be performed by the extended EMF 

based position-sensorless SPMSM drive. For this aim, r

mn  is instantly increased to 150 rpm at 2.7 s and decreased to 100 rpm at 

7.5 s speed while the SPMSM rotates at 100 rpm. The resulting performance is presented in Figure 9. As demonstrated in Figure 

9(a) and (e), ˆmn  closely tracks mn . The speed and current controllers also show satisfactory tracking performance in Figure 9(a), 

(b), and (c). Moreover, inspecting Figure 9(d) and (f), it can be seen that the average value of ˆe     is about 0.6480[rad] 

(37.12 Deg). As r

mn  (or mn ) approaches to zero, ˆe     gets increased since the extended EMF term is deteriorated with the 

increasing noise on the measured i  and i  and finally vanishes. For the SPMSM with 0.0262 Vrms/rpm, it is observed that the 

acceptable position-sensorless close-loop speed control can be performed down to 100 [rpm] which is equal to 1.4286 % of the 

rated speed. 

 

 
 

Figure 9. Real-time results at very low speeds. (a) Variations of r

mn , mn , and ˆmn . (b) Variations of 
r

di  and i . (c) Variations of 

r

qi  and i . (d) Variations of   and ̂ . (e) Variation of ˆ
mn m me n n  . (f) Variation of ˆe    . 
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5.2. Performance at very low and medium speed operations (Figure 10) 

 

This scenario aims to illustrate the transition performance of the position-sensorless drive from the very low speeds to medium 

speeds. Therefore, the increased step-like variations of 150 [rpm] are given to r

mn  from [150] rpm to 600 [rpm], and the obtained 

results are given in Figure 10. Figures 10(a), (b), and (c) validate the successful control performances of the speed and current 

controllers while Figures 10(d) and (e) verify the very good estimation performances of the speed and position. Further, as can 

be seen from Figure 10(d) and (e), after the step change in r

mn  at 2 s, ˆe     suddenly decreases to very small values. Namely, 

ˆe     becomes smaller when r

mn  (or mn ) raises, as expected. 

 

 

  
(a)      (b) 

 

  
(c)      (d) 

 

  
(e)      (f) 

 

Figure 10. Real-time results at low & medium speeds. (a) Variations of 
r

mn , mn , and ˆmn . (b) Variations of 
r

di  and i . (c) 

Variations of r

qi  and i . (d) Variations of   and ̂ . (e) Variation of ˆ
mn m me n n  . (f) Variation of ˆe    . 

 

 

5.3. Performance at high speed operation (Figure 11) 

 

In this scenario, it is also aimed to show the high speed control and estimation performances of the developed position 

sensorless SPMSM drive. For this pupose, r

mn  is stepped down to 1250 [rpm] at 1.8 s, 1100 [rpm] at 4.9 s, and 950 [rpm] at 7.9 

s, respectively while the SPMSM revolves at 1400 [rpm]. The results given in Figure 11 for this scenario confirm the perfect 

tracking and estimation abilities of the designed extended EMF based position-sensorless SPMSM drive. 
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(a)      (b) 

Figure 11. Real-time results at high speeds. (a) Variations of 
r

mn , mn , and ˆmn . (f) Variation of ˆe    . 

 

 

6. CONCLUSION 

 
In this paper, an extended EMF based position-sensorless control system has been developed for the speed control of SPMSM 

and realized in simulations and real-time experiments in order to reveal that the extended EMF method proposed in Ref. [13] 

including IPMSM is also suitable to SPMSMs. For this purpose, the computer simulations are firstly executed to demonstrate 

that the extended EMF based observer is capable to serve for the design of the position-sensorless SPMSM drive. Later, the real-

time experiments are performed to show achievements of the extended EMF based position-sensorless drive at very low, medium, 

and high speeds. Both the computer simulations and real-time experimental results have validated the feasibility and effectiveness 

of the proposed position-sensorless drive in this paper. Moreover, differently from Refs. [13] and [14], this study has specifically 

concentrated on the performance at very low speeds. As a result, the low speed operation by the developed position-sensorless 

close-loop speed control system including the EMF approach in Ref. [13] is possible till 100 rpm (1.4286 % of the rated speed) 

for the SPMSM with 0.0262 Vrms/rpm. These efforts are firstly introduced to the current literature in the scope of this paper. 
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APPENDIX 
The rated parameters of the SPMSM are given in Table I. 

 

Table 1. Rated parameters of the SPMSM used in real-time experiments 

 

Parameter Symbol Value Unit Parameter Symbol Value Unit 

Pole pair pp
 

2 - Rated speed mn
 7000 Rpm 

Rotor pole flux f
 

0.10214 V.s Rated torque Lt  4.61 Nm 

d-inductance sdL
 0.01 H Rated phase current sI

 15 Arms 

q-inductance sqL
 

0.01 H Rated L-L Voltage sV
 230 Vrms 

Stator resistance sR
 0.19 Ω Rated power P 4.5 kW 
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ABSTRACT 
 

This work investigates the impact of time delays on the stability of a single-area load frequency control (LFC) system that 

includes plug-in multiple electric vehicles (EVs) aggregators to regulate the system frequency.  Communication delays are caused 

by open communication networks used to transceive control signals. These delays can degrade the performance of the controller 

leading to undesired system frequency oscillations and may even cause instability if they exceed an upper bound limit known as 

stability margin. These delays can be commensurate or incommensurate depending upon the nature of the communication 

network. Hence, it is important to determine stability margins of the single-area LFC system with plug-in EVs aggregators to 

ensure the stable operation under both types of delays. This study determines the stability margins for extensive proportional-

integral (PI) controller gains of the single-area LFC system with plug-in EVs by implementing a simulation approach. The 

knowledge of stability delay margins makes it possible to appropriately tune the PI controller gains that ensure a stable operation 

of the LFC system even in the presence of inevitable communication delays.  

 

Keywords: Load frequency control, Electric vehicles, Communication delays, Stability margins 

 

 

1. INTRODUCTION 
 

Renewable energy (RE) resources have been highly regarded in the power generation due to increasing environmental 

concerns. However, such a power generation supplies variable electric power output and may cause irregularities in the desired 

system frequency. Although, Energy Storage System (ESS) of batteries can be utilized as an alternate to obtain constant power 

output, but, it is an expensive power source. Interestingly, EVs batteries can be used for large-scale energy storage in the power 

system. EVs have become perceptible in frequency regulation of independently controlled interconnected systems [1]. Their 

batteries can decrease or increase power output faster than traditional generation sources. This attribute of EVs enables the LFC 

system to improve its dynamic performance. EVs are capable of reducing fluctuations to improve frequency response because 

they can be utilized as generators and loads [2]-[3]. An entity known as aggregator is required by EVs to practically participate 

in frequency regulation market. The entity aggregates and controls a large fleet of EVs [4]-[7]. The prime objective of an 

aggregator is to transceive information regarding the status of EVs to/from LFC controller and rearrange the control command 

for dispersing EVs. Figure.1 shows a schematic of EVs plugged into the grid as a power source using vehicle-to-grid (V2G) 

technique. 

EVs need some kind of communication network to transceive control signals to and from the LFC system controller. In 

general, open distributed network is used for this communication. But, such networks are susceptible to communication delays 

[6], [8]-[9]. These delays can result into an unstable LFC system in spite of an expectation that EVs are capable of improving 

the dynamic system performance. Thus, it is necessary to analyze delay-dependent system stability improved by EVs. Also, it is 

important to determine the stability margins which is defined as the admissible upper bound limit of the communication delay 

[8]. 

A number of approaches are discussed in the existing literature to identify the stability margins of dynamical systems 

experiencing communication delays. The approaches can be classified as: a) time-domain approaches and b) frequency-domain 

direct methods. The latter intends to compute complex roots of the characteristic polynomial of the system on the imaginary axis. 

This group is comprised of approaches like; removal of transcendental terms in the characteristic polynomial [10], the contour 

integral (or, argument principle) method [11], delay space re-scaling approach [12], Schur-Cohn method [13] and Rekasius 

https://orcid.org/0000-0002-4603-9942
https://orcid.org/0000-0002-0057-2522
https://orcid.org/0000-0002-6785-3775
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substitution [14] - [15].  This group of methods is able to calculate exact stability margins. But, the basic shortcoming of these 

approaches is that they cannot compute delay margins for the case of time-varying communication delays. 

A comprehensive literature review on the stability margin estimation methods for linear continuous time-invariant systems 

experiencing constant communication delays is presented in [16]. Among those approaches, the direct method depending upon 

the elimination of transcendental terms [10] is effectively implemented in [17] to identify stability margins for time-delayed LFC 

systems. The Rekasius substitution method is employed for computing stability margins for single-area LFC system with plug-

in EVs aggregator [18]. The delay space re-scaling approach presented in [12] is employed for determining the stability margins 

of hybrid ESS having hierarchical DC micro-grids control and experiencing multiple communication delays. The latter group of 

methods uses linear matrix inequalities (LMIs) method together with Lyapunov stability theory. These methods are presented in 

[8], [19] to compute the stability margins of LFC systems and in [20] to calculate the stability margins of micro-grid. Both 

constant and time-varying delay problems can be addressed using this group of indirect methods, but, they provide more 

conservative stability margins when compared with the previously discussed group of direct methods [17]. 

This work is the extended version of the paper titled, Stability Analysis of a Single-Area Load Frequency Control System 

with Electric Vehicles Group and Communication Time Delays [21]. The reported work presented only the effect of 

commensurate delays on LFC system with plug-in EVs. However, this work implements time-domain simulations [22] based 

approach for determining stability margins in single-area LFC system with multiple plug-in EVs aggregators while considering 

both commensurate and incommensurate delay scenarios. Since, each EVs aggregator may have different communication delays 

depending upon the technical specifications of communication technologies and networks, it is more practical to compute 

stability margins for both commensurate and incommensurate communication delays. Consequently, the impact of EVs 

participation ratio on the stability margins and the changes in stability margins relating to controller gains is also examined. The 

use of this approach allows to obtain exact values of stability margins. 

 

V2G 

Aggregator

Power Grid
Participating Power 

Capacity Information

Load Frequency 

Control Signal

 
 

Figure 1. EVs participation in frequency regulation service. 

 

 
 

Figure 2. Dynamic model of single-area LFC system with EVs and communication delays. 
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2. TIME-DELAYED SINGLE AREA LFC SYSTEM DUE TO THE PARTICIPATION OF EVs  
 

A single-area LFC system with two plug-in EVs aggregators is shown in Figure 2. The EVs batteries model is defined by a 

first-order transfer function as follows [8]: 

,
,

,

( )
1

EV i
EV i

EV i

K
G s

sT



                                                                                                                                                                      (1) 

where , , and EV i EV iT K  denote the time constant and gain of the EVs battery system when  1,2 .i   

In Figure 2, f  and dP   denote the frequency deviation and the load disturbance. Moreover, ,gP  ,mP  ,gX  1EVP

and 2EVP  represent the generator power output, mechanical power output, the valve position and the power output of both the 

EVs aggregators, respectively. Furthermore, ,D  ,R  ,  ,PF  ,cT  ,rT  gT  and M  denote the damping coefficient, speed 

regulation, frequency bias factor, fraction of the turbine power, time constants of the turbine, reheat, governor and inertia constant 

of generator, respectively. Whereas, PK  and IK  represent PI controller gains and the area control error is symbolized by .ACE  

ACE is transmitted to PI controller as a control signal whenever there is any sudden change in the load demand. The PI 

controller sends the signal to EVs aggregators or reheat steam turbine depending on their participation ratios 1  and 0  to 

regulate the system frequency. The control signal received by the EVs aggregators over some kind of communication network 

allows them to participate in frequency regulation. It should be noticed that the communication delays from LFC controller to 

the first EVs aggregator ( 1 ) and from LFC controller to the second EVs aggregator  2  are considered as commensurate 

(integral multiple of each other or equal to each other) in the first scenario and incommensurate in the other scenario. These 

communication delays are modelled by the exponential functions of 1s
e


 and 2s

e


 in Figure 2. It should be emphasized here 

that the incommensurate delay case is the most realistic one since EVs aggregators might have different communication 

infrastructures that result in incommensurate (not integer multiple of each other) communication time delays [8]. 

It is to be mentioned here that due to the self-deployment of communication links by the Independent System Operator (ISO) 

and the open communication links used between EVs aggregator and EVs, only communication delays from EVs aggregators to 

EVs are considered in this study as the delays observed in the transmission of regulation signal from ISO to the conventional 

generation are less significant [23], [24].  

 

 

3. IDENTIFICATION OF STABILITY MARGINS 
 

The prime objective of stability analysis is to investigate the delay-dependent or delay-independent stability of time-delayed 

systems. The system will be stable for all the finite time delay values in delay-independent stability case. Whereas, in case of 

delay-dependent stability, the system will be stable when *   where   and *  denote communication delay and  stability 

margin, respectively. However, the system would be unstable as the delay values go beyond the stability margin *  . The 

stability margin is the deciding factor in estimation of LFC system stability. The stability delay margin represents the maximum 

value of the time delay such that the LFC system will be at least marginally stable [17, 19]. For LFC system to be stable, the 

total communication time delay must be less than the stability delay margin. The information of stability margins for wide-

ranging parameters is necessary to examine stability of the system. 

Theoretically, all the roots of the characteristic polynomial of the single-area LFC system with plug-in EVs aggregators must 

be lying on left half of the s plane to satisfy the required condition of asymptotic stability. Taking both the delays into account, 

the stability margin problem is all about finding value of *  for which the characteristic polynomial will have roots (if there 

exist any) on the j  axis. Hence, time-domain simulations are executed for finding this boundary beyond which the system 

shows an unstable response. 

 

 

4. SELECTION OF COMMUNICATION DELAYS 
 

The communication delays 1  and 2  are expressed in polar coordinates ( , )   as reported in [25]. All points are defined 

as  1 2,T    on a boundary relying on ( , )   in  1 2,   space. Magnitude   is defined as 
2 2
1 2     and angle   as 

 1
2 1tan .    This polar coordinate representation of the communication delays enables us to examine the impact of 
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commensurate communication delays on the stability margin by keeping the angle 045   fixed for the given values of 

magnitude  . However, any other  value enables the user to investigate incommensurate communication delays like; 060 

discussed in this study. 060  corresponds to the scenario when the communication delay between the LFC controller and 

second EVs aggregator is greater than the communication delay between the LFC controller and first EVs aggregator  2 1 .   

 

 

5. RESULTS AND DISCUSSIONS 
 
Results of Stability margin computed by time-domain simulations for the single-area LFC system with plug-in EVs 

aggregators are presented in this section. For (i= 1, 2) the system parameters are given as [8]: 

, ,

 1,  R 1 11,  1 6,  21,  8.8,  0.2 ,

 0.3 ,  12 ,  0.1 ,  1

P g

c r EV i EV i

D F M T s

T s T s T s K

     

   
                                                                                                           (2) 

 

5.1. Commensurate Communication Delays 

 

The selection of multiple delays  1 2,   is done by using the polar coordinates and specifying the values of  1 2,   by 

choosing *  and .  In order to analyze the effect of various commensurate delay values on stability margins, the angle is fixed 

at 045  . It should be noticed that the angle 045   corresponds to the scenario in which the delay from both the EVs 

aggregators to the EVs is same 1 2.   The values of the corresponding stability margin magnitude | * |  for this case are 

presented in Table 1. Whereas, the time-domain simulation results are shown in Figure. 3. It can be clearly observed from the 

dashed line in Figure 4 that the oscillations in the frequency response of LFC-EVs system damped out showing stable operation 

of the system for the given parameters of PI controller ( 0.6,  0.8)P IK K   and the stability delay margin magnitude 

| | 0.97 sec  . However, sustained oscillations in the frequency response represented by solid line in Figure 3 show that the 

system is marginally stable for ( 0.6,  0.8)P IK K   and | | 0.9804 sec  . Even a slight change beyond this stability margin 

value will make the system unstable. As shown by dotted line in Figure 3, the oscillations in the frequency response of LFC-EVs 

system are increasing for ( 0.6,  0.8)P IK K   and | | 0.99 sec   showing an unstable operation of the system. 

Moreover, the stability margin reduces with an increment in IK  for all PK  values. However, the stability margin values at 

first increase and then start to decrease after a specific point with an increase in PK  when IK  is fixed. These variations in the 

stability delay margins against the PI controller gain values for 1( 0.2)   are shown in Figure 4. 

It is also imperative to examine the impact of EVs participation in the LFC system. Figure 5 shows the variation in the 

stability margins when the participation of EVs aggregator gradually increases. For ( 0.6,  0.8),P IK K  it can be observed 

that the stability margin values of the system show a smooth decrement while the participation factor of EVs increases from 10% 

to 50%. 

 

Table 1. Stability margins for commensurate delays  1 2   

*    IK  

PK  0.2 0.4 0.6 0.8 1.0 

0.2 2.7840 1.1770 0.6511 0.3929 0.2416 

0.4 3.1198 1.6890 1.0795 0.7463 0.5385 

0.6 2.7470 1.8295 1.3081 0.9804 0.7582 

0.8 2.2529 1.7302 1.3575 1.0875 0.8872 

1.0 1.8377 1.5418 1.2962 1.0965 0.9354 
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Figure 3. Frequency deviations for commensurate delays case when ( 0.6,  0.8).P IK K   

 

 

 
 

 Figure 4. Variation of stability margins with respect to controller gains for 060 .   

 

 

 
 

Figure 5. Variation of stability margins with respect to participation of EVs for 045 .   
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5.2. Incommensurate communication delays 

 

The impact of different incommensurate delay values  1 2,  on stability margins is investigated by fixing the angle at 

060  . This corresponds to the scenario when  2 1  . The values of the corresponding stability delay margin magnitude 

| |  for this case are presented in Table 2 and the time-domain simulation results are shown in Figure 6. For a given set of PI 

controller gains ( 0.6,  0.6)P IK K   and the stability margin magnitude | | 1.35 sec,   the dashed line illustrates that 

oscillations in the frequency response of LFC system with plug-in EVs aggregators damped out showing stable operation of the 

system. However, sustained oscillations in the frequency response represented by solid line show that the system is marginally 

stable for ( 0.6,  0.6)P IK K   when | | 1.3833 sec.   Likewise, a slight change beyond this stability margin value will make 

the system unstable. As shown by the dotted line in Figure 6, the oscillations in the frequency response of LFC-EVs system are 

increasing for ( 0.6,  0.6)P IK K   when | | 1.40 sec.   

Similar to the commensurate delays scenario, the stability margin decreases with an increase in IK  for all values of IK . 

Also, these values show a same trend by initially increasing and then decreasing after a specific point with an increase in PK  

when IK  is fixed. These variations in the stability delay margins against the PI controller gain values for 1( 0.2)   are shown 

in Figure 7. 

The impact of the participation of EVs in the LFC system is also studied for commensurate delays case. Figure 8 shows the 

variation in the stability margins when the participation of EVs gradually increases. For ( 0.6,  0.6),P IK K  it can be observed 

that the delay margin values of the system show a sudden initial decrease and keeps on decreasing when the participation factor 

of EVs increases. 

 

Table 2. Stability margins for incommensurate delays  1 2   

*    IK  

PK  0.2 0.4 0.6 0.8 1.0 

0.2 2.9954 1.2274 0.6751 0.4068 0.2504 

0.4 3.5050 1.7890 1.1285 0.7761 0.5592 

0.6 3.1845 1.9775 1.3833 1.0266 0.7898 

0.8 2.6490 1.9089 1.4562 1.1505 0.9315 

1.0 2.1595 1.7244 1.4092 1.1733 0.9900 

 

 

 
 

Figure 6. Frequency deviations for incommensurate delays case when ( 0.6,  0.6).P IK K   
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Figure 7. Variation of stability margins with respect to controller gains for 060 .   

 

 
 

Figure 8. Variation of stability margins with respect to participation of EVs for 060 .   

 

 

6. CONCLUSION 
 
A simulation based approach is presented in this work to identify stability margins over an extensive range of PI controller 

gains in the single-area LFC system with plug-in EVs and multiple communication delays. The technique is effectively 

implemented for both commensurate and incommensurate time delays. It is observed that communication delays arise due to the 

integration of EVs into the LFC system that leads to the destabilization of the system when the delay value exceeds the stability 

margin. It can be seen from the table that for a fixed PK value, stability margin is decreasing with an increase in IK  values. 

Also, the delay margins initially increase and then start to decrease with an increase in PK  value when IK  is fixed. Moreover, 

the stability margin decrease when the participation of EVs increases. For future studies, this delay dependent stability analysis 

would be extended to multi-area LFC-EVs system considering uncertainties in the system parameters. 
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ABSTRACT 
 

This system used to monitor and control the sudden change in temperature in neonatal incubator depending on two parts: first 

is the microcontroller which is a compact integrated circuit designed to run a specific operation in an embedded system, and 

LabVIEW which is engineering software used for applications that require test, measurement, and control with rapid access to 

hardware and data insights. those two important parts along with other components (heaters, fans, data acquisition cards) will 

be used to design the desired system. 

This system has the properties of being cheap, easy to use, able to deal with many units as possible at the same time and finally 

can be operated automatically or by one person. this system will give a temporary solution for a period of time till the 

responsible person would fix the main problem.  

 

Keywords: Neonatal incubator; LabVIEW; Microcontroller; Temperature control system; Embedded system 

 

 

1. INTRODUCTION 
 

According to the WHO report in 20216 [1], The first 28 days of their life is the most in danger time for a child’s survival, 

which called the neonatal period, where globally almost 2.6 million children die in the first month of life, with roughly 7,000 

newborns dying daily, most occur within the first week of their life. 

In developing countries, because the economic situation is very low; the cost of medical devices should be kept low. so 

there is a need to develop low-cost incubators with monitoring and control which provides the facilities required for the 

infants[2].  

Al-Sawaff Z. H. et al [3] designed a fully automated monitoring system for neonatal incubators by using a new generation 

of microcontrollers and GSM systems for pre-warning the change of temperature at a fixed setpoint using the (LT35) thermos 

sensor [4]-[5]. 

Mathew et al. [6] described the design and implementation of a fully digital and programmable temperature system for the 

Baby Incubator. The transmitter circuits were also designed and implemented for all the variables of the incubator that are used 

as control signals like the air temperature sensor (thermistor), baby skin temperature sensor (probe) [7]-[8]. 

The neonatal incubator is a piece of equipment commonly used in pediatric hospitals, birthing centers, and neonatal intensive 

care units. although the unit may serve several specific functions, it is generally used to provide a safe and stable environment 

for newborn infants, especially for those who were born prematurely or with an illness or disability that makes them especially 

vulnerable for the first several months of their life [9]. 

The main process of the incubator is to produce healthful micro-environment in order to reduce newborn's (heat loss, 

humidity, and oxygen levels) by controlling the temperature inside the incubator with other important parameters like humidity 

and oxygen levels [10]. Temperature is one of the most important factors which needed to be maintained with minimum changes. 

But only temperature control is not enough to provide a comfortable decision about the environment [11]. 

A neonatal incubator Fig. 1, consists of a rigid box built-in fiber and steel, where an infant may be kept in a controlled 

environment for medical care.  

The device includes an AC-powered heater, an electrical motor fan to circulate the warmed air, a water container to add 

humidity, a mechanical filter through which the oxygen flows, and an access port for nursing care; The electric motor allows the 

air to circulate into the neonatal incubator through an air inlet at the bottom of the equipment [12]. 
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Figure 1. Infant Incubator 

 

The microcontroller is considered as a free hardware platform consisting of an integrated circuit through which instructions 

can be recorded, where these instructions are written with a special programming language that allows the user to set programs 

that interact with electronic circuits [13]. 

The Arduino is an open-source board that has all the elements used to connect peripherals to the inputs and outputs of the 

microcontroller. as in Fig. (2) [13].  

 

 
 

Figure 2. Arduino Uno Schematic [13] 

 

LabVIEW is a graphical programming language that uses icons instead of lines of text to create applications. In contrast to 

text-based programming languages, where instructions determine program execution, LabVIEW uses dataflow programming, 

where the flow of data determines execution [14]. LabVIEW can build a user interface program with a set of tools and objects. 

The user interface program is known as the front panel. then adding codes using graphical representations of functions to control 

the front panel objects [15]. 

LabVIEW [16], which is stands for Laboratory Virtual Instrumentation Engineering Workbench, is a graphical computing 

environment for instrumentation, system design, and signal processing. LabVIEW is a development environment that has been 
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built specifically for engineers and scientists with the intent of making them more productive and ensuring that they have all the 

tools they need to prototype, design, and build their applications. LabVIEW makes users more productive because it provides 

all the tools engineers need in a single environment and ensures that they all work and can be used together. The key is guaranteed 

compatibility between engineering tools.  

 

 
 

Figure 3. System electronic parts of the tested incubator along with the microcontroller 

 

Fig. (3) shows the electronic parts of the tested neonatal incubator along with the microcontroller attached to it, where the 

figure shows the location of the microcontroller would be added inside the incubator. 

The use of a microcontroller with the help of the LabView program made the monitoring and controlling very easy and fast 

in comparison with the ordinary method using only the control system already came with the incubator, and could be considered 

as a second control unit for more safety. 

The layout and also the execution approach defines the procedure's ingredients of the mooted system along with the 

interactions between these ingredients. The circuit diagram representation of the developed model is shown in Fig. 4. The scope 

of normal values is set before the system starts taking any readings, where all the ingredients required to take the readings of the 

temperature are initialized, then the monitoring system now starts its work in an unending loop until it is manually halted. The 

mooted system will read the temperature in analog data, then the analog to digital converter (ADC) will convert these data to 

digital format, then converted format will be compared to the present values [17]. 

If the read value is within the present scope the value will be transmitted to the local server where it will be displayed in 

tabular format and display results. If the read value is outside the scope, a warning is sent to the doctor and the nurses, with sound 

alarm in the incubator [18]. 

At the same time, a warning signal will be sent to the LabView control system, this system will check the change of the 

temperature according to the set point which already been adjusted; the program will decide if there was a decrease or increase 

of the temperature then it will give the suitable order to start the fan or the heater till the temperature reaches to the same value 

of the set point [19]. 

The LabView program will give the right solution which will help to minimize the risk on the infant until the in-charge person 

fixes the whole problem. 

 

 
Figure 4. Microcontroller system block diagram 
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After completion of signals acquisition and comparison with preset values, the microcontroller then constructs the SMS 

messages as well as emails and packs the data samples in these messages to the desired length, it then communicates with the 

mobile phone using at-commands on its serial port to send the message(s). The device records temperature data continuously. 

When a temperature reading exceeds the present values, an alarm is triggered, and an email and an SMS message was sent to the 

in-charge doctor, then, the measured values are sent to the local web server and displayed on the website of the hospital in a 

tabular format; this assists the doctor(s) in taking correct decisions based on the accurate data; as shown in the flowchart below 

(Fig. 5). the connection between the Arduino monitoring system and LabView controlling system will be done in wireless 

connection mode, this mode will give many advantages for the system like less wiring and fast response. 

 

 
 

Figure 5. System flowchart 
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2. RESULTS AND CONCLUSIONS 

 
The results obtained were tested and confirmed under normal temperature and dustless environment and agreed with the 

expected results which were displayed on the (LCD) attached with the controlling system.  

The results obtained were compared and tabulated as shown in Table 1. which shows the results taken by using the original 

monitoring system found in the incubator and compared with the results and readings taken from the tested control system 

established by the microcontroller and the LabView programming system. 

From the result, it was seen that there was little or no variation in the patient’s readings from the clinical thermometer and all 

monitored units. 

The system was designed to deal with only three units of neonatal incubators, the tests were done for seven samples (Table 

1) under normal conditions (samples: A, B, D, and I) and different conditions (Samples: C, E, and F) to see the speed or the fast 

response of the alarm system along with the new tested device. 

From these 7 samples, only three ideal results were taken (Samples A, B, and D) to make the final system   

It's worth mentioning that the results obtained from the incubator were done under normal conditions and with the help of a 

dummy patient which provided with the needed tools and sensors for temperature under the same conditions of the actual patients. 
 

Table 1. Readings results comparison between the incubator thermos sensor and the microcontroller sensor  
 

Subject 
Readings from Clinical 

Thermometer (C°) 

Readings from infant body using 

microcontroller sensor (C°) 

Sample A 33.6 34.1 

Sample B 36.5 37.5 

Sample C 35.6 35.4 

Sample D 37.1 37.9 

Sample E 38 37.6 

Sample F 34.4 33 

Sample I 39.2 36.8 

 

A controlling system using the microcontroller and LabView system were used to ease the work of doctors in hospitals 

suffering from less number of staff, and in remote areas. The designed system was capable of helping the medical staff to make 

the right decision at the right time. The system is also appropriate for the monitoring of day-to-day activities in places like server 

rooms, hospital rooms, etc. 

From the results were taken practically from different patients, the accuracy of the designed system was acceptable and the 

efficiency of the system was very high. 

The designed system is very easy to use and manufacture, and the cost of manufacturing is rather reasonable, on the other 

hand, the size of the designed system is small and can be reduced to a minimum size depending on the size of the 

microcontroller used. 

This system was designed to monitor and control more than one infant incubator at the same time (in our case three infant 

incubators were used), the total number we can control using this system can be increased till 10 units all controlled with the 

same LabView program as in Fig.5 and Fig.6. 

 

 
 

Figure 5. LabView system control panel 
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Figure 6. 3-units control system 

 

As a future scope, different types of sensors can be added to monitor and control other variables like Humidity, oxygen levels, 

and Atmospheric pressure values, which are very easy and suitable for the microcontroller used in this system due to the presence 

of suitable sensors with less error. 
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ABSTRACT 
 

The effects of 4-NaTh-3-Thıosemicarbazide on the corrosion of Copper immersed in sea water has been evaluated. The inhibitor 

efficiency was determined by using three electrochemical techniques, Potential dynamic polarization (PDP), Impedance 

spectroscopy (EIS), and Open Circuite Potential (OCP) by using Potentiostat Instrument type compact stat (IVIUM) after 

immersion in sea water contain 3.5% Sodium chloride with presence and without corrosion inhibitor.  A good inhibition 

efficiency is noticed which increases with an increase in corrosion inhibitor concentration. It was obtained that the inhibitor 

efficiency reached around 95% at 0,001 M from corrosion inhibitor. Both the cathodic and anodic curves are changed markedly 

in the presence of 4-NaTh-3-Thıosemıcarbazide. The mechanism of inhibition was proposed along the basis of the adsorption of 

the inhibitor molecules on the copper surface. 

 

Keywords: 4-NaTh-3-Thiosemicarbazide, Copper, Electrochemical impedance spectroscopy, OCP 

 

 

1. INTRODUCTION 
 

Copper and its alloys are commonly used in manufacturing applications owing to its perfect properties, such as higher 

electrical conductivity and high thermal conductivity, mechanical strength and durability [1]-[2]. It is understood that the 

application of copper in a corroded atmosphere induces its corrosion and disintegration [3]-[4]. The investigation, which is the 

most suitable solution to protecting copper from degradation, also sets that as a concern. Given the past work carried out by 

various authors, the use of organic compounds is the most competent and financial tool for this reason [5]-[6]. These days’ 

organic compounds are being investigated in different reactive applications as metal corrosion inhibitors [7]-[8]. Many of them 

are nevertheless toxic and harmful for the environment. Global work is undertaken to find a successful source of corrosion that 

is biodegradable and non-toxic to the ecosystem. In recent years, the use semicarbazide products (semicarbazones and 

thiosemicarbazones) are known to have an activity of antiviral, anti-infective and antineoplastic through binding to copper or 

iron in cells. Semicarbazide is used in preparing pharmaceuticals including nitrofuran antibacterial (furazolidone, nitrofurazone, 

nitrofurantoin) and related compounds. Thiosemicarbazide and its derivatives are used as corrosion inhibitors for different 

metallic substrates [9].  Corrosion inhibitors are chemical agents that are commonly used in corrosion systems to guard against 

degradation of materials.  By forming a protective film on the copper surface and reducing the entry of aggressive ions into the 

concrete matrix, corrosion inhibitors offer protection. Throughout the following sequence are the inhibition capacity of 

homologous series of organic compounds, including different heteroatoms; P > Se > S > N > O [10]. Potential targets were 

identified to be other amides and derivatives such as urea (U), thiourea (TU), thioacetamide (TA), and thiosemicarbazide (TSC). 

Thiosemicarbazide has been observed to be a potential inhibitor for different metals among various nitrogen and sulphur 

containing compounds. It has also been confirmed that its inhibitive performance can be significantly enhanced by its derivatives’ 

(Fig.1) with certain aromatic compounds [11]. The very comportment of thiosemicarbazide and its derivatives products has 

opened a new avenue to examine the applicability for aqueous chloride systems of such compounds as corrosion inhibitors for 

copper. 

The goal of this research was to investigate 4-Naphthyl-3-Thiosemicarbazide in sodium chloride solution as a corrosion 

inhibitor for copper by using electrochemical techniques of impedance spectroscopy, potentiodynamic polarization, and open 

circuit potential. All electrochemical techniques were used to calculate the inhibition efficiency of the inhibitors. 
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Figure.1 Structure of 4-Naphthyl-3-Thiosemıcarbazide 

 

 

2. MATERIAL AND METHOD 
 

Cylindrical specimens with a diameter of 0.75 cm were prepared from electrolytic copper (99.9 per cent) and used in the 

absence and presence of corrosion inhibitors to investigate copper corrosion. The specimens were bound by copper wire from 

the back, after which they were mounted in epoxy resin with an exposed surface of 0.44 cm2 (Fig.2). Specimens have been 

polished using silicon carbide paper successively starting from 600 to 2400 grits to obtain a mirror like a finish.  After polishing, 

the specimens were washed thoroughly with distilled water and dried with hot air. 

4-NaTh-3-thiosemcarbazied has been selected and tested as a corrosion inhibitor. The chemically pure compound has been 

purchased from the Sigma Aldrich Company. 

All electrochemical measurements were carried out using a COMPACTSTAT (IVIUM) type electrochemical analyzer 

instrument, as shown in Figure 3. For performing electrochemical tests three electrode corrosion cells made from 100 mL beaker 

glass size were used. The working electrode was the copper sample with 0.44 cm2, a platinum wire was used as the counter 

electrode, while silver chloride (Ag / AgCl) was used as the reference electrode. All plots have been fitted to 1 cm2. 

Potentiodynamic polarization Copper sample measurements submerged in 3.5 per cent NaCl solution without and inside 

corrosion inhibitors were performed at a scan rate of 60 mV / min at room temperature. The potential started from a cathodic 

potential (-0.465 V) against corrosion potential (Ecorr) and was allowed to sweep in anodic direction up to (0.035) volt above the 

Ecorr and the potential scan was reversed to a potential Ecorr equals. Corrosion parameters: corrosion current (Icorr), corrosion 

potential (Ecorr) and corrosion rate (CR) were derived from the analysis of polarization plots using the IVIUM software. 

The technique of electrochemical spectroscopy (EIS) was used to measure the corrosion activity of the copper samples 

without and inside corrosion inhibitors. Experiments were conducted at room temperature between 10 mHz and 65000 Hz at 

open-circuit potential over the frequency range. The voltage signal amplitude was 10 mV. 

 

 
 

Figure 2. Sample preparation 
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Figure 3. Potentiostat (IVIUM) and Electrochemical cell 

 

 

3. RESULTS AND DISCUSSION 
 

Fig.4 showed the open circuit potential for copper in 3.5 per cent NaCl, with and without inhibitor concentration. From figure 

(4) it can be seen that at the beginning of immersion time the value of the open circuit potential is shifted towards less negative 

meaning, which is believed to be the oxide layer due to figuration. After that, as the duration of immersion increases the value 

of the open-circuit potential decreases due to the breakdown of copper oxide by reaction as seen below and the creation of CuCl 

[12]. 

 

Cu +Cl- —> CuClads + e-            (1)  

 

In addition, it can be seen from Figure (3) that the existence of an inhibitor changed the open-circuit potential to less negative 

at the end of the experiment due to adsorption molecules on the active part of copper that contribute to the defense of the copper 

surface at the ingress of Cl-ion. 

 

M —> M+2 + 2e             (2) 

 

M + Inhads —> [ M – Inh]ads
2+.           (3) 

 

Experiments of potentiodynamics polarization were used after the open circuit potential measurements were done. Potential 

for corrosion (Ecorr), anodic (ba) and cathodic (bc) Tafel slopes, existing corrosion density (Icor.) and inhibition capacity (IE%) 

were all measured and described in Table (1). 

From Fig.5, it can be observed that when the concentration of inhibitors increased, the current density is reduced due to 

adsorption of inhibitor molecules on the copper surface. The adsorption of inhibitor molecules on the surface makes physical 

barrier to the mass and charge transfer, giving a high level of protection to the copper surface by hindering the active sites on the 

copper [13]. In addition, corrosion of potential marginally modified to less negative due to influence of inhibitor concentration 

and expected adsorption of the inhibitor molecules on the copper surface. It can also be seen from Fig.5 that both anodic and 

catholic curves shift dramatically with the inhibitor presence. The corrosion inhibitor can be classified as mixed type inhibitor 

due to shift ECorr to lower than 0.085 V. The maximum displacement in the ECorr with presence inhibitor was 0.04 V [14],[15],[16]. 

Nyquist and Bode graphs are seen from electrochemical impedance spectroscopy in figure (6), figure (7) respectively. It can 

be noticed from Fig.6 Nyquist curve for copper without inhibitor contain fading semicircular in the high frequency which is refer 

to the rudeness and inhomogeneity of electrode [17], while at low frequency the shape of plot is changed to straight line due to 

the diffusion of soluble copper species from copper surface to bulk solution [17]. Besides Fig.6 the diameter of the semicircle 

becomes larger with the presence of corrosion inhibitor due to the protection of the surface by corrosion inhibitor molecules can 

be noticed. From Fig.7 displays Bode graph, the phase angle can be seen increasing with a rise in the inhibitor concentration. 
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Figure 4. The open circuit potential of copper in 3.5% NaCl solution without and with the addition of different concentrations 

4- NaTh-3-TSC 

 

Table 1. Electrochemical parameters of copper corrosion in 3.5% NaCl without and with the addition of different   

concentrations of 4- NaTh-3-TSC 

 

Conc.Inh.(M) Ecorr,Vvs 

Ag/AgCl 

jcorr, 

μA/cm2 

ba, V/dec bc,V/dec CR(mm/year)     EI% 

Blank -0.250 8.5  0.068   0.27    0.11       ---- 

10-5 -0.245 6.8   0.047   0.289    0.085       20 

10-4 -0.232 1.8    0.065   0.258    0.02        78.8 

10-3 -0.224 1.1   0.072   0.298    0.01         87 

10-2 -0.210 0.817   0.091   0.295    0.009         90.3 

 

 
 

Figure 5. Potentiodynamic polarization curves of copper in 3.5% NaCl   solution without and with the addition of different 

concentrations of 4- NaTh-3-TSC 
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Figure 6. EIS diagrams for copper in 3.5% NaCl in the presence of different concentrations of 4-NaTh-3-TSC Nyquist plots 

 

 
 

Figure 7. EIS diagrams for copper in 3.5% NaCl in the presence of different concentrations of 4-NaTh-3-TSC Bode phase 

angle and Bode modules. 

 

 
 

Figure 8. Equivalent circuit corresponding to fitted Electrochemical Impedance Spectroscopy data. 
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Table 2. Electrochemical impedance spectroscopy parameters for copper in 3.5% NaCl solution without and within the 

addition of different concentration of 4- NaTh-3-TSC 

 

Conc. Inh. RS, Ω cm2 RP, Ω cm2 W, Ω−1 

cm−2 s0.5 

    CPE      n     IE% 

Blank 5.757E+01 3.866E+03 1.128E-03 1.25E-04    0.77      ------- 

10-5 5.499E+01 4.254E+03 7.689E-04 1.08E-04     0.86       9 

10-4 3.277E+02 5.262E+04 1.064E-03 1.47E-05      0.80        92.6 

10-3 4.943E+02 7.231E+04 6.379E+01 2.23E-05      0.89        94.6 

10-2 3.300E+02 8.995E+04 1.757E-03 1.49E-05       0.82        95.7 

 

The parameters determined from equivalent circuit fitting for electrochemical impedance spectroscopy (Fig.8) and described 

in table (2). The efficiency of the corrosion inhibitor was calculated using equation, as shown below: 

 

%IE = [(Rp –RP
O) ∕ Rp]. 100           (4) 

 

The overall polarization resistance is Rp, RP
O for copper electrode in the presence of a corrosion inhibitor and without the 

existence of corrosion, respectively. Table 2 indicates that the efficacy of the corrosion inhibitor has improved with an increase 

in the concentration of the inhibitor and increased the resistance of the protective inhibitor layer (Rp). 

The most significant concept in the consumption inhibition cycle is the adsorption of the studied precursor to the metal surface. 

Diverse adsorption isotherms, including Langmuir, Frumkin, Freundlich, are frequently used to depict the inhibitor adsorption 

component. 

 

 
 

Figure 9. Langmuir adsorption isotherm of 4- NaTh-3-TSC on the copper surface. 

 

 

Table 3. Langmuir adsorption parameters of 4- NaTh-3-TSC on copper surface in 3.5% NaCl solution 

 

Method Kads R2 −ΔGads,kJ/mol 

EIS 25000 0.99999 35.049 

PDP 33333 1 35.762 
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In this work, the Langmuir adsorption isotherm, displayed by equation as shown below, was found to be the most suitable to 

fit the thread-effects of potentiodynamic polarization and estimates of electrochemical impedance [18]. 

 

Cinh/θ = (1/Kads ) +Cinh            (5)  

 

where Cinh is the concentration of inhibitor, θ is the level of surface inclusion by inhibitor and K is the equilibrium constant of 

adsorptive. 

The got plot of Cinh/θ versus inhibitor fixation (Cinh), (Fig.9) is straight showing that the Langmuir adsorption isotherms 

material to portray the adsorption of 4- NaTh-TSC. Likewise, the interaction coefficient (R2) calculation states that the 4- NaTh-

TSC adsorption pursues the isotherm Langmuir. Additionally, this R2 estimate demonstrates that the 4-NaTh-TSC atoms on the 

terminal surface shaped a monomolecular layer [19]. Furthermore, as shown below, the free adsorption vitality of the Gibbs is 

determined by the equation: 

 

−ΔGads= [ ln (55.55 Kads)] x R x T           (6)  

 

Where ΔGads is Gibbs free energy of adsorption, R is the molar gas constant, T the absolute temperature and 55.55 the molar 

concentration of water. 

Table 3. Shows the value of ΔGads. The Gibbs free energy of adsorption (ΔGads) was -35.049 kJ mol-1 in case (EIS), while in 

case (PDP) Standard free energy of adsorption (ΔGo) was -35.762 kJ mol-1. The negative value of ΔGo indicates the spontaneity 

of the adsorption reaction of the inhibitors on the copper surface. This also refers to chemisorption occurring in inhibitor 

interaction and copper surface where the exchange or move of load from the inhibitor molecules to the copper surface creates a 

coordinate kind of bond [20]. 

 

 

4. CONCLUSION 
 
Potentiodynamic polarization, open-circuit potential and electrochemical impedance spectroscopy have been approved to use 

4-NaTh-thiosemicarbazide as an effective copper corrosion inhibitor in solution comprising 3.5 % NaCl. The mechanism of the 

corrosion inhibitor is collected by adsorption on the copper surface and followed by the Langmuir adsorption isotherm. The 

higher efficacy of the corrosion inhibitor is nearly 95 % with a concentration of 10-2 of 4-NaTh-3-Thiosemicarbazide. 
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ABSTRACT 
 

A new asymmetric bidentate Schiff base ligand was synthesized from 4-Methoxysalicylaldehyde. The complex was prepared by 

adding Zn(II) acetate salt dissolved in methanol to the Schiff base ligand. The ligand and its metal complex were characterized 

by FT-IR, UV-Vis spectroscopy, 1H NMR, TG/DTG, SEM, magnetic susceptibility, conductometric measurements and 

elemental analysis (CHN), The spectroscopic data reveals that the Zn(II) atom in center of the complex is four-coordinated by 

two phenolic oxygen atoms and two azomethine nitrogen atoms of two Schiff base ligands. The Zn(II) complex is diamagnetic 

as expected for d10 metal ions in a tetrahedral geometry. The Zn(II) complex is soluble in dimethylformamide and 

dimethylsulfoxide and is insoluble in acetone, chloroform, ethanol and methanol. The conductance data indicate that the complex 

is non-electrolytes.  

 

Keywords: Schiff base, Zinc(II) complexes, IR analysis, Thermogravimetric analysis 

 

 

1. INTRODUCTION 
 

This is the extended version of the paper titled “Synthesis of Complex of Schiff Base Containing 4-Methoxysalicylaldehyde”. 

Azomethine group (C=N), well-known as Schiff bases are synthesized by the condensation reaction of primary amines with 

aldehyde or ketone [1]. The transition metal complexes of Salen ligands have contributed importantly to the development of 

coordination chemistry. Schiff base complexes are a substantial field of work for research pharmacy and medicine because of 

their perfect properties such as anticancer [2], antimicrobial [3] and antioxidant activity [4]. Zinc is an essential trace element in 

biological systems and has been found to play a substantial role in the survival and functioning of whole living organisms. Zinc 

has a considerable role in many biological activities and Zn(II) complexes are extensively researched because of their structural 

diversity and thermal stability [5]. Zinc complexes are well-known for implementations in luminescent materials, biosensors, 

and medicaments [6].  

This work describes the preparation and structure of zinc(II) complex synthesized from 4-Methoxysalicylaldehyde and 

aniline. The synthesized Zn(II) complex was characterized, using several techniques. Among them were elemental analysis, 

molar conductivity, magnetic susceptibility, melting point, FT-IR, 1H NMR, UV-Vis, SEM and thermal analysis. 

 

 

2. MATERIAL AND METHOD 

 

2.1. Materials and physical measurements 

 

The chemicals and solvents were purchased from Sigma-Aldrich and Merck. All the chemicals and solvents were of analytical 

grade. The ligand and zinc(II) complex were synthesized by the condensation reaction method. Elemental analysis (C, N and H) 

was performed on a Carlo Erba 1106 type elemental analysis. Magnetic moment of metal complex was determined using a 

Sheerwood Scientific MX Gouy magnetic moment apparatus and magnetic measurement was carried out using the Gouy method 

with Hg[Co(SCN)4] as calibrant. The IR spectra of the compounds were recorded by FT-IR (ATR sampling accessory) Perkin 

Elmer Spectrum BX-II spectrophotometer in the 4000-400 cm-1. The 1H NMR spectra in CDCl3 or d6-DMSO solution were 

recorded at room temperature with a Bruker 200 MHz spectrometer. UV-Visible spectra were recorded on a Shimadzu UV-160 

spectrophotometer in the wavelength of 200-800 nm. Molar conductivity was carried out with a WTW LF model 330 

conductivity meters, utilizing the prepared solution of the complex in DMF. Thermal gravimetric analysis was conducted on a 

TGA SHIMADZU model 50 thermal gravimetric analyzer. The SEM images of the complexes were analysed by using ZEISS 

EVO 40 attached with EDX Unit. 

mailto:selma.y.ucan@gmail.com
https://orcid.org/0000-0003-2924-6939


Eurasian J. Sci. Eng. Tech. 1(1): 35-40 

 

S. Yıldırım Uçan 

36 
 

 
2.2. Synthesis of Schiff base ligand 

 
The Schiff base ligand was prepared by modifying the method in the literature [7].  Aniline (0.931 g, 10 mmol) was dissolved 

in methanol (10 mL) and added to a solution of 4-methoxysalicylaldehyde (1.521 g, 10 mmol) in methanol (20 mL). The reaction 

was stirred for 3 h and leave overnight at 25 ºC. The orange color precipitate was filtered and washed with methanol. The ligand 

was recrystallized from dichloromethane, dried in a vacuum desiccator and the purity was controlled by TLC. Yield; 1,63 g, 

%72, m. p. 89 ºC. IR spectrum, ν, cm–1: 3400 (ОH), 3080 (C–Harom), 1620 (С=N), 1155 (C–O). 1Н NMR spectrum (DMSO-d6), 

δ, ppm: 12.44 s (1Н, O–H), 8.92 s (1Н, HС=N), 7.48-6.89 m (8Н, C–Harom), 3,74 s (3H, O-CH3). Calculated for C14H13NO2 (%): 

С 73.99; Н 5.77; N 6.16. Found, %: С 73.88; Н 5.62; N 6.09. 

 

2.3. Synthesis of Zinc(II) Complex 
 

The synthesis of the zinc(II) complex is given in scheme 1. The Zinc(II) complex was prepared by modifying the method 

available in the literature [8]. A solution of ligand (0.454 g, 2 mmol) in methanol (30 mL) was added to a solution of zinc(II) 

acetate (0,219 g, 1 mmol) in methanol (10 mL). The reaction mixture was stirred and refluxed for 5 h at 60 ºC. The yellow colour 

precipitate was filtered, washed several times with ether, ethanol and recrystallized of dichloromethane/methanol dried in 

vacuum. Yield; 0.36 g, 70%, m.p. 221 ºC. IR spectrum, ν, cm–1: 1602 (С=N), 1143 (C–O), 487 (M–N), 475 (M–O). 1Н NMR 

spectrum (DMSO-d6), δ, ppm: 8.77 s (2Н, HС=N), 7.36-6.68 m (16Н, C–Harom), 3,70 s (6H, O–CH3). Calculated for 

C28H24N2O4Zn (%): С 64.94; H 4.67; N 5.41. Found, %: С 64.78; H 4.51; N 5.25. 

 

 

 

 
 

Scheme 1. Synthesis of of Zn(II) complex (i: C6H5NH2, CH3OH; ii: Zn(CH3COO)2.2H2O, CH3OH, 60 ºC). 

 

 

3. RESULTS AND DISCUSSION 
 

The solubility of these two new compounds was checked in various solvents. The Schiff base is soluble in ethanol, methanol, 

dichloromethane and diethyl ether. The Zn(II) complex is soluble in dimethylformamide and dimethylsulfoxide, but insoluble in 

ethanol, chloroform and acetone. The elemental analyses data of the Schiff base ligand and Zn(II) complex are consistent with 

those calculated from the empirical formulas for each compound. The Zn(II) complex was obtained as yellow crystalline solid 

in high yield of about 70% and high purity. 

 

3.1. IR Spectra 

 

The IR spectrum of the ligand indicated a band at 1620 cm−1. This peak was assigned to the stretching frequency of the 

azomethine (CH=N) group. This peak is shifted to lower frequencies in the complex, indicating that the nitrogen atom of the 

azomethine group is coordinated to the metal ion [5].  The OH peak of the ligand was seen as a broad band at 3400 cm-1. This 

peak, which is not seen in the complex, indicates that the metal ion is coordinated over oxygen. The IR spectrum of the metal 

complex indicated new peaks in the 487 and 475 cm-1 regions because of the constitution of the M-O and M-N peaks, respectively 

[9]. The IR spectra of the Shiff base ligand and the Zn(II) complex are showed in Figure 1. 
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Figure 1. IR spectra of ligand and Zn(II) complex 

 

3.2. UV Spectra and magnetic susceptibility  
 

The electronic spectra of the ligand and zinc(II) complex were recorded for their solutions of concentration 10-3 M done in 

DMF solution in the wavelength range from 200 to 800 nm. The spectra displayed a sharp band at 277 nm which is attributed to 

π–π* transition within the benzene ring of the Schiff base ligand. Also, the two bands observed at 340 and 368 nm in the free 

ligand are reasonably accounted for π–π* and n–π* transitions for the phenolic-OH and azomethine moieties [10]. The magnetic 

moment value observed for zinc(II) was found to be zero at room temperature. The Zn(II) complex is diamagnetic as it is d10 

system [8].  

 

3.3. 1H NMR Spectra 

 

The 1H NMR spectra of the Shiff base ligand and Zn(II) complex were carried out in DMSO-d6. The 1H NMR spectra of the 

Shiff base ligand and the complex are demonstrated in Figure 2. A peak of the phenolic-OH group is observed as a singlet at 

12.44 ppm [11]. The azomethine proton (CH=N) in the Shiff base ligand appears as a singlet at 8.92 ppm, while the azomethine 

proton of the complex appears as a singlet at 8.77 ppm. The aromatic ring protons are observed in the 7.48-6.89 ppm range as 

expected. In the spectrum of the Shiff base ligand, the singlet at 3.74 ppm can be attributed to the -OCH3 protons [12]. 
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Figure 2. 1H NMR spectrum of Schiff Base ligand and Zn(II) complex. 

 

3.4. Thermal analysis 
 

The weight losses for the complex was calculated within the corresponding temperature ranges (Figure 3). Thermal behavior 

of the complex was studied utilizing thermogravimetric analysis from 50 °C to 1000 °C in a nitrogen atmosphere. Zinc(II) 

complex decomposed in two steps. The first step was observed in the range 50-550 °C with a weight loss of 55.40 %, which was 

assigned to partial elimination of a C20H17NO fragment. The second step corresponded to removal of C8H7NO2 molecule with a 

weight loss of 29.10 %. The final weight of the residue corresponds to zinc oxide [13]. 

 

  
 

Figure 3. TG/DTA curves of Zinc(II) complex 
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3.5. Conductance measurement 

 

The complex was dissolved in DMF and the molar conductivity of 10-3 M of its solution at 25 °C was measured. It is 

concluded from the result that the complex is found to have molar conductance value of 1.4 -1cm2 mol-1 indicating that this 

complex is non-electrolytes [14]. 

 

3.6. SEM analysis 

 

SEM technique has been utilized to determine the morphology of ligand and zinc(II) complex. The SEM images of 

compounds have displayed distinct images as in Figure 4. The Ligand shows the ice mass structure was existing. The SEM image 

of the Zn(II) complex has looked like as crushed ice pieces shape. Ligand and Zn(II) complex have different typical surface 

images [15]. 

 

 
 

Figure 4. SEM morphologies of Schiff Base ligand and Zinc(II) complex. 

 

 

4. CONCLUSION 
 

Thus, the following conclusions can be made. The new transition metal complex derived from a bidentate Schiff base was 

synthesized. Schiff base ligand and Zn(II) complex were characterized by spectral and analytical data. The analytical data show 

the compound of the zinc(II) complex to be [ML2], where L is the Schiff base ligand. The 1H NMR and IR spectrum demonstrated 

that the ligand coordinated with metal ion through two phenolic oxygen atoms and two azomethine nitrogen atoms. The electronic 

spectral data show that Zinc(II) complex has tetrahedral geometry. The Thermal stability of the complex was investigated and 

evaluated individually by utilizing TG/DTA.  
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ABSTRACT 
 

The Rayleigh-Taylor instability of an infinitely conducting plasma of variable density in the presence of a horizontal magnetic 

field is considered when the effects of finite ion Larmor radius (FLR) and collisions with neutral atoms simultaneously present. 

Here we considered the perturbations propagating along the ambient magnetic field. It is observed that, real part of 𝑛 is negative, 

where 𝑛 is the growth rate of disturbance, so that instability does not arise in the form of increasing amplitude, i.e. overstability. 

To obtain an approximate solution of the problem, a variational principle is used. The case of two semi-infinitely extending 

plasmas of constant densities separated by a horizontal interface is also considered, where it is found that the system is stable 

(for some wave numbers) for potentially stable configuration and unstable (for other wave numbers) for potentially unstable 

configuration even if there are collisions with dust particles. Also it is observed that the criteria determining stability and 

instability are independent of FLR effects. 

 

Keywords: Rayleigh-Taylor instability, Conducting plasma, Horizontal magnetic field 

 

 

1. INTRODUCTION 
 

The instability of the plane interface separating two fluids when one is accelerated towards the other or when one is 

superposed over the other has been studied by several authors and Chandrasekhar [1] has given a detailed account of these 

investigations together with the possible extensions in various domains of interest. The stabilizing influence of finite Larmor 

radius effects has individually been shown on thermal instability, thermosolutal instability, gravitational instability and Rayleigh-

Taylor instability, by several authors [2-6].  

Quite often the plasma is not fully ionized and is, instead, partially ionized. Partially ionized plasma represents a state which 

often exists in the Universe and there are several situations when the interaction between the ionized and neutral gas components 

becomes important in cosmic physics. The study of partially ionized plasmas has become a hot topic because solar structures 

such as spicules, prominences, as well as layers of the solar atmosphere (photosphere and chromosphere), are made of partially 

ionized plasmas. On the other hand, considerable developments have taken place in the study of partially ionized plasmas applied 

to the physics of the interstellar medium, molecular clouds, the formation of protostellar discs, planetary 

magnetospheres/ionospheres, exoplanets atmospheres, etc. For instance, molecular clouds are mainly made up of neutral material 

which does not interact with magnetic fields. However, neutrals are not the only constituent of molecular clouds since there are 

also several types of charged species which do interact with magnetic fields. Furthermore, the charged fraction also interacts 

with the neutral material through collisions. These multiple interactions produce many different physical effects which may have 

a strong influence on star formation and molecular cloud turbulence. A further example can be found in the formation of dense 

cores in molecular clouds induced by MHD waves. Because of the low ionization fraction, neutrals and charged particles are 

weakly coupled and ambipolar diffusion plays an important role in the formation process. Even in the primeval universe, during 

the recombination era, when the plasma, from which all the matter of the universe was formed, evolved from fully ionized to 

neutral, it went through a phase of partial ionization. Partially ionized plasmas introduce physical effects which are not considered 

in fully ionized plasmas, for instance, Cowling’s resistivity, isotropic thermal conduction by neutrals, heating due to ion/neutral 

friction, heat transfer due to collisions, charge exchange, ionization energy, etc., which are crucial to fully understand the 

behaviour of astrophysical plasmas in different environments. Stromgren [7] has reported that ionized hydrogen is limited to 

certain rather sharply bounded regions in space surrounding, for example, O-type stars and clusters of such stars and that the gas 

outside these regions is essentially non-ionized. Other examples of the existence of such situations are given by Alfven’s [8] 

theory on the origin of the planetary system, in which a high ionization rate is suggested to appear from collisions between a 

plasma and a neutral-gas cloud and by the absorption of plasma waves due to ion-neutral collisions such as in the solar 

photosphere and chromosphere and in cool interstellar clouds [9, 10]. Lehnert [11] has found that both ion viscosity and neutral 

gas friction have a stabilizing influence on cosmical plasma interacting with a neutral gas. According to Hans [12] and Bhatia 

[13], the medium may be idealized as a composite mixture of a hydromagnetic (ionized) component and a neutral component, 

https://orcid.org/0000-0002-2731-9236
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the two interacting through mutual collisional (frictional) effects. A stabilizing effect of collisionals on Rayleigh-Taylor 

configuration has been shown by [12] and [13]. But the collisional effects are found to be destabilizing for a sufficiently large 

collisional frequency on Kelvin-Helmholtz configuration by Rao and Kalra [14] and [12]. Chhajlani et. al [15] considered the 

hydromagnetic Rayleigh-Taylor instability of a composite medium in the presence of suspended particles for an exponentially 

varying density distribution. The Rayleigh-Taylor instability of a partially ionized plasma in a porous medium in the presence of 

magnetic field perpendicular to gravity has been considered by Sharma and Sunil [16]. The gravitational instability of a rotating 

Walters B’ viscoelastic partially ionized plasma permeated by an oblique magnetic field in the presence of the effects of Hall 

currents, electrical resistivity and ion viscosity has been considered by El-Sayed and Mohamed [17]. Hoshoudy [18] has 

investigated the Rayleigh-Taylor instability in stratified plasma in the presence of combined effect of horizontal and vertical 

magnetic field. Sharma et. al [19] have investigated the effect of surface tension on hydromagnetic Rayleigh-Taylor instability 

of two incompressible superimposed fluids in a medium with suspended dust particles in a uniform horizontal magnetic field. 

In the present work, we study the simultaneous effects of ion Larmor radius and collisions with neutral atoms on the stability 

of well-known Rayleigh-Taylor configuration in hydromagnetics. We regard the medium as being a mixture of an infinitely 

conducting component a neutral component interacting through mutual collisions. We make the assumptions that the individual 

components by themselves, behave like continuum plasmas and that the effects on the neutral component resulting from magnetic 

field, pressure and gravity are negligible. The case of a uniform horizontal field and longitudinal perturbations is considered. 

Next a variational principle is developed to obtain the approximate solutions. 

 

 

2. FORMULATION OF THE PROBLEM 
 

Here we consider two inviscid, homogeneous, semi-infinitely extending plasmas separated by a plane interface at 𝑧 = 0, each 

region being permeated with a neutral component of the same density. Initially the configuration is at rest. We give a small 

disturbance to the system. The linearized perturbation equations for the mixture of the hydromagnetic plasma and a neutral gas 

moving together in a uniform horizontal magnetic field 𝐻⃗⃗ (𝐻, 0,0)  and downward gravitational field 𝑔 (0, 0, −𝑔) are 

 

𝜌
𝜕𝑞 

𝜕𝑡
= −∇𝛿𝑃 +

1

4𝜋
(∇ × ℎ⃗ ) × 𝐻⃗⃗ + 𝑔 (𝛿𝜌) + 𝜌𝑑𝜈𝑐(𝑞𝑑⃗⃗⃗⃗ − 𝑞 ),                                                                                                                   (1) 

 

𝜕𝑞𝑑⃗⃗⃗⃗ 

𝜕𝑡
= −𝜈𝑐(𝑞𝑑⃗⃗⃗⃗ − 𝑞 ),                                                                                                                                                                                           (2) 

 
𝜕

𝜕𝑡
(𝛿𝜌) = (𝑞 . ∇)𝜌,                                                                                                                                                                                               (3) 

 

𝜕ℎ⃗ 

𝜕𝑡
= (𝐻⃗⃗ . ∇)𝑞 ,                                                                                                                                                                                                      (4) 

 

∇. 𝑞 = 0       and         ∇. ℎ⃗ = 0,                                                                                                                                                                        (5) 
 

where 𝜌 and 𝜌𝑑 are the unperturbed densities for the hydromagnetics and the neutral component, respectively. 𝜈𝑐 denotes the 

collisional frequency between the two components and 𝑃 denotes the plasma pressure rendered tensorial due to finite ion Larmor 

radius effect. Here 𝛿𝜌, 𝛿𝑃, 𝑞 (𝑢, 𝑣, 𝑤), 𝑞𝑑⃗⃗⃗⃗ (𝑙, 𝑟, 𝑠), ℎ⃗ (ℎ𝑥 , ℎ𝑦 , ℎ𝑧) denote, respectively, the perturbations in density 𝜌, stress tensor 

𝑃, hydromagnetic plasma velocity (initially zero), neutral component velocity (initially zero) and magnetic field 𝐻⃗⃗ . Magnetic 

permeability of the medium is assumed to be unity. 

For the magnetic field along 𝑥-axis, 𝛿𝑃 taking into account the FLR effects has the following components 
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𝑃𝑥𝑥 = 𝑝,      𝑃𝑥𝑦 = 𝑃𝑦𝑥 = −2𝜌𝜈 (
𝜕𝑤

𝜕𝑥
+
𝜕𝑢

𝜕𝑧
) ,

𝑃𝑥𝑧 = 𝑃𝑧𝑥 = 2𝜌𝜈 (
𝜕𝑢

𝜕𝑦
+
𝜕𝑣

𝜕𝑥
) ,

𝑃𝑦𝑧 = 𝑃𝑧𝑦 = 𝜌𝜈 (
𝜕𝑣

𝜕𝑦
−
𝜕𝑤

𝜕𝑧
) ,

𝑃𝑦𝑦 = 𝑝 − 𝜌𝜈 (
𝜕𝑣

𝜕𝑧
+
𝜕𝑤

𝜕𝑦
) ,

𝑃𝑧𝑧 = 𝑝 + 𝜌𝜈 (
𝜕𝑣

𝜕𝑧
+
𝜕𝑤

𝜕𝑦
) ,

}
 
 
 
 
 

 
 
 
 
 

                                                                                                                                            (6) 

 

where 𝑝 is the scalar part of the pressure and    𝜌𝜈 =
𝑁𝑇

4𝜔𝐻
; 𝜔𝐻 is the ion-gyration frequency, while 𝑁 and 𝑇 denote, respectively, 

the number density and temperature of ions and 𝐾∗ is the Boltzmann constant. 

Analyzing the disturbances in terms of longitudinal modes, we seek the solutions of equations (1) - (5) in which 𝑥 − 𝑡 
dependence is given by 

 

𝑒𝑥𝑝(𝑖𝑘𝑧 + 𝑛𝑡),                                                                                                                                                                                                     (7) 
 

where 𝑘 denotes the wave number of disturbance and 𝑛 is the growth rate of disturbance. 

Eliminating 𝑞𝑑 between  equations (1) and (2), and using (6) and (7), equations (1)-(5) can be written as 

 

[𝑛𝜌 +
𝜌𝑑𝜈𝑐
𝑛 + 𝜈𝑐

] 𝑢 = −𝑖𝑘𝛿𝑝 − 2𝑖𝑘𝑣𝐷(𝜌𝑣),                                                                                                                                                      (8) 

 

[𝑛𝜌 +
𝜌𝑑𝜈𝑐
𝑛 + 𝜈𝑐

] 𝑣 = −2𝜌𝑣(𝐷2 + 𝑘2)𝑤 + 𝑣𝐷(𝜌𝐷𝑤) +
𝑖𝑘𝐻ℎ𝑦

4𝜋
,                                                                                                                (9) 

 

[𝑛𝜌 +
𝜌𝑑𝜈𝑐
𝑛 + 𝜈𝑐

]𝑤 = −𝐷(𝛿𝑝) + 2𝜌𝜈𝑘2𝑣 − 𝜈𝐷(𝜌𝐷𝑣) +
𝑔𝑤

𝑛
(𝐷𝑃) +

𝐻

4𝜋
(𝑖𝑘ℎ𝑧 − 𝐷ℎ𝑥),                                                                   (10) 

 

𝑛𝛿𝜌 = −𝑤(𝐷𝜌),                                                                                                                                                                                                (11) 
 

𝑛ℎ⃗ = 𝑖𝑘𝐻𝑞 ,                                                                                                                                                                                                        (12) 
 

𝑖𝑘𝑢 + 𝐷𝑤 = 0,                                                                                                                                                                                                  (13) 
 

and 

 

𝑖𝑘ℎ𝑧 + 𝐷ℎ𝑥 = 0,                                                                                                                                                                                               (14) 
 

Where 

 

𝐷 =
𝑑

𝑑𝑧
. 

 

If we eliminate 𝛿𝑝 from equations (8) and (10), and use equations (11)-(14), we obtain the following pair of equations in 𝑤 

and 𝑣 

𝑛2(𝜌𝑘2𝑤 − 𝐷(𝜌𝐷𝑤)) − 𝑔𝑘2(𝐷𝜌)𝑤 −
𝐻2𝑘2

4𝜋
(𝐷2 − 𝑘2)𝑤 − 𝜈𝑛𝑘2[2(𝐷2 + 𝑘2)(𝜌𝜈) − 𝐷(𝜌𝐷𝑣)]

+
𝜈𝑐

𝑛 + 𝜈𝑐
𝑛2[𝜌𝑑𝑘

2𝑤 − 𝐷(𝜌𝑑𝐷𝑤)] = 0,                                                                                                                      (15) 

 

and 
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[𝑛𝜌 +
𝜌𝑑𝜈𝑐
𝑛 + 𝜈𝑐

𝑛 +
𝐻2𝑘2

4𝜋𝑛
] 𝑣 = −𝜈[2𝜌(𝐷2 + 𝑘2)𝑤 − 𝐷(𝜌𝐷𝑤)].                                                                                                            (16) 

 

Boundary conditions 

 

On a boundary, vertical motion is not possible, thus 

 

𝑤 = 0                                                  (17) 

 

on a boundary free or rigid. 

If the plasma is bounded by two rigid boundaries which are both ideally conducting, no disturbance within it can change the 

electromagnetic quantities outside. This merely leads to the boundary condition (17). A boundary condition on 𝑣 can be 

prescribed by preluding the presence of surface charge or surface current at the rigid boundaries which are perfectly conducting. 

Thus we choose 

 

 𝑣 = 0,                          (18) 

 

at a surface bounded by an ideal conduction. 

If the plasma is confined between two free boundaries, the tangential stresses 

 

𝑃𝑥𝑥 = 2𝜌𝜈𝑖𝑘𝑣 +
𝑖𝑘𝐻2𝑤

4𝜋𝑛
 

 

and   𝑃𝑦𝑧 = −𝜌𝜈𝐷𝑤   vanish. Hence 

 

𝑣 = 𝐷𝑤 = 0,                               (19) 

 

at a free boundary. Should there be discontinuities in the density as in the case of two superposed layers of different densities, 

we require the continuity of the vertical component of velocity, tangential stresses and pressure at interface. Thus 

 

𝑤,  𝜌𝐷𝑤,  𝜌𝑣,  𝜌𝑑𝐷𝑤,  𝜌𝑑𝑣                         (20) 

and the total pressure must be continuous as at the interface. 

 

 

3. DISCUSSION 
 

Theorem I: A necessary and sufficient condition for 𝛿𝑛2 to be zero to the first order for all small arbitrary variations 𝛿𝑤 and 

𝛿𝑣 (connected by equation (38)) in 𝑤 and 𝑣 which is compatible with the boundary conditions is that 𝑤 and 𝑣 should be the 

solutions of the eigenvalue problem governed by equations (15) and (16). 

Proof: Let 𝑛𝑖 and 𝑛𝑗 denote the two characteristic values, and let the solutions belonging to these characteristics values be 

distinguished by the subscripts 𝑖 and j. Multiplying equation (15) for 𝑖  by 𝑤𝑗   and integrating with respect to 𝑧 over the whole 

vertical extent of the plasma (denoted by ∫
𝐿 

), we obtain with the help of equation (16) and boundary conditions, 

 

𝑛𝑖
2 ∫

𝐿 
𝜌 (𝑤𝑖𝑤𝑗 +

1

𝑘2
𝐷𝑤𝑖𝐷𝑤𝑗) 𝑑𝑧 +

𝜈𝑐
𝑛𝑖 + 𝜈𝑐

𝑛𝑖
2 ∫

𝐿 
𝜌𝑑 (𝑤𝑖𝑤𝑗 +

1

𝑘2
𝐷𝑤𝑖𝐷𝑤𝑗) − 𝑔 ∫𝐿 (𝐷𝜌)𝑤𝑖𝑤𝑗𝑑𝑧

+
𝐻2𝑘2

4𝜋
 ∫
𝐿 
(𝑤𝑖𝑤𝑗 +

1

𝑘2
𝐷𝑤𝑖𝐷𝑤𝑗) 𝑑𝑧 + 𝑛𝑖𝑛𝑗 ∫𝐿 𝜌𝑣𝑖𝑣𝑑𝑧 +

𝜈𝑐𝑛𝑖𝑛𝑗

𝑛𝑗 + 𝜈𝑐
 ∫
𝐿 
𝜌𝑑𝑣𝑖𝑣𝑗𝑑𝑧 +

𝐻2𝑘2𝑛𝑖
4𝜋𝑛𝑗

 ∫
𝐿 
𝑣𝑖𝑣𝑗𝑑𝑧

= 0.                                                                                                                                                                                                                       (21) 
 

Taking 𝑖 = 𝑗  and suppressing the subscripts, we obtain the following variational formulation of the problem 

 

𝑛2[𝐼1 + 𝐼4 + 𝐼6 + 𝐼7] − 𝑔𝐼2 + 𝐼3 + 𝐼5 = 0,                                                                                                                                                  (22) 
 

where  
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𝐼1 = ∫
𝐿 
𝜌 [𝑤2 +

1

𝑘2
(𝐷𝑤)2] 𝑑𝑧,                                                                                                                                                                     (23) 

 

𝐼2 = ∫𝐿 (𝐷𝜌)𝑤
2𝑑𝑧,                                                                                                                                                                                          (24) 

 

𝐼3 =
𝐻2𝑘2

4𝜋
 ∫
𝐿 
[𝑤2 +

1

𝑘2
(𝐷𝑤)2] 𝑑𝑧,                                                                                                                                                           (25) 

 

𝐼4 = ∫𝐿 𝜌𝑣
2𝑑𝑧,                                                                                                                                                                                                  (26) 

 

𝐼5 =
𝐻2𝑘2

4𝜋
 ∫
𝐿 
𝑣2𝑑𝑧,                                                                                                                                                                                         (27) 

 

𝐼6 =
𝜈𝑐

𝑛 + 𝜈𝑐
 ∫
𝐿 
𝜌𝑑 [𝑤

2 +
1

𝑘2
(𝐷𝑤)2] 𝑑𝑧,                                                                                                                                                     (28) 

 

𝐼7 =
𝜈𝑐

𝑛 + 𝜈𝑐
 ∫
𝐿 
𝜌𝑑𝑣

2𝑑𝑧.                                                                                                                                                                                  (29) 

 

Consider a change 𝛿𝑛2 on 𝑛2 of an arbitrary variation 𝛿𝑤 and 𝛿𝑣 in 𝑤 and  , respectively to satisfy the boundary conditions 

(17) and (18) of the eigen-value problem, we have to the first order, from 22 

 

𝛿𝑛2(𝐼1 + 𝐼4 + 𝐼6 + 𝐼7) + 𝑛
2(𝛿𝐼1 + 𝛿𝐼4 + 𝛿𝐼6 + 𝛿𝐼7) − 𝑔𝛿𝐼2 + 𝛿𝐼3 + 𝛿𝐼5 = 0,                                                                                (30) 

 

where 𝛿𝐼𝑠(𝑠 = 1 𝑡𝑜 7) are the corresponding variations in 𝐼𝑠(𝑠 = 1 𝑡𝑜 7). After one or more integrations by parts, we find that 

these latter variations are given by 

 
1

2
𝛿𝐼1 =  ∫

𝐿 
[𝜌𝑤 −

1

𝑘2
𝐷(𝜌𝐷𝑤)] 𝛿𝑤𝑑𝑧,                                                                                                                                                       (31) 

 
1

2
𝛿𝐼2 =  ∫

𝐿 
(𝐷𝜌)𝑤𝛿𝑤𝑑𝑧,                                                                                                                                                                                (32) 

 

1

2
𝛿𝐼3 =

𝐻2𝑘2

4𝜋
 ∫
𝐿 
(𝑤 −

1

𝑘2
𝐷2𝑤) 𝛿𝑤𝑑𝑧,                                                                                                                                                     (33) 

 
1

2
𝛿𝐼4 =  ∫

𝐿 
𝜌𝑣𝛿𝑣𝑑𝑧,                                                                                                                                                                                         (34) 

 

1

2
𝛿𝐼5 =

𝐻2𝑘2

4𝜋
 ∫
𝐿 
𝑣𝛿𝑣 𝑑𝑧,                                                                                                                                                                               (35) 

 
1

2
𝛿𝐼6 =

𝜈𝑐
𝑛 + 𝜈𝑐

 ∫
𝐿 
[𝜌𝑑𝑤 −

1

𝑘2
𝐷(𝜌𝑑𝐷𝑤)] 𝛿𝑤 𝑑𝑧                                                                                                                                      (36) 

 

and 

 
1

2
𝛿𝐼7 =

𝜈𝑐
𝑛 + 𝜈𝑐

 ∫
𝐿 
𝜌𝑑𝛿𝑣 𝑑𝑧.                                                                                                                                                                           (37) 

 

Furthermore, 𝛿𝑤 and 𝛿𝑣 are connected by the relation 

 

𝛿𝑛 [𝜌 −
𝐻2𝑘2

4𝜋𝑛2
+

𝜌𝑑𝜈𝑐
2

(𝑛 + 𝜈𝑐)
2
] 𝑣 + 𝑛 [𝜌 +

𝐻2𝑘2

4𝜋𝑛2
+
𝜌𝑑𝜈𝑐
𝑛 + 𝜈𝑐

] 𝛿𝑣 = −𝜈[2𝜌(𝐷2 + 𝑘2)𝛿𝑤 − 𝐷(𝜌𝐷𝑤)].                                              (38) 
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If we substitute for 𝐼𝑠 and 𝛿𝐼𝑠(𝑠 = 1 𝑡𝑜 7) in equation (30) and make use of equation (38), we obtain after some further 

integrations by parts, 

 

𝛿𝑛2 [𝐼1 +
1

𝑛2
𝐼5 + 𝐼6]

+
2

𝑘2
 ∫
𝐿 
[𝑛2{𝜌𝑘2𝑤 − 𝐷(𝜌𝐷𝑤)} − 𝑔𝑘2(𝐷𝜌)𝑤 +

𝜈𝑐
𝑛 + 𝜈𝑐

𝑛2{𝜌𝑑𝑘
2𝑤 − 𝐷(𝜌𝑑𝐷𝑤)} −

𝐻2𝑘2

4𝜋
(𝐷2 − 𝑘2)𝑤

− 𝜈𝑘2𝑛{2(𝐷2 + 𝑘2)(𝜌𝑣) − 𝐷(𝜌𝐷𝑣)}] 𝛿𝑤 𝑑𝑧

= 0.                                                                                                                                                                                                                      (39) 
 

We observe that the quantity occurring as a factor of 𝛿𝑤 under the integral sign vanishes if and only if equation (15) is 

satisfied. Thus a necessary and sufficient condition for 𝛿𝑛2 to be zero to the first order for all small arbitrary variations 𝛿𝑤 and 

𝛿𝑣 (connected by equation (38)) in 𝑤 and 𝑣 which is compatible with the boundary conditions is that 𝑤 and 𝑣 should be the 

solutions of the eigenvalue problem governed by equations (15) and (16). A variational procedure of solving for the characteristic 

values is, therefore, possible. 

 

Theorem II: If oscillatory modes exist they should be stable. 

 

Proof: From equation (21), we have 

 

𝑛𝑖  ∫𝐿 (𝑤𝑖𝑤𝑗 +
1

𝑘2
𝐷𝑤𝑖𝐷𝑤𝑗) 𝑑𝑧 −

𝑔

𝑛𝑖
 ∫
𝐿 
(𝐷𝜌)𝑤𝑖𝑤𝑗  𝑑𝑧 +

𝐻2𝑘2

4𝜋𝑛𝑖
 ∫
𝐿 
(𝑤𝑖𝑤𝑗 +

1

𝑘2
𝐷𝑤𝑖𝐷𝑤𝑗) 𝑑𝑧 + 𝑛𝑗 ∫𝐿 𝜌𝑣𝑖𝑣𝑗  𝑑𝑧

+
𝐻2𝑘2

4𝜋𝑛𝑗
 ∫
𝐿 
𝑣𝑖𝑣𝑗  𝑑𝑧 +

𝜈𝑐𝑛𝑖
𝑛𝑖 + 𝜈𝑐

 ∫
𝐿 
𝜌𝑑 (𝑤𝑖𝑤𝑗 +

1

𝑘2
𝐷𝑤𝑖𝐷𝑤𝑗) 𝑑𝑧 +

𝜈𝑐𝑛𝑖
𝑛𝑗 + 𝜈𝑐

 ∫
𝐿 
𝜌𝑑𝑣𝑖𝑣𝑗  𝑑𝑧 = 0.                       (40) 

 

Interchanging 𝑖 and 𝑗 and noting that the above integrals are symmetric in 𝑖 and 𝑗, we obtain 

 

𝑛𝑗  ∫𝐿 𝜌 (𝑤𝑖𝑤𝑗 +
1

𝑘2
𝐷𝑤𝑖𝐷𝑤𝑗) 𝑑𝑧 −

𝑔

𝑛𝑗
 ∫
𝐿 
(𝐷𝜌)𝑤𝑖𝑤𝑗  𝑑𝑧 +

𝐻2𝑘2

4𝜋𝑛𝑗
 ∫
𝐿 
(𝑤𝑖𝑤𝑗 +

1

𝑘2
𝐷𝑤𝑖𝑤𝑗) 𝑑𝑧 + 𝑛𝑖  ∫𝐿 𝜌𝑣𝑖𝑣𝑗  𝑑𝑧

+
𝐻2𝑘2

4𝜋𝑛𝑖
 ∫
𝐿 
𝑣𝑖𝑣𝑗  𝑑𝑧 +

𝜈𝑐𝑛𝑗

𝑛𝑗 + 𝜈𝑐
 ∫
𝐿 
𝜌𝑑 (𝑤𝑖𝑤𝑗 +

1

𝑘2
𝐷𝑤𝑖𝐷𝑤𝑗) 𝑑𝑧 +

𝜈𝑐𝑛𝑖
𝑛𝑖 + 𝜈𝑐

 ∫
𝐿 
𝜌𝑑𝑣𝑖𝑣𝑗  𝑑𝑧 = 0.                       (41) 

 

Let us consider two solutions characterized by 𝑛 and 𝑛∗, the complex conjugate of 𝑛. We expect that the corresponding 

solutions will also be the complex conjugates of each other. Hence if 𝑛𝑖 = 𝑛, 𝑛𝑖 = 𝑛
∗, then 𝑤𝑖 = 𝑤,𝑤𝑗 = 𝑤

∗, 𝑣𝑖 = 𝑣 𝑎𝑛𝑑 𝑣𝑗 =

𝑣∗. 
Then, from (40) and (41) by addition and subtraction, we have 

 

𝑅𝑒(𝑛) [𝐼1̅ + 𝐼5̅ −
𝑔

|𝑛|2
𝐼2̅ +

𝐻2𝑘2

4𝜋|𝑛|2
𝐼3̅ +

𝐻2𝑘2

4𝜋|𝑛|2
𝐼4̅ +

𝜈𝑐
2(𝐼6̅ + 𝐼7̅)

|𝑛|2 + 2𝜈𝑐𝑅𝑒(𝑛) + 𝜈𝑐
2
] =

−𝜈𝑐|𝑛|
2(𝐼6̅ + 𝐼7̅)

|𝑛|2 + 2𝜈𝑐𝑅𝑒(𝑛) + 𝜈𝑐
2
,                                     (42) 

 

and 

 

𝐼𝑚(𝑛) [𝐼1̅ − 𝐼5̅ +
𝑔

|𝑛|2
𝐼2̅ −

𝐻2𝑘2

4𝜋|𝑛|2
(𝐼3̅ − 𝐼4̅) +

𝜈𝑐
2(𝐼6̅ − 𝐼7̅)

|𝑛|2 + 2𝜈𝑐𝑅𝑒(𝑛) + 𝜈𝑐
2
] = 0,                                                                                (43) 

 

where  

𝐼1̅ =  ∫
𝐿 
𝜌 [|𝑤|2 +

1

𝑘2
|𝐷𝑤|2] 𝑑𝑧,    𝐼2̅ =  ∫𝐿 (𝐷𝜌)|𝑤|

2𝑑𝑧,   𝐼3̅ =  ∫
𝐿 
[|𝑤|2 +

1

𝑘2
|𝐷𝑤|2] 𝑑𝑧,

𝐼4̅ =  ∫𝐿 |𝑣|
2𝑑𝑧, 𝐼5̅ =  ∫𝐿 𝜌|𝑣|

2𝑑𝑧,   𝐼6̅ =  ∫
𝐿 
𝜌𝑑 [|𝑤|

2 +
1

𝑘2
|𝐷𝑤|2] 𝑑𝑧,

𝐼7̅ =  ∫
𝐿 
𝜌|𝑣|2𝑑𝑧.

}
 
 

 
 

                (44) 

Integrals 𝐼𝑠̅(𝑠 = 1 𝑡𝑜 7) are all positive. 
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If 𝑛 is complex, 𝐼𝑚(𝑛) ≠ 0, hence (43) gives 

 

𝐼1̅ − 𝐼5̅ +
𝑔

|𝑛|2
𝐼2̅ −

𝐻2𝑘2

4𝜋|𝑛|2
(𝐼3̅ − 𝐼4̅) +

𝜈𝑐
2(𝐼6̅ − 𝐼7̅)

|𝑛|2 + 2𝜈𝑐𝑅𝑒(𝑛) + 𝜈𝑐
2
= 0,                                                                                                      (45) 

 

so that (42) gives 

 

2𝑅𝑒(𝑛) [𝐼1̅ +
𝐻2𝑘2

4𝜋|𝑛|2
𝐼4̅ +

𝜈𝑐
2𝐼6̅

|𝑛|2 + 2𝜈𝑐𝑅𝑒(𝑛) + 𝜈𝑐
2
] = −

𝜈𝑐|𝑛|
2(𝐼6̅ + 𝐼7̅)

|𝑛|2 + 2𝜈𝑐𝑅𝑒(𝑛) + 𝜈𝑐
2
.                                                                               (46) 

 

From equation (46) it follows that 𝑅𝑒(𝑛) is negative, which implies that if oscillatory modes exist they should be stable, thus 

ruling out possibility of overstability. 

 

 

4. DISCUSSION ON THE CASE OF TWO SEMI-INFINITELY EXTENDING PLASMAS OF 

CONSTANT DENSITIESSEPARATED BY A HORIZONTAL PLANE 
 
We consider the case when two semi-infinitely extending plasma layers of constant densities 𝜌1 and 𝜌2, and dust particle 

densities 𝜌𝑑1 and 𝜌𝑑2  are separated by a horizontal boundary at 𝑧 = 0. The subscripts 1 and 2 distinguish the lower and upper 

plasma layers, respectively. 

We choose the following trial function for 𝑤(𝑧), 
 

𝑤(𝑧) = {
𝐴𝑒+𝑘𝑧              𝑧 < 0;

𝐴𝑒−𝑘𝑧                𝑧 > 0 ,
                                                                                                                                                                    (47) 

 

which is consistent with the boundary conditions (17) - (19). Here the same constant has been chosen to ensure the continuity 

of 𝑤  at 𝑧 = 0. 
The value of 𝑣 in the two regions can be calculated from equation (16) and noting that 𝜌 is constant, we have  

 

𝑣(𝑧) = {
𝑍1𝑒

+𝑘𝑧              𝑧 < 0;

𝑍2𝑒
−𝑘𝑧                𝑧 > 0 ,

                                                                                                                                                                   (48) 

 

where 

 

𝑍1  ,2 =
−3𝜈𝑘2𝑛𝐴

𝑛2 [1 +
𝛼0𝜈𝑐

𝑛+𝜈𝑐
] + 𝑘2𝑉1 ,2

2
,                                                                                                                                                                    (49) 

 

𝑉1
2 =

𝐻2

4𝜋𝜌1
 𝑎𝑛𝑑 𝑉2

2 =
𝐻2

4𝜋𝜌2
.                                                                                                                                                                         (50) 

 

We assume that 
𝜌𝑑1

𝜌1
=

𝜌𝑑2

𝜌2
= 𝛼0 as the simplifying assumption does not obscure any of the essential features of the problem. 

To evaluate the integrals 𝐼𝑠(𝑠 = 1 𝑡𝑜 7) in equation (22), we divide the region of integration into three parts (𝑖) − ∞ < 𝑧 <
−𝜀 (𝑖𝑖) 𝜀 < 𝑧 < ∞  (𝑖𝑖𝑖) − 𝜀 < 𝑧 < 𝜀 and then pass it over to the limit 𝜀 → 0. On substituting their values in equation (22), we 

obtain the following dispersion relation between ℎ and 𝑘, 
 

𝑛2 − 𝑔𝑘(𝛼2 − 𝛼1) + 𝑘
2𝑉𝐴

2 +
𝛼0𝜈𝑐
𝑛 + 𝜈𝑐

𝑛2(𝛼1 + 𝛼2) +
𝑔

2
𝜈2𝑘4𝑛2 {

𝛼1

𝑛2 [1 +
𝛼0𝜈𝑐

𝑛+𝜈𝑐
] + 𝑘2𝑉1

2
+

𝛼2

𝑛2 [1 +
𝛼0𝜈𝑐

𝑛+𝜈𝑐
] + 𝑘2𝑉2

2
} = 0,        (51) 

 

where 

𝑉𝐴 = {
𝐻2

2𝜋(𝜌1 + 𝜌2)
}

1
2⁄

                                                                                                                                                                                   (52) 
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can be termed as mean Alfven velocity and  

 

𝛼1 ,2 =
𝜌1 ,2

𝜌1 + 𝜌2
.                                                                                                                                                                                                 (53) 

 

Letting 

 

𝑛 =
𝑔

𝑉𝐴
𝑛∗, 𝑘 =

𝑔

𝑉𝐴
2 𝑘

∗ 

 

and omitting the asterisks for simplicity, so that the equation (51) takes the following dimensionless form 

 

𝐴9𝑛
9 + 𝐴8𝑛

8 + 𝐴7𝑛
7 + 𝐴6𝑛

6 + 𝐴5𝑛
5 + 𝐴4𝑛

4 + 𝐴3𝑛
3 + 𝐴2𝑛

2 + 𝐴1𝑛 + 𝐴0 = 0,                                                                           (54) 
 

𝐴9 = 4,   𝐴8 = 12𝐴, 𝐴7 = 4𝐴
2 +

2𝑘2𝐵

𝛼1 + 𝛼2
+ 4{𝑘2 − 𝑘(𝛼2 − 𝛼1)} + 2𝐿𝑘

4𝐵, 

𝐴6 = 2𝑘2𝐵 {
1

𝛼1𝛼2
+ 𝐿𝑘2} (𝐴 + 𝜈𝑐

′) + 4𝐴3 +
2𝑘2𝐴𝐵

𝛼1𝛼2
+ (8𝐴 + 4𝜈𝑐

′){𝑘2 − 𝑘(𝛼2 − 𝛼1)}, 

𝐴5 =
2𝐴𝐵𝑘2

𝛼1𝛼2
(𝐴 + 2𝜈𝑐

′) +
𝑘4

𝛼1𝛼2
+ 2𝐿𝑘4(𝑘2 + 𝐵𝜈𝑐

′2) + (4𝐴2 +
2𝑘2𝐵

𝛼1𝛼2
+ 8𝐴𝜈𝑐

′) {𝑘2 − 𝑘(𝛼2 − 𝛼1)}, 

𝐴4 =
𝑘4

𝛼1𝛼2
(𝐴 + 2𝜈𝑐

′) + 2𝐴𝑘2𝜈𝑐
′ (

𝐴𝐵

𝛼1𝛼2
+ 𝐿𝑘2𝜈𝑐

′𝐵 + 3𝐿𝑘4) + {
2𝐵𝑘2

𝛼1𝛼2
(𝐴 + 2𝜈𝑐

′) + 4𝐴2𝜈𝑐
′} {𝑘2 − 𝑘(𝛼2 − 𝛼1)}, 

𝐴3 =
𝑘4𝜈𝑐

′

𝛼1𝛼2
(1 + 2𝐴) + 6𝐿𝑘6𝜈𝑐

′2 + {
2𝐵𝑘2𝜈𝑐

′

𝛼1𝛼2
(2𝐴 + 𝜈𝑐

′) +
𝑘4

𝛼1𝛼2
} {𝑘2 − 𝑘(𝛼2 − 𝛼1)}, 

𝐴2 =
𝑘4𝜈𝑐

′𝐴

𝛼1𝛼2
+ 2𝐿𝑘6𝜈𝑐

′3 +
𝑘4𝜈𝑐

′

𝛼1𝛼2
(3 + 2𝐴𝐵𝜈𝑐

′){𝑘2 − 𝑘(𝛼2 − 𝛼1)}, 

𝐴1 =
𝑘4𝜈𝑐

′

𝛼1𝛼2
(1 + 2𝜈𝑐

′){𝑘2 − 𝑘(𝛼2 − 𝛼1)}, 

𝐴0 =
𝑘4𝜈𝑐

′2

𝛼1𝛼2
{𝑘2 − 𝑘(𝛼2 − 𝛼1)}, 

 

𝐴 = (1 + 𝛼0)𝜈𝑐
′ ,       𝐵 = 𝛼1 + 𝛼2,        𝜈𝑐

′ = 𝜈𝑐
𝑉𝐴
𝑔
,                                                                                                                                    (55) 

 

and  

 

𝐿 =
𝜈2𝑔2

𝑉𝐴
6  

 

is a non-dimensional number measuring the relative importance of FLR effects and magnetic field. 

For the potentially stable configuration (𝛼2 < 𝛼1), all the coefficients of equation (54) are positive, if 

 

𝑘 > 𝑘∗,                                                                                                                                                                                                                (56) 
 

where 

 

𝑘∗ = 𝛼2 − 𝛼1.                                                                                                                                                                                                    (57) 
 

So no positive real root or complex root with negative real part exists. Therefore, the medium is stable even in the presence 

of collisions for disturbances of all wave numbers as it is if there are none. 

For the potentially unstable configuration (𝛼2 > 𝛼1), the absolute term in equation (54) is negative, if 

 

0 < 𝑘 < 𝑘∗.                                                                                                                                                                                                        (58) 
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Therefore (54) possesses at least one real root which is positive leading to an instability of the configuration even if 

there are collisions with dust particles. 

Also we see that 𝒌∗ is independent of 𝑳, a measure of FLR effect. Hence we conclude that for longitudinal 

perturbations, the stability criterion is independent of magnetic viscosity. 
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ABSTRACT 

 

In this study, wind energy potential of Osmaniye region is assessed statistically by using the hourly wind speed data of Turkish 

State Meteorological Service between 2009 and 2013. This study introduced the evaluation of Weibull Distribution Function and 

Rayleigh Distribution Function for Osmaniye Region. Weibull function is utilized for the situations such as there exist no 

information about wind speed distribution measurement or frequency distribution. Moment Method is used to calculate the 

Weibull and Rayleigh parameters. Moment Method, Weibull and Rayleigh Distribution Functions are explained in detail in this 

paper. Additionally, the Relative Percentage Error (RPE) statistical test is used to compare the efficiency of these distribution 

functions. The calculated power density of all used distribution function is a major key issue for suitability of wind energy. The 

evaluation of parameters and wind power distribution have a crucial role in producing electricity from wind power. The calculated 

power densities of all used distribution functions were compared with wind power density derived from measured wind data. 

This paper reveals the effectiveness of Weibull and Rayleigh Distribution Functions by using Moment Method for Osmaniye 

region of Turkey. 

 

Keywords: Wind Energy, Weibull Distribution, Rayleigh Distribution, Moment Method.   

 

1. INTRODUCTION 
 

Nowadays, the need of energy has been increasing day by day with the population growth and the advancements of 

technology [1]. It can be said that energy is consumed rapidly globally and as a result of this consumption, the energy demand 

increases day by day. Hence, the search of new energy resources becomes vital for the entire world. Energy is the most significant 

factor which affects economic structure of a country. As is known, energy is seen as not only the internal dynamics of the 

countries but also a strategic case which affects international relations, including political as well as military conflicts. Energy is 

also a primary element of economic and social development in the world [2].  

The world has begun to focus on resources that will cause less harm to the environment and to the people in order to satisfy 

the energy need that cannot be prevented and these sources are called as sustainable energy resources. It is explained that the use 

of renewable energy sources which are environmentally sensitive, do not cause global warming and climate change are friendly 

to the world and significantly reduce foreign dependency in the economy. The utilization of these renewable energy resources 

should be increased instead of the conventional energy which are used in our contemporary life to fulfill energy demand. One of 

the most common and useful renewable energy resource can be thought as wind power.  

Wind energy has been used in irrigation, wheat-grinding, vessels and many other fields because it is an environment-friendly 

future energy resource. Furthermore, wind energy is used for providing the energy requirement that will be the most important 

problem of the future world. Currently, wind energy is seen as a positive alternative to fossil fuels and also a way to assist the 

expansion of local economies in future. The world will use renewable energy instead of using fossil fuels in order to satisfy the 

demands of the world’s energy [3], [4].  

The wind power density is an important indicator to determine the potential of wind resources and to describe the amount 

of wind energy at various wind speed values in a particular location. The knowledge of wind power density is also useful to 

evaluate the performance of wind turbines and nominate the optimum wind turbines. Wind power density resembles the level of 

accessible energy at the site which can be converted to electricity by using wind turbines. There are two approaches to calculate 

wind power density. In the first approach which is more accurate, the wind power density is computed based on measured wind 

speed data. However, as an alternative method, the wind power density can also be calculated using a proper distribution function. 

Among several probability distribution functions suggested in the literature for different applications of wind energy, the 

Weibull function is unquestionably one of the most popular and broadly used statistical distributions. The main merits of the 
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Weibull function have been explained properly in Section 3.1. Furthermore, it should be mentioned that simplicity, flexibility, 

adaptability and favourable capability to fit with wind data are among the major advantages of this function. Therefore, Weibull 

distribution function is adopted in this study for wind power density calculation [5]. 

Kantar and Usta [6] analyzed the use of the minimum cross entropy principle in the estimation of wind speed distribution 

and wind power density functions. Moreover, they compared the Weibull PDF (probability density function) with the MinxEnt 

(minimum cross-entropy principle) PDFs. Akdag and Dinler [7] reviewed different methods, i.e. the graphical, maximum 

likelihood, moment methods and energy pattern method. Bilgili and Sahin [8] investigated wind energy density in the southern 

and southwestern region of Turkey by using the Weibull and Rayleigh probability density functions. Rocha et al. [9] deal with 

the evaluation and comparison of different numerical methods for the assessment of efficiency in determining the parameters for 

the Weibull distribution function, using wind speed data collected in Camocim and Paracuru cities. Freitas et al. [10] introduced 

a new approach for the analyzing of numerical methods used in calculating the Weibull distribution parameters for the prediction 

of wind energy source. Chang [11] reviewed the six kinds of numerical methods commonly used for estimating Weibull 

parameters. Bilir et al. [12] collected wind data for a one-year period between June 2012 and June 2013. Wind speed data, 

collected for two different heights (20 m and 30 m) from a measurement station installed in Atılım University campus area 

(Ankara, Turkey), were recorded using a data logger as one minute average values.  They determined shape (k) and scale (c) 

parameter of Weibull using five different methods. Bidaoui et al. aim to evaluate and discuss the energy wind potential of five 

major cities in Northern Morocco. The theoretical analysis is based on stochastic models of Weibull and Rayleigh using 

Probability Density Function approach. Various statistical indicators such as the determination coefficient (R²), Chi square error 

(χ²), root mean square error (RMSE) and mean bias error (MBE) are considered. Then, a numerical simulation of the potential 

electrical power is carried out using the Enercon E103/2350 wind turbine model. Consequently, the results show that Weibull is 

more accurate than Rayleigh, especially for Tetuan and Al-Hoceima cities [13]. Azhar et al. have selected four sites of coastal 

region of Balochistan (Gwadar, Pasni, Jiwani and Ormara) and taken data for these selected sites from Pakistan Metrological 

Department for a period of five years (2010–2014) and they have done the statistical analysis of wind data by Weibull and 

Rayleigh probability distribution. Weibull and Rayleigh distribution functions have been derived from the available wind data, 

its parameters are estimated. The annual cycle of Weibull functions is fitted on yearly basis; it is found that the Weibull 

distribution that is fitting to the measured yearly probability distributions is better and suitable than the Rayleigh distribution for 

the five-year period (2010–2014) [14]. Sumair et al. purpose that to estimate wind potential using Normal probability density 

function. A comparison of five probability distributions namely Normal, Gamma, Chi-Squared, Weibull, and Rayleigh was done 

using three performance evaluation criteria. Four years (2015–2018) hourly wind data at 50 m height at five stations near the 

coastline of Pakistan was used. It was found that normal distribution gives the best fit at each of these stations and against each 

evaluation criterion followed by Weibull distribution while Rayleigh distribution gives the poorest fit [15]. Akpınar analyzed the 

wind energy potential of the Sinop region by using the Turkish State Meteorological Station’s hourly wind speed data between 

the years of 2005-2014. The two- parameter Weibull and one-parameter Rayleigh probability distribution functions were used to 

determine the wind energy potential of the region. The probability distribution functions were derived from the cumulative 

function and used to calculate the mean wind speed and the variance of the actual data. In conclusion, The Weibull distribution 

function was found to be more appropriate than the Rayleigh distribution function [16].  

This study aims to determine the wind energy potential in Osmaniye by using Weibull and Rayleigh Distribution Functions. 

Five-year data of the wind speed which is measured at 10-meter height from the General Directorate of State Meteorology is 

used to evaluate the wind energy of region. Based on the hourly-measured wind speed data, the convenient of Weibull and 

Rayleigh Distribution Function with measured real data statistically analyzed for the region. Although the data used in the study 

are 2009-2013, it is a current study within the scope of calculating wind power densities of the Weibull Distribution Function 

and Rayleigh Distribution Functions. By comparing the accuracy of the distribution functions, it makes possible to guide future 

studies. In addition to the purpose of this study is to reveal the comparison and success between Weibull and Rayleigh 

Distribution Functions for evaluation of wind energy in Osmaniye region.  

 

 

2. WIND ENERGY POTENTIAL 

 

The industrial growth of any country depends on creating a balance between energy production and its consumption. The 

production of energy depends on the availability of renewable and non-renewable energy resources. Non-renewable energy 

resources are in a continuous state of depletion and their scarcity is much felt in countries which are less developed. Furthermore, 

the adverse effects of fossil-fuel consumption for the energy production results in environmental deterioration. Therefore, the 

usage of renewable energy resources not only helps in reducing the fossil-fuel consumption but also reduces the green-house 

effect. The renewable energy resources are constantly replenished, naturally means sustainable and eco-friendly energy sources 

are available to humanity. This makes them one of the widely studied source of energy that are rapidly replacing conventional 

energy sources [17]. One of the most popular and having a high preferability resource is wind energy.  
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Wind energy is a clean and emission-free type that has been previously known, developed continuously and can compete 

with fossil fuels. Since it has no emission, it does not directly generate greenhouse gases and does not contribute directly to 

global warming. There exist no energy cost and operating costs are low. It is a type of energy that does not depend on other 

countries and is very efficient in certain regions. These positive features of wind energy are effective for increment of interest in 

this type of energy. Especially electrical energy production has come to the fore in recent times. Wind power is a low-density 

energy that abounds in the air. Wind has a natural potential because of its kinetic energy. The part of this potential that can be 

transformed scientifically and technically to energy is ‘wind energy technical potential’ whereas the part that can be considered 

economically is ‘wind energy economic potential’. Easily affected by topography, surface structure and obscure obstacles, wind 

energy is predicted more difficultly than solar energy. Wind turbines produce energy in a certain wind speed range. Thus, the 

recognition of the wind regime of a region where wind energy systems will be established is of prime importance. The 

improvements in aircraft propellers and airfoils have triggered the evolution of wind turbines [1], [18]. 

Figure 1 shows the installed wind power capacity in the world from 2009 to 2019. It is seen from the figure that the total 

installed capacity of the world was 236.803 GW with more than 20% growth rate in the annual market at the end of 2011. More 

than 70 GW of new wind power capacity was installed around the world in 2013, bringing the total installed capacity up to 

318.919 GW. This represents a year-on-year growth of 29.41 %. At the end of 2014, wind power installed capacity reached 

371.336 GW in the world. Finally, the installed wind power in the world reached over approximately 650.8 GW as of the end of 

2019 [19]. 

 

 

 
 

Figure 1. Installed Wind Power Capacity in the World 

 

Turkey is one of the richest countries in terms of wind energy potential because the annual average speed of wind is greater 

than 7.5 m/s. According to the Turkey wind energy potential atlas prepared in 2007, at least 48.000 MW wind power is available 

in the regions where the annual wind speed is 7 m/s or over in Turkey [1]. Figure 2 shows that the installed wind power in Turkey 

year by year. In 2012, wind power capacity is increased with an amount of 506 MW and total installed wind power capacity is 2312 

MW. In 2013, 646 MW of new wind power installed and total installed wind power has reached 2958 MW. Turkey added 804 MW 

of new wind power in 2014 for a total capacity of 3762 MW [20]. Finally, the installed wind power in Turkey reached 8056 MW as 

of the end of 2019. Turkey’s installed capacity has grown by nearly 500 MW per year since 2010 and the national transmission 

company expects annual installations to reach 1,000 MW per year from 2019 onwards [21], [22]. 
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Figure 2. Installed Wind Power Capacity in Turkey 

 

2.1. The wind characteristic of Osmaniye region 

 

Osmaniye is a Turkish province located in southern of Turkey. It is shown in the Figure 3 that Osmaniye is in the Çukurova 

region of Turkey, the area of Osmaniye Province is 3,767 km² and Osmaniye is at an elevation of 125 meters (410.1 feet). This 

study aims to determine the wind energy potential in Osmaniye. It is collected the five years data of the wind speed measured at 

10-meter height from the General Directorate of State Meteorology. Based on the hourly-measured wind speed data, the wind 

energy potential of this region has been statistically analyzed by using Weibull and Rayleigh Distribution Functions. 

 

 
Figure 3. The map of Osmaniye 
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Figure 4 shows the density of wind directions according to wind frequency. The dominant wind direction of Osmaniye region 

is found by using a five-year wind data. 

 

 

 

Figure 4: The variation of the wind directions. 

 

 

3. STATISTICAL ANALYSIS 

 

In practice, there exist various methods to determine the wind energy potential of a region. Wind speed distribution 

measurement or frequency distribution is used in order to determine the wind potential of a specific region if possible. If not, 

wind speed distribution can be presented by other analytic distribution functions. Weibull distribution function is one of these 

functions. Due to its simple and flexible application as well as giving results close to actual data, Weibull distribution is widely 

accepted in the wind energy analysis [23]. Two-parameter Weibull and Rayleigh distribution functions are the most popular of 

all. The Rayleigh distribution is less flexible than the Weibull as it is one-parameter. However, the calculation of parameters is 

easier in the Rayleigh distribution. 

 

3.1. Weibull distribution function 

 

The Weibull distribution is a distribution first introduced by Waloddi Weibull in 1951 to estimate the lifespan of machines. 

Today, it is widely used in statistical models in life-time data analysis and engineering. Depending on the values of the format 

parameter, the Weibull distribution, which also has Rayleigh and exponential distributions in some cases, is widely used in the 

models to be established for the data set related to failure rates. As it is known, continuous random variables are used to define 

random events in which the variable can take any value in a certain range. The Weibull distribution is also a continuous and at 

the same time flexible distribution and provides theoretically suitable solutions in many applications. In life analysis, logarithmic 

models are generally used instead of parametric models. In this sense, the Weibull distribution is also a logarithmic model.  

The Weibull Distribution Function provides a close approximation to the probability laws of many natural phenomena. This 

function has been used to represent wind speed distributions for application in wind turbines studies for a long time. For more 

than half a century the Weibull Distribution Function has attracted the attention of statisticians working on theory and methods 

as well as various fields of statistics [24]. The wind data analysis of a region is prepared by the prediction of the region’s potential 

performance through the pre-measured values. Hourly wind speed and wind direction details are observed in a place and 

statistical results are calculated for modelling the frequency and probability of the obtained results [8, 25]. First, as is seen in 

Table 1, the periodical frequency (the blowing number) and probability of wind speed are determined.  Average wind speeds are 

grouped periodically in the second column of Table 1. The third column shows average wind speed for each speed ratio. The 

blowing number or frequency of each speed ratio is given in the fourth column. 

The general expression of the two-parameter Weibull is given by, 
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1

( ) exp

k k
k v v

p v
c c c

      
      
      

                                        (2) 

 

The cumulative function of wind speed can be attained by computing the integral of the probability density function is given 

by, 

 

( ) 1 exp

k
v

P v
c

  
    

   

                                   (3) 

 

Where ( )p v  is the observed probability density function, ( )P v  is the cumulative probability density function, shape (k) and 

scale (c) parameter of Weibull distribution function [26], [27].  

 

Table 1. Periodical frequency and probability of hourly wind speeds 

i 
iv (m/s) avgv (m/s) fi p(

iv ) P(
iv ) 

1 0-1 0,5 9637 0,255467 0,255467 

2 1-2 1,5 12295 0,325928 0,581396 

3 2-3 2,5 5813 0,154097 0,735493 

4 3-4 3,5 3141 0,083265 0,818758 

5 4-5 4,5 2489 0,065981 0,884739 

6 5-6 5,5 2113 0,056014 0,940752 

7 6-7 6,5 1189 0,031519 0,972272 

8 7-8 7,5 559 0,014819 0,98709 

9 8-9 8,5 255 0,00676 0,99385 

10 9-10 9,5 103 0,00273 0,99658 

11 10-11 10,5 77 0,002041 0,998622 

12 11-12 11,5 39 0,001034 0,999655 

13 12-13 12,5 9 0,000239 0,999894 

14 13-14 13,5 4 0,000106 1 

 

Probability density of each speed ratio is given in following equation,    

 

1

( ) i

i N

i

i

f
p v

f





                                (1) 

 

Here, fi is frequency of occurrence of each speed class and N is number of hours in the period of time considered. ( )iP v is 

the cumulated probability density which is illustrated in the sixth column of the Table 1.  

The two-parameter Weibull distribution function is described for wind speed as follow Eq. (2) and as a cumulative distribution 

function given by Eq. (3) [26], [28]: 

Actual probability density function and cumulative probability distributions derived from the long-term wind speed data of 

Osmaniye during 2009 to 2013 period are depicted in Figure 5. 
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Figure 5: The wind speed probability density and cumulative distribution data of Osmaniye 

 

The average wind speed ‘𝑉𝑚’ and wind power density ‘
wP ’ of Weibull Distribution Function can be estimated by the following 

equations: 

 

𝑉𝑚 = 𝑐𝛤 (1 +
1

𝑘
)                                                                                                 (4) 

 

31 3
1

2
wP c

k


 
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 
                                                                             (5) 

Here, Γ shows the gamma function. 

 

1

0

( ) u xx e u du



     and  (1 ) ( )x x x                            (6) 

 

3.2. Rayleigh distribution function 
 

Rayleigh distribution is yet another statistical approach used for determining the wind speed distribution data. Depending on 

the reason of Rayleigh Distribution Function has single parameter, it behaves less flexible than Weibull Distribution Function; 

however, its parameters are easier to calculate. Also, it is known that when the average annual wind speed is greater than 4.5 m/s, 

the wind speed distribution approaches the Rayleigh distribution. In other words, the Rayleigh model is a special and simplified 

case of the Weibull model. It is obtained when the shape factor c of the Weibull model is assumed to be equal to 2. The probability 

density and the cumulative distribution functions of the Rayleigh model are given by [29], [30]: 
 

fR(v) = (
2v

c2) exp {− (
v

c
)

2

}                                   (7) 

 

The Rayleigh cumulative distribution function is explained as follow: 

 

FR(v) = 1 − exp {− (
v

c
)

2

}                               (8) 

 

Average wind speed for the Rayleigh distribution is defined by Eq. (9) and power density by Eq. (10).  

 

vm = c√π 4⁄                          (9) 

 

PR =
3

π
ρvm

3                       (10) 
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One of the most distinct advantages of the Rayleigh distribution is that the probability density and the cumulative distribution 

functions could be obtained from the mean value of the wind speed [31]. Figure 6 illustrates the variation of Weibull, Rayleigh 

and observed wind speed frequencies of Osmaniye region for measured wind data. 

 

 
 

Figure 6: Weibull, Rayleigh and observed wind speed frequencies of Osmaniye 

 

 

4. DETERMINATION OF WEIBULL PARAMETERS 

 
There exist many different methods to determine the k and c parameters for used distribution functions. These parameters 

have a substantial role to calculate the average speed and power densities. In the literature, details on the use and application of 

four different mathematical methods, which are frequently used for the calculation of Weibull variables are Graphical Method, 

Most Likelihood Method, Least Squares Method and Moment Method. From all these methods, the Moment Method is used in 

this study to determine the scale and shape parameters. 

 

4.1. Moment method 
 

Moment method is one of the oldest method is used to determine Weibull distribution parameters. Moment method is a 

method that data distribution allows to solve the relationship between average and standard deviation values between the shape 

parameters using numerical methods for determining the scale of 1 to 10 and the shape parameter. Shape and scale parameters 

can be expressed as in Eq. (11) and Eq. (12) [9], [24].  

 

k = (
ơ

v𝑚
)

−1,086
                       (11) 

 

Here Γ  is Gamma function. 

 

c =
𝑉𝑚

Γ(1+
1

k
)
                       (12) 

 

Here, iv  is the measured wind speed ơ, shows Standard deviation and  vm is average speed. 

 

vm =
1

n
∑ vi

n
i=1                       (13) 
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ơ = √
1

n
∑ (Vi − Vm)2n

i=1                         (14) 

 

 

5. RESULTS AND DISCUSSION 

 

In this study, two distribution functions are compared that it was compatible with actual data. The long term wind data must 

be measured in order to determine the wind potential of the selected area. The shape and scale parameters are separately 

calculated for each year. The Moment Method is used to determine the parameters of distribution functions, the calculated 

parameters are given in Table 2. 

 

Table 2. Weibull and Rayleigh parameters for Moment Method 

 

Moment 

Method 

Weibull Parameters Rayleigh Parameters 

k c(m/s) VM(m/s) PW(W/m2) k c(m/s) VM(m/s) PR(W/m2) 

2009 1,3180 2,6514 2,4421 29,8923 2,00 2,7556 2,4415 17,0326 

2010 1,2270 2,5727 2,4066 32,6371 2,00 2,7156 2,4060 16,3016 

2011 1,2961 2,3207 2,1446 20,8568 2,00 2,4200 2,1441 11,5366 

2012 1,4147 2,3641 2,1512 18,1422 2,00 2,4274 2,1507 11,6428 

2013 1,2290 2,4413 2,2828 27,7674 2,00 2,5759 2,2823 13,9129 

2009-2013 1,2656 2,4657 2,2902 26,5242 2,00 2,5841 2,2895 14,0462 

 

The average wind speed ‘VM’ and wind power density ‘PM’ can be computed by the following equations for real time series 

data: 

 

𝑉𝑀 =
1

𝑛
∑ 𝑣𝑖

𝑛
𝑖=1                       (15) 

 

𝑃𝑀 =
1

2
𝜌𝑉3̅̅̅̅                        (16) 

 

To determine the efficiency of the used methods and to find the best method of mentioned methods, the Relative Percentage 

Error (MPE) test can be used. The equation of RPE test is given in following equation [32]. 

 

𝑅𝑃𝐸 = [
𝑃𝑤,𝑅−𝑃𝑀

𝑃𝑀
] ∗ 100                     (17) 

 

The RPE statistical results of all methods for five years are given in Table 3. 

 

Table 3. The RPE statistical results 

RPE TEST VM(m/s) PM(W/m2) PW(W/m2) PR(W/m2) 
RPE 

(Weibull) 

RPE 

(Rayleigh) 

2009 2,44 30,91 29,89 17,03 -3,30 -43,02 

2010 2,41 33,12 32,64 16,30 -1,45 -50,06 

2011 2,14 21,19 20,86 11,54 -1,56 -44,68 

2012 2,15 21,62 18,14 11,64 -16,10 -38,83 

2013 2,28 27,46 27,76 13,91 1,092 -49,90 

2009-2013 2,29 27,04 26,52 14,05 -1,92 -47,02 

According to the obtained results Weibull Distribution Function gave more accurate results than the Rayleigh Distribution 

Function. Based on five-year measured wind data it has been observed that the Weibull Distribution Function result is highly 

close to the actual data. It can be said that Weibull Distribution Function presented acceptable results [32]. It is observed that the 

Rayleigh Distribution Function fails to generate a result parallel to the actual data. 
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The utilization of Weibull and Rayleigh distributions in the expression of probability distributions of wind speeds is frequently 

used in the literature as an approach proved to be successful. It can be said that there exist high preferability for both functions 

according to their easiness to calculate and suitableness for wind evaluating shape and scale parameters. However, it is clearly 

seen that Weibull Distribution Function resulted more accurately than Rayleigh Distribution Function. In this study, by using the 

available wind data the reliability and the quality of wind speed for Osmaniye region are evaluated and the value of Weibull and 

Rayleigh parameters ‘k’ and ‘c’ were determined by using Moment Method. In this work, Weibull Distribution Function and 

Rayleigh Distribution Function are compared for wind data analysis of Osmaniye region. This study is a preliminary study for 

the determination of wind potential before making investment in wind energy for this region. The coherence of wind speeds with 

the Weibull and Rayleigh distribution functions have been examined by using wind speed data for the year 2009 to 2013. For all 

years the wind power density derived from using measured actual wind data were compared with wind power densities estimated 

from Weibull Distribution Function and the wind power density estimated from Rayleigh Distribution Function. According to 

obtained wind power densities, it was found that the closest result was obtained by Weibull Distribution Function. Moreover, it 

can be said that the Rayleigh Distribution Function is not suitable for estimating the wind power of this region. The wind power 

estimating issue is considered today one of the most important topics of renewable energy research. In future studies, the scope 

of this study can be expanded and detailed with using other numerical methods to determine wind energy potential of this region. 

 

 

6. CONCLUSION  
 

In aim to accomplish the purpose of this study, the data set which were used are hourly wind speed data of Osmaniye region 

between 2009 and 2013. This study introduced the evaluation of Weibull and Rayleigh Distribution Functions. Additionally, the 

method that is used for parameters in order to evaluate Weibull Distribution Function and Rayleigh Distribution Function is 

Moment Method. On the purpose of compare the efficiency of Weibull Distribution Function and Rayleigh Distribution Function, 

a statistical analysis is used called Relative Percentage Error. The calculation of parameters and wind power distribution are the 

cornerstones of the wind power producing process. Consequently, according to the Figure 6 and the results of RPE test, it is 

clearly observed that Weibull Distribution Function fits more accurately to actual data than Rayleigh Distribution Function. 

Furthermore, when Table 3 is analysed, it is concluded that the average of 2009-2013 RPE value is considerably smaller for 

Weibull Distribution Function in comparison with Rayleigh Distribution Function.  
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