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 Screw loosening in spine surgery is a clinical complication in patients with poor bone quality. 

Pedicle screws are subjected to bending moments and axial loads that may cause toggling during 

daily movements of spine. The purpose of this study was to assess the previous studies related to 

toggling effect on pullout performance of pedicle screws by surveying the whole literature and to 

provide some discussion for new studies about pullout performance of pedicle screws after 

toggling. The search was performed by combining terms of pedicle screw, toggling, screw 

loosening, fatigue, cyclic loading, and pullout. The retrieved articles dealing with determined 

terms and also their references were reviewed. Some of these articles were eliminated after review 

process.  Toggling was determined to be crucial for the stabilization performance of pedicle screw 

because the loosening mechanism of screws was affected directly by cyclic loading. The toggling 

or cyclic loading affected the holding capacity of pedicle screws negatively, and the possibility of 

loosening or failure problem for pedicle screws increased with cyclic loading magnitude. Loading 

conditions, screw properties, test medium, level of spinal region, and cement usage were 

determined by many researchers as the most important parameters affecting the toggling 

performance as well as the pullout strength of pedicle screws. The pullout strength of pedicle 

screws generally decreased with cyclic loading. The parameters of cyclic loading were fairly 

important for pullout performance of pedicle screws. Screw properties and cement augmentation 

had critical effects on the stability of screws under cyclic loading, as well.    

 

 

 

       © 2020, Advanced Researches and Engineering Journal (IAREJ) and the Author(s).  
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1. Introduction 

Screw loosening is a prevalent complication for the 

stabilization of the spine after surgery operations. The 

complication, proved to be challenging especially in the 

osteoporotic bones, has negative effects on the 

performance of pedicle screws [1]. Osteoporosis, namely 

low bone mineral density (BMD), negatively affects the 

vertebral body and there is not a possibility of sufficient 

strength provided by pedicle screws at the screw-bone 

interface, which results in a loosening or failure problem 

[2]. Fixation stability and holding capacity of pedicle 

screws in biomechanical applications are determined by 

pullout tests performed with axial tension loading [3]. The 

maximum axial load sustained by the screw is accepted as 

the pullout strength of screw in ASTM Standard (F543-17) 

[4-5]. In order to improve the pullout strength of pedicle 

screw constructs and to perform the stabilization of pedicle 

screws on osteoporotic patients, the pullout performance 

of pedicle screws and loosening mechanisms were studied 

by many researchers [6-8]. It was determined that many 

parameters such as screw properties, augmentation 

conditions, insertion technique, etc. affected the pullout 

strength of pedicle screws [2, 9-10]. Demir and Başgül 

studied the parameters that affected the pullout strength of 

pedicle screws. They investigated the effect of screw 

designs, insertion techniques, cement augmentation, screw 

coating, test conditions, etc. on the pullout strength [11].  

Early-stage pullout strength of pedicle screws is crucial 

for determining the performance of surgery operations [7, 

12-13]. On the other hand, there is a necessity of 

determining long-term pullout strength because it is as 

important as early-stage performance. In order to 

determine the long-term pullout performance, the pedicle 

screws have to be sustained to the cyclic loading which 
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simulates the forces that occurred on screws due to 

movement of the body before pullout testing. When the 

pedicle screws are subjected to the cyclic loading, the 

holding capacity is decreased and this decrease enhances 

the risk of loosening or failure of pedicle screws 

dramatically [14-17]. In addition to parameters related to 

the early stage pullout strength, the magnitudes of tensile 

and compression forces and bending moments are the 

critical parameters that have to be evaluated for long term 

pullout performance [1, 16, 18-20].  

 Reviewing and assessing the articles related to both 

toggling and pullout is believed to have a valuable 

contribution to the researchers investigating pedicle 

screws. Hence, the objective of this article is to review the 

studies including pullout behaviors of pedicle screws with 

or without toggling. 

 

2. Methods 

A comprehensive search was conducted using the 

keywords of “pedicle screw” and “pullout” combined with 

the words of “toggling” or “cyclic loading” or “fatigue” or 

“loosening”. Furthermore, in order to determine the 

augmentation effect on pullout strength after cyclic loading, 

the search was repeated with the terms of “bone cement” and 

“augmentation”.  

The effect of pedicle screw properties, the cyclic loading 

conditions, test medium (human or animal cadaver, 

polyurethane foam block or synthetic bone model), level of 

spinal region, and cement usage on pullout performance of 

pedicle screws were reviewed comprehensively. The search 

consisted of articles, conference papers, international 

standards, thesis, books, technical reports, and case reports 

published in English and Turkish between 1990 and 2019. 

Articles not including toggling or cyclic loading and not 

related to pedicle screws were excluded. 

 

3. Results 

During the literature review conducted with the 

determined keywords, approximately 180 articles were 

surveyed. The review included the studies describing the 

long-term pullout performance of pedicle screws inserted 

to the human or animal cadaver and polyurethane foam or 

synthetic models. While studies not related to pedicle 

screws or cyclic loading were excluded, the studies only 

providing cyclic loading or fatigue behavior or toggling 

without pullout tests were included in the search. When the 

articles were divided into groups according to their relation 

with toggling and pullout, there were 12 studies 

investigated only the pullout performance of pedicle 

screws in the first group; 27 studies including toggling, 

cyclic loading, fatigue, and pullout testing in the second 

group; 11 studies related with only toggling, cyclic 

loading, the fatigue of pedicle screws in the third group; 

and 6 studies describing the subjects apart from others in 

the fourth group. Thus, a total of 56 articles were identified 

and included in the systematic review. The included 

articles are given in tables. Table 1, Table 2, Table 3 and 

Table 4 depict the studies related with only pullout 

strength, the studies related with pullout performance after 

toggling/cyclic loading/fatigue, the studies related with 

just toggling/cyclic loading/fatigue, and the studies related 

with pullout test and toggling/cyclic loading/fatigue 

separately, respectively. 
 

4. Discussion 

To the best of our knowledge, this is the first article that 

systematically reviews the literature related to toggling 

effect on the pullout strength of pedicle screws. The effects 

of cyclic loading conditions (load frequency, screw 

displacement, load direction, and load level, etc.), screw 

properties (types, geometry, and material, etc.), test 

mediums (cadaver, polyurethane foams, and synthetic 

bone models), the spinal region of cadavers (lumbar, 

thoracic and cervical) and cement usage on pullout 

performance with and without toggling were reviewed.  

Biomechanical properties of screw fixations are 

generally determined by using pullout and toggling tests. 

Pullout testing standardized in ASTM F543 is commonly 

used to evaluate fixation stability and holding capacity of 

pedicle screws [5, 21]. The pullout test apparatus and 

samples are shown in Figure 1. In order to determine the 

early stage pullout performance of pedicle screws, the 

pullout test is performed shortly after the insertion process 

without cyclic loading. In this way, the short term stability 

of screws is investigated, because the inadequate holding 

capacity of pedicle screws is a common problem in surgery 

operations and it has to be determined before causing more 

catastrophic problems in the future [9]. The early-stage 

pullout performance of pedicle screws was studied by 

researchers in different conditions. The pedicle screws 

inserted to the vertebra are subjected to the loads in time 

after the operation, also the long-term pullout performance 

of pedicle screws is important for surgeons. The toggling 

situation is simulated by cyclic loading in biomechanical 

applications. Thus, the long term pullout performance is 

determined by pullout tests after performing cyclic 

loading. Defining long term pullout performance is as 

crucial as defining short term performance. In the toggling 

test, the tensile or compression and bending moments are 

applied to the pedicle screws until the failure or loosening 

and any time for pullout testing to determine the decrease 

in holding capability of pedicle screws. 

 It was determined that the cyclic loading generally had 

a negative effect on the pullout performance of pedicle 

screws. Applying cyclic loading causes tensile and 

compression forces sinusoidally and bending moment on 

the head of pedicle screws. The loading components 

develop a stress region along with the bone-screws 
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interface and it leads to the loss of the stabilization of 

fixation in time [15, 20, 22]. The force generated on the 

screw is transferred through the longitudinal axis of the 

screw to the bone and the interface is the weakness area in 

this system [23]. 

 

 

Figure 1. Pullout test apparatus and test samples: (a) PU foam 

and (b) bovine vertebra [15] 

 

On the other hand, there was another hypothesis that bone 

tissue which contacted with pedicle screw compressed 

during the toggling movement, so the compression of bone 

increased the pullout strength of pedicle screws compared 

to the initial situation [19]. The bone structure had 

openings or grooves and these spongy tissues were 

compressed with compression force in toggling tests. The 

compressed bone tissue becomes denser and it can 

withstand the further loads subjected, due to cyclic 

loading. In some cases, the compression force caused a 

micro crack in trabeculae bones at higher loading cycles 

[24]. The magnitude of the force applied to the screw is 

crucial, and there is a possibility that it may cause damage 

in the bone adjacent to the screw. The magnitude of forces 

occurring due to cyclic loading depends on the loading 

direction and loading conditions, as well. The loads are 

generally applied to the pedicle screws craniocaudally or 

mediolaterally or axially in toggling tests [20, 25, 26].  

Table 1. The studies related with just pullout strength 

No Authors Levels 
Screw 

implantation 

Cyclic 

move. 

Toggling/ 

Cyclic 

parameter 

 Biomechanics  Results  Comments 

[2] 

Chao KH, 
et al. 

Human 
Thoracic 

Lumbar  

Cannulated  
6x40 mm 

- - Pullout tests.  Prefilling and cement injection 
methods has similar fixation strength. 

Prefilling and 
cement 

injection  

[3] 
Hashemi 
A, et al.  

PU 
blocks 

Standard  
6.5 mm ø 

- - Pullout tests.  CP augmentation improved the pullout 
strength in both failed samples and low 

density PU blocks. 

CP bone 
augmentation 

[6] 

Choma T, 

et al. 

Human 

vertebrae  

Solid, PFen, 

Ffen  
6.0x45 mm  

- - Pullout tests.  The fixation strength increased with all 

augmentation techniques (Pfen, the 
greatest fixation).  

Prefilling and 

cement 
injection 

[7] 

Tolunay T, 

et al. 

PU foam 

G20, 
Bovine 

vertebra 

Solid, DLDC 

cannulated, 
7.5x50 mm 

- - Pullout tests.  The DLDC with PMMA exhibited the 

highest pullout values. PS without 
cement has similar strength. 

Prefilling and 

cement 
injection 

[8] 

Yaman O, 

et al. 

PU foam 

G20, 
Bovine 

vertebra 

Core and 

threaded types 
5.5x45 mm 

- - Pullout tests.  Transpedicular with helical angles 

exhibit higher pullout strength 
compared to the classical screws  

Effect of 

helical angles 

[9] 

Tolunay T, 
et al. 

PU foam 
G10 and 

G40 

Solid and 
cannulated 

6.5x45 mm 

- - Pullout tests. 
Torsion tests.   

The unilateral, sequential, 3-radial 
hole, drilled, cannulated screw was the 

ideal alternative. 

Effects of 
hole, gap 

type, position  

[10] 
Varghese 
V, et al. 

PU foam 
G5, G10 

and G15 

6.5x45 mm - - Pullout tests.  Increasing density and insertion depth 
(except insertion angle) increased the 

pullout strength.  

Effects of 
fixation 

parameters  

[12] 

Kim YY, 
et al. 

PU foam 
G5, G15 

and G20 

Outer and 
inner diameter 

shape, threads 

- - Pullout tests.  The outer cylindrical and inner conical 
configuration with a V-shaped thread 

provide max pullout  

Cy/Cy-V B S 
Cy/Co-V B S 

Co/Co-V B S 

[13] 
Mehta H, 
et al. 

Human 
vertebrae  

PS with thick 
crest, thin 

crest,  

- - Pullout tests.  The dual lead osteoporotic-specific PS 
had significantly larger insertion 

torques, similar pullout properties. 

Effect of 
differential 

thickness 

[38] 

Aycan 

MF, et al.  

PU G10, 

G40, 
bovine 

vertebra 

7.5x45 mm, 

4.5x45 mm 
core 7.5x60 

mm shell 

- - Pullout tests.  The novel expandable PS with 

expandable PEEK shells have higher 
performance than others. 

Screw 

designs 
(PEEK shell) 

[39] 

Demir T.  Grade 10, 
Grade 40 

Solid, 
cannulated 

6.0x45 mm 

- - Pullout tests. Cannulated screws without cement for 
the cases (healthy bone) can be a 

reliable alternative to solid screws.  

Artificial 
fusion (the 

first)  

[40] 

Chen L, et 

al.  

PU foam 

(0.09 

g/cm3) 

Conical, 

cylind. 

cannulated, 
4.8-6.0x60 mm  

- - Pullout tests.  For the conically and cylindrically 

solid shaped screw, prefilling offer 

improved initial fixation strength. 

Prefilling and 

cement 

injection  
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Table 2. The studies related with pullout performed after toggling/cyclic loading/fatigue 

No Authors Levels 
Screw 

implantation 

Cyclic 

move. 

Togglin / Cyclic 

parameters 
 Biomechanics  Results Comments 

[1] 

Kueny RA, et 
al.  

Human 
Lumbar 

5.5x50 mm, 
6.5x50 mm 

CC   1 Hz, from 25 N 
by 25 N every 

250 cycles 

Pullout tests 
after toggling, 

Injection increased fatigue 
force, prefilling reduced. 

Higher diameter increased 

pullout and fatigue force 

Prefilling 
and screw 

injection 

[15] 

Aycan MF, et 
al. 

PU G10, 
G40, 

bovine 

vertebra 

7.5x45 mm, 
4.5x45 mm 

7.5x60 mm  

CC ±1 mm, 3 Hz, 
5000 cycles  

Pullout tests 
after toggling.  

Toggling have negative effect 
on pullout strength, NPS with 

PMMA was affected by 

toggling dramatically 

Comparing 
designs 

(PEEK 

shell). 

[16] 

Paik H, et al. Human 
vertebra 

5x30 mm  CC 0 to -50 N, 1 Hz, 
2000 cycles 

Pullout tests 
after toggling. 

Hubbing decreases the pullout 
strength, It causes a fracture in 

dorsal lamina, pedicle and 

superior articular facet 

Teeter-
totter, 

windshield 

wiper  

[19] 

Patel P, et al.  PU foams 

0.32 and 

0.16 gcm-3  

4.7x30 mm 

6.7x30 mm  

CC ±1 mm at a rate 

of 0.1 mm.s-1  

Pullout tests 

after toggling.  

Screw toggling does not affect 

screw pullout significantly 

Effect of 

toggling on 

fixation 

[20] 
Mehmanparast 
H, et al. 

Porcine 
Lumbar  

5x35 mm CC, 
ML 

±1 mm, 3 Hz, 
5000 cycles  

Pullout tests 
after toggling.  

CC toggling significantly 
affects the pullout force and 

the screw stiffness. 

Loosening 
in CC and 

ML  

[22] 
Mehmanparast 
H, et al. 

PU G10, 
G20, G30 

5x35 mm CC ±1 mm, 3 Hz, 
5000 cycles  

Pullout tests 
after toggling.  

Toggling is more likely to 
affect pedicle screw stiffness 

than pullout force. 

Toggled and 
non-toggled 

conditions 

[25] 

Zhu Q, et al.  Human 

Lumbar 

6x45 mm CC 30 N to 300 N 

1000 cycles at 
0.5 Hz 

Pullout tests 

after toggling.  

There was no significant 

difference (toggling and 
pullout performances) 

between two cements. 

PMMA and 

Sr-HA 
cement 

types 

[23] 
Lill C, et al.  Calf 

spines  
7x55 mm  
6x55 mm  

CC 5,000 cycles at 
±200 N, 1 Hz. 

Pullout tests 
after cyclic 

loading. 

The pullout strength of pedicle 
screws reduced after cyclic 

loading. 

Conical and 
cylindrical 

screws 

[26] 

Savage J, et al.  Human 

cervical  

- Axial  1000 cycles of 

axial loading 

Pullout tests 

after axial 
cyclic loading.  

C1LM–C2LS has similar 

stability with a C1LM–C2PS 
construct after cyclic loading.  

Lateral mass 

translaminar 
screws.  

[29] 

Liebsch C, et 

al. 

PU model 

human 
vertebra  

6.5x45 mm Cplx. 

load. 
tests 

5 Hz until 6 mm 

loosening or 
600000 cycles 

Cyclic loading. The loosening characteristics 

of pedicle screws were similar.  

Novel 

testing 
model 

[33] 

Gates TA, et 

al.  

Lumbar 

vertebral 

bodies 

4.5x25 mm CC ±200 N at 0.5 Hz 

for 1000 cycles  

Pullout tests 

after toggling. 

A novel anchor for pedicle 

screws had higher fatigue 

strength, greater failure force. 

PEEK 

Anchor 

[32] 

Pishnamaz M, 

et al. 

Human 

vertebrae 

- CC 3 Hz, 20–200 N, 

100,000 cycles 

Pullout tests 

after toggling.  

The anchoring stability of 

high-volume augmented 

screws is disadvantageous. 

The effect of 

cement 

volume  

[55] 
Bostelmann R, 
et al. 

Lumbar 
(L1-L5) 

6.0x45 mm CC 20–50 N, 0.1 N 
per cycle and 1 

Hz for 5000 cyc. 

Pullout tests 
after toggling.  

Augmentation of pedicle 
screws increased the number 

of load cycles and failure load. 

Load cycles 
to failure.  

[34] 

Schmoelz W, 
et al.  

Human 
Lumbar 

vertebrae  

Cannulated, 
fenestrated 

5.5×35 mm  

CC ±50 N by 5 N 
every 100 cycles 

until 11,000 cyc. 

Pullout tests 
after toggling.  

The novel silicone sustained a 
higher number of load cycles 

and load magnitude.  

Load cycles 
to failure  

[27] 
Mehmanparast 
H, et al. 

Lumbar 
vertebras, 

porcine 

- CC  ±1 mm, 3 Hz, 
5000 cycles  

Pullout tests 
after toggling.  

Toggling method is more 
likely to affect pedicle screw 

stiffness than pullout force 

Comparing 
stability of 

pedicle  

[30] 

Baluch D, et 
al. 

Human 
lumbar 

and toracic 

4.5x40 mm 
6.5x45 mm  

CC ±200 N inc. by 
25 N every 20 

cyc. until 2 mm 

Pullout tests 
after toggling.  

Laterally directed cortical 
pedicle screws have superior 

resistance to CC toggling.  

Laterally, 
medially 

directed  

[50] 

Burval D, et al. Human 

lumbar 
vertebrae 

6.25x40 mm CC 5000 cycles, 3 

Hz, ±5 mm 

Pullout tests 

after toggling.  

Kyphoplasty technique had 

significantly greater pullout 
strength than other techniques. 

Transpedicula

r and 

kyphoplasty 

[46] 

Akpolat Y, et 

al. 

Human 

lumbar 
vertebrae 

6.5x55 mm 

4.5x25 mm 

CC ±4 Nm bending, 

1 Hz, 100 cycles 
or until 6º loose. 

Pullout tests 

after axial 
cyclic loading.  

Standard pedicle screw had a 

better fatigue performance 
than the CBT screw.  

Fatigue 

behavior of 
CBT screws 

[43] 

Lai, D.M., et 

al. 

Human 

thoracic 
vertebrae  

4.35x35 mm, 

5.0x35 mm 

CC 10 – 100 N at 1 

Hz, 5000 cycles 
and 10000 cycles 

Pullout tests 

after toggling. 

Both sizes of screws exhibited 

comparable pullout strengths 
post fatigue loading. 

Diameter 

effect on 
pullout  

The craniocaudal or cephalocaudal were the most used 

directions for cyclic loading in toggling tests. The general 

view of the toggling test apparatus commonly used is 

given in Figure 2.  

Although aforementioned studies generally use this 

cyclic loading, mediolateral, and axial loading methods, 

which repeated loading in other directions, cause screw 

loosening, as well [27]. Mehmanparast et al. [20] 

investigated the craniocaudal and mediolateral direction 

effects on the toggling behavior of pedicle screws 

comparing with non-toggling conditions. 
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Table 3.  The studies related with just toggling/cyclic loading/fatigue 

No Authors Levels 
Screw 

implantation 

Cyclic 

move. 

Toggling/ Cyclic 

parameters 
 Biomechanics  Results  Comments 

[18] 

Benson D, et 

al. 

Human 

Lumbar 
vertebra 

6x45 mm CC  20-100 at 2,000 

cycles for each 
load, 10,000 cyc. 

Cyclic loading 

(Fatigue tests)  

The kyphoplasty technique has 

similar resistance to vertical 
toggle movement 

Comparing 

augmentation 
techniques 

[24] 

Sterba W, et 

al. 

Human 

Lumbar 
vertebra 

6 mm CC 2 Hz, 2000 

cycles, peak load 
of 50 N (R=0.1) 

Cyclic loading.  Straight screw insertion has a 

better fatigue performance.  

Screw 

insertion 
technique 

[29] 

Liebsch C, et 

al. 

PU foam 

model  

6.5x45 mm CC 5 Hz until 6 mm 

loosening or 
600000 cycles 

Cyclic loading. The loosening characteristics 

of screws were almost similar. 

Novel testing 

model 

[36] 

Rodriguez-

Olaverri J, et 

al.  

Calf 

Toracic 

Lumbar  

5.5x30 mm Lat. 

bend. 

3 Hz with the 

100 N, at 10-

10,000 cycles 

Cyclic loading.  The use of angled screw 

orientations at the ends of 

anterior constructs have higher 
stability after cyclic loading.  

End screw 

angulation on 

construct 
stability  

[52] 

Sven H, et al. Lumbar 

vertebra 

- CC 50 cyclic loads, 

5-50 N,  5-100 
N, 5-200 N 

Cyclic loading.  Augmentation increases 

pedicle screw performances 
for osteoporotic vertebrae.  

Augmentation 

effect under 
cyclic loading 

[57] 

McLachlin S, 

et al. 

Sacral 

vertebra 

Sacral screw Cyclic 

tens.-

comp. 

0.5 Nm for the 

first 1000 cycles 

1 Nm every 1000 
cycles, 1 Hz 

Cyclic loading.  The PMMA augmentation 

provided increased resistance 

to cyclic loading compared  

Comparing 

CTBC with 

PMMA under 
cyclic loading. 

[27] 

Mehmanparast 

H, et al. 

Lumbar 

vertebra, 
porcine 

- CC ±1 mm, 3 Hz, 

5000 cycles  

Pullout tests 

after toggling.  

Toggling method is more 

likely to affect pedicle screw 
stiffness than pullout force 

Comparing 

stability under 
cyclic loading. 

[28] 

Bianco RJ, et 

al. 

Human 

lumbar 
vertebra 

5.5x45 mm 

(single lead 
and dual lead 

thread) 

CC 0 to 400 N, 4 

cycles 

Cyclic loading. Lateral loads induce greater 

bone deformation and risks of 
failure than cranial loads.  

Comparing 

resulting 
forces, displ., 

and rotations  

[35] 

Lindtner R, et 

al. 

Human 

lumbar 
vertebra 

6.5x45 mm CC ±50 N, incr. 5 N 

every 100 cycles, 
10000 cycles or 

loosening  

Cyclic loading.  Nonmetallic CF/PEEK pedicle 

screws have a similar 
resistance with standard 

titanium screws.  

Carbon fiber-

reinforced 
PEEK 

(CF/PEEK)  

[41] 

Kiner D, et al.  Human 
lumbar 

vertebra 

6 mm and 8 
mm  

CC 2000 cycles, 2 
Hz, 50 N (peak 

load), R=0.1 

Fatigue tests.  The larger diameter screws 
were more resilient than the 

cement augmented standard 

diameter screws. 

Angled and 
straight 

insertion 

technique 

[48] 

Lim T, et al.  Lumbar 

vertebra 

6.5x55 mm CC ± 1 mm, 0.5 Hz, 

200 N caudal, 

100 N cephalad 

Cyclic loading.  Positive correlation between 

the number of loading cycles 

to induce screw loosening and 

bone mineral density  

The relation 

between BMD 

and number of 

cycles 

[45] 

Wang, WT, et 

al. 

Sheep 

lumbar 

vertebra 
 

4.5x25 mm CC ± 200 N, increase 

25 N every 20 

cyc., until 2 mm  

Cyclic loading. In cyclic loading, maximum 

displacement was lower in 

DPTCPS compared to SPPS 
and SPTCPS. 

DPPS, SPPS, 

DPTCPS or 

SPTCPS 

While the toggling significantly reduced the pullout 

strength and stiffness of pedicle screws in both methods, 

craniocaudal toggling affected the pullout force and the 

screw stiffness significantly. On the other hand, Bianco et 

al. [28] compared the effect of cyclic loading direction on 

pedicle screw fixation performance and concluded that the     

lateral loads   (mediolateral loading)   caused  greater  bone  

deformation and failure risks than cranial loads. The 

pullout performance of pedicle screws after toggling 

depended on the direction of cyclic loading because the 

limits of screw plowing occurred in pedicles was affected 

by magnitude and direction of loading. The sidewalls of 

the pedicle restrained the plowing movement during the 

cyclic loading because the distance between the superior 

endplate and the inferior endplate was larger than the 

distance between both sidewalls. Liebsch et al. designed a 

novel test setup for toggling tests [29]. Complex loading 

components of combined shear forces, tension forces, and 

bending moments were generated in a novel toggling test 

setup. This testing model eliminated the limitations of 

uniaxial loading conditions substantially because it was 

known that the pedicle screws inserted pedicles of vertebra 

were subjected to complex loading conditions instead of 

unidirectional loading during movement of the body.  

The loading parameters of toggling affected the 

loosening behavior and holding capacity of pedicle screws 

directly. Loading level, loading frequency, number of 

cycles, and displacement limits were the main parameters 

of toggling affecting the pullout performance. 

The toggling parameters were generally determined in 

order to simulate the physiological conditions of the spine 

during walking. It was calculated that the pedicle screws 

inserted to the lumbar vertebra were subjected to the 

compressive loads between 270 N and 667 N during 

normal walking for an average patient [30]. Furthermore, 

some researchers determined that the displacement of 1 

mm were produced by forces generated on screws during 

walking [19, 31]. 
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Figure 2. Apparatus for craniocaudal toggle testing [20] 

 

While the number of cycles in toggling tests changed 

between 200 and 600000 cycles, many researchers used 

2000 or 5000 cycles for cyclic loading [15-16, 18, 20]. The 

preliminary test results showed that the defined number of 

cycles was sufficient for loosening the pedicle screws 

before the pullout test. On the other hand, a higher number 

of cycles might be used in order to determine the loosening 

amount of pedicle screws under cyclic loading without 

pullout testing. In this toggling method, the effect of the 

number of cycles on the loosening behavior of pedicle 

screws was investigated.  

The toggling tests were performed with two protocols: 

displacement-controlled and load-controlled. In the 

displacement-controlled tests, the maximum displacement 

of the pedicle screw head in one axis was controlled in 

determining limit values which were defined in several 

studies as ±1 mm, but there was a use of 6 mm 

displacement value in literature [15, 19, 20, 22, 29]. The 

applied load to the screw reached the highest level at the 

beginning of the test and also the peak load was provided 

at this time. The load level decreased in time until the end 

of the test or failure of the pedicle screw. The load applied 

to the screw in response to the displacement had 

exponential decay during the toggling test.  

 

Table 4.  The studies related with pullout test and toggling/cyclic loading/fatigue separately 

No Authors Levels 
Screw 

implantation 

Cyclic 

move. 

Toggling/ 

Cyclic 

parameters 

 Biomechanics  Results  Comments 

[14] 

Demir T. PU foam 

G20 and 
calf 

vertebrae 

7.5x45 mm 

expandable, 
4.0x40 mm 

cannulated 

- 100 N, 10 

Hz, 1000000 
cycles  

Pullout tests. 

Flexion/ 
Extension tests. 

Axial gripping 

capacity tests. 
Torsional 

gripping tests. 

Toggling tests.  

The pullout and fatigue 

values for expandable PEEK 
shell were higher than 

classical pedicle screw.  

Novel PEEK 

expandable 
shell and 

classical 

pedicle screws  

[17] 

Brasiliense 

L, et al. 

Lumbar 

vertebra and 

PU foam 

6.5x40 mm 

Dual 

threaded and 
single thread 

CC 2,500 cycles, 

2.5 Hz, 75 N 

(peak load) 

Fatigue tests. 

Pullout tests.  

Dual-threaded screws failed 

at a higher load and endured a 

higher cycles of loading 

Flank overlap 

area 

[42] 

Wittenberg 

R, et al. 

Human 

lumbar,sacra 

vertebrae 

6.25 mm,  5 

mm, 6 mm,  

CC ± 2 mm, 200 

N, 5000 

cycles 

Pullout tests. 

Cyclic transverse 

bending. 

PMMA and a biodegradable 

CBC both increased the axial 

pullout force and the 
transverse bending stiffness. 

Diameter effect 

on pullout 

strength 

[31] 

Lotz J, et al.  Human 

lumbar 

vertebrae 

6.5x45 mm Superior 

- interior 

direction 

±1 mm, 3  

Hz, 5000 

cycles  

Pullout tests. 

Cyclic transverse 

loading. 

Augmentation has positive 

effect on pullout strength, 

stiffness and absorbed energy 
under cyclic loading. 

Carbonated 

apatite 

cancellous bone 
cement 

[37] 

Inceoglu S, 

et al. 

Bovine 

lumbar 
vertebrae, 

PUfoam  

6.5x40 mm Axial  0.1, 1, 5 and 

50 mm/min 
rates, during 

15 min 

Pullout tests. 

Cyclic loading.  

The results showed that the 

loading rate significantly 
affected the strength and 

stiffness of the interface. 

Effects of 

loading rate on 
the stiffness 

and strength  

[44] 

Hirano T, et 

al. 

Human 

lumbar 
vertebrae 

6.25x40 mm CC 3 mm/min, 

29,4N, 5 cyc 
2 mm/min, 

19,6N, 5 

cyc. 

Cyclic loading. 

Pullout tests.  

Approximately 80% of the 

CC stiffness and 60% of the 
pullout strength of the pedicle 

screw depended on the 

pedicle. 

Pedicle and 

pedicle+ 
vertebra body 

[47] 

Wray S, et 

al.  

Human 

Lumbar  

5.5x30 mm 

6.5x40 mm  

CC 5 kN, 10 

mm/min 

Pullout tests. 

Toggling tests.  

The shorter cortical screws 

and traditional pedicle screws 

has similar pullout and 
toggling performances. 

Pedicle 

trajectory, 

cortical 
trajectory 

[49] 

Yamagata 

M, et al.  

Lumbar 

vertebrae 

4.5 mm, 5.0 

mm, 6.0 mm, 
6.5 mm  

Four 

point 
bending 

(fatigue) 

1000 cycles 

per min, 
until 

5000000 cyc 

Fatigue, 

compreession, 
torsion and 

pullout tests.  

Linear positive correlation 

between the BMD of the 
vertebral body and the pullout 

strength of the pedicle screw.  

  

[51] 

Zdeblick T, 

et al. 

Human 

lumbar 
vertebrae 

6.5x45 mm CC 0.5 Hz, 300 

N 

Toggling and 

pullout tests.  

Probing or drilling does not 

affect the insertional torque 
and pullout strength.  

Probing and 

drilling effect 
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Furthermore, the loading values were maintained at 

defined loading limits in load controlled tests. The peak 

load with loading ratio (R) in a sinusoidal pattern of 

compression or peak loads in the sinusoidal pattern of 

compression and tension forces was used in load 

controlled tests. For unilateral loading, while the peak load 

changed from 50 N to 300 N, the loading ratio was defined 

as 0.1 in most of the studies [24, 25, 32]. Besides, the peak 

loads between ±50 N and ±200 N were used by many 

researchers [33-35]. The load controlled protocol was 

generally used in order to determine the number of cycles 

at which the bone-screw interface failed or loosening the 

amount of pedicle screws for a defined number of cycles. 

For sinusoidal loading, another crucial parameter was 

loading frequency. Although, different frequency values 

which showed the interval of loading in one second were 

defined as a value of between 0.5 Hz and 5 Hz in many 

studies, 2 Hz or 3 Hz was the most preferable frequency 

values for cyclic loading [15, 20, 24, 29, 33, 36]. To the 

best of our knowledge, there are no studies investigated the 

effect of loading frequency on toggling behavior. 

However, Inceoglu et al. [37] investigated the effects of 

loading rate on the pullout behavior of pedicle screws 

inserted to the polyurethane foams and bovine bone. Thus, 

the results suggested that the mechanics of the bone–screw 

interface changed depending on the loading frequency as 

the loading rate. The bone-screw interfaces in different test 

mediums and screw designs have a different mechanic and 

viscoelastic behaviors, as well. Also, it is estimated that 

the loading frequency affects the toggling behavior, but 

there is no exact relation between loading frequency and 

toggling behavior. These speculations have to be verified 

with further and more detailed analyses for different test 

mediums and screw designs.  

The pedicle screw type was the most important 

parameter affecting the pullout performance with or 

without toggling [7, 14, 15, 19, 35]. The screw types 

(conventional, cannulated, expandable, dual lead dual 

cored, cancellous, cortical, etc.), which had a significant 

effect on early-stage pullout performance of pedicle 

screws, were compared by many researchers in different 

biomechanical test conditions [7, 14, 19, 38, 39]. The long 

term pullout performances of new designs were compared 

with the conventional pedicle screw and early-stage 

pullout strengths of the same designs. The early stage and 

long-term pullout performances of a novel expandable 

pedicle screw consisted of a polyether ether ketone 

(PEEK) shell and a titanium core screw, and cannulated 

and conventional pedicle screws were compared in several 

test mediums [15, 38]. The novel expandable pedicle 

screw had higher early-stage pullout strength than others 

and had a lower decrease in pullout strength after toggling 

tests. The samples of pedicle screws are given in Figure 3. 

The PEEK shell prevented the load transfer from screw to  

 
 

 The geometry or design parameters of pedicle screws 

have a notable influence on early-stage and long-term 

pullout performances. Outer geometry, thread types, 

cannula or hole orientation, etc. in pedicle screws affected 

the pullout performance drastically. The pedicle screws 

which had conical or cylindrical geometries showed 

different pullout behaviors in different test mediums. 

While the conical pedicle screws had lower pullout 

strength than the cylindrical pedicle screws in the case of 

without cyclic loading, there was no significant difference 

between the pullout performance of both screw types [23].  

The early-stage pullout performance of conical and 

cylindrical pedicle screws with and without cement 

augmentation in severe osteoporosis cases were 

investigated and the results showed that conical and 

cylindrical screws had almost similar strength values [19], 

[40]. Using larger diameter provided sufficient 

improvement for both early-stage pullout strength and 

fatigue strength [1, 41], it was concluded that the outer 

geometry of pedicle screws had no significant effect on 

pullout performance after toggling. Furthermore, 

Wittenberg et al. [42] compared the axial pullout strength 

and transverse bending stiffness of pedicle screws which 

had different diameters, and it was found that the bending 

stiffness of pedicle screws had not been affected by 

increasing diameter (1 mm) of the screw. Patel et al. [19] 
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test medium by creating a new interface between the screw 

and test medium. It absorbed the part of the load generated 

on screw due to its good damping property, and the 

loosening values in novel expandable screws were lower 

than others. Similarly, the pedicle screws with PEEK 

anchor had higher pullout performance after toggling. 

Reducing the translation amount during cyclic loading, the 

anchor resulted in a significant reduction in axial motion 

at a defined number of cycles [33]. Moreover, the 

loosening behavior of carbon fiber reinforced PEEK 

pedicle screw was compared to the conventional titanium 

pedicle screw by using pullout tests after toggling and it 

was concluded that the novel PEEK pedicle screws, which 

had lower elastic modulus, were not successful in 

withstanding to the loosening [35]. 

Figure 3. Pedicle screws used by Aycan et al.: a) novel 

expandable (PEEK shell), b) cannulated, c) standard [15] 



 

 
investigated the pullout behavior of cortical (4.7 mm major 

diameter) and cancellous (6.7 mm major diameter) pedicle 

screws after cyclic loading. It was determined that there 

was no significant difference between the pullout strengths 

with and without cyclic loading. Although increasing of 

diameter provided higher pullout strength immediately 

after fixation, there is no significant effect of outer dimeter 

size on fixation strength after 5000 and 10000 cycles 

fatigue loading [43]. On the other hand, even if the results 

showed that the larger diameter, the higher pullout strength 

for pedicle screws, the outer diameter of the pedicle screw 

would be limited by the anatomical structure of the pedicle 

canal. The vertebra consisted of trabecular and cortical 

bones from the inside to outside and the load-carrying 

capacity depended on the bone structures along the cross-

section, as well. It was determined that more than 80% of 

the craniocaudal stiffness and almost 60% of the pullout 

strength of pedicle screws were provided by the cortical 

bone in pedicles [17, 44]. Therefore, the smaller diameter 

screws have a reduced risk of surgical complications in 

surgery [43]. Dual-threaded pedicle screws were improved 

instead of single thread screws in order to enhance the 

pullout performance.  

While dual-threaded screws had a trend for better 

pullout strength than single-threaded ones, there was no 

significant difference between both screws which had the 

same geometrical properties. Moreover, screws had 

similar failure loads and the number of cycles to failure 

after toggling [17]. The dual-threaded pedicle screws 

pattern in the cortical zone of pedicle provided greater 

bone purchase in loading for samples with high BMD and 

the advantage of dual-threaded pedicle screws were 

generally lost in high porosity foam or osteoporotic bone 

samples due to lack of sufficient bone-screw interface, 

unlike compacting solid foam or healthy bone samples. 

The biomechanical properties of dual threaded pedicle 

screws (standard pitch, dual pitch, standard pitch titanium 

coated, dual pitch titanium coated) were compared for 

different conditions (at 0 time and postoperative 6 

months). The screws were coated with titanium which has 

good histocompatibility and adhesion properties by a 

plasma-spray titanium coating method. The dual pitch 

titanium-coated pedicle screws had significantly higher 

pullout strength and fatigue performance than standard 

pedicle screws for early time and post-operative conditions 

[45]. In addition to this, the long-term pullout performance 

of cortical bone trajectory pedicle screws and traditional 

pedicle screws were compared under cyclically sagittal 

bending conditions [46]. The cortical bone trajectory 

pedicle screws had better fatigue performance than the 

traditional pedicle screws since there was no sufficient 

cortical purchase to withstand the small diameter and 

length of cortical bone trajectory pedicle screws in 

maintaining stability under cyclic loading in vertebrae 

with low BMD. Wray et al. [47] determined that the 

cortical trajectory provided higher bone density for screw 

stability by comparing with a traditional trajectory in both 

high bone density and poor bone density. The cortical 

trajectory had an advantage in osteoporotic patients due to 

having inherently greater bone density along its path.  

Human or animal cadaver, polyurethane foam block, 

and synthetic bone models were used as a test medium for 

biomechanical tests. There was a strong correlation 

between the biomechanical properties of pedicle screws 

and BMD values of bone [48]. It was concluded that the 

higher BMD, the higher holding performance for pedicle 

screws. BMD, which was an indication of the ability to 

resist shear loading, may be a critical value for loosening 

of screws inserted to the anterior of vertebral bodies and 

the number of loading cycles to failure increased by 

increasing of BMD value of vertebral bodies [48, 49]. 

While the cyclic loading caused a 20% decrease in pullout 

strength in healthy bone, it caused a 33% decrease in 

osteoporotic bone [50]. Pullout performance of pedicle 

screws was affected by the BMD value of pedicles and 

there was a significant relationship between pullout 

performance and BMD regardless of the application type 

of toggling [20]. Furthermore, the pedicle size of the 

vertebral body was as effective as BMD on pullout 

performance. It was concluded that smaller pedicles 

obtained a greater number of cycles to failure for pedicle 

screws and the pedicle screws inserted to the smaller 

pedicles had higher pullout and fatigue strength in case of 

osteoporosis [51]. The pedicle size depended on the spinal 

region of the spine as well so that the spinal region of the 

cadaver affected the pullout performance of pedicle screws 

with or without cyclic loading [16, 20, 24]. Mehmanparast 

et al. determined that the pullout strength of the pedicle 

screws decreased from L1 to L3 of the porcine lumbar 

region. This decrease was explained in part by changing 

the pedicle cross-sectional area for each level [20]. 

Furthermore, the polyurethane foams standardized with 

related ASTM standards are used in the biomechanical 

applications for testing pedicle screws. The density of 

foams determines the severity of the disease: Grade 10 

mimics osteoporotic bone and Grade 40 mimics healthy 

bone. The decrease of density for polyurethane foams 

caused a decrease in the pullout strength of pedicle screws 

after toggling, as expected [15, 19, 22]. Aycan et al. [15] 

determined that the pedicle screws implanted to the Grade 

10 had lower pullout strength than those implanted to 

Grade 40, and pedicle screws in both foams acted almost 

similarly. While polyurethane foams produced in different 

densities were used as a test medium, they did not replicate 

the viscoelastic properties of bone. The differences in 

densities of polyurethane foams helped the understanding 

of the pullout mechanism of pedicle screws, but it was 

suggested that the tests had to be performed in vivo [19].  
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Cement augmentation is one of the techniques used for 

increasing holding capacity of pedicle screws in spinal 

surgery operations. The pullout performance of pedicle 

screws increased significantly with cement usage. Cement 

augmentation has a positive effect on both early-stage and 

long term pullout strength of pedicle screws comparing to 

non-cemented pedicle screws. While the cement 

augmentation increased the screw anchorage performance 

significantly in bones with poor BMD, there was no 

significant effect on screw stability for healthy bones [52]. 

Burval et al. [50] investigated the pullout failure of 

cemented pedicle screws on either primarily or after 5000 

cycles tangential fatigue and it was concluded that cement 

augmentation improved the early stage fixation and fatigue 

strength of pedicle screws. Aycan et al. [15, 38] compared 

the early stage and long term pullout strengths of cemented 

cannulated pedicle screws, cemented conventional pedicle 

screws, and non-cemented conventional pedicle screws. 

The results showed that the cemented conventional pedicle 

screws had the highest pullout strength values for all test 

conditions with or without toggling. Augmentation of 

conventional screws was performed with the prefilling 

method and there was a large and sufficient interface 

between bone and screw. For instance, according to the 

study of Aycan et al., the pullout strength of conventional 

pedicle screws increased to 57% in Grade 10 foam, 51% 

in Grade 40 foam, and 110% in a bovine vertebra with 

cement usage. However, the highest pullout decrease after 

cyclic loading belonged to the cemented conventional 

pedicle screws. The cement augmentation created a large 

bone-screw interface and it took an active role in 

transferring loads from screw to the bone as a mechanical 

locking mechanism [53, 54]. The brittle behavior of the 

cement interface significantly increased due to material 

properties of the cement when compared to the connective 

tissue after the syndesmosis process in bone structure [15]. 

Furthermore, this brittle structure did not withstand the 

sinusoidal loading generated so much and the damage of 

interface decreased the load transfer capability 

dramatically. The cement augmentation method is crucial 

for creating a sufficient interface that enables to successful 

load transfer. While the conventional pedicle screws 

cemented with the prefilling method, the injection method 

is used for cannulated pedicle screws in biomechanical 

applications. The simulation of cement augmentation 

methods is shown in Figure 4. The prefilling method 

created a large cement interface between test material and 

pedicle screws as mentioned before and it provided that 

conventional pedicle screws had higher pullout strength 

than cannulated pedicle screws in all test conditions. On 

the other hand, the injection method did not succeed in 

providing enough cement interface, unlike the prefilling 

method. The penetration of cement from screw to bone (or 

test medium) was not sufficient to create a large interface 

due to using hand pressure in the injection of cement and 

obstruction of the radial hole during the insertion process 

[7]. On the other hand, Kueny et al. investigated the effect 

of augmentation method on pullout performance of pedicle 

screws after toggling and they concluded that the pedicle 

screw cemented with screw injection had a higher pullout 

and fatigue strength than the pedicle screw cemented with 

prefilling method [1]. It was determined that the cement in 

contact with cortical shell had a significant effect on the 

fixation strength of bone screws and they hypothesized 

that in injection method, there was a wider cement 

distribution which was closer to the pedicle and had a 

greater contact to the posterior vertebral wall leading to the 

higher fixation strength. Furthermore, the effect of 

fenestrated tap, direct injection, and kyphoplasty methods 

on toggling behavior of cannulated pedicle screws were 

investigated and it was concluded that the pedicle screw 

cemented with direct injection method had superior 

resistance to vertical toggle, and the fenestrated tap 

method had lower resistance to motion than other methods 

[18]. Besides, the kyphoplasty method had almost similar 

resistance to cyclic loading with a decreased risk of cement 

leakage in comparison with the direct injection method. 

Moreover, Bostelmann et al. suggested that the pullout 

performance of pedicle screws increased with 

augmentation process (cement first, in situ augmented, 

percutaneously application) compared with non-cemented 

pedicle screws, but the augmentation methods had no 

effect on loosening or failure of pedicle screws [55]. The 

kyphoplasty and traditional transpedicular augmentation 

methods were compared in osteoporotic vertebrae. 

Although both methods increased the pullout and fatigue 

strengths, the kyphoplasty method provided higher pullout 

strength compared to the traditional transpedicular 

augmentation method [50]. The kyphoplasty method 

created a larger contact surface area with trabecular bone 

tissue than transpedicular augmentation. The reason for 

providing higher biomechanical properties for the 

kyphoplasty method was not only the application 

technique but also the cement amount in the study of 

Burval et al. [50]. While the amount of 4 cc PMMA was 

used in the kyphoplasty method due to creating a balloon 

in bone tissue, the transpedicular augmentation process 

was performed with 2.5 cc cement. It was hypothesized 

that the higher amount of cement, the higher cement 

interface between screw and bone. Unfortunately, 

Pishnamaz et al. determined that increasing cement 

amount in augmentation methods had a negative effect on 

holding the capability of pedicle screws [32].  

The forces generated due to the cyclic loading on the 

head of the screw sometimes caused the rotation of the 

screw with a fulcrum in the pedicle, and a large amount of 

cement limited the rotation movement of the screw in the 

fulcrum of the pedicle. The limitation of the rotation led to 
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an increase in higher forces on pedicle during the cyclic 

loading and finally these forces caused the loss of the 

stability of fixation and cut out of the screw through the 

superior endplate as a result of cyclic loading [32, 55]. 

Schmoelz et al. compared the pullout performance after 

cycling loading of pedicle screws which augmented with 

medical silicone using the kyphoplasty method and in situ 

augmented with PMMA [34]. A balloon cavity was 

created and filled with 3 ml of self-curing elastomer before 

the insertion of the screw in the novel augmentation 

method. After the implantation of cannulated pedicle 

screws, they were augmented in situ with 2 ml PMMA. 

The novel augmentation method had higher pedicle screw 

anchorage under cyclic loading in comparison with 

conventional PMMA augmentation. Although the cement 

type and amount of cement were different in comparison 

to kyphoplasty and in situ augmentation methods, the 

results showed that self-curing elastomeric silicone might 

be a good alternative to the PMMA. The material 

properties of cements were determinant on the anchorage 

performance of pedicle screws. The PMMA, which had 

higher stiffness than bone, interdigitated with trabecular 

bone tissue and provided reinforcement and interlocking 

mechanism with trabecular bone [56]. On the other hand, 

the stiffness of elastomer silicone was almost similar with 

the bulk stiffness value of trabecular bone instead of the 

stiffness of single trabecula, and this resemblance between 

silicone and trabecular bone enabled silicone to have 

higher anchorage performance due to creating a cavity and 

filling it with silicone [34]. Both the novel bioactive bone 

cement (Sr-HA) and PMMA were filled to the pedicle 

holes by the prefilling method within about 3 minutes 

before the insertion of the screw. While the PMMA 

cemented pedicle screws had higher pullout and toggling 

performance than Sr-Ha cemented ones, it was 

hypothesized that Sr-HA and PMMA cements provided an 

almost similar fixation performance for pedicle screws. 

 

 
 

Figure 4. Cement application techniques; (a) prefilling,    

(b) injection [7] 

Despite having lower mechanical strength, Sr-HA 

cement provided a larger bone-screw interface and it also 

covered most of the length of the screw after insertion due 

to having longer handling time than PMMA [25]. 

Moreover, the modulus of elasticity of PMMA was 

drastically higher than bone, which was almost similar to 

calcium triglyceride bone cement (CTBC). While this 

similarity provided some advantages to the CTBC 

compared to PMMA for in vivo usage, more cycles and 

bending moments applied higher were required in order to 

reach the same screw loosening for PMMA due to lower 

mechanical properties of CTBC [57]. 

 

5. Conclusions 

The toggling test, which simulates the movement of the 

body in time, is performed in order to determine the long-

term pullout performance of pedicle screws. It was 

concluded that the pullout strength of pedicle screws 

generally decreased with toggling. The parameters of cyclic 

loading determined by observing the movement of the spine 

were fairly crucial for the pullout performance of pedicle 

screws because they had an important impact on the stability 

of screws. The cement augmentation, design parameters of 

screws, and properties of test medium had important roles in 

determining the holding capacity of pedicle screws under 

cyclic loading, as well. Although the cement augmentation 

increases the pullout strength without cyclic loading 

indisputably, there are various studies providing different 

results about the effect of cement augmentation on pullout 

performance after toggling. In these studies, the types or 

design parameters of pedicle screws affected the pullout 

performance directly as expected. The screw types as normal, 

cannulated or expandable screws, conical or cylindrical, 

cortical or trabecular, and the design parameters as outer 

diameter, core diameter, length, lead, and core geometries 

were compared in different studies. Furthermore, the pullout 

performance of screws changes with insertion techniques, 

test medium, and spinal level; however, there is not a certain 

discussion whether these parameters have a significant effect 

on long term pullout behavior or not. 
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  ARTICLE INFO  ABSTRACT 

 In this study, compressibility, and conventional and ultra-high frequency induction sintering 

behaviors of 99.8% purity and 50-70 µm size range aluminum powders were investigated. In the 

compressibility studies, uniaxial-cold pressing method was used. Green samples were produced in 

the range of 50-275 MPa using different pressures. By measuring the apparent densities of the 

produced samples, the optimum compressibility pressure was determined as 200 MPa. Pure 

aluminum powder metal samples produced with this ideal pressing pressure were sintered in both 

classical and ultra-high frequency induction methods in the range of 500-600 oC. Sintering was 

performed as 40 min in the traditional method and 5 min in the ultra-high frequency induction 

sintering method. As a result of the tests carried out in this study, it was determined that pure 

aluminum samples were successfully sintered with a high frequency induction system in a shorter 

time than traditional sintering method. 
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1. Introduction 

Because of their superior strength to weight ratio, easy 

machining and excellent corrosion resistance, aluminum 

alloys and aluminum matrix composites (AMCs) have 

been applications in the automobile industry such as 

cylinder blocks, pistons and piston insert rings [1]. In 

addition to this, the aluminum alloys and AMCs are widely 

utilized in marine, aerospace and defence industries [2-5]. 

One of the manufacturing process of the AMCs is powder 

metallurgy (PM). When compared to other manufacturing 

processes likely conventional casting method, energy 

conservation can be increased up to 50% by using PM. 

Additionally, due to having final products via PM, there 

are nearly no raw materials [6]. Therefore, many 

researchers have focused their efforts on the study of the 

sintered AMCs.  

Sintering of AMCs has some challenges. One of them is 

oxide layers. Aluminum powder have always oxide layers 

and these oxide layers prevent sintering. Eliminating these 

oxide layers is not possible with low temperature which is 

carried out for sintering AMCs. There are two processes 

most commonly used to decrease negative effect of the 

oxide layers on the sintering behavior and mechanical 

properties of the AMCs. First process is to increase contact 

areas among powders. For this purpose, higher compaction 

pressure is carried out to destroy oxide layers or some 

elements are added to create a liquid phase during sintering 

such as Cu [7-9]. In this way liquid phase can diffuse 

interfaces of powders. Hence interfacial bonding between 

powders is improved. Second process is to add elements 

which can help to decomposition aluminum oxide or 

reduce oxide [9-12]. Magnesium is very reactive and so it 

is used as a solid reducing agent. A possible reaction is 

 

       3Mg + 4Al2O3 → 3MgAl2O4 (Spinel) + 2Al     (1) 

 

Gokce and Fındık, in their study, investigated 

mechanical and physical properties of the Al-1%Mg 

sintered parts. This study shows that while the sintering of 

the wax added Al-1%Mg composite samples for 

dewaxing, large porosities were being formed and so 

volume increased, and density decreased. Consequently, 

The comparative study of conventional and ultra-high frequency induction 

sintering behavior of pure aluminum  
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TRS of the wax added Al-1% Mg composite samples the 

increased as nearly 10 times in wax free samples [13]. 

Oh and Anh investigated effects of the Mg addition and 

compaction pressure on mechanical and microstructure 

properties of Al-3Cu composites. For this purpose, the 

compaction pressures of 100, 250, 500 MPa were carried 

out and Mg was added in three different compositions, 0.5, 

1.5, and 2.5 wt.%. The study shows that because of the 

limited wettability of Mg element compared with Cu, the 

sintered density decreases with the increase of Mg 

addition. They reported that with the addition of small 

amount of Mg, the oxide layer is broken and also MgAl2O4 

spinel structures are formed, so contact area between Al 

and Cu increases. As a result, small amount of Mg addition 

improves the mechanical behavior of Al-Cu composites 

[9]. 

Gokce et al. investigated effects of Mg content on 

mechanical properties and aging behavior of Al4CuXMg 

composites. For this purpose, four different premixed 

powder compositions, Al4Cu, Al4Cu0.5Mg, Al4Cu1Mg, 

Al4Cu2Mg, were used. Premixed powders were pressed at 

400 MPa. Green compacts were sintered at 615 oC for 1.5 

h. After sintering, specimens were aged at 180 oC. Aging 

time was varied between 6 h and 48 h. AS a result, highest 

hardness value was measured from 24 h aged Al4Cu2Mg 

alloy [14]. 

Boland et al. studied to improve the mechanical 

properties of P/M Al-Cu-Mg composites by using different 

Mg and Cu addition. In this study, 3.4, 4.4 and 5.4 wt.% 

Cu and 0.5, 1.5 and 2.5 wt.% Mg was added. Also, 

composites were compacted at pressures from 100 to 500 

MPa and then sintered at various temperatures between 

560 and 630 oC and times between 1 and 100 min. It was 

reported that the optimum manufacture process for P/M 

2324 (Al–4.4Cu–1.5Mg) included a compaction pressure 

400 MPa followed by sintering at 600 oC for 20 min [15]. 

Gokce et al. investigated mechanical properties of P/M 

pure Al, Al5CU and Al5Cu0.5Mg parts. Pure Al and 

premixed powders were pressed in uniaxially at 400 MPa. 

Pure Al compacts were sintered at 600 °C for 2 h. Al5Cu 

and Al5Cu0.5Mg composites were sintered at 590 °C for 

90 min. The tests show that although the Al5Cu0.5Mg 

composites have the lowest density, they have the highest 

TRS and hardness [16]. 

Reducing the temperature and application time will also 

reduce the formation and thickness of the oxide layer [17]. 

Microwave, spark plasma and induction sintering are 

common sintering methods that reduce sintering temperature 

and time. Sintering of aluminum alloys and composites by 

microwave and spark plasma method has been studied in 

many aspects [18-22]. In their study, Zadra et al. Sintered 

pure aluminum with spark plasma sintering (SPS) method at 

470-525 oC temperatures. They reported that sintered 

samples had a hardness of 27 HV0.1 [23]. Zeng et al. 

produced the pure Al P/M using SPS method. The sintering 

temperature range was chosen as 450-600 oC. The highest 

hardness was determined as 37.7 HV in the samples sintered 

at 550 oC [24]. Kwon et al. manufactured the P/M pure Al 

parts using SPS process at 280-560 oC and reported that the 

relative density increased as the sintering temperature 

increased. [25]. Induction sintering method, another rapid 

sintering method, was widely studied on sintering of carbide 

and oxide ceramics such as WC, TiC, B4C, Al2O3 and iron-

based metallic parts. However, the sintering of aluminum-

based parts has not become widespread [26-30]. Induction 

heating technology is used in production methods and stages 

such as heating, melting, welding and sintering [31]. In this 

technology, the heating parameters depend on the 

electromagnetic properties of the material to be heated. In 

induction sintering, ohmic heating takes place with the 

electromagnetic field changing with eddy currents. Skin 

Effect is the mechanism that concentrates the current density 

on the surface [32-34]. The relationship between electrical 

conductivity (σ), current frequency (f), magnetic 

permeability (μ) and skin depth (δ) is expressed in Eq. 2: 

 

                     𝛿 =
1

√𝜎𝜋𝑓𝜇
    (2) 

Induction sintering is a widely used method for the rapid 

sintering of iron-based P/M parts due to its electromagnetic 

properties. With this study, it was aimed to reveal the 

sinterability of aluminum based powder metal parts by 

induction fast sintering. For this purpose, the P/M pure 

aluminum green samples were manufactured by cold 

pressing method, by applying 200 MPa and sintered by using 

40 minutes conventional and 5 minutes ultra-high frequency 

induction method with 11 different temperatures between 

500-600 oC temperatures. When comparing the test and 

analysis results of the samples sintered with the conventional 

and ultra-high frequency induction sintering (UHFIS) 

method, it was found that aluminum alloys were successfully 

sintered in a much shorter time with the ultra-high frequency 

induction sintering method. 

 

2. Materials and Method  

In this study, pure aluminum powders with 99.8% purity 

and 50-70 µm powder size range were used. The 

compressibility of aluminum powders was first investigated. 

For this purpose, aluminum powders prepared by weighing 

on a scale with a sensitivity of 0.0001 gr were uniaxial cold 

pressed via hydraulic press. In the compressibility analysis, 

pressing was performed in the pressure range of 50-275 MPa 

with 25 MPa intervals. After pressing, the density of the 

samples was calculated in accordance with the Archimedes 

principle [32]. 

The 11 green samples pressed at 200 MPa compaction 

pressure determined as a result of compressibility tests have 
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traditionally been sintered in the ash furnace. In the other 11 

green samples, ultra-high frequency induction sintering was 

applied using 8 kW power and 900 kHz high frequency 

induction heating machine. n the induction and conventional 

sintering methods, 500-600 ˚C was chosen as the sintering 

temperature range with 10˚C intervals. In sintering of the 

green samples, the application time was 40 minutes in the 

traditional method. In ultra-high frequency sintering, the 

sintering time was 5 minutes. The image of the samples after 

sintering can be seen in Figure 1. 

Sintered densities of the samples were measured by 

the Archimedes principle. The sintered density is defined 

in Eq. 3: 

   𝜌 =
𝑚𝑎

𝑚𝑐−𝑚𝑤
𝑥𝜌𝑤𝑎𝑡𝑒𝑟   (3) 

Where: 

ma is weight of sintered part in air, mc is weight of 

sintered part in air after submerged from water, mw is 

weight of sintered part in water. 

The samples were sanded with 180-1200 grid 

sandpaper respectively, polished with 3 and 1 micron 

diamond solutions via Metkon Farcipol 1V polishing 

machine. The polished samples were etched with Keller 

solution (2.5 ml HNO3, 1.5 ml HCl, 1 ml HF, 95 ml water). 

The metallographic examinations were carried out via 

Nicon Eclipse LV150N optic microscope. The Bulut 

Makine BMS 200 RB hardness tester was used for the 

Brinell hardness measurements of the samples. Hardness 

measurements were carried out in accordance with ASTM 

E10-15a standards [35]. In the Brinell hardness tests, 62.5 

kg load was applied, and 2.5 mm diameter steel ball 

indenter was used. Measurements were repeated 5 times 

for each sample and these 5 measurements were averaged. 

3. Results and Discussions 

To determine the compressibility of 2.5 and 5 g pure 

aluminum powders, the powders were pressed using the 

uniaxial cold pressing method in the pressure range of 50-

275 MPa. Compressibility graphs of pressed samples 

obtained by density measurements performed with the 

Archimedes principle are shown in Figure 2. As is well 

known, aluminum powders have higher compressibility than 

iron alloy powders [36]. Therefore, it is possible to achieve 

high green density in P/M aluminum parts with lower 

compacting pressures. [37]. In the 50-175 MPa compaction 

pressure range, the density was found to be about 2.40 to 2.5 

g/cm3. The substantial increase in density occurred when the 

compaction pressure increased from 175 MPa to 200 MPa. 

Even after the compaction pressure was increased up to 275 

MPa after 200 MPa, there was no significant increase in 

density values. This result showed that the ideal 

compressibility for the aluminum powders used was at a 

compaction pressure of 200 MPa.  

Figure 3 shows the weight changes depending on the 

sintering temperature in the samples pressed with 200 MPa 

compaction pressure and then sintered with traditional and 

UHFIS methods. There were two main reasons for weight 

change in aluminum powder metal samples. The first was the 

weight increase observed as a result of oxidation. Another 

was the weight reductions that occurred as a result of 

evaporation of paraffin-based mold lubricants or lubricants 

added to the powder mixture that penetrated the powder 

metal sample surface during evaporation. In this study, no 

lubricant or binder was added to the powder mixture. 

However, solid paraffin lubricants have been used to prevent 

aluminum powders from plastering on the mold walls, which 

is a common problem in cold pressing of aluminum powders. 

These lubricants were determined to penetrate the un-

sintered sample surfaces after pressing. Compared to the 

UHFIS method of the traditional method, the lubricant gave 

more successful results in flying. The main reason for this 

was that the traditional sintering time was much longer than 

UHFIS. Another reason for this was that the electromagnetic 

properties required for induction heating were not found in 

the solid paraffin lubricant. 

 

 
(a) 

 
(b) 

Figure 1. Sintered Samples with Traditional (a) and UHFIS 

(b) Methods 

 
Figure 2. Graph of density as a function of compacting pressure 



 

 

 

 

Figure 3. Change in weight as a function of sintering temperature 

 
Figure 4. Change in volume as a function of sintering temperature 

The volume changes depending on the sintering 

temperature in the samples sintered with traditional and 

UHFIS methods are shown in Figure 4. In powder metal 

samples, volume increase may occur due to grain growth, 

flying lubricant and binder, swelling caused by phase 

transformations. The main mechanism for the decrease in 

volume is that the pores are closed by sintering after pressing. 

The lowest volume change was observed in UHFIS at 540 
oC, while the traditional method generally showed an 

increase in volume. However, a decrease in volume was 

determined in the sintering process performed at 560 oC. 

The density changes depending on the sintering 

temperature in the samples sintered with traditional and 

UHFIS methods are given in Figure 5. The samples with the 

highest density obtained in samples sintered by UHFIS 

method were samples sintered at 540 oC. The lowest density 

values were measured in the samples sintered at 560 oC. In 

the sintering carried out in the traditional method in the 520-

580 oC temperature range, the density values were measured 

close to each other, in the range of approximately 2.65-2.66 

gr/cm3. In the traditional method, the lowest density was 

determined in the sample sintered at 500 oC. In general, in 

the UHFIS method, the apparent density was obtained higher 

than the traditional method. This result shows that the UHFIS 

method, where heating with the electromagnetic mechanism 

takes place, is effective in closing the pores even in a shorter 

time compared to conventional sintering. Thus, it can be said 

that the UHFIS method has a positive effect on the 

sinterability of aluminum. 

The hardness changes of the samples sintered by 

traditional and UHFIS methods depending on the sintering 

temperature are given in Figure 6. Higher hardness values 

were obtained in samples sintered by the UHFIS method 

compared to the traditional method. When the density 

changes depending on the sintering temperature (Fig. 5) and 

the hardness changes (Fig. 6) are examined together, it is 

understood that for the traditional method, the samples are 

insufficiently sintered at 500 oC sintering temperature. In 

these samples sintered by the traditional method, while the 

hardness increased up to 550 oC, as a result of the grain size, 

it decreased again by about 14% after 550 oC. Although the 

highest hardness value was measured at 500 oC in samples 

sintered by UHFIS method, when the density and hardness 

values of 540 oC sintered samples are examined together, it 

can be said that this temperature is the ideal sintering 

temperature of aluminum samples for the UHFIS method. 

Figure 7 shows the microstructures of sintered samples at 

520, 540, 560, 580 and 600 oC by UHFIS method, 

respectively. Microstructure images were obtained with an 

optical microscope at 500x magnification.  

 

 
 

Figure 5. Apparent density of sintered samples as a 

function of sintering temperature 

 

 
 

Figure 6. Hardness of the sintered samples as a function of 

sintering temperature 
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Figure 7. Microstructures of sintered samples at various temperatures by UHFIS Method: a) 520 oC, b) 540 oC, c) 560 oC, 

d) 580 oC and e) 600 oC. 

 

When the microstructure images were examined, it was 

seen that after the sintering, the number of pores between the 

particles was considerably decreased and the existing pores 

were small in size. Besides, the effect of eddy currents in the 

microstructure of the sample sintered at 600 oC was 

determined. 

In Figure 8, microstructure images of the samples sintered 

by traditional and UHFIS methods are given at 600 oC, 

respectively. Images were taken under an optical microscope 

at 200x magnification. These microstructure images show 

differences in the size and distribution of the pores of these 

two samples with similar density. In the traditional method, 

the pores after sintering were much larger than the pores in 

the samples sintered by the UHFIS method. In addition, it 

was determined that these pores showed a more 

homogeneous distribution in the samples sintered by the 

UHFIS method. This indicates the sintering behavior and 

success of P / M pure aluminum with the UHFIS method. 

 

 

 

 
Figure 8. Microstructures of sintered samples with (a) 

traditional and (b) UHFIS Methods at 600 oC 
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4. Conclusions 

In this study, compressibility of uniaxial cold pressing with 

pure aluminum powders having 99.8% purity and 50-70 µm 

size was investigated. Traditional and ultra-high frequency 

induction sintering behaviors of samples pressed with 

optimum compaction pressure determined by compressibility 

tests were compared. Sintering processes were carried out 

with both methods at 10 oC intervals in the range of 500-600 
oC. In the traditional method, sintering was performed as 40 

minutes. In the UHFIS method, sintering was applied for 5 

minutes. The results are as follows: 

• The optimum compaction pressure of pure aluminum 

powders with 99.8% purity and 50-70 µm size is 200 MPa. 

• Traditional method is more successful in evaporating 

lubricant than UHFIS method. 

• Density values of samples sintered by UHFIS method are 

higher than density values of samples sintered by traditional 

method. 

• The hardness values of the samples sintered by UHFIS 

method are higher than the hardness values of the samples 

sintered by the traditional method. 

• The UHFIS method decreases the pore size more 

effectively and the distribution of the pores in the internal 

structure becomes more homogeneous. 

• Pure aluminum powders, 5 min the optimum sintering 

temperature is 540 oC during sintering with UHFIS method. 

• Thanks to the work done, it was shown that it was 

successfully sintered to pure aluminum powder metal 

samples in less than 8 times less time by using induction. 
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 Modeling of tubes containing fluid flow is widely used in the study of heat exchangers, nuclear 

reactors, micro and nano tools, etc. This system is structurally simple but very complex in terms 

of dynamic behavior and vibrations. In this paper, an analytical relationship for nonlinear 

vibrations of self-excitation of a nanocomposite conical tube containing fluid flow is extracted, 

one end of which is free and the other side is fixed and is under gravitational force. The base 

material is assumed to be 1200 series aluminum, which is reinforced with carbon nanotubes.  The 

Hamiltonian equations are obtained, assuming the Euler–Bernoulli beam theory and the use of the 

Galerkin method, dissected the partial derivative equations into Ordinary Differential Equations 

(ODE), then solved by MATLAB coding and investigated the effect of various parameters on 

system behavior. As the fluid velocity increases, the amplitude of the vibration increases and the 

nonlinear effects of the system increase, so more modes are needed to converge the responses. In 

a conical tube, the βT coefficient increases with increasing inner diameter along the tube and the 

system becomes more stable. Increasing the length of the pipe makes the opening conical pipe 

more stable and the closing conical pipe more unstable. The change in length has no effect on the 

stability of the cylindrical tube. 
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1. Introduction 

The issue of fluid flow pipes has been seriously studied 

since about 1950 to analyze the vibrations of oil pipelines. 

Although this system is structurally simple, it is very 

complex in terms of dynamic behavior. Various nonlinear 

phenomena are more pronounced in the dynamic behavior 

of these systems, especially in tubes with free ends. 

Modeling of such systems is used in heat exchangers, 

nuclear reactors, micro and nano tools, robots and 

underwater equipment, etc. One of the main features of 

these systems is that if the velocity of the material being 

transferred is high enough, the structure may suffer from 

deflection or oscillation instability in bending modes. For 

these structures, the rate of acceleration that leads to the 

onset of instability is called the critical mass transfer rate. 

In analyzing such systems, it is usually to determine two 

cases. The first is the critical velocity of the mass being 

transferred and the second is the relation between the 

characteristic frequencies (specific values) and the 

velocity of the transfer mass. The first is the main goal of 

sustainability analysis, and the second is important if the 

characteristics of the free frequency and the response to a 

set of specific excitation are considered. Extensive 

research has been done on various types of tubes 

containing fluid flow, but most of this research has been 

limited to linear models and a small number of variable 

cross-sections. Probing biomechanical properties with a 

centrifugal force quartz crystal microbalance [1]. This 

study examines flexible tubes containing flow. Lu et al. [2] 

investigated internal resonance and stress distribution of 

pipes conveying fluid in supercritical regime. Xinbo [3] 

showed in experimental device for the study of liquid–

solid coupled flutter instability of salt cavern leaching 

tubing. Amabili et al. [4] studied the effects of geometric 

defects on the nonlinear stability of a cylindrical shell 

containing fluid flow and the effect of Van der Waals 

force. Liang et al. [5] analyzing the vibrations caused by 

Nonlinear vibration and dynamic response of nano composite conical tube 

by conveying fluid flow   
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the flow and stability of double-walled carbon nanotubes 

based on the theory of coupling stress, investigated the side 

and fixed effect of Winkler elastic constant (spring 

stiffness). Sadeghi et al. [6] investigated the effect of mass 

at the end of the tube for three-dimensional mode. Ghayesh 

et al. [7] studied the motion of a tube integrated containing 

the flow, taking into account the flexibility of the tube in 

two dimensions. One of the areas that has received the 

most attention recently is the nanoscale and the use of 

nanocomposites. Farajpour et al. [8] investigated the 

nonlinear mechanics of nanotubes containing fluid flow. 

Liang et al. [9] investigated the free vibrations and 

dynamics of the rotating tube containing the fluid flow. 

Their study found that rotational motion reinforces tube 

strength and eliminates the buckling instability. Lu et al. 

[10] investigated the effects of nonlinear vibrations on the 

fatigue life of fluid transfer tubes made of Functionally 

Graded Material (FGM) materials. The results of fatigue 

analysis show that internal resonance shortens the life of 

fatigue and reduces the distribution coefficient of FGM 

tube, reduces resonance response and maximum tube 

tension. Mohammadi et al. [11] investigated an efficient 

solver for fully coupled solution of interaction between 

incompressible fluid flow and nanocomposite truncated 

conical shells. the dynamic instabilities of nanocomposite 

truncated conical shells containing a quiescent or a flowing 

inviscid fluid are scrutinized. Nonlinear dynamic 

equations are established according to the Novozhilov's 

nonlinear shell theory along with Green’s strains and 

Hamilton principle. Dinh et al. [12] investigated for 

electro-thermo-mechanical vibration of nanocomposite 

cylindrical shells with an internal fluid flow. Khudayarov 

et al. [13] investigated numerical simulation of vibration 

of composite pipelines conveying fluids with account for 

lumped masses. Sedighi [14] investigated divergence and 

flutter instability of magneto-thermo-elastic Cubic boron 

nitride (C-BN) hetero-nanotubes conveying fluid. On the 

basis of finite element analysis, an eigenvalue problem is 

performed to examine the vibrational characteristics of a 

hetero-nanotube made of C-BN nanotubes in magnetic and 

thermal environment. Bahaadini et al. [15] investigated 

dynamic stability of viscoelastic nanotubes conveying 

pulsating magnetic Nano flow under magnetic field. 

Dynamic stability analysis of viscoelastic carbon 

nanotubes (CNTs) conveying pulsating magnetic Nano 

flow subjected to a longitudinal magnetic field. Li et al. 

[16] analytically investigated Vibration of a Fluid-

Conveying Pipe Flexibly Restrained at the Ends. In their 

studies the effects of different spring stiffness coefficients 

on the parametric resonance responses are presented. 

According to a review of similar research, the nonlinear 

vibrations of the tube with the variable cross-section have 

not been analyzed analytically. In this study, a nonlinear 

analytical relation is obtained for the self-excitation 

vibrations of the nanocomposite conical tube with a free 

end that contains a fluid flow and is under gravity. 

 

2. Problem Statement  

Figure 1 shows the geometric parameters of the tube. In 

this study, it is assumed that the fluid is incompressible, so 

the volumetric flow rate is constant along the tube and the 

velocity obtained by dividing the flow rate by the fluid cross 

section. The total cross-sectional area at each point is 

determined by Ae (s), the area of the section containing the 

Af (s) fluid, and the cross-sectional area of the tube with Ap 

(s). The tube is assumed to be a fixed head. The flow entry’s 

the tube from the top and is under gravity and exits from the 

bottom of the tube.  

    The equations of motion in the form of a partial 

differential equation derivative are a function of x and t, 

which must be written to the matrix form of the finite 

element to solve the equations. The matrix form can be 

solved in a variety of ways, including the Runge-Kutta 

method. The steps for converting equations to the matrix 

form of finite element components are as follows, that is, 

first, using the Galerkin method, write the equations of the 

Partial Differential Equations as a weak form, and then the 

common matrix that you see these steps in Figure 2. 

The Galerkin method is a special case of the residual 

weight method, which is a function of weight equal to the 

approximation function.  

 

2.1 Fourth Order Runge-Kutta Method 

This method has several levels that in this article, the 

fourth order mode is used. Fourth Order Runge-Kutta 

Method is a numerical technique used to solve ordinary 

differential equation of the form. 

0( , ), (0)
dy

f x y y y
dx

= =  (1) 

 

Figure 1. Geometry of the problem 
 
 

 

 

Figure 2. Steps to convert partial derivative equations into a 

matrix form 
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K1, K2, K3, and K4 are the values of the Runge-Kutta 

method, which should be weighted average of these values 

with the values of displacement and velocity in the 

previous step in order to calculate the velocity and 

displacement in each step [17]. 

  

1
1 2

2
3

4 3 1

1 2 3 4

( , ), ( , ),
2 2

( , ),
2 2

( , )

1
( 2 2 )

6

i i i i

i i

i i i

i

kh
k hf x y k hf x y

kh
k hf x y

k hf x h y k y

y k k k k

+

= = + +

= + +

= + +

= + + + +

 (2) 

in which h is time step of solving. Classical elasticity 

theories deal with issues in which the displacements are 

small, but in the case under consideration it is possible to 

make large displacements, which makes the importance of 

nonlinear terms important. In elasticity (x, y, z) it indicates 

the position of the material point in the elastic body and (u, 

v, w) corresponds to the displacements of the same 

material point. Properties of composite material reinforced 

by carbon nanotube are obtained using the following 

relations [18]: 

11 1 11C

CNT m

CNT mE V E V E= +  (3) 

2

22 22C

CNT m

CNT

m

V V

E EE


= +  (4) 

3

12 12C

CNT m

CNT m

V V

G G G


= +  (5) 

12 12C

mCNT

CNT mv V v V v= +  (6) 

0 0 0C

mCNT

CNT mV V  +=  (7) 

11 11C

mCNT

CNT ma V a V a= +  (8) 

22 12 22 12 111(1 () )
C

CNT C

c

mNT

CNT

m

ma a v vv V V a a+ −= + +  (9) 

    In this relation 𝐸11
𝐶𝑁𝑇  and 𝐸22

𝐶𝑁𝑇  are elastic modulus and 

𝐺12
𝐶𝑁𝑇  shear modulus of single-walled carbon nanotubes. 

1,2 and 3 are the carbon nanotube performance 

parameters. VCNT and Vm, respectively, are the volume 

fraction of carbon nanotubes and matrices that apply to the 

VCNT + Vm=1 relation. 12
𝐶𝑁𝑇and 𝜌0

𝐶𝑁𝑇  are Poisson's ratio 

and density of carbon nanotubes 𝑚 and 𝜌0
𝑚 are Poisson's 

ratio and density of matrix. In these relations, 𝛼11
𝐶𝑁𝑇 .  𝛼22

𝐶𝑁𝑇 

and  m are the thermal expansion coefficients of the 

carbon nanotube and the matrix.  The properties of carbon 

nanotubes are presented in Table 1 and the values of 

carbon nanotube performance parameters are presented in 

Table 2. 

The base material is assumed to be 1200 series 

aluminum, which is reinforced with carbon nanotubes. The 

fluid passing through the pipe is also assumed to be water. 
The main mechanical properties of aluminum are listed in 

Table 3. 

The assumption of the problem is that the fluid is 

incompressible and turbulent that the diameter of the tube 

is small compared to the length. Assuming the Euler–

Bernoulli beam theory was used for the problem, rotational 

inertia and shear deformation were ignored, assuming that 

the central axis of the tube did not change in length (the 

condition of non-expansion). The energy method is based 

on Hamilton's principle and is as follows: 
 

2 2

1 1

0

t t

t t

Ldt Wdt + =   (10) 

    

 In this relation, L is the Lagrangian system (L = TP + TF – 

VP - VF) where TP and Vp are kinetic energy and tube 

potential and TF and VF are kinetic energy and fluid 

potential, respectively. W virtual work is a force that is 

not included in Lagrangian. But Hamilton's original form 

is established for closed systems, that is, in a system where 

there is no mass flow in or out, the Hamilton principle 

should be used to investigate the problem, that the system 

is assumed to be independent of the lost forces 0W = : 

2 2

1 1

( ).

t t

t t

R
Ldt MU U R dt

t
 

→
→ → 

 = + 
 
 

   (11) 

   T
→

 and R
→

 are the position vectors and the vector unit 

tangent to the tube, respectively. The relation was 

established in 1961 by Benjamin [21] about flow tube that 

was modeled with the Euler–Bernoulli beam. The MU 

term coefficient is the amount of energy that is added to or 

reduced from the system by the end of the tube, the right 

side of the relation was considered as the transfer virtual 

momentum through the free surface of the end of the tube. 

This term is directly related to the instability mechanism. 

The energy finding by the tube is as follows: 
1

2

0

( . )

t

W MU R U R dt
→ →

 = − +  (12) 

Table 1. Material properties of single-walled carbon nanotube 

(10,10) (12
𝐶𝑁𝑇 = 0.175) [19] 

Temperature (K) 700 500 300 

𝐸11
𝐶𝑁𝑇 (TPa) 5.4744 5.5308 5.6466 

𝐸22
𝐶𝑁𝑇 (TPa) 6.8641 6.9348 7.0800 

𝐺12
𝐶𝑁𝑇  (TPa) 1.9644 1.9643 1.9445 

11
𝐶𝑁𝑇(10-6/K) 4.6677 4.5361 3.4584 

2
𝐶𝑁𝑇(10-6/K) 4.8943 8.0189 5.1682 

 

Table 2. Efficiency parameters for different values of VCNT  [19] 

3 2 1 VCNT 

0.934 0.934 0.149 0.11 

0.941 0.941 0.150 0.14 

1.381 1.381 0.149 0.17 



 

 
Table 3. Mechanical properties of 1200 series aluminum [20] 

properties E(Gpa) G(Gpa) (g/cm3)  

value 70 28 2.7 0.29 

     

     If the two ends of the tube are fixed W = 0  and the 

system is conservative. For small input velocity’s, the fluid 

is W < 0  and the system is stable, but for large enough 

velocity’s, the value of W  is positive and the system is 

unstable. Defining an exact relation for kinetic energy is 

very important in large deformations. Stoker [22] 

introduces the following relation for this purpose: 

2 2 2

0

[ 1(1 ) ]
2

L
E

V A k dx = + +  (13) 

    X the Lagrangian coordinates, A cross-sectional area, I 

moment of inertia, and   strain. The tube with the 

assumption of non-expandability 0 = , the relation is as 

follows: 

2 2

0 0
2 2

L L
EI EI

V k dx k ds= =   (14) 

   Gravitational energy is dependent on mass and is in a 

uniform field as follows: 

G gx dV=   (15) 

    The gravitational energy in the present case is written as 

follows: 

0

( ) ( )

L

G m M g X u ds= − + +  (16) 

   

The kinetic energy of the whole system is the sum of the 

kinetic energy of the tube, Tp, and the kinetic energy of the 

TF fluid, which is defined as follows: 
 

2 2

0 0

,
2 2

L L

P P F F

m m
T V ds T V ds= =   (17) 

 

Using the Hamilton principle, after performing the 

necessary calculations, the equation of motion is obtained 

as follows (for a fixed cross-sectional area): 
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(18) 

Assuming the steady flow is the dimensionless linear 

equation as follows: 

Table 4. Physical concepts in the equation of motion. 

Phrase Physical concept 
2

2
( )

y
m M

t


+


 Inertial force 

2

2
y

MU
x t



 
 Coriolis force 

2
2

2

y
MU

x




 Center side force 

( ) (( ) )m M g L x y − + −  The force of gravity 

4

4

y
EI

x




 Durable bending force 

dU
M

dt
 The force of the unstable flow 

    

 𝜂′′′ + 𝜂̈ + 2𝑢√𝛽𝜂̇′ + 𝜂′′(𝑢2 − 𝛾(1 − 𝜉)) + 𝛾𝜂′

= 0 

(19) 

   Which are its dimensionless parameters: 
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Using these dimensionless parameters, Equation 18 

becomes the following form: 
 

2 2

2 2

1
2 3 2

0

2 2
1

2

0

2 (1 )

3 1
( )(1 )(1 )) )

2 2

4 ( (

( 2 )
2

( )

)u u

u

d d

u
u u d

d d





 



    (+





     +     )  


   +   ) 

 

 +   (+ 

=

(

 



 





+

+ − − + +

      + + − +

   +
+



+

+ +

  +

 




 (21) 

     

Physically, u is the dimensionless velocity of fluid, γ is 

the ratio of gravitational force to bending strength, and β 

is the ratio of fluid mass to total mass per unit length of 

pipe. Positive values of γ mean that the tube is hanging, ie 

the upper end of the tube is fixed and the lower end of the 

tube is free. Negative γ values mean that the lower end of 

the tube is fixed and the upper end of the tube is free. 

Considering the change in cross section, the equation of  

motion is as follows: 
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The geometric characteristics of the tube is shown in 

Figure 1. Geometric dimensionless parameters are written 

based on the geometric characteristics of the tube. The 

moment of inertia and mass, the cross-sectional area and 

density are dimensionless and the relations related to the 

radius and dimensionless dimension are obtained as: 
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By dividing the area and moment of inertia by their 

values at the beginning of their tube, it becomes 

dimensionless: 
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(24) 

    Therefore, the area and time of the dimensionless 

moment of inertia are as follows: 
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(25)  

  Other dimensionless parameters are defined as follows: 
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    To shorten the equations, the following parameter is 

defined: 
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    Finally, dimensional equation in the form below: 
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(28) 

    After obtaining the equations of motion, it is necessary 

to use the Galerkin method mentioned earlier to make the 

equations discrete and matrix. 
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   The final matrix form of motion equations will be as 

follows: 

 

Figure 3. Simulink model of nonlinear differential equation 

solution 
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3. Results and Discussion 

Numerical methods must be used to solve the equations 

obtained in the relation. In this study, MATLAB software 

and Simulink part have been used to solve these equations. 

The equations in Simulink are solved by Runge-Kutta 

method. The time step and tolerance are also considered one 

thousandth. The values of entry of a matrix the coefficients 

are calculated by the codes written in MATLAB. The figure 

shows the Simulink model used. 

    First, it is necessary to evaluate the results with the work 

of other researchers, and for this purpose, two diagrams of 

the figures are presented is shown in Figure 4. The diagram 

of critical velocity changes in terms of coefficient using 

different modes for solution.  

 

 

Figure 4. Evaluate results with other research work in ref [23] 
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According to Figure 5, as the number of modes used in 

the Galerkin method for solving increases, the jumps that 

appear in the diagram increase, and the location of the 

jumps displacement to the left of the diagram. Figures 6 

are shown to investigate the effect of gravity and the length 

of the tube on the critical velocity of the diagrams. 

As mentioned, to solve the nonlinear equations, the 

Simulink model is created according to the figure, which 

solves the differential equations discretized by the 

Galerkin method by the Rang-Kota numerical method. To 

ensure the correctness of the nonlinear equations, as well 

as the correctness of the written program for integral 

calculations and the Simulink model, since the results have 

not been worked on the cone tube so far, the results for the 

cylindrical tube state are compared with the research of 

Wang et al [24]. The comparison is shown in Figure 5. 

(Dimensional parameters used for evaluation: β=0.213, 

γ=26.75). 

It can be seen that the results are in good agreement 

with each other. In both graphs the critical velocity is about 

8.5. 
 

 

Figure 5. Diagram of the range of motion of a cylindrical tube 

after the occurrence of instability with a change in velocity 

 (a) Wang et al [24] (b) current article. 

 

Table 5.Default values of dimensionless parameters. 

Parameter Value 

X 40 

γ 0 

* 2 

 0.5 

I* 2 

Ap* 0.14 

Af* 0.11 

    The values of the βT and i parameters are also  

indicated in each figure. Due to the fact that with 

increasing β coefficient, the modes that lead to system 

instability change, and considering that according to the 

observations of this change, the modes move towards 

higher modes, to see the jumps in the diagram, the modes 

used for solving must be increased. Otherwise jumps that 

occur at higher β coefficients will not appear in the graph. 
    According to Figure 6, as the number of modes used in 

the Galerkin method to solve increases, the number of 

jumps that appear in the graph increases and the location 

of the jumps shifts to the left of the graph. To investigate 

the effect of the direction of gravity and the length of the 

tube on the critical velocity is shown in Figures 7 and 8. 

(e= 0, β= 0.5, γ(H)= 0.00251(X/2)3) 
 

 

Figure 6. Critical velocity changes in different modes. 

 
Figure 7. The Effect of gravity and the length of the tube. 

 

 
Figure 8. The Effect of gravity and the length of the tube. 
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    As can be seen in Figures 7 and 8, the negative γ makes 

the system more unstable because the critical speed of the 

fluid is reduced. As γ increases, the critical speed of the 

fluid increases and the system becomes more stable. This 

effect is the same for conical and cylindrical pipes. It 

should be noted that i and e indicate the slope of the 

inner and outer wall of the pipe. Since γ is negative, it 

means that the free end of the tube is above the fixed end 

and the fluid flow is upwards. Therefore, the weight of the 

pipe and the fluid increases the tendency to deflection and 

instability in the pipe, thus becoming unstable at a lower 

speed. Fluid velocity is one of the main parameters of the 

problem. In the figure, the effect of velocity on changes in 

the amplitude of displacement after instability is shown in 

Figure 9. At high speeds, the predicted amplitude 

difference in different modes increases. In nonlinear 

systems, it is necessary to consider more modes to model 

the systems until the response is convergent. The speed 

limit of 11 differences is limited but then increases. 

    In Figure 10, the convergence is greater for the β value, 

and the fourth mode is well responsive. Therefore, less 

modes are required for β in modeling. 

In both Figures 11 and 12, the range of the studied 

velocity is from the beginning of the critical velocity to 

twice the critical velocity. The range of motion for a 

conical tube with different internal angles and with 

different βT coefficients is plotted in the following figures. 

 

 

Figure 9. The Effect of velocity on changes in the amplitude of 

displacement ( 0 , 0.5i Ta = = ) 
 

 

Figure 10. The Effect of velocity on changes in the amplitude of 

displacement ( 0 , 0.1i Ta = = ) 

 

 

i Ta and

between the upper and lower modes in βT is further 

increased. The effect of changing the internal slope angle 

of the conical, the diagram shows the maximum velocity 

displacement for different interior angles in Figure 13. 

In Figures 14 and 15, the wider the internal angle of the 

wall, the lower the range of oscillations, and the narrower 

the internal angle, the higher the rate of growth of the 

oscillation range. Also, in lower beta coefficients, the 

scales obtained after instability have a larger size than 

more beta. Figure 16 shows the natural frequency of the 

system in terms of fluid velocity at different L/h (h is the 

shell thickness (Rs - rs)). As the parameter increases, the 

lateral ratio of the natural frequency of the system 

decreases and the damping frequency of the system 

increases. The critical velocity of the fluid is reduced and 

the system becomes prone to buckling. 

Weight percentage of carbon nanotubes is another 

parameter of this study, which is its effect on the 

Dimensionless frequency shown in Figure 17. increasing 

the Weight percentage of carbon nanotubes increases the 

frequency of the tube. Increasing the carbon nanotubes 

increases the strength of the tube and thus reduces the 

displacement amplitude. 

 

 

187                   Rahmani and Petrudi, International Advanced Researches and Engineering Journal 04(03): 180-190, 2020 

Figure 11. The Effect of velocity on changes in the 

amplitude of displacement ( 0.007 , 0.1 0.5= = ) 

 

According to Figure 12, the difference in response 
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Figure 12. The difference in response between high and 

low modes in βT. 

 

 

 
Figure 13. Maximum velocity displacement for different 

interior angles. 
 

 
Figure 14. Dimensionless natural frequency relative to flow 

rate. 

 

 

Figure 15. Dimensionless natural frequency relative to flow 

rate. 
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Figure 16. Natural frequency of the fluid velocity at different 

L/h. 

 

Figure 17. Frequency change by CNT weight percentage change. 
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Effect of spring mid-support condition on the vibrations of the axially moving 

string 
Saim Kural a,*  

Turkey 
 

  ARTICLE INFO  ABSTRACT 

 In this study, the axially moving string with spring-loaded middle support is discussed. The 

supports assumed as simple support on the string both ends. The intermediate support shows the 

characteristics of the spring. The string velocity is accepted as harmonically varying around a mean 

value. The Hamiltonian principle is used to find the equations of motion. The equations of motion 

become nonlinear, considering the nonlinear effects caused by string extensions. The equations of 

motion and boundary conditions are become dimensionless by nondimensionalization. 

Approximate solutions were found by using multiple time scales which is one of the perturbation 

methods. By solving the linear problem that is obtained by the first terms of the perturbation series, 

the exact natural frequencies were calculated for the different locations of the mid-support, various 

spring coefficients, and various axial velocity values. The second-order nonlinear terms reveal the 

correction terms for the linear problem. Stability analysis is carried out for cases where the velocity 

change frequency is away from zero and two times the natural frequency. Stability boundaries are 

determined for the principal parametric resonance case. 
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1. Introduction 

Because of their low bending stiffness, products such as 

paper sheets, plastic films, power transmission belts, 

magnetic tapes, and textile fibers can be modeled as an 

axially moving string. Determining the dynamic behavior 

of these systems is very important for a stable and durable 

design. Fundamental studies about the subject can be 

found in references [1-3].  Wickert investigated the 

response problem for the vibration of an axially moving 

string that resting on an elastic foundation [4]. Nayfeh et 

al. [5] investigated solutions for quadratic and cubic 

nonlinearity problem and they concluded that the direct-

perturbation method is better for these problems. Pellicano 

and Zirilli [6] have researched axially moving beam 

vibrations under nonlinear effects. The string-beam 

transition problem was investigated in [7] for axially 

moving media. An axially moving string with various non-

ideal boundary conditions under nonlinear effects are 

investigated in [8]. Pellicano analyzed the dynamic 

properties of axially moving systems to explain the 

complex dynamic behavior observed in experimental and 

numerical research [9].  

Also, Bağdatli et al. investigated continuous media as 

an axially moving beam with middle support [10]. The 

combined longitudinal-transverse nonlinear dynamics of 

an axially moving beam were described in Ghayesh et al. 

[11] and they discussed the stability of an axially moving 

beam that has middle spring support. Two dimensional 

movements of an axially moving string were described in 

[12]. Similarly, the moving string system is modeled by 

using Hamilton’s principle [13]. An experimental study of 

the nonlinear characteristics of an axially moving string 

investigated in [14]. An alternative analytical method was 

investigated in [15] for the nonlinear vibration behavior of 

conical cantilever beams. To reduce vibration for a 

nonlinear drilling system a boundary control scheme was 

studied by He [16]. A new mathematical model studied in 

[17] to determine dynamic behavior for a beam or strip 

moving in a certain axial direction along a given area. 

Chen et al. [18] studied a nonlinear equation describing the 

transverse vibration of an axially moving string with 

 

* Corresponding author. Tel.: +90 236 201 2380. 

E-mail addresses: saimkural@gmail.com  

ORCID: 0000-0003-1722-6252 

DOI: 10.35860/iarej.757503 

Article history: 

Received 24 June 2020 

Revised 29 August 2020 

Accepted 05 September 2020 

aManisa Celal Bayar University, Faculty of Engineering, Department of Mechanical Engineering, 45140, Yunusemre, Manisa, 

http://www.dergipark.org.tr/en
http://www.dergipark.org.tr/en/pub/iarej
mailto:saimkural@gmail.com
https://orcid.org/0000-0003-1722-6252
https://doi.org/10.35860/iarej.757503


192                    Saim Kural, International Advanced Researches and Engineering Journal 04(03): 191-199, 2020 
 

 

 

constant and time-dependent length. Zhao et al. [19] 

discussed the global balancing of an axially moving 

system under the input saturation nonlinearity 

circumstances. Zhang et al. [20] present numerical 

simulations for vibration reduction. Yılmaz et al. [21] used 

vibration analysis with FFT for determine the 

misalignment fault detection. 

In this study, the effect of spring mid-support condition 

on the nonlinear vibrations of the axially moving string 

was discussed. The equations of motion were obtained by 

using the Hamiltonian principle. To solve the equations of 

motion; multiple time scale perturbation method was used. 

This method is a semi-analytical method used to obtain 

approximate solutions of systems with differential 

equations that are difficult or impossible to solve.  Natural 

frequency analysis was performed depending on spring 

constant, string velocity, and position of the center support 

and the obtained results are given in graphics. Considering 

the effects of string elongation, the system became 

nonlinear, and then, the solution of the equations of motion 

was discussed. The effects of nonlinearities on solutions 

were investigated. The different vibration structures for 

different states of the string velocity change frequency are 

examined. By making stability analysis was made and the 

stable and unstable areas were identified. 

 

2. The Equations of Motion and Solution  

Figure 1 shows the basic model of the axially moving 

string with mid-supported spring. x*, z* and t* are 

coordinate and time variables, respectively. w* is the 

transverse and u* is axial displacement, and v* is the axial 

string velocity. In this section, the equations of motion were 

derived for axially moving spring mid-supported strings. 

Both ends were defined as simple-supported.  

The Lagrangian for the system can be written the extended 

form of Hamiltonian Principle as: 
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where ( ̇ )means time derivative (
𝑑

𝑑𝑡∗
)  and( )′  means 

coordinate variable derivative (
𝑑

𝑑𝑥∗
) . Euler-Bernoulli 

beam theory was used to obtain Equation (1). In this 

equation, the first two integrals on the right-hand side are 

kinetic energy between supports, the next four integrals are 

elastic potential energy due to elongation, and axial force 

(P), and last term is spring potential energy on mid-support 

location(xs). After using the Hamiltonian principle into 

Equation (1), that can be expressed as follows: 
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∗ ′𝑤1,2

∗ ′′ +
3

2
𝑤1,2
∗ ′2𝑤1,2

∗ ′′)

−P𝑤1,2
∗ ′′ = 0

  (2) 

𝜌𝐴(𝑢̈1,2
∗ + 2𝑢̇1,2

∗ ′𝑣∗ + 𝑢1,2
∗ ′𝑣̇∗ + 𝑣̇∗ + 𝑢1,2

∗ ′′𝑣∗2 )

−EA (𝑢1,2
∗ ′ +

1

2
𝑤1,2
∗ ′2)

′

= 0
  (3) 

𝜌𝐴𝑣∗2 [𝑤1
∗′(𝑥𝑠) − 𝑤2

∗′(𝑥𝑠) ] − 𝐸𝐴 [𝑢1
′ (𝑥𝑠)𝑤1

′(𝑥𝑠) +

1

2
𝑤1
′3(𝑥𝑠) − 𝑢2

′ (𝑥𝑠)𝑤2
′(𝑥𝑠) −

1

2
𝑤2
′3(𝑥𝑠)] −

𝑃[𝑤1
∗′(𝑥𝑠) − 𝑤2

∗′(𝑥𝑠) ] − 𝑘𝑤1(𝑥𝑠) = 0  

(4) 

𝜌𝐴𝑣∗2 [𝑢1
′ (𝑥𝑠) − 𝑢2

∗′(𝑥𝑠) ] − 𝐸𝐴[𝑢1
′ (𝑥𝑠) − 𝑢2

′ (𝑥𝑠) +
1

2
𝑤1
′2(𝑥𝑠) −

1

2
𝑤2
′2(𝑥𝑠)] = 0  

(5) 

 

 

z

x

w1 w2 v,u1 v,u2 

 
Figure 1. Axially moving string with intermediate spring support  
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Equations (2) and (3) obtained from double integrals and 

Equations (4) and (5) from single integrals. To simplify the 

future parametric analysis, let us define the dimensionless 

parameters as follows, 

𝑣𝑏
2 =

𝐸𝐴

𝑃
, 𝑣𝑘 =

𝑘𝐿

𝑃
, 𝜂 =

𝑥𝑠
∗

𝐿
, 𝑥 =

𝑥∗

𝐿
, 𝑡 =

𝑡∗

√
𝜌𝐴𝐿2

𝑃

, 

𝑤1,2 =
𝑤1,2
∗

𝐿
, 𝑢1,2 =

𝑢1,2
∗

𝐿
, 𝑣 =

𝑣∗

√
𝑃

𝜌𝐴

 

(6) 

After all the operations were done and the necessary 

simplifications were made, the equations of motion and 

boundary conditions are obtained as follows, 

(𝑤̈1,2 + 2𝑤
′̇
1,2𝑣 + 𝑤1,2

′ 𝑣̇) + 𝑤1,2
″ (𝑣2 − 1)

=
1

2
𝑣𝑏
2

[
 
 
 
 
 
 
∫𝑤1

′2𝑑𝑥

𝜂

0

+∫𝑤2
′ 2𝑑𝑥

1

𝜂 ]
 
 
 
 
 
 

𝑤1,2
″  

(7) 

𝑤1(0, 𝑡) = 0, 𝑤2(1, 𝑡) = 0

𝑤1(𝜂, 𝑡) =

1

𝑣𝑘

{
  
 

  
 

1 +
1

2
𝑣𝑏
2𝜀

[
 
 
 
 
 
 
∫𝑤1

′2𝑑𝑥

𝜂

0

+∫𝑤2
′ 2𝑑𝑥

1

𝜂 ]
 
 
 
 
 
 

}
  
 

  
 

(𝑤2
′(𝜂, 𝑡) − 𝑤1

′(𝜂, 𝑡))
 (8) 

The right-hand side of the Equation (7) represents the 

nonlinear terms from string elongation. 𝑤̈1,2  represents 

local, 2𝑤̇′
1,2𝑣  represents Coriolis, and 𝑣𝑏

2 𝑤″
1,2  is 

represents centripetal acceleration.  is the location of 

center spring. The displacement in Equations (7) and (8) 

can be assumed as 𝑤1,2 = √𝜀 𝑦1,2 (𝜀<<1) to ensure that the 

displacement due to nonlinear effects appear in the higher-

order in perturbation method. Also, the string velocity can 

be assumed as varying harmonically around a fixed 

average value, 

𝑣 = 𝑣0 + 𝜀𝑣1sin𝛺𝑡 (9) 

Thus, the equations of motion and boundary conditions 

are, 

𝑦̈1,2 + 2𝑦̇1,2
′ 𝑣0 + 2𝑦̇1,2

′ 𝜀𝑣1sin𝛺𝑡 + 𝑦1,2
′ 𝜀𝑣1𝛺cos𝛺𝑡

+(𝑣0
2 + 𝜀2𝑣1

2sin2𝛺𝑡 + 2𝜀𝑣0𝑣1sin𝛺𝑡 − 1)𝑦1,2
″

=
1

2
𝑣𝑏
2𝜀 [∫𝑦1

′2𝑑𝑥

𝜂

0

+∫𝑦2
′ 2𝑑𝑥

1

𝜂

] 𝑦1,2
″

 (10) 

𝑦1(0, 𝑡) = 0, 𝑦2(1, 𝑡) = 0

𝑦1(𝜂, 𝑡) =

1

𝑣𝑘

{
  
 

  
 

1 +
1

2
𝑣𝑏
2𝜀

[
 
 
 
 
 
 
∫𝑦1

′ 2𝑑𝑥

𝜂

0

+∫𝑦2
′ 2𝑑𝑥

1

𝜂 ]
 
 
 
 
 
 

}
  
 

  
 

(𝑦2
′ (𝜂, 𝑡) − 𝑦1

′(𝜂, 𝑡))
 (11) 

 

3. Perturbation Analysis  

For approximate solutions of Equation (10), multiple scales 

perturbation method was used. The displacement functions 

can be expanded as, 

𝑦1(𝑥, 𝑡; 𝜀) = 𝑦11(𝑥, 𝑇0, 𝑇1) + 𝜀𝑦12(𝑥, 𝑇0, 𝑇1) + ⋯ (12) 

𝑦2(𝑥, 𝑡; 𝜀) = 𝑦21(𝑥, 𝑇0, 𝑇1) + 𝜀𝑦22(𝑥, 𝑇0, 𝑇1) + ⋯ (13) 

 

where T0=t is the slow, T1=t is the fast time scales, and time 

derivatives can be explained as follows: 

𝑑

𝑑𝑡
= 𝐷0 + 𝜀𝐷1 +⋯ ,

𝑑2

𝑑𝑡2
= 𝐷0

2 + 2𝜀𝐷0𝐷1 +⋯ (14) 

where 𝐷𝑛 = 𝑑/𝑑𝑇𝑛 Substituting Equations (12), (13), and 

(14) into Equation (10) yields, 

The left-hand side (0 < 𝑥𝑠 < 𝜂) 

 

(𝐷0
2 + 2𝜀𝐷0𝐷1)(𝑦11 + 𝜀𝑦12)

+2𝑣0(𝐷0 + 𝜀𝐷1)(𝑦11
′ + 𝜀𝑦12

′ )

+(𝑣0
2 − 1)(𝑦11

″ + 𝜀𝑦12
″ )

+𝜀(2𝑣1sin𝛺𝑇0(𝐷0 + 𝜀𝐷1)(𝑦11
′ + 𝜀𝑦12

′ )

+2𝑣0𝑣1sin𝛺𝑇0(𝑦11
″ + 𝜀𝑦12

″ )

+𝑣1𝛺cos𝛺𝑇0(𝑦11
′ + 𝜀𝑦12

′ ))

+𝜀2𝑣1
2sin2𝛺𝑇0(𝑦11

″ + 𝜀𝑦12
″ )

=
1

2
𝑣𝑏
2𝜀

[
 
 
 
 
 
 
∫(𝑦11

′ + 𝜀𝑦12
′ )2𝑑𝑥

𝜂

0

+∫(𝑦21
′ + 𝜀𝑦22

′ )2𝑑𝑥

1

𝜂 ]
 
 
 
 
 
 

(𝑦11
″ + 𝜀𝑦12

″ )

 (15) 

 

The right-hand side (𝜂 < 𝑥𝑠 < 1) 

 



 

 

 

(𝐷0
2 + 2𝜀𝐷0𝐷1)(𝑦21 + 𝜀𝑦22)

+2𝑣0(𝐷0 + 𝜀𝐷1)(𝑦21
′ + 𝜀𝑦22

′ )

+(𝑣0
2 − 1)(𝑦21

″ + 𝜀𝑦22
″ )

+𝜀(2𝑣1sin𝛺𝑇0(𝐷0 + 𝜀𝐷1)(𝑦21
′ + 𝜀𝑦22

′ )

+2𝑣0𝑣1sin𝛺𝑇0(𝑦21
″ + 𝜀𝑦22

″ )

+𝑣1𝛺cos𝛺𝑇0(𝑦21
′ + 𝜀𝑦22

′ ))

+𝜀2𝑣1
2sin2𝛺𝑇0(𝑦21

″ + 𝜀𝑦22
″ )

=
1

2
𝑣𝑏
2𝜀

[
 
 
 
 
 
 
∫(𝑦11

′ + 𝜀𝑦12
′ )2𝑑𝑥

𝜂

0

+∫(𝑦21
′ + 𝜀𝑦22

′ )2𝑑𝑥

1

𝜂 ]
 
 
 
 
 
 

(𝑦21
″ + 𝜀𝑦22

″ )

 (16) 

If we make order arrangement to these equations and 

neglect the higher-order terms;  

 

Order (1) 

The equations of motion, 

𝐷0
2𝑦11 + 2𝑣0𝐷0𝑦11

′ + (𝑣0
2 − 1)𝑦11

″ = 0

𝐷0
2𝑦21 + 2𝑣0𝐷0𝑦21

′ + (𝑣0
2 − 1)𝑦21

″ = 0
 (17) 

And boundary conditions, 

𝑦12(0, 𝑡) = 0, 𝑦22(1, 𝑡) = 0, 𝑦12(𝜂, 𝑡) = 𝑦22(𝜂, 𝑡),

𝑦11(𝜂, 𝑡) =
1

𝑣𝑘
[𝑦21
′ (𝜂, 𝑡) − 𝑦11

′ (𝜂, 𝑡)]
 (18) 

Order (𝜀) 

The equations of motion, 

𝐷0
2𝑦12 + 2𝑣0𝐷0𝑦12

′ + (𝑣0
2 − 1)𝑦12

″

= −2𝐷0𝐷1𝑦11 − 2𝑣0𝐷1𝑦11
′ − 2𝑣1sin𝛺𝑇0𝐷0𝑦11

′

−2𝑣0𝑣1sin𝛺𝑇0𝑦11
″ − 𝑣1𝛺cos𝛺𝑇0𝑦11

′

+
1

2
𝑣𝑏
2 [∫𝑦11

′ 2
𝑑𝑥

𝜂

0

+∫𝑦21
′ 2
𝑑𝑥

1

𝜂

] 𝑦11
″

𝐷0
2𝑦22 + 2𝑣0𝐷0𝑦22

′ + (𝑣0
2 − 1)𝑦22

″

= −2𝐷0𝐷1𝑦21 − 2𝑣0𝐷1𝑦21
′ − 2𝑣1sin𝛺𝑇0𝐷0𝑦21

′

−2𝑣0𝑣1sin𝛺𝑇0𝑦21
″ − 𝑣1𝛺cos𝛺𝑇0𝑦21

′

+
1

2
𝑣𝑏
2 [∫𝑦11

′ 2
𝑑𝑥

𝜂

0

+∫𝑦21
′ 2
𝑑𝑥

1

𝜂

] 𝑦21
″

 (19) 

 

And boundary conditions, 

 

𝑦12(0, 𝑡) = 0, 𝑦22(1, 𝑡) = 0,
𝑦12(𝜂, 𝑡) = 𝑦22(𝜂, 𝑡),

𝑦12(𝜂, 𝑡) =
1

2
𝑣𝑏
2

[
 
 
 
 
 
 
∫𝑦1

′ 2𝑑𝑥

𝜂

0

+∫𝑦2
′ 2𝑑𝑥

1

𝜂 ]
 
 
 
 
 
 

𝑦11(𝜂, 𝑡)

 (20) 

 

We can get the solution function for the linear order (O(1)), 

 

𝑦11(𝑥, 𝑇0, 𝑇1; 𝜀) = 𝐴𝑛(𝑇1)𝑒
𝑖𝜔𝑛𝑇0𝑌1(𝑥)

+𝐴̅𝑛(𝑇1)𝑒
−𝑖𝜔𝑛𝑇0𝑌1̅(𝑥)

𝑦21(𝑥, 𝑇0, 𝑇1; 𝜀) = 𝐴𝑛(𝑇1)𝑒
𝑖𝜔𝑛𝑇0𝑌2(𝑥)

+𝐴̅𝑛(𝑇1)𝑒
−𝑖𝜔𝑛𝑇0𝑌2̅(𝑥)

 (21) 

 

Substituting Equations (21) into Equation (17), one obtains, 

 

(𝑣0
2 − 1)𝑌1′′ + 2𝑖𝑣0𝜔𝑛𝑌1′ − 𝜔𝑛

2𝑌1 = 0

(𝑣0
2 − 1)𝑌2′′ + 2𝑖𝑣0𝜔𝑛𝑌2′ − 𝜔𝑛

2𝑌2 = 0
 (22) 

and boundary conditions, 

𝑌1(0, 𝑡) = 0, 𝑌2(1, 𝑡) = 0, 𝑌1(𝜂, 𝑡) = 𝑌2(𝜂, 𝑡),

𝑌1(𝜂, 𝑡) =
1

𝑣𝑘
[𝑌2

′(𝜂, 𝑡) − 𝑌1
′(𝜂, 𝑡))]

 (23) 

 

For the approximate solution, the following functions are 

proposed, 
 

𝑌1(𝑥) = 𝑐1𝑒
𝛽1𝑥 + 𝑐2𝑒

𝛽2𝑥

𝑌2(𝑥) = 𝑐3𝑒
𝛽1𝑥 + 𝑐4𝑒

𝛽2𝑥
 (24) 

By applying boundary conditions, a matrix is created with 

obtained four equations. By taking the determinant of this 

matrix, the frequency equation obtained in a general form 

as follows. 

 

1

2
{−2(𝑒𝜂𝛽1 − 𝑒𝜂𝛽2)(𝑒𝜂𝛽1+𝛽2 − 𝑒𝛽1+𝜂𝛽2)𝑣𝑘

+ 𝑒𝜂(𝛽1+𝛽2)(𝑒𝛽1 − 𝑒𝛽2)(𝛽1 − 𝛽2)}

= 0 

(25) 

The natural frequencies against mean velocity (𝑣0 ) and 

spring coefficient (𝑣𝑘) are given in the following figures. 

Figure 2 was obtained for the middle support at the µ =0.1 

location. The variations of 𝑣𝑘  between 0 and 30, and 𝑣0  

between 0 and 1 were examined. Natural frequencies drop 

to zero while mean velocity increasing. The natural 

frequencies increase directly proportional to 𝑣𝑘. The effect 

of the spring coefficient on the natural frequencies 

decreases as the mean velocity increases. 
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a 

 

b 

 

c 
 

d 

 

e 

The first natural frequencies for µ =0.1, µ = 0.3 and µ = 

0.5 locations compared in Figure 3. As expected µ =0.1 

location has the smallest natural frequency values, and µ = 

0.5 location has the highest. When 𝑣𝑘 = 0 all 3 locations 

have the same values. While 𝑣0 increases the effect of the 

spring coefficient on the natural frequency values 

decreases, again. In Figure 2 all five natural frequency 

shapes are similar, but for µ = 0.3 and µ = 0.5 positions  𝑣𝑘 

has more effect on natural frequency.

 

a 

 

b 

195 

Figure 2. Variation of the natural frequency values with axial velocity and spring coefficient   

(µ =0.1 location) (a; first mode, b; second mode, c; third mode, d; forth mode, e; fifth mode)  

Figure 3. Comparison of the first mode natural frequency values for different µ locations 

(a; left-hand side, b; right-hand side) 



 

 

 

We can get the solution function for the linear order (O(1)); 

𝑦12(𝑥, 𝑇0, 𝑇1) = 𝜙1(𝑥, 𝑇1)𝑒
𝑖𝜔𝑛𝑇0

+𝑊1(𝑥, 𝑇0, 𝑇1) + 𝑐. 𝑐.

𝑦22(𝑥, 𝑇0, 𝑇1) = 𝜙2(𝑥, 𝑇1)𝑒
𝑖𝜔𝑛𝑇0

+𝑊2(𝑥, 𝑇0, 𝑇1) + 𝑐. 𝑐.

 (26) 

 

The first term ( ) refers to the secular terms of the function, 

the second term ( W ) to the non-secular terms of the 

function, and last term (c.c.) means complex conjugate.  

 

cos𝛺𝑇0 =
𝑒𝑖𝛺𝑇0 + 𝑒−𝑖𝛺𝑇0

2

sin𝛺𝑇0 =
𝑒𝑖𝛺𝑇0 − 𝑒−𝑖𝛺𝑇0

2𝑖

 (27) 

 

Following equations are obtained by doing above 

trigonometric transformations and write them together 

with the proposed solutions to the nonlinear order 

equations, 

 

𝑒𝑖𝜔𝑛𝑇0[−𝜔𝑛
2𝜙1 + 2𝑖𝑣0𝜔𝑛𝜙

′
1
+ (𝑣0

2 − 1)𝜙″
1
] =

−2(𝑖𝜔𝑛𝑌1 + 𝑣0𝑌
′
1)𝐴

′𝑒𝑖𝜔𝑛𝑇0

+𝑣1 (−𝜔𝑛𝑌1
′ −

𝛺

2
𝑌1
′ + 𝑖𝑣0𝑌1

′′)𝐴𝑒𝑖(𝛺+𝜔𝑛)𝑇0

+𝑣1(𝜔𝑛𝑌1̅′ −
𝛺

2
𝑌1̅′ + 𝑖𝑣0𝑌1̅′′)𝐴̅𝑒

𝑖(𝛺−𝜔𝑛)𝑇0

+
1

2
vb

[
 
 
 
 
 
 
2𝑌1′′(∫ 𝑌1′𝑌1̅′𝑑𝑥

𝜂

0

+∫𝑌2′𝑌2̅′𝑑𝑥)

1

𝜂

+𝑌1̅′′(∫ 𝑌1
′2𝑑𝑥

𝜂

0

+∫𝑌2
′2𝑑𝑥)

1

𝜂 ]
 
 
 
 
 
 

𝐴2𝐴̅𝑒𝑖𝜔𝑛𝑇0

+𝑁. 𝑆. 𝑇. +𝑐. 𝑐.

 (28) 

𝑒𝑖𝜔𝑛𝑇0[−𝜔𝑛
2𝜙2 + 2𝑖𝑣0𝜔𝑛𝜙

′
2
+ (𝑣0

2 − 1)𝜙″
2
] =

−2(𝑖𝜔𝑛𝑌2 + 𝑣0𝑌
′
2)𝐴

′𝑒𝑖𝜔𝑛𝑇0

+𝑣1 (−𝜔𝑛𝑌2
′ −

𝛺

2
𝑌2
′ + 𝑖𝑣0𝑌2

′′)𝐴𝑒𝑖(𝛺+𝜔𝑛)𝑇0

+𝑣1(𝜔𝑛𝑌2̅′ −
𝛺

2
𝑌2̅′ + 𝑖𝑣0𝑌2̅′′)𝐴̅𝑒

𝑖(𝛺−𝜔𝑛)𝑇0

+
1

2
𝑣𝑏
2

[
 
 
 
 
 
 
2𝑌2′′(∫𝑌1′𝑌1̅′𝑑𝑥

𝜂

0

+∫𝑌2′𝑌2̅′𝑑𝑥)

1

𝜂

+𝑌2̅′′(∫ 𝑌1
′2𝑑𝑥

𝜂

0

+∫𝑌2
′2𝑑𝑥)

1

𝜂 ]
 
 
 
 
 
 

𝐴2𝐴̅𝑒𝑖𝜔𝑛𝑇0

+𝑁. 𝑆. 𝑇. +𝑐. 𝑐.

 (29) 

 

𝜙1(0) = 0, 𝜙2(1) = 0,
𝜙1(𝜂) = 𝜙2(𝜂)

𝜙1(𝜂) =
1

2
𝑣𝑏
2

[
 
 
 
 
 
 
2𝑌1(𝜂)(∫𝑌1

′𝑌1̅̅ ̅′𝑑𝑥

𝜂

0

+∫𝑌2′𝑌2̅′𝑑𝑥

1

𝜂

)

+𝑌1̅(𝜂)(∫𝑌1
′2𝑑𝑥

𝜂

0

+∫𝑌2
′2𝑑𝑥

1

𝜂

)

]
 
 
 
 
 
 

𝐴2𝐴̅

 (30) 

 

The different vibration structures for different states of the 

string velocity change frequency () are examined 

separately below. 

 

i) 𝛺; away from 2𝜔𝑛 and 0: 

In this case, the solvability condition is obtained from 

Equations (28) and (29) as follows. 

 

𝐷1𝐴 − 𝑘3𝐴
2𝐴̅ = 0 (31) 

The amplitude A can be defined as follows, 

 

𝐴 =
1

2
𝑎𝑛𝑒

𝑖𝜃

 

where k3 is; 

𝑘3 =
1

4
𝑣𝑏
2

(

 
 

2(∫ 𝑌1′𝑌1̅′𝑑𝑥 + ∫ 𝑌2′𝑌2̅′𝑑𝑥
1

𝜂

𝜂

0

) (∫ 𝑌1
′′𝑌1̅𝑑𝑥

𝜂

0
+ ∫ 𝑌2

′′𝑌2̅𝑑𝑥
1

𝜂
)

𝑖𝜔𝑛 (∫ 𝑌1𝑌1̅𝑑𝑥 + ∫ 𝑌2𝑌2̅𝑑𝑥
1

𝜂

𝜂

0

) + 𝑣0 (∫ 𝑌1′𝑌1̅𝑑𝑥 + ∫ 𝑌2′𝑌2̅𝑑𝑥
1

𝜂

𝜂

0

)

+

(∫ 𝑌1
′2𝑑𝑥 + ∫ 𝑌2

′2𝑑𝑥
1

𝜂

𝜂

0

) (∫ 𝑌1̅
′′
𝑌1̅𝑑𝑥

𝜂

0
+ ∫ 𝑌2̅

′′
𝑌2̅𝑑𝑥

1

𝜂
)

𝑖𝜔𝑛 (∫ 𝑌1𝑌1̅𝑑𝑥 + ∫ 𝑌2𝑌2̅𝑑𝑥
1

𝜂

𝜂

0

) + 𝑣0 (∫ 𝑌1′𝑌1̅𝑑𝑥 + ∫ 𝑌2′𝑌2̅𝑑𝑥
1

𝜂

𝜂

0

)
)

 
 

 

196                    Saim Kural, International Advanced Researches and Engineering Journal 04(03): 191-199, 2020 

 (32) 

(33) 

 

Inserting Equation (32) into Equation (31) and separate the 

real and imaginary parts. 
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𝑎𝑛′ = 0

𝜃′ =
1

4
𝑘3𝐼𝑎𝑛

2
 (34) 

Hence, 

𝑎𝑛 = 𝑎0𝑛 (a is continuous)

𝜃 =
1

4
𝑘3𝐼𝑎0𝑛

2 𝑇1 + 𝜃0
 (35) 

The real part of k3 is small enough to be neglected 

compared to its imaginary part. 

𝑘3 = 𝑖𝑘3𝐼 (36) 

Nonlinear frequency equation from here, 

(𝜔𝑛)𝑛𝑙 = 𝜔𝑛 + 𝜀
1

4
𝑘3𝐼𝑎0𝑛

2  (37) 

The relationship between nonlinear natural frequency and 

amplitudes is shown in Figures. 4 to 7. The effect of the 

axial mean velocity for the first mode is shown in Figs 6 

and 7 for µ = 0.3 and µ = 0.5, respectively. These 

comparisons are again shown for 𝑣𝑘 = 1 in Fig. 8 and for 

the second mode in Fig. 9. Nonlinearities increase directly 

proportional to mean velocity. When 𝑣𝑘  increase, 

nonlinearity decreases. When the mid-spring location is at 

µ = 0.5, nonlinearity is increase according to µ = 0.3. 

 

 

 

 

 

 

 

 

 

 

 

 

ii) Principal parametric resonance: 

 

In this case, the velocity change frequency can be defined 

as follows; 

𝛺 = 2𝜔𝑛 + 𝜀𝜎 (38) 

From Equations. (28) and (29) solubility condition is 

obtained as follows 

𝐷1𝐴 + 𝑘0𝐴̅𝑒
𝑖𝜎𝑇1 − 𝑘3𝐴

2𝐴̅ = 0 (39) 

By inserting the amplitude definition in Equation (39) and 

divide it into real and imaginary parts. 

𝑎′𝑛 = 𝑎𝑛(𝑘0𝐼sin𝛾𝑛 − 𝑘0𝑅cos𝛾𝑛)

𝛾′
𝑛
= 𝜎 + 2(𝑘0𝑅sin𝛾𝑛 + 𝑘0𝐼cos𝛾𝑛) −

1

2
𝑘3𝐼𝑎𝑛

2

𝑘0 = 𝑘0𝑅 + 𝑖𝑘0𝐼 ,  𝛾𝑛 = 𝜎𝑇1 − 2𝜃𝑛

For stable regime  𝑎𝑛
′  and 𝛾′

𝑛
 can be assumed zero and 

hence; 

𝜎1 =
1

2
𝑘3𝐼𝑎𝑛

2 − 2√𝑘0𝑅
2 + 𝑘0𝐼

2

𝜎2 =
1

2
𝑘3𝐼𝑎𝑛

2 + 2√𝑘0𝑅
2 + 𝑘0𝐼

2
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 (41) 

 (42) 

Figure 4. Nonlinear frequency-amplitude variation for axial mean

 velocity (mode 1). 

Figure 5. Nonlinear frequency-amplitude variation for axial mean 

velocity (mode 1). 

Figure 6. Nonlinear frequency-amplitude variation for axial mean

 velocity (mode 1). 

Figure 7. Variation of the amplitude with nonlinear frequency

 values for axial velocity (mode 2). 



 

 

 

where k0 is; 

𝑘0 =
1

4
𝑣1

(𝛺 − 2𝜔𝑛) (∫ 𝑌1̅
′
𝑌1̅𝑑𝑥 + ∫ 𝑌2̅

′
𝑌2̅𝑑𝑥

1

𝜂

𝜂

0

) − 2𝑖𝑣0 (∫ 𝑌1̅
′′
𝑌1̅𝑑𝑥 + ∫ 𝑌2̅

′′
𝑌2̅𝑑𝑥)

1

𝜂

𝜂

0

)

𝑖𝜔𝑛 (∫ 𝑌1𝑌1̅𝑑𝑥 + ∫ 𝑌2𝑌2̅𝑑𝑥
1

𝜂

𝜂

0

) + 𝑣0 (∫ 𝑌1′𝑌1̅𝑑𝑥 + ∫ 𝑌2′𝑌2̅𝑑𝑥
1

𝜂

𝜂

0

 

We can write the complex amplitude in the form below 

(Equation (44)), inserting it into Equation (39) and divide 

it into real and virtual parts gives Equations (45) and (46); 

𝐴𝑛 =
1

2
(𝑝𝑛 + 𝑖𝑞𝑛)𝑒

𝑖(𝜎𝑇1/2) (44) 

𝑝′
𝑛
= −𝑘0𝑅𝑝𝑛 + (

𝜎

2
− 𝑘0𝐼)𝑞𝑛 −

1

4
𝑘3𝐼𝑞𝑛(𝑝𝑛

2 + 𝑞𝑛
2)

= 𝐹1(𝑝𝑛 , 𝑞𝑛) 
(45) 

𝑞′
𝑛
= 𝑘0𝑅𝑞𝑛 − (

𝜎

2
+ 𝑘0𝐼)𝑝𝑛 +

1

4
𝑘3𝐼𝑝𝑛(𝑝𝑛

2 + 𝑞𝑛
2)

= 𝐹2(𝑝𝑛 , 𝑞𝑛) 
(46) 

 

Hence the Jacobian matrix. 

 

[
𝜕𝐹1/𝜕𝑝𝑛 𝜕𝐹1/𝜕𝑞𝑛
𝜕𝐹2/𝜕𝑝𝑛 𝜕𝐹2/𝜕𝑞𝑛

]
𝑝𝑛=𝑞𝑛=0

 (47) 

 

and eigenvalues. 

 

𝜆1,2 = ±√𝑘0𝑅
2 + 𝑘0𝐼

2 −
𝜎2

4
 (48) 

 

From here, the stability limits yields;  

 

𝜎 > 2√𝑘0𝑅
2 + 𝑘0𝐼

2 , 𝜎 < −2√𝑘0𝑅
2 + 𝑘0𝐼

2  (49) 

 

 

 

 

 

In Figure 10, the changes of amplitudes depending on the 

detuning parameter are given comparatively. The unstable 

region increases with the spring velocity increase. µ = 0.5 

has a smaller unstable region according to µ = 0.1 for low 

spring velocities but while spring velocity increasing this 

unstable region increases much more according to case µ 

= 0.1.  

 

4. Conclusions 

The transverse vibrations of an axially moving string with 

spring-loaded middle support are discussed. From this study, 

we can see there is no perfect design for all conditions. The 

design of Spring mid-supported string must be made 

specifically for the location where it will be used, and 

selections should be made according to the following criteria.   

• Increasing rigidity of the spring coefficient also 

increases the natural frequency of the string. 

• While the string velocity increasing, the natural 

frequency decrease. 

• When mid-support moves right, natural frequencies 

increase more significantly with the rigidity of the 

spring coefficient increase until center location. 

• When v_k increase, nonlinearity decreases.  

• When the mid-spring location is at µ = 0.5, 

nonlinearity is increase according to µ = 0.3. 

• The unstable region increases with the velocity 

increase.  

• The unstable region is smaller for µ = 0.5 according 

to µ = 0.1 for smaller low spring velocities but while 

spring velocity increasing this unstable region 

increases much more for µ = 0.5. 
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Nomenclature 

ℒ : Lagrangian. 

T : Kinetic energy. 

V : Potential energy. 

L : String Length. 
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)

Figure 8. Variation of the aptitude with detuning parameter for 

different µ locations and axial velocity. 
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ρ : Constant density. 

A : Cross-section of string. 

E : Young’s modulus. 

𝑣𝑏 : Longitudinal rigidity. 

𝑣𝑘 : The effect of the rigidity of the spring coefficient. 

N.S.T. : Non-secular terms. 

𝜎 : The detuning parameter. 
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 Sign language is a way for hearing-impaired people to communicate among themselves and with 

people without hearing impairment. Communication with the sign language is difficult because 

few people know this language and the language does not have universal patterns. Sign language 

interpretation is the translation of visible signs into speech or writing. The sign language 

interpretation process has reached a practical solution with the help of computer vision technology. 

One of the models widely used for computer vision technology that mimics the work of the human 

eye in a computer environment is deep learning. Convolutional neural networks (CNN), which are 

included in deep learning technology, give successful results in sign language recognition as well 

as other image recognition applications. In this study, the dataset containing 2062 images 

consisting of Turkish sign language digits was classified with the developed CNN model. One of 

the important parameters used to minimize network error of the CNN model during the training is 

the learning rate. The learning rate is a coefficient used to update other parameters in the network 

depending on the network error. The optimization of the learning rate is important to achieve rapid 

progress without getting stuck in local minimums while reducing network error. There are several 

optimization techniques used for this purpose. In this study, the success of four different training 

and test processes performed with SGD, RMSprop, Adam and Adamax optimizers were compared. 

Adam optimizer, which is widely used today with its high performance, was found to be the most 

successful technique in this study with 98.42% training and 98.55% test accuracy.  

 

 

 

       © 2020, Advanced Researches and Engineering Journal (IAREJ) and the Author(s).  

 

 

1. Introduction 

Sign language is a unique communication method that 

enables hearing-impaired people to communicate with 

each other and people with no hearing impairment. 

Contrary to popular belief, there are no universal patterns 

of sign language that a limited number of people know 

today. Each society has its national sign language and 

differs from nation to nation [1]. This makes 

communication difficult. Hearing and speech impaired 

people have less writing skills, so choosing to write instead 

of sign language is not comfortable [2]. Sign languages are 

translated into spoken or written languages by other people 

who know that sign language. However, it becomes 

difficult due to the low number of people who know sign 

language and differences between sign languages. It is 

necessary to translate sign languages among themselves 

and into normal speaking and writing languages 

practically and accurately. 

Sign language translation process based on seeing with 

the human eye and interpreting has become feasible by 

computers with technological developments. This method, 

also known as computer vision, is a technology that 

provides fast results by imitating the work of the human 

eye in a computer environment [3]. The most preferred of 

the models using this technology today is deep learning, 

which is a sub-branch of machine learning. Deep neural 

networks are mathematical models of the human nervous 

system and consist of millions of configurable parameters. 

Convolutional neural networks (CNN), which is a sub-

branch of deep learning, produce extremely successful 

results in image recognition and classification problems 
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and have been applied successfully in the recognition of 

human movements in recent years. The number of studies 

using CNN in the field of sign language recognition has 

been increasing recently. 

Bheda and Radpour proposed a classifier CNN model 

for American Sign Language and achieved 82.5% 

accuracy [4].  Koller et al. presented a deep learning model 

that interprets sign language mouth shapes [5]. Huang et 

al. proposed a 3D CNN model for sign language 

recognition [6]. Pigou et al. achieved 91.7% accuracy in 

their CNN-based classification study for Italian sign 

language [7]. Hasan and Ahmad achieved 96.4% accuracy 

in their machine learning-based study on the Bengal sign 

language database consisting of 11 digits and 16 words [8]. 

Agarwal and Thakur classified the sign language dataset 

consisting of digits 0-9 using support vector machines [9]. 

Oyewole et al. used Principal Component Analysis and 

Artificial Neural Networks in their classification study for 

Nigerian sign language [10]. Besides, previous studies 

include classifications for Chinese [11], Korean [12], 

Albanian [13], Arabic [14-15], Mexican [16] and Tamil 

[17] sign languages. 

Aran et al .; developed a tool that teaches Turkish sign 

language. The system can recognize complex signs 

including both hand gestures and head gestures and 

expressions, and verbal and animated feedback is provided 

to the user. In performance tests, it was observed that the 

system showed 99% success in recognizing hand signals 

and 85% in recognizing head and facial expressions [21]. 

Beşer et al. classified the sign language dataset 

consisting of digits 0-9 that created by Ankara Ayrancı 

Anatolian High School students. The data was divided into 

70% education and 30% test. In the study using Capsule 

Neural Network for classification, a success of 94.52% 

was achieved [22]. 

Particle swarm optimization, artificial bee colony, and 

genetic algorithm were used for classification in the study 

with the same data set. As a result of the experimental 

studies, it was seen that the artificial bee colony gave the 

highest accuracy with a success of 98.09% [23]. 

In this study, a CNN model was developed for Turkish 

sign language analysis, and the dataset created by Ankara 

Ayrancı Anatolian High School students was classified. 

The dataset contains 2062 images of 10 different digits 

between 0 and 9.  Four different optimizers were used to 

optimize the learning rate used in updating the parameters 

of the CNN network model, and the accuracy values of the 

four separate learning processes were compared. The 

following sections describe data set features, CNN 

architecture, learning rate optimization methods, 

experimental studies, and results. 

 

2. Material and Method 

2.1 Dataset 

The dataset was created by 218 students studying at 

Ankara Ayrancı Anadolu High School and shared publicly 

[18]. The dataset contains 2062 images consisting of 10 

digits between 0 and 9. Image examples from the data set 

are shown in Figure 1. 

The main features of the dataset: 

● Image sizes: 64x64 

● Color space: Grayscale 

● Number of classes: 10 (Digits: 0-9) 

 

 

 
Figure 1.  Image examples from the dataset 
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Figure 2.  The general structure of CNN

2.2 Convolutional Neural Networks (CNN) 

Machine learning is a sub-branch of artificial 

intelligence and it is a technique that enables machines to 

produce new solutions based on previous solutions. 

Artificial neural networks are mathematical models based 

on the functioning of the human brain.  Deep learning is 

the processing of data in deep neural networks for feature 

extraction. One of the deep learning methods, CNN is used 

in computer vision, classification, recognition, regression, 

and many other fields. They are deep neural networks that 

have gained popularity with their success in image 

classification. 

CNN is a computer vision technique that allows us to 

automatically extract and define features from images. It 

contains input, convolution, pooling, fully connected, and 

prediction layers. The general structure of CNN is shown 

in Figure 2. 

The input layer consists of images to be processed. 

Convolution is the process of applying special filters on 

the image pixels and multiplying the input pixel values by 

the filter values. The image features are extracted with the 

help of the filters applied to the input. 

Pooling is the reduction process performed on the input 

image matrix. It is carried out by taking the average or 

maximum values. A large number of pixels in the pool are 

reduced to a single value. The size of the image is reduced 

by moving the pool over all the image pixels. In this way, 

the image can be processed more efficiently. The average 

and maximum pooling processes with a 2x2 pool on the 

4x4 input matrix are shown in Figure 3. 

One of the other important parameters in neural 

networks is the activation function. The activation function 

increases the nonlinearity of the inputs and produces a 

stable result for the next layer. An appropriate activation 

function should be selected according to the procedure 

performed on the neural network. 

The fully connected layer provides the transition to the 

neural network that will make the classification. The 

number of neurons in the output of the classification layer 

must be the same as the number of classes in the dataset. 

 

2.3 Learning Rate Optimization 

One of the methods used to increase the CNN model 

performance is learning rate optimization.  The learning 

rate is a coefficient used in updating the network 

parameters depending on the amount of error that occurs 

in the learning process of the network. If the learning rate 

is too small, network parameters are updated in very small 

steps and the process takes a long time. The high learning 

rate can cause the network to miss the optimum point that 

minimizes the error. Therefore, learning rate optimization 

is very important. 

The learning rate is a dynamically adjusted parameter 

depending on the situation. Different optimization 

algorithms are used to optimize the learning rate. 

Stochastic Gradient Descent (SGD), RMSprop, Adam, and 

AdaMax are some of these optimizers. 

SGD performs a parameter update for each training 

sample. It is usually a fast technique. It makes an update at 

every step. The high variance caused by frequent updates 

causes oscillations in the loss function. While this helps to 

find better local minimums, it can sometimes lead to 

missing the global minimum. 

RMSprop is a gradient-based optimization technique. It 

offers a solution to the problem of reducing the learning 

rate excessively.  

 

 

 

 

 

 

 

 

 

 

 

Figure 3.  The pooling process
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Instead of using all the values obtained from the squares 

of the past slopes, it restricted the amount [19]. RMSprop 

helps to reduce oscillations in the loss function. 

Adam [20], is an adaptive learning rate optimization 

technique designed specifically to train deep neural 

networks. Adam is a combination of RMSprop and SGD, 

which are two other methods used in this field, with 

momentum. It is widely used because of the performance 

it provides. 

AdaMax is the version of Adam optimizer that replaces 

the root mean square (RMS) feature with the infinity norm 

of previous gradients. AdaMax is generally suitable for 

infrequent parameter updates and noisy gradients. 

Optimizers can perform differently for various 

situations, such as the data set used, the structure of the 

model created, and the classification type. It is necessary 

to choose the optimizer that gives the fastest and most 

accurate results according to the processed data and the 

model used. 

 

3. Experimental Study 

In this study, the performance of the CNN model created 

was evaluated comparatively using four different 

optimizers, namely SGD, RMSprop, Adam, and AdaMax, 

on the dataset consisting of digits in the Turkish sign 

language. 2602 images used were divided into 80% 

training and 20% test set. There were 1649 images in the 

training set and 413 images in the test set. 

In this study, all models were coded with Python and run 

with GPU acceleration. The study was carried out on 

hardware with 32 GB RAM, Intel Core i7-9750H 

processor, NVIDIA GeForce RTX 2070 graphics card. 

 

3.1 The CNN Model 

The CNN model created consists of 16 layers. The first 

layer is the input layer containing a total of 4096 pixels in 

64x64 size for each image. The second layer is the 

convolution layer and contains 8 filters of 5x5 size. The 

third layer is the pooling layer with a pool size of 2x2. The 

fourth layer is the dropout layer that makes 25% of the 

neurons randomly passive. The fifth layer is the 

convolution layer and contains 16 filters of 3x3 size.  The 

sixth layer is the pooling layer with a pool size of 2x2.  The 

seventh layer is the dropout layer that makes 25% of the 

neurons randomly passive. The eighth layer is the 

convolution layer and contains 32 filters of 3x3 size. The 

ninth layer is the pooling layer with a pool size of 2x2. The 

tenth layer is the dropout layer that makes 25% of the 

neurons randomly passive. The eleventh layer is the 

convolution layer and contains 64 filters of 3x3 size. The 

twelfth layer is the pooling layer with a pool size of 2x2. 

The thirteenth layer is the dropout layer that makes 25% of 

the neurons randomly passive. The ReLU activation 

function was used in all mentioned layers. The maximum 

pooling method was used in all the pooling layers. 

The fully connected layer provides the transition to a 3-

layer artificial neural network. The first layer consists of 

128, the second layer 64, and the last layer, the output 

layer, consists of 10 neurons. The ReLU activation 

function was used in the first two layers, the softmax 

activation function was used in the output layer.  

The summary of the CNN model created is shown in 

Table 1. 

The model includes a total of 164,618 trainable 

parameters. 

 

3.2 Training and Results 

In a neural network, the difference between predicted 

and actual values is called the error rate. Network 

parameters are updated depending on the error rate and in 

this way, the most accurate result is tried to be reached. 

The update parameters are multiplied by the learning rate 

to quickly reduce the error during the training process. The 

learning rate should be changed dynamically depending on 

the current error rate in the network. There are several 

optimization methods used for this job and it is important 

to choose the most ideal one. 

The developed CNN model was trained four times, each 

using a different optimizer namely SGD, RMSprop, 

Adam, and AdaMax. Each training process took 100 

epochs. The input batch size was 250 images. Accuracy 

and losses at the end of each training were reported. 

SGD optimizer: As a result of 100 epochs, the training 

accuracy achieved with the SGD optimizer was 13% and 

the test accuracy was 7.7%. The confusion matrix obtained 

at the end of the training is shown in Figure 4. 

 
Table 1. Summary of the CNN model created 
 

Layer Output Shape Parameter 

conv2d_1 (Conv2D) (None, 64, 64, 8) 208 

max_pooling2d_1 (None, 32, 32, 8) 0 

dropbox_1 (Dropout) (None, 32, 32, 8) 0 

conv2d_2 (Conv2D) (None, 32, 32, 16) 1168 

max_pooling2d_2 (None, 16, 16, 16) 0 

dropout_2 (Dropout) (None, 16, 16, 16) 0 

conv2d_3 (Conv2D) (None, 16, 16, 32) 4640 

max_pooling2d_3 (None, 8, 8, 32) 0 

dropout_3 (Dropout) (None, 8, 8, 32) 0 

conv2d_4 (Conv2D) (None, 8, 8, 64) 18496 

max_pooling2d_4 (None, 4, 4, 64) 0 

dropout_4 (Dropout) (None, 4, 4, 64) 0 

flatten_1 (Flatten) (None, 1024) 0 

dense_1 (Dense) (None, 128) 131200 

dense_2 (Dense) (None, 64) 8256 

dense_3 (Dense) (None, 10) 650 
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Figure 4.  The confusion matrix of the SGD optimizer 

 

As seen from the confusion matrix, the classification 

success of the model was extremely low. The accuracy and 

the loss graphics obtained with the SGD optimizer are 

shown in Figures 5 and 6. 

 

     
Figure 5. The accuracy graphics of the SGD optimizer 

 

 
Figure 6. The loss graphics of the SGD optimizer 

 

 

High variance arising from the frequent updating of the 

SGD optimizer is seen as an oscillation in the graphics. 

SGD often got stuck in local minimums. As a result of 100 

epochs, it could not raise the accuracy and reduce the error 

quickly. Its performance was insufficient compared to the 

other optimizers used with an equal number of epochs. 

 

RMSprop: As a result of 100 epochs, the training 

accuracy achieved with the RMSprop optimizer was 

95.45% and the test accuracy was 96.85%. The confusion 

matrix obtained at the end of the training is shown in 

Figure 7. 

As seen from the matrix, the model made quite accurate 

predictions. The accuracy and the loss graphics obtained 

with the RMSprop optimizer are shown in Figures 8 and 9. 

RMSprop significantly increased success compared to 

SGD. There were still oscillations in the graphics, but they  

were greatly reduced. RMSprop quickly reduced the error 

while increasing accuracy.  

 

 
Figure 7.  The confusion matrix of the RMSprop optimizer 

 

 
Figure 8. The accuracy graphics of the RMSprop optimizer 
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Figure 9. The loss graphics of the RMSprop optimizer 

 

Adam: As a result of 100 epochs, the training accuracy 

achieved with the Adam optimizer was 98.42% and the test  

accuracy was 98.55%. The confusion matrix obtained at 

the end of the training is shown in Figure 10. 

As can be seen from the matrix, the discrimination 

ability of the model with the Adam optimizer was quite 

high and the model made highly accurate predictions. The  

accuracy and the loss graphics obtained with the Adam 

optimizer are shown in Figures 11 and 12. 

As seen from the graphics, the accuracy of the model 

with the Adam optimizer increased faster than the other 

optimizers. The error showed a faster descent with fewer 

oscillations. 

 

Adamax: As a result of 100 epochs, the training 

accuracy achieved with the Adamax optimizer was 

89.81% and the test accuracy was 91.53%. The confusion 

matrix obtained at the end of the training is shown in 

Figure 13. 

 

 
Figure 10. The confusion matrix of the Adam optimizer 

 

    
Figure 11. The accuracy graphics of the Adam optimizer 

 

 
Figure 12. The loss graphics of the Adam optimizer 

 

 

 

Figure 13. The confusion matrix for the Adamax optimizer 

 

According to the matrix, Adamax had a successful 

discrimination and classification accuracy, although it was 

lower than Adam and RMSprop. The accuracy and the loss 

graphics obtained with the Adamax optimizer are shown 

in Figures 14 and 15. 
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Figure 14. The accuracy graphics for the Adamax optimizer 

 

 
Figure 15. The loss graphics for the Adamax optimizer 

 

Table 2. Accuracy values of the CNN model with different 

optimizers 
 

Optimizer Training Accuracy Test Accuracy 

SGD %13 %7.7 

RMSprop %95.45 %96.85 

Adam %98.42 %98.55 

Adamax %89.81 %91.53 

 

According to the graphs, although Adamax provides 

partially lower accuracy compared to Adam and 

RMSprop, the graphics oscillated less than RMSprop. 

Adamax has reached similar accuracy levels in a longer 

period than Adam. 

As a result of 100 epochs, the training and test 

accuracies of the CNN model created with different 

optimizers are summarized in Table 2. 

The Adam optimizer provided higher accuracy in both 

training and test stages than the other three optimizers 

used. The Adam optimizer, which is widely used in the 

field of deep learning due to its performance, also showed 

the highest performance in this study. There was also 

consistency between the training and test accuracies of 

Adam optimizer. The SGD optimizer got stuck in local 

minimums at the stage of minimizing the error with 

frequent updates and performed lower than other 

optimizers at equal epoch values. The RMSprop optimizer 

provided a close performance to Adam and less oscillation 

than SGD. The Adamax optimizer performed lower than 

RMSprop in terms of accuracy values but it was more 

consistent with fewer oscillations. 

4. Conclusions 

Sign language plays an important role in the 

communication of hearing-impaired people among 

themselves and with people without hearing impairments. 

However, there are problems in communication due to the 

differences between sign languages and the low number of 

people who know sign language. Sign language 

interpretation is done by converting visible body signs into 

speech or written language. Computer vision applications 

imitating the human eye offer a technological solution in 

this field. 

CNN, which is a deep learning technology, has great 

success, especially in image classification. CNN models 

are trained with existing images, allowing them to predict 

different situations in the future. To reduce the estimation 

error, the parameters used in the CNN network need to be 

finely adjusted. One of these parameters is the learning 

rate. The learning rate is a coefficient used to update 

network parameters depending on the error that occurs in 

a neural network. Optimization is required so that the 

learning rate does not get stuck in the local minimum 

points while reducing the network error. There are various 

optimizers used for this purpose that perform different 

performances on different models and datasets. 

With the CNN model developed in this study, 2062 

images consisting of the digits in Turkish sign language 

were classified. The CNN model was trained four times 

using four different optimizers and the performance of 

each stage was evaluated. The optimizers used are SGD, 

RMSprop, Adam, and Adamax. In terms of training and 

test accuracy, Adam optimizer performed best. The CNN 

model we have established has achieved a remarkable 

success among the studies conducted on the same dataset 

with a 98.55% success rate.  In the following studies, a 

larger database including gestures related to Turkish sign 

language will be created and model success will be tested 

with a similar CNN model and different optimizers. 
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1. Introduction 

Neuronal action potentials are the basic units of brain 

activity but how millions of neurons adjust their 

interactions remains an open problem. Different patterns 

of synchronization behavior have been observed by the 

excitable cells after an applied stimulation or during 

spontaneous activity [1-3]. These synchronizations have 

been observed in different sensory tasks including visual 

[4], auditory [5] as well as in the motor system [6]. Some 

pathological conditions in brain activity are related to the 

disturbance of the synchronization patterns [7]. Once the 

dynamics of the synchronization changes, the pattern 

activity between neurons change mostly due to the 

communication between the ion channels. However, the 

effects of the ion channels on the information transfer are 

still unclear. We approach this question with a statistical 

measure called transfer entropy.  

Transfer entropy is a non-parametric statistical measure 

capable of capturing nonlinear source-destination relations 

between multi-variate time series [8-9]. Data recorded 

from neurons involve generally one or more variables and 

the interactions between these variables are highly 

nonlinear. So, applying the transfer entropy method is fit 

to analyze these types of neuronal data. Directed 

information methods like transfer entropy reveal an 

analytical difference between the direction of the 

information flow between the neurons in a network. We 

perform the TE analysis on the two-neuron conductance-

based Hodgkin-Huxley (HH) neuronal network to obtain 

how their connectivity changes due to conductances. 

It has been shown that the relationship between the 

parameters including ionic conductances, applied current, 

or coupling constant of a neuron affects the pattern of 

synchronization [10-11]. However, analyzing the roles of 

intrinsic ionic conductances in information transfer is 

limited. Most neurons involve voltage-gated currents 

together with background ‘passive’ currents and we will 

be focusing on their influence on information flow [12]. 

To the best of our knowledge there have been no works 

detailing how ionic conductances can tune the direction of 

information flow between the neurons in a neuronal 

network. 

Conductance-based models have been used to generate 

the spiking activity of electrically excitable cells including 

heart cells, pancreatic-beta cells and neurons and it has 

proved itself as a very successful tool to mimic the spiking 

activity and analyze the systems deeply [13-15]. 
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Mathematical models of the neurons can contain many free 

parameters that drive the activity pattern such as the 

maximal conductances of the different ionic currents, 

applied current, the coupling constant, or noise strength 

[16]. These parameters should be determined either by 

experimental measurements or by simulations of complex 

optimization problems until the model performs truly. 

However, conductances of real neurons are not constant 

parameter, they can change with the changing activity of 

the cell according to the intrinsic dynamics of the currents 

[17]. We focus on the effects of the maximal conductances 

in a coupled Hodgkin-Huxley neuronal network that we 

defined.  In our model, the coupling is defined from 

Neuron 1 to Neuron 2 and in the system, while Neuron 1 

is spiking due to the applied current, Neuron 2 is spiking 

due to the coupling from Neuron 1. In this network, there 

are two negative feedback variables for each neuron. The 

activation of a K+ current (n) responsible for the upstroke 

of an impulse together with the inactivation of the Na+ 

currents (h) provides negative feedback to the system. On 

the other hand, Na+ current activation (m) responsible for 

starting the spiking activity provides positive feedback for 

each neuron in our network model.  

Here, we explore the activities of voltage-gated Na+, K+ 

channels, and passive leak ion channels using a Hodgkin-

Huxley-type model network. For a coupled HH model, we 

show that the activities due to the changes in the 

conductance parameters of these channels manifest 

themselves as variations of the synchrony of the action 

potentials and the spike intervals of the coupled system. 

Due to these changes, the roles of the affecting and the 

affected neurons can easily switch, causing a change of 

direction in coupling. In order to explore this phenomenon 

from data, we propose the utilization of transfer entropy, 

which is a non-parametric information theoretic quantity 

used to detect the direction of the statistical interactions 

between two variables, even if they are nonlinearly 

dependent as in this application. We show that we can 

detect any change in the direction between the affected and 

the affecting neurons and demonstrate this as a function of 

changing conductance values. 

Our findings are important in terms of understanding the 

changes in channel activation/inactivation properties as a 

result of changes in channel densities which can reveal the 

physiological or pathological situations affecting the 

neuronal network activity in the way neurons respond to 

changes in conductances. 

 

2. Methods 

In this work, we focus on the analysis of a network of 

two coupled neurons using the HH model system and 

apply the transfer entropy method to this model with 

changing maximal conductances. We studied the effects of 

varied potassium, sodium, and leak conductances on 

transfer entropy in two populations of conductance-based 

model neurons. 

2.1 Transfer Entropy 

An effective mathematical modeling of a physical 

phenomenon is of utmost importance to better understand 

and describe the factors and their relationships causing it. In 

statistics and machine learning, many methods, such as 

regression and neural networks, have been utilized in science 

and engineering for this purpose. In addition to modeling, 

information theory has let us to quantify the interactions 

between different variables and/or model parameters using 

data. In particular, Shannon entropy is an information 

theoretical quantity to describe the average uncertainty of a 

system, model or a parameter and it is defined by the 

following equation: 

𝐻(𝑉) = − ∑ 𝑝(𝑣) log(𝑝(𝑣)).              (1)𝑣∈𝑉   

 

where H denotes the entropy of a random variable “V” and 

p(v) represents its probability density function (pdf). Using 

this main concept, other information theoretical quantities, 

like the Shannon entropy, Mutual Information (MI), 

Kullback-Leibler divergence and Transfer Entropy (TE), are 

defined in the literature [18-19]. Among these, MI is used to 

quantify the "amount of information" obtained about one 

random signal through observing the other random signal, 

which can be expressed by the following equation: 

 

𝑀𝐼(𝑉1, 𝑉2) = ∑ ∑ 𝑝(𝑣1, 𝑣2)𝑣2∈𝑉𝑣1∈𝑉 log
𝑝(𝑣1,𝑣2)

𝑝(𝑣1)𝑝(𝑣2)
,   (2)  

 

where 𝑀𝐼(𝑉1, 𝑉2)  denotes the mutual information between 

random variables 𝑉1 and 𝑉2. Above, it is observed that this 

quantity is defined in terms of the pdf of random variables 

and becomes zero for the statistical independence case, i.e. 

p (𝑣1, 𝑣2) =p( 𝑣1 )p( 𝑣2 ). MI can be utilized to identify 

nonlinear relationships among random variables, whereas 

the correlation coefficient ρ is optimal as long as there is a 

linear relationship. MI between two variables can also be 

expressed as a summation of Shannon entropies as shown 

below: 

𝑀𝐼(𝑉1, 𝑉2) = 𝐻(𝑉1) + 𝐻(𝑉2) − 𝐻(𝑉1, 𝑉2),         (3) 

 

where 𝐻(𝑉1, 𝑉2) is the joint Shannon entropy. Here, we note 

that 𝑀𝐼(𝑉1, 𝑉2) =  𝑀𝐼(𝑉2, 𝑉1) , meaning that MI is a 

symmetric measure. Therefore, if we would like to identify 

the direction of information flow from one variable to 

another, MI is not a sufficient approach. Instead, Schreiber 

[19] proposed another information theoretical quantity, 

called Transfer Entropy, which is capable of detecting the 

direction, i.e. either 𝑉1  effects 𝑉2 , or 𝑉2effects 𝑉1 , for two 

variables. In the literature, the affecting variable is generally 

known as the “source” and the affected variable is known as 

the “target” variable. The TE in two directions are calculated 

from data by using the following equations: 



        Şengul Ayan and Gençağa, International Advanced Researches and Engineering Journal 04(03): 208-216, 2020 
 

210 

 
 

𝑇𝐸𝑉1𝑉2
= 𝑇 (𝑉2(𝑖+1)|𝑽𝟐(𝑖)

(𝑘)
, 𝑽𝟏(𝑖)

(𝑙)
) =

∑ 𝑝 (𝑣2(𝑖+1), 𝒗𝟐(𝑖)

(𝑘)
, 𝒗𝟏(𝑖)

(𝑙)
) log2

𝑝(𝑣2(𝑖+1)|𝒗𝟐(𝑖)
(𝑘)

,𝒗𝟏(𝑖)
(𝑙)

)

𝑝(𝑣2(𝑖+1)|𝒗𝟐(𝑖)

(𝑘)
)𝑣2(𝑖+1),𝒗𝟐(𝑖)

(𝑘)
,𝒗𝟏(𝑖)

(𝑙) ,   

(4) 

 

𝑇𝐸𝑉2𝑉1
= 𝑇 (𝑉1(𝑖+1)|𝑽𝟏(𝑖)

(𝑘), 𝑽𝟐(𝑖)
(𝑙)) =

∑ 𝑝 (𝑣1(𝑖+1), 𝒗𝟏(𝑖)

(𝑘)
, 𝒗𝟐(𝑖)

(𝑙)
) log2

𝑝(𝑣1(𝑖+1)|𝒗𝟏(𝑖)
(𝑘)

,𝒗𝟐(𝑖)
(𝑙)

)

𝑝(𝑣1(𝑖+1)|𝒗𝟏(𝑖)
(𝑘)

)
,

𝑣1(𝑖+1),𝒗𝟏(𝑖)
(𝑘)

,𝒗𝟐(𝑖)
(𝑙)          (5) 

 

where (𝑖 +  1) is an index for the leading time instant and 

(𝑖)  is an index for the current time. Above, 𝒗𝟏(𝑖)

(𝑘)
=

{𝑣1(𝑖)
, … , 𝑣1(𝑖−𝑘+1)

} shows the vector including the value of 

𝑉1  at time instant (𝑖) and its values at (𝑘 − 1) preceeding 

time instants. Similarly, 𝒗𝟐(𝑖)

(𝑙)
= {𝑣2(𝑖)

, … , 𝑣2(𝑖−𝑙+1)
} 

denotes the vector including the value of 𝑉2 at time instant 

(𝑖) and its values at (𝑙 − 1) leading time instants. Here, 𝑉1   

shows the k-th order and 𝑉2  shows the l-th order Markov 

processes. In the literature, 𝑘 and 𝑙 are also referred as the 

embedding dimensions. In our simulations, one past value of 

each signal is taken into consideration by assuming 𝑘 =

 𝑙 =  1  during TE analysis. In this case, TE can be estimated 

by the marginal and joint Shannon entropies as follows: 

 

𝑇𝐸𝑉2𝑉1
= 𝑇 (𝑉1(𝑖+1)|𝑽1(𝑖)

, 𝑽2(𝑖)
) = 𝐻 (𝑉1(𝑖)

, 𝑉2(𝑖)
) −

𝐻 (𝑉1(𝑖+1)
, 𝑉1(𝑖)

, 𝑉2(𝑖)
) + 𝐻 (𝑉1(𝑖+1)

, 𝑉1(𝑖)
) − 𝐻 (𝑉1(𝑖)

)  

(6) 
 

In order to analyze the effect of change in conductance 

parameters, we utilize TE as defined above. In these 

equations, we note that the pdf’s of variables need to be 

estimated from data first. Here, utilized histogram based 

estimations to infer the multivariate pdf’s given above. To do 

this, both source and target data are separated into certain 

number of bins and the frequency of data in each volume 

element is used as the pdf estimate [20-21]. As an example, 

we illustrate the joint probability density estimate , 

𝑝̂ (𝑉1(𝑖)
, 𝑉2(𝑖)

), of two action potential data, using 10 and 

100 bins for the marginal and joint histograms, respectively, 

in Figure 1.In order to judge if the estimated values are 

significant, we utilize a surrogate data testing with a p-value 

of 0.05. 

The rest of the approach proceeds as follows: The 

probability density function of each term in (6) is estimated 

by the illustrated histogramming given above and the 

following entropy terms are obtained using (1) and its 

multivariate versions: 

𝐻 (𝑉1(𝑖)
, 𝑉2(𝑖)

) , 𝐻 (𝑉1(𝑖+1)
, 𝑉1(𝑖)

, 𝑉2(𝑖)
) , 𝐻 (𝑉1(𝑖+1)

, 𝑉1(𝑖)
), 

𝐻 (𝑉1(𝑖)
) . Finally, TE from 𝑉2𝑡𝑜 𝑉1  is computed by the 

substitution of these in (6). The procedure is shown in the 

Figure 2. 

 
Figure 1. Probability density estimation from neuron action 

potential data using histograms. 

 

 
Figure 2. The block diagram of the proposed approach. 

 

2.2 Model 

Neurons are electrically excitable cells and responsible for 

the information transfer in our body through electrical 

signals called action potentials or spikes. Hodgkin and 

Huxley (HH) defined a first mathematical model that 

explains the generation of spikes using a nonlinear 

differential equation system [22]. K+ and Na+ ions together 

with the Cl- ions are mainly responsible for the electrical 

behavior of the HH system. We consider a Hodgkin-Huxley 

type model describing the activity of two coupled neuronal 

network with coupling corresponds to that of an electrical 

synapse as shown in Figure 3. Electrical synapses are 

specific sites where gap junction channels bridge the plasma 

membrane of two neurons. Gap junction is a gap between the 

pre- and post-synaptic neurons and impulse in here are 

transmitted in both directions [23]. So we define the coupling 

is proportional to the difference between the pre-synaptic and 

postsynaptic membrane potentials.  



 

 

 
Figure 3. Model configuration for two-neuron Hodgkin-Huxley 

network 

 

The differential equations for the rate of change of voltage 

𝑉1  and 𝑉2 for these neurons are given as follows: 

𝐶𝑚

𝑑𝑉1

𝑑𝑡
= 𝐼𝑎𝑝𝑝 − 𝐼𝑁𝑎,1 − 𝐼𝐾,1 − 𝐼𝐿,1,                 (7) 

𝐶𝑚

𝑑𝑉2

𝑑𝑡
= −𝐼𝑁𝑎,2 − 𝐼𝐾,2 − 𝐼𝐿,2 − 𝑘(𝑉1 − 𝑉2)     (8) 

 

where 𝐶𝑚 is the membrane capacitance, 𝐼𝑎𝑝𝑝 is the applied 

current. Here, 𝐼𝑁𝑎,𝑖  is the fast sodium current,  𝐼𝐾,𝑖  is the 

delayed rectifying potassium current and 𝐼𝐿,𝑖  is the leak 

current that all measured in  
𝜇𝐴

𝑐𝑚2  for 𝑖 = 1,2 . Coupling 

between the two neurons is simply defined by voltage 

difference as  𝑘(𝑉1 − 𝑉2)  and coupling strength is 𝑘.  

In our HH network model, ionic currents for each neuron 

𝑥 = 1,2 are defined as follows: 

𝐼𝑁𝑎,𝑥 = 𝑔𝑁𝑎,𝑥̅̅ ̅̅ ̅̅ ̅𝑚3ℎ(𝑉𝑥 − 𝑉𝑁𝑎) ,                        (9) 

𝐼𝐾,𝑥 = 𝑔𝐾,𝑥̅̅ ̅̅ ̅𝑛4(𝑉𝑥 − 𝑉𝐾)     ,                        (10) 

𝐼𝐿,𝑥 = 𝑔𝐿,𝑥̅̅ ̅̅ ̅(𝑉𝑥 − 𝑉𝐿)     .                           (11) 

 

𝑉𝑁𝑎, 𝑉𝐾, 𝑉𝐿 are the reversal potentials associated with the 

currents. Here m represents the Na+ activation and h 

represents the inactivation of the channel. n is the activation 

variable of the K+ current. Here 𝑔𝑥̅̅ ̅ denotes the maximal 

conductances. Gating functions of the ion channels defined 

with activation and inactivation dynamics and changing with 

time according to the differential equations below:  

𝑑𝑥

𝑑𝑡
=

𝑥∞(𝑉) − 𝑥

𝜏𝑥(𝑉)
  ,      𝑥 = 𝑚, ℎ, 𝑛.           (12) 

 

The equilibrium activation and inactivation functions are 

defined as follows;  

𝑥∞(𝑉) =
𝛼𝑥(𝑉)

𝛼𝑥(𝑉) + 𝛽𝑥(𝑉)
,    𝑥 = 𝑚, ℎ, 𝑛,         (13) 

 

where (𝜏𝑥) shows the time that the channel needs to reach the 

equilibrium. Time constants in our network model are 

defined as: 

𝜏𝑥(𝑉) =
1

𝛼𝑥(𝑉) + 𝛽𝑥(𝑉)
,   𝑥 = 𝑚, ℎ, 𝑛.          (14) 

Table 1 contains the information on the transition rates 𝛼𝑥  

and 𝛽𝑥  and the parameter values used to simulate the 

network. 

Table 1. Transition rates and parameter values for the coupled two-

neuron network model. 
 

Transition rates (ms-1) 

𝛼𝑚 0.1(40 + 𝑉)/(1 − exp(−(55 + 𝑉)/10) 

𝛽𝑚 4 exp(−(65 + 𝑉)/18) 

𝛼ℎ 0.07 exp(−(65 + 𝑉)/20) 

𝛽ℎ 1/(1 + exp(−(35 + 𝑉)) 

𝛼𝑛 0.01(55 + 𝑉)/(1 − exp(−(10𝑉 + 55)) 

𝛽𝑛 0.125 exp(−(𝑉 + 65)/80) 

Parameter values 

𝐶𝑚   =  1 𝜇𝐹 𝑉𝑁𝑎  =   50 𝑚𝑉 𝑔𝑁𝑎  =   120 𝜇𝑆 

𝐼𝑎𝑝𝑝  =  8 𝑚𝐴 𝑉𝐾  =   −77 𝑚𝑉 𝑔𝐾  =   36 𝜇𝑆 

𝑘   =   0.25 𝑉𝐿  =   −54.4 𝑚𝑉 𝑔𝐿  =   0.3 𝜇𝑆 

 

2.3 Simulation:  

 Model network is solved by XPPAUT software [24] using 

a 4th order Runge-Kutta solver with a time step of 0.001ms 

and the application of the transfer entropy method is 

simulated by the MATLAB software. Initial values for the 

simulations are considered as: 𝑉1 = 𝑉2 = −65, 𝑚1 =

𝑚2 = 0.05, ℎ1 = ℎ2 = 0.6 and 𝑛1 = 𝑛2 = 0.317. 

 

3. Results 

Varying ionic conductances have an effect on the cell’s 

electrical activity and understanding the underlying reason is 

biologically crucial. Here, we investigate this by focusing on 

three conductances that are available in the Hodgkin-Huxley 

neuronal network model. Here, the defined coupled neurons 

show phase-locked spiking. By definition, the Neuron 1 is 

spiking due to applied current and the Neuron 2 is spiking 

due to the coupling from Neuron 1. So originally the 

direction of the information flow is defined from Neuron 1 

to Neuron 2 (1-to-2). We both independently change the 

conductances of each current separately and the same 

currents’ conductances simultaneously under the 

observation of the amount of information flow. For all cases, 

we simulate transfer entropy analysis over the ranges of 𝑔𝑥 

parameters for which the model network exhibits tonic 

spiking and analyzes whether the order of the information 

flow changes due to the strength of the maximal 

conductances or not. 

 

3.1 The effects of changing maximal potassium 

conductances in the model 

 Altering the kinetic properties of K+ current in the HH 

model is known to alter the spike duration and interspike 

interval [15]. And the maximal K+ conductances 𝑔𝐾1  and 

𝑔𝐾2 in our coupled two-neuron network model measures the 

amount of subtractive feedback to the system from each 

neuron. So here we ask whether the information flow 

changes the direction by changing the amount of subtractive 

feedback with altering the conductances separately (𝑔𝐾1 or 

𝑔𝐾2) and simultaneously (𝑔𝐾1 and 𝑔𝐾2).  
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Figure 4. Transfer entropy results with changing a) 𝑔𝐾1, maximal conductance of K+ current for Neuron 1 b) 𝑔𝐾2, maximal 

conductance of K+ current for Neuron 2 and c)  𝑔𝐾1 & 𝑔𝐾2, maximal conductances of K+ currents for Neuron 1 and Neuron 2 

simultaneously with the same ratio. 

 

Figure 5. Pattern of spiking activity of Neuron 1 and Neuron 2 when A)  𝑔𝐾1=20, 𝑔𝐾2=36; B) 𝑔𝐾1=30, 𝑔𝐾2=36; C)  𝑔𝐾1=36, 𝑔𝐾2=20; D) 

𝑔𝐾1=36, 𝑔𝐾2=30; E)  𝑔𝐾1 = 𝑔𝐾2 = 20; F) 𝑔𝐾1 = 𝑔𝐾2 = 30. 

 

 Figure 4 shows the effects of changing 𝑔𝐾1  (panel A), 

changing 𝑔𝐾2(panel B), and changing 𝑔𝐾1 and 𝑔𝐾2 together 

(panel C) on information flow as a result of transfer entropy 

simulation. Information flow from Neuron 1 to Neuron 2 is 

shown as 1-to-2 and the information flow from Neuron 2 to 

Neuron 1 is shown as 2-to-1. Figure 5 shows the effect of the 

changing maximal conductances on the output signal in 

terms of the synchrony, spike duration, and interspike 

interval. We can see that, the direction of flow changes with 

the increasing 𝑔𝐾1 conductance in Figure 4A. Even though 

our coupling is defined as 1-to-2, before 𝑔𝐾1 around 27, the 

TE results of 2-to-1 is higher. This can be explained as the 

𝑔𝐾1 arranges the amount of the subtractive feedback and 

when the amount of subtractive feedback is high enough for 

Neuron 1, the frequency of Neuron 1 is decreasing by 

increasing the interspike interval as shown in Figures 5A and 

5B.   

 As a result, input coming to Neuron 2 from Neuron 1 

dominates the information flow and causes the change of the 

direction from 1-to-2 to 2-to-1 (Figure 4A). 

The characteristic of the TE curves for varying 𝑔𝐾2 does not 

cross each other meaning that the information flow does not 

change direction according to the strength of the subtractive 

feedback due to K+ current of Neuron 2 [25]. To be able to 

change the information flow in this coupled system, we 

should support Neuron 2, but increasing 𝑔𝐾2 will do the 

inverse and the phase locked system is not affected as 

illustrated in Figure 5C&5D.  

Once we start to increase the K+ conductance of each 

neuron together with the same ratio, we observe a similar 

effect of increasing the K+ conductance of Neuron 1. For 

lower values of maximal K+ conductances (𝑔𝐾1 and 𝑔𝐾2 ) 

information is transferred  from Neuron 2 to Neuron 1. But 

there is a threshold value around 𝑔𝐾1 = 𝑔𝐾2 = 28, that the 

information changes the direction to 1-to-2. Figure 5E and 

5F shows the spiking behavior and how the phase-locked 

system is affected by the changes of both K+ conductances.  
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Figure 6. Transfer entropy results with changing a) 𝑔𝑁𝑎1, maximal conductance of Na+ current for Neuron 1 b) 𝑔𝑁𝑎2, maximal 

conductance of Na+ current for Neuron 2 and c)  𝑔𝑁𝑎1 & 𝑔𝑁𝑎2, maximal conductances of Na+ currents for Neuron 1 and Neuron 2 

simultaneously with the same ratio. 

 

 
 

Figure 7. Pattern of spiking activity of Neuron 1 and Neuron 2 when A)  𝑔𝑁𝑎1=140, 𝑔𝑁𝑎2=120; B) 𝑔𝑁𝑎1=200, 𝑔𝑁𝑎2=120; C)  

𝑔𝑁𝑎1=120, 𝑔𝑁𝑎2=100; D) 𝑔𝑁𝑎1=120, 𝑔𝑁𝑎2=160; E)  𝑔𝑁𝑎1 = 𝑔𝑁𝑎2 = 120; F) 𝑔𝑁𝑎1 = 𝑔𝑁𝑎2 = 140. 

 

Since the system is highly nonlinear, forecasting the 

direction of the flow according to current strength is almost 

impossible without further analysis like we applied here with 

Transfer Entropy. 

 

3.2 The effects of changing maximal sodium 

conductances in the model 

 The activity pattern that our model network displays are 

also controlled by Na+ conductances 𝑔𝑁𝑎1  and 𝑔𝑁𝑎2 

providing positive feedback to the related neurons. 

Additional Na+ conductance supports the neuron to act more 

profoundly to equivalent input current as we can see in 

Figure 7. 

  Increasing the Na+ current for Neuron 1 without 

increasing the K+ current can cause the model network to 

drive into a more depolarized state and that is why 

information transfer changes direction from 1-to-2 to 2-to-1 

(Figure 6A).  

 Once we compare the results of Na+ and K+ conductance 

effect on the TE as shown in the Figure 6A and Figure 4A, 

we observe an opposite behavior since they support the 

system adversely. On the other hand, increases in 𝑔𝑁𝑎2 

conductance only have an inverse effect against the 𝑔𝑁𝑎1 

results. The amount of information flow builds up from 

Neuron 1 to Neuron 2 and the direction of the information 

flow stays stable (Figure 6B). Increasing both Na+ currents 

by increasing the maximal conductances 𝑔𝑁𝑎1  and 𝑔𝑁𝑎2 

together have a similar effect in our coupled network and 

transfer entropy curves do not cross each other and the 

information flow stays the same. 

 The gating dynamics responsible for channel activations 

and inactivations are highly nonlinear especially for the Na+ 

conductance. Na+ channel simulates the dynamics with two 

gates; activation and inactivation. While the activation of the 

Na+ channel supports the system positively, inactivation of 

the channel provides negative feedback to the system [26].  

 

213               Şengul Ayan and Gençağa, International Advanced Researches and Engineering Journal 04(03): 208-216, 2020 



        Şengul Ayan and Gençağa, International Advanced Researches and Engineering Journal 04(03): 208-216, 2020 
 

 

 
Figure 8: Transfer entropy results with changing a) 𝑔𝐿1, maximal conductance of leak current for Neuron 1 b) 𝑔𝐿2, maximal 

conductance of leak current for Neuron 2 and c)  𝑔𝐿1&𝑔𝐿2, maximal conductances of leak currents for Neuron 1 and Neuron 2 

simultaneously with the same ratio. 
 

 
 

Figure 9: Pattern of spiking activity of Neuron 1 and Neuron 2 when A)  𝑔𝐿1=0.25, 𝑔𝐿2=0.3; B) 𝑔𝐿1=0.4, 𝑔𝐿2=0.3; C)  𝑔𝐿1=0.3, 

𝑔𝐿2=0.25; D) 𝑔𝐿1=0.3, 𝑔𝐿2=0.4; E)  𝑔𝐿1=𝑔𝐿2=0.25; F) 𝑔𝐿1=𝑔𝐿2=0.4. 

 

  So, our study reveals unexpected information transfer 

changes following changes in sodium conductance. 

 

3.3 The effects of changing maximal Leak conductances 

in the model 

Leak channels provide a background synaptic activity and 

how they influence the information flow for the coupled 

system is also important to analyze. Altering the leak 

conductance by changing the 𝑔𝐿  parameters also alter the 

intrinsic cell dynamics. However, it is not yet established if 

it changes the information flow. To analyze the change in 

information flow, we simply increase the maximal leak 

conductances of each neuron separately and together in the 

network model. 

   The presence of the added leak conductance for Neuron 1 

does not have any impact on the flow of information as we 

can see in Figure 5A. Transfer entropy results for both 

directions are not affected by the changes in 𝑔𝐿1. The phase-

locked system is not affected by the changes in 𝑔𝐿1 as shown 

in Figure 9A&9B that supports the stability in TE results. 

Neuron 2 does not have an applied input and excitability 

is due to the coupling from Neuron 1. So increasing or 

decreasing the leak conductance causes a corresponding 

increase/decrease in the frequency of action potentials 

affecting the direction of the information flow as we can see 

in Figure 9B and 9C.  

Interspike interval for Neuron 2 decreases as 𝑔𝐿2 increases 

and 2-to-1 coupling turns to the 1-to-2 coupling between 

neurons. During this change in the coupling, the direction of 

the information flow also changes. Similar results are 

observed once both the leak conductances are perturbed as 

shown in Figure 8C and Figure 9E&F. So conductance-

based networks can show both ways of information flow 

according to the strength of the leak conductance.  

While the information flow occurs from Neuron 2 to 

Neuron 1 for smaller 𝑔𝐿 values, the direction oscillates with 

an increasing 𝑔𝐿2  value. These results suggest that the 

interaction between the coupled network dynamics critically 

changes by the effects of leak conductance by changing the 

interspike variability and as a result the direction of the 

information flow changes between the neurons.  
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4. Conclusion 

The objective of this study is to determine the effects of 

changing conductances on the two –neuron HH network 

by using the transfer entropy which is an information-

theoretical quantity. Our defined model involves two 

synchronized neurons due to the coupling defined from 

Neuron 1 to Neuron 2. Firstly, we observe a strong 

correlation between the maximal conductances of the ion 

channels 𝑔𝑁𝑎, 𝑔𝐾 and 𝑔𝐿, the action potential duration and 

interspike interval.  Once we perturb these parameters, the 

pattern of synchronization for the neuronal networks also 

changes dramatically. That is why it is crucial to analyze 

the ambiguity of the parameters in the network model. In 

order to understand the population behavior of neurons, we 

should understand the relations under the nonlinear 

dynamics involved in the AP network. Here, to understand 

how neural systems integrate, encode, and compute 

information, we use transfer entropy, which is capable of 

catching the nonlinear interactions between the variables. 

For the two-neuron HH network, the TE analysis reveals 

that information transfer changes direction with the 

maximum conductances against the coupling defined 

originally. This coupling between neurons is modeled by 

the nonlinear equation system of (7) and (8), where it is not 

obvious that the first neuron can also be affected by the 

second. However, using TE, we show that the latter 

statement can also come true as a result of changing 

conductances. For example, from Figure 2A, we can 

conclude that the direction of coupling (information flow) 

is from neuron 2 to neuron 1 for conductance levels up to 

𝑔𝐾1 ≅ 27  as the probability of predicting the current 

values of neuron 2’s action potential by using its own past 

values and the past values of neuron 1 is higher than the 

probability of the predictability of that of neuron 1 from its 

own past and neuron 2’s past. In other words, for this 

conductance zone, 𝑇𝐸𝑉2𝑉1
> 𝑇𝐸𝑉1𝑉2

. Similarly, we note 

that this directionality is reversed as the conductance 

values exceed 27 for this case.  

We observe these changes with each maximal 

conductance including the leak channel. Either having a very 

strong or very weak leak for Neuron 2 changes the 

information flow. We observe that there is an interval for 𝑔𝐿2 

that holds the network stable as is defined. On the other hand, 

Na+ channel activation provides a positive feedback to the 

network and once we increase the maximal conductance of 

the Neuron 1 there is a threshold that changes the information 

flow from 1-to-2 to 2-to-1 due to the strong positive feedback 

flows from Neuron 1 to Neuron 2. K+ channel activation, on 

the other hand, provides negative feedback to the system and 

we observe an opposite behavior once we perturb the K+ 

maximal conductance as we expect. This time, for lower 

values of the 𝑔𝐾1, information flow changes direction from 

1-to-2 to 2-to-1 due to the strong negative feedback flow 

from Neuron 1 to Neuron 2.  

Depending on the ion channels property, changing the 

maximal conductance of either each neuron separately or 

together, can change the amount of information flow against 

the coupling. This result highlights that since different data 

sets can closely optimize the experimental data and the flow 

of the direction changes with the changing maximal 

conductances, the chosen parameter set is matter even 

though it can mimic the data well.    

 The main effect of the perturbation of conductances is to 

change the synchrony with either changing the interspike 

interval or spike duration. According to the perturbed 

parameter we observe the disruption of the synchronized 

network. The TE analysis is defined for inspecting the 

information transfer between the signals. For neuronal spikes 

simulated by our defined network, TE analysis reveals useful 

information about the parameters of the involved ion 

channels.  Since the network is highly nonlinear, the effect 

of adding or subtracting a conductance can change the 

different intrinsic properties like the values of other 

parameters. That is why we need deeper analysis to better 

understand the underlying behavior of neuronal networks.  

 This work presents a complementary analysis to our 

previous effort on the full network investigation of a coupled 

two neuron HH model where the effects of additional noise 

are examined. 
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  ARTICLE INFO  ABSTRACT 

 Chaos is one of the important research areas in recent years. The chaotic signal generator is one 

of the most basic structure in the chaos-based researches and applications. In this study, 

Sundarapandian-Pehlivan Chaotic Oscillator (SPCO) designs have been implemented in 2 

different platforms as analog-based using Second-Generation Current Controlled Current 

Conveyor (CCII) and FPGA-based with  one of the chaotic oscillator that has been presented to 

the literature namely Sundarapandian-Pehlivan system. The structure used for the design of 

CCII-based chaotic oscillator and the results obtained from the study have been presented. In the 

second phase, the design of SPCO has been realized in order to utilize for running in FPGA 

chips using Dormand-Prince (DP) numeric algorithm. The design has been coded in VHDL 

using 32-bit IEEE-754-1985 floating point representation. The designed system has been tested 

by synthesizing it in Xilinx ISE Design Tools program. Then, the test results obtained from DP-

based SPCO structure have been presented. In the last phase, the designed system has been 

synthesized for VIRTEX-7 FPGA. FPGA chip resource consumption values that obtained after 

the Place-Route process are presented. According to the results, the maximum operating 

frequency of DP-based SPCO unit on FPGA is obtained as 362.608 MHz. In future studies, the 

designs of Pseudo Random Number Generator (RNG) and True RNG can be performed using 

DP-based SPCO unit implemented successfully in this study. 

 

 

 

       © 2020, Advanced Researches and Engineering Journal (IAREJ) and the Author(s).  
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1. Introduction 

Chaotic systems (CSs) are one of the areas that have 

been studied extensively in recent years [1–3]. CSs can 

be defined as nonlinear systems that exhibit an infinite 

number of non-periodic oscillations with a specific order 

within certain intervals [4,5]. The sensitivity to the initial 

conditions (ICs) and the system parameters are among the 

important characteristics of the CSs [6,7]. For this reason, 

in CSs, the slight changes in the parameter values or the 

ICs of the system may significantly affect the dynamic 

behavior of the system in time domain [8,9].  

The chaotic signal generator is one of the basic 

structures used in chaos-based studies and applications 

[10–13]. Nowadays, the chaotic signal generators and 

Chaotic Oscillators (COs) can be created by using 

different platforms. The circuits constructed by using 

analog electronic circuit elements can be given as 

examples for one of the most basic structures of CO 

structures [14,15]. In these circuits, active circuit 

elements are used together with basic elements such as 

resistors and capacitors, which are passive circuit 

elements [15,16]. Operational Amplifier (Op-Amp), 

Operational Transconductance Amplifier (OTA) and 

Second-Generation Current Controlled Current Conveyor 

(CCII) can be given as examples for the analog circuit 

elements that used in the CO designs [17–19]. The Op-
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Amp has high-gain and it is a direct coupling element that 

can perform many linear/non-linear signal processing 

operations. Today, there are Op-Amp elements operating 

at frequencies higher than 100 MHz and higher power 

values than 100 W. Although it is quite difficult to 

integrate Op-Amp elements with other analog or digital 

structures on the same chip, it is very suitable for 

integrating OTA element with analog or digital structures 

on the same chip. Besides, OTA elements have very high 

bandwidths compared to Op-Amp elements [20,21]. CCII 

elements can operate in a wider frequency band than Op-

Amp and OTA elements. Also, CCII elements are active 

circuit elements that have more flexible use in terms of 

circuit synthesis [22,23].  

Another method used for CO design is the structure of 

Artificial Neural Network (ANN)-based CO design [24–

26]. ANN is a mathematical modeling process of the 

thinking and decision making feature of the human brain. 

In this method, ANN is first trained by using the training 

set obtained from the CO [27]. Then ANN model is 

implemented on a digital platform by taking the weight 

and bias values obtained from the training as reference 

[28].  In ANN-based CO designs, many digital sources 

have been used, and since they contain non-linear transfer 

functions, their operating frequencies are generally low 

[28–32]. 

One of the most preferred methods in the literature is 

that the COs, which is given in a continuous time, is 

implemented on a digital platform in discrete time using 

numerical algorithms [33,34]. For this purpose, Euler, 

Heun, 4th order Runge-Kutta, Runge-Kutta-Butcher and 

Dormand-Prince are the numerical algorithms used in the 

literature [28,35,36]. Among these algorithms, the 

algorithm that can show the most characteristic of the 

CSs and produce the closest results is the Dormand-

Prince (DP) algorithm [37,38]. 

In the literature, there are different chaotic oscillator 

designs implemented using ANN-based and different 

numerical algorithms on FPGA, which is one of the 

digital platforms in recent years (Table 1). Alçın et al. 

[24] implemented the Pehlivan–Uyaroglu chaotic system 

based on ANN on FPGA and obtained the operating 

frequency as 266 MHz. They discussed the chip statistics 

and simulation results of the design and presented them 

to the literature. Yu et al. [22] designed the 4-D Chua 

chaotic system in 32-bit IEEE-754-1985 floating point 

number format with VHDL on FPGA using RK4 

numerical algorithm and present the operating frequency 

of the system as 180 MHz. Rajagopal et al. [33] designed 

a new 3-D chaotic system on FPGA using Runge-Kutta 

Butcher (RK5B) numerical algorithm in 32-bit IEEE-

754-1985 floating point number format. Koyuncu et al. 

[37] designed the SEA chaotic oscillator as 16I-16Q, 14I-

14Q, 12I-12Q, 10I_10Q, 8I-8Q fixed point based on 

FPGA using DP numerical algorithm and obtained the 

operating frequencies of the systems in the range of 344-

366 MHz. Seker et al. [36] carried out the DP numerical 

algorithm-based design of the chaotic oscillator on FPGA 

in 32-bit IEEE-754-1985 floating point number format 

and present the operating frequency of the design as 316 

MHz. Senouci et al. [39] transformed multiple chaotic 

systems they designed under Matlab/Simulink into FPGA 

code using MATLAB HDL Coder and Fixed Point 

Toolbox and realized their designs on the digital 

platform. Operating frequencies of systems embedded on 

FPGAs vary between 27-72 MHz. Kizmaz et al. [40] 

carried out the designs and chaos analysis of Memristor-

Based Simplest Chaotic system based on DP numerical 

algorithm in their study. Koyuncu et al. [41] performed 

the Dormand-Prince based chaotic oscillator design with 

golden proportion balance point on FPGA. In this study, 

SPCO chaotic system was designed on Xilinx Virtex-7 

FPGA using DP numerical algorithm in 32-bit IEEE 754-

1985 floating point number format. The operating 

frequency of the system designed in VHDL was obtained 

as 362 MHz. 

In this presented study, Sundarapandian-Pehlivan CS 

has been implemented using two different platforms: 

CCII-based as analog and numerically as DP-based on 

FPGA chip.  In the second part of this study, information 

about Sundarapandian-Pehlivan CS is given. In the third 

part, CCII-based SPCO design is presented. In the fourth 

part, DP-based CO structure and FPGA chip statistics are 

presented. In the last part, the results obtained from the 

study were evaluated. 

 

2. SPCO System 

CSs or oscillators are divided into two groups, 

continuous time and discrete time. Examples of 

continuous-time COs are Sprott A, Burke-Shaw, Lorenz, 

Chua, Rössler, Pehlivan-Uyaroglu and Pehlivan-Wei COs 

[39,43,44]. Continuous-time COs are expressed by 

differential equations. The differential equations of the 

nonlinear autonomous SPCO used in this study are given 

below [42]. 

 

𝑥̇ = 𝑎. 𝑦 − 𝑥 

ẏ = −b. x − z        (1) 

ż = c. z + x. y2 − x 
 

The parameters a, b and c in these equations can take 

different values according to the design. In this study, the 

ICs for Dormand-Prince-based SPCO are taken as x (0) = 

0, y (0) = 0 and z (0) = 0.1 and the parameters of the 

system are taken as a = 1.5, b = 0.4 and c = 0.4. The 

change in system parameters and oscillator ICs in COs 

completely changes the dynamic behavior of the system. 
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Table 1. Technical characteristics of FPGA-based COs designs 

in the literature in recent years. 
 

Paper Method 
Number  

Format 

Clock  

(MHz) 

[1] Euler numerical algor. 
Fixed 

(7;25) 
------- 

[2] 
Heun-RK4 numerical 

algor. 
Floating 390 

[3] RK4 numerical algor. 
Fixed 

(16;16) 
373 

[13] RK4 numerical algor. 
Fixed 

(8;24) 
112 

[22] RK4 numerical algor. Floating 180 

[24] ANN-based design Floating 266 

[26] ANN-based design Floating 231 

[27] ANN-based design Floating 240 

[28] ANN-based design Floating 272 

[31] ANN-based design  Floating 231 

[33] RK5B numerical algor. Floating ------- 

[34] 

3-D COs, Forward 

Euler and RK4 

Fixed 

(8;24) 
------- 

4-D Hyper-COs, 

Forward Euler and 

RK4 

Fixed 

(8;24) 
------- 

3-D COs, Simulink 

HDL-Coder 

Fixed 

(8;24) 
48 

4-D Hyper-COs, 

Simulink HDL-Coder 

Fixed 

(8;24) 
41 

[37] DP numerical algor. 
Fixed 

(16;16) 
344-366 

[38] DP numerical algor. Floating 316 

[39] Simulink HDL-Coder Fixed 27-72 

[40] DP numerical algor. Fixed ----- 

[41] DP numerical algor. Floating 316 

[42] RK4 numerical algor. Floating 293 

This DP numerical algor. Floating 362 

 

There are many methods developed in the literature for 

the chaos analysis of COs. One of the most preferred 

methods of these methods are chaotic phase portraits and 

time series methods. Phase portraits of x-y, y-z, x-z and 

x-y-z obtained using the DP numerical algorithm for the 

SPCO used in this study are given in Figure 1, Figure 2, 

Figure 3 and Figure 4, respectively. Besides, the x-y-z 

time series obtained using the DP numerical algorithm for 

the SPCO is presented in Figure 5. 

 

3. CCII-based SPCO Design 

In this section, SPCO has been modeled using OTA 

elements and the circuit design of the modeled system 

has been realized with ORCAD PSPICE program. 

 

 
Figure 1. x-y phase portrait of Dormand-Prince-based SPCO 

 
Figure 2. y-z phase portrait of Dormand-Prince-based SPCO 

 

 
Figure 3. x-z phase portrait of Dormand-Prince-based SPCO 

 

 
Figure 4. x-y-z phase portrait of Dormand-Prince-based SPCO 

 

 
Figure 5. x-y-z time series of Dormand-Prince based SPCO 

 

In the circuit, 14 AD844 CCII, 2 AD633 multiplier, 

three capacitors and 10 resistance elements with different 

values have been used. Below is the CO circuit diagram 

performed with OTA in Figure 6 using the ORCAD 

PSPICE program. 

In Figure 7, x-y, y-z and x-z phase portraits obtained 

from ORCAD are given, according to the ICs of the 

CCII-based CO, as x(0) = 0, y(0) = 0 and z(0) = 0.1 and 

the system parameters as a=1.5, b=0.4 and c=0.4, 

between the time intervals from 0 to 100ms. In addition, 

Fast Fourier Transformation (FFT) analysis results of the 

signals obtained from CCII-based SPCO are presented in 

Figure 8. 

 

 



 

 

 
 

Figure 6. Circuit schema of CCII-based SPCO design using ORCAD-Pspice program 

 

 

  
   (a)                                                                       (b) 

 
(c) 

Figure 7. (a) x-y, (b) y-z and (c) x-z phase portraits of CCII-based SPCO designed using ORCAD-Pspice program 
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Figure 8. FFT analysis results of the CCII-based SPCO designed using ORCAD-Pspice program  

 

4. Dormand-Prince-based SPCO on FPGA  

In this part of the study, the SPCO is modeled to work 

on FPGA using the DP. DP is given in Equation (2). DP 

consists of seven steps of k1, k2, k3, k4, k5, k6 and k7. 

IEEE-754-1985 32-bit floating point representation was 

used for the design and the design was coded in VHDL. 

Xilinx ISE Design Tools (ISE-DTs) program was used 

for the design synthesis, testing and Place-Route 

operations. Xilinx IP-Core Generator is used for the basic 

arithmetic operations including division, addition etc. 

used in the design. The first-order block diagram of DP 

based SPCO unit designed to work on FPGA chip is 

given in Figure 9. 
 

i 1 i 1 3 4 5 6

1 i i

2 i i 1

3 i i 1 2

4 i i 1 2 3

5 i i 1

35 500 125 2187 11
y y h( k k k k k )

384 1113 192 6784 84

k F(x , y )

h h
k F(x , y k )

5 5

3 3 9
k F(x h, y k k *h)

10 40 40

4 44 56 32
k F(x h, y k k k *h)

5 45 15 9

8 19372 25360
k F(x h, y k

9 6561 2187

+ = + + + − +

=

= + +

 
= + + + 

 

 
= + + − + 

 

= + + − 2 3 4

6 i i 1 2 3 4 5

7 i i 1 2 3 4 5 6

64448 212
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6561 729

9017 355 46732 49 5103
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3168 33 5247 176 18656

35 500 125 2187 11
k F(x h, y k 0*k k k k k *h)

384 1113 192 6784 84

 
+ − 

 

 
= + + − + + − 

 

 
= + + + + + − + 

 

 (2) 

 

Dormand-Prince-based SPCO unit on FPGA has 1-bit 

Clk and 1-bit Run input signals. The design has 32-bit 

X_out, Y_out, Z_out and 1-bit R_ready output signals. 

Clk signal allows the units in the design to work 

synchronously. 

Run signal is used to provide the first run. When the '1' 

signal arrives to the Run input of the design, the X_out, 

Y_out and Z_out outputs start to produce their initial 

values as a result of the 360 clock pulse. At this moment, 

the value of R_Ready becomes '1'. In cases where there is 

no output in the X_out, Y_out and Z_out, the R_ready 

signal produces a '0' output. 

 

 
Figure 9. The first-order block diagram of Dormand-Prince 

based SPCO unit 

 

The second-order block diagram of DP based SPCO 

unit designed to work on the FPGA chip is given in 

Figure 10. There are 10 units in the design, 6X3MUX, 

K1, K2, K3, K4, K5, K6, K7, ys, and Filter. The 

6X3MUX unit is designed to choose between the initial 

values assigned by the designer and the value produced 

when the system starts producing results. When the 

design first starts working, it sends the initial values of 

the 6X3MUX unit to the system.  

When the system starts producing the first results, it 

sends these values to the system as the initial value for 

the system to produce the next results. The K1, K2, K3, 

K4, K5, K6 and K7 units are designed to calculate the 

values found in the DP algorithm. The ys unit calculates 

the values of the DP algorithm using the values produced 

by the K1, K2, K3, K4, K5, K6 and K7 units. It then 

sends these values to the Filter unit. Since the designed 

system produces results in a 360 clock pulse period, the 

Filter unit is used to filter the values that come before this 

moment. When it comes to the 360th clock pulse, it 

transfers the values received to the output of the designed 

DP-based SPCO unit. At the same time, the unit sends a 

'1' signal to the R_Ready output. 
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Figure 10. The second-order block diagram of Dormand-Prince based SPCO unit
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Figure 11. The results of Dormand-Prince based SPCO unit using Xilinx ISE-DTs 

 
Table 2. The usage statistics for VIRTEX-7 chip of DP based 

SPCO unit 
 

Logic Utilization Used Available 
Utilization 

(%) 

Number of Slice 

Registers 
154,979 607,200 25 

Number of 

DSP48E1s 
150 2,800 5 

Number of Slice 

LUTs 
156,371 303,600 51 

Number of bonded 

IOBs 
99 700 14 

 

Dormand-Prince based SPCO unit, which was 

designed to work on FPGA chip, has been tested by using 

Xilinx ISE-DTs. The test results of DP based SPCO unit 

using Xilinx ISE-DTs are given in Figure 11. A clock 

pulse signal and Run input signal generated at 10 ns 

intervals were sent as '1' to the design. After receiving the 

Run signal, the presented design produces the first results 

after 360 clock pulse interval. After this clock pulse, it 

continues to produce results in every 360 clock pulse. 

The design works according to the 32-bit IEEE-754-1985 

floating point standard. However, in order to evaluate the 

design results more easily, the results are shown in 

hexadecimal format. 

The Place & Route process was performed for the 

VIRTEX-7 XC7VX485T-2FFG1761 FPGA chip to be 

utilized in the designed DP based SPCO unit using Xilinx 

ISE-DTs program. After the Place+Route process, the 

obtained FPGA chip resource utilization report is 

presented in Table 2. The maximum operating frequency 

of the presented design on the Virtex-7 FPGA chip was 

obtained as 362.608 MHz. In other words, the minimum 

clock period of the design is 2.758 ns. 

4. Conclusions  

In this study, using the SPCO, which is one of the CSs 

presented to the literature, CO designs have been 

implemented to be utilized in chaos-based engineering 

applications on two separate platforms with CCII analog 

electronic circuit element and FPGA chip. The structure 

used for the CCII-based CO design and the results of the 

study are presented. Then SPCO was designed to work on 

FPGA chips using the DP. The design uses 32-bit floating 

point representation. The design was coded in VHDL and 

the designed system was synthesized in Xilinx ISE-DTs 

program. The designed system has been tested by 

preparing a test bench in VHDL. In the study, test results 

obtained from DP based SPCO structure are given. The 

SPCO unit designed in the last part of the study was 

synthesized for the VIRTEX-7 FPGA. Source usage 

values of FPGA chip obtained after the Place+Route of 

the unit are presented in the study. According to the 

obtained results, the maximum operating frequency of 

DP-based SPCO unit on FPGA is approximately 362 

MHz. The chaotic signal generator is one of the basic 

structures used in chaos-based studies and applications. 

In this study, SPCO designs have been successfully 

implemented in 2 different platforms as analog-based 

using CCII and digital-based using FPGA chip. 

Synchronization, secure communication and Pseudo/True 

RNG applications can be implemented with DP based 

SPCO unit proposed in this study in future studies. 
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 In satellite communication, link margin and therefore antenna radiation characteristics are key 

factors to ensure providing a robust communication link between space and ground segment. For 

telemetry/telecommand and payload data transfer, isoflux antennas are employed widely in 

satellite communication systems to direct electromagnetic wave efficiently. To decrease 

complexity and manufacturing cost, simple antenna structures are preferred. In this study, after a 

detailed literature survey, a polyrod antenna has been designed to use in the space segment of Low 

Earth Orbit satellite communication subsystem. The proposed polyrod antenna has maximum gain 

at about 600 elevation angle of the antenna. Moreover, its impedance bandwidth is 750MHz (11%) 

that is fairly adequate to use in high data rate transmitters. By using CST Microwave StudioTM 

which is a commercially available 3-D electromagnetic time-domain solver, directivity, gain, axial 

ratio for elevation plane at X-Band, and return loss characteristic have been presented. Based on 

the obtained results, the designed polyrod antenna can be used where a conical shaped beam 

radiation pattern is needed.  
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1. Introduction 

Communication systems on satellites take on various 

tasks. Those are telemetry/telecommand (TM/TC) 

transmit and receive tasks, payload data transfer to a 

ground station, inter-satellite communication, 

broadcasting service, mobile communication service, etc. 

as mentioned by Imbriale in [1] and Akan in [2]. Due to 

this fact, a satellite communication subsystem for the 

space segment can require different kinds of antennas. 

Moreover, these antennas should meet harsh space 

requirements like atomic oxygen, vibration loads during 

the launch phase, ionizing radiation, extensive temperature 

differences as explained by Imbriale and Akan et al. in 

their studies [1-2].  

As it is well known, in a communication subsystem, 

antennas are initial or final elements for a receiver or 

transmitter, respectively. Due to the requirement of 

directing electromagnetic energy into the desired area or 

receiving a coming electromagnetic wave more directive 

and effectively in a specific way, these electromagnetic 

energy transducers are key elements for wireless 

telecommunication systems.  As known, artificial satellites 

have limited power budget and therefore, required high 

effective isotropic power (EIRP) for RF transmitters and 

G/T for receivers should be generally compensated by the 

antenna on the satellite platform. Furthermore, 

communication systems should provide a positive link 

margin to enhance vigorous communication link and link 

budget.  

To compensate for increasing free space loss at the edge 

coverage (EoC) communication system of the satellite 

platform, an antenna having isoflux radiation 

characteristic or steerable antennas are employed. To 

avoid complexity, additional power consumption, and 

lower reliability, passive isoflux antennas are usually 

preferred. Therefore, there are many studies for antennas 

that have isoflux radiation characteristics in the open 

literature [3-12]. Huang presented that one can obtain a 

conical shaped beam using higher-order mode excitation 

of circular microstrip antenna in [7]. In that study, to obtain 

a circular polarization two probes with 900 phase 

difference are used. However, Nakano suggested a simple 

version of this higher-order mode excited circular patch 

antenna with a circular polarization feature in [8]. In this 

antenna, there are two perturbation notches to get a 

Design of polyrod antenna having isoflux radiation characteristic for satellite 

communication systems 
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circularly polarized electromagnetic wave. There are also 

antennas that have higher circular polarization purity i.e. 

lower axial ratio compared to microstrip antennas. Two of 

them are bifilar and quadrifilar helix antennas as presented 

by Zackrisson, Choi et al. and Colantonio [4-6]. Despite 

they have wide beamwidth, maximum gain values of them 

are generally low. Therefore, they are often used for 

TM/TC communication subsystems of LEO satellites. 

Moreover, the production stages of these antennas are 

quite difficult, since their radiation characteristic strictly 

depends on the physical parameters of the helix structure. 

Another important point is that some mechanical 

reinforcement can be required to enhance their strength 

against to vibration loads of the launch phase. Because in 

some applications, helix length can be long while its 

diameter is quite small which can make this antenna 

vulnerable to the vibration loads. In [11], X-Band choke 

ring horn antenna was designed and manufactured to use 

on SWOT mission of NASA as indicated by Chahat et al. 

The designed antenna has isoflux radiation pattern with 

circular polarization at X-Band. Another X-Band isoflux 

antenna design was presented by Fallahzadeh et al. in [12] 

to obtain a maximum gain at 62.50 elevation angle of the 

antenna. 

Polyrod or dielectric rod antennas have been widely 

used for different applications like wireless 

communication, since 1939 as stated by Abumunshar and 

Sertel in [13]. They can also be employed at millimeter-

wave integrated circuits to utilize the surface waves [13]. 

Kobayashi et al. designed a tapered dielectric rod antenna 

operating at 81.5GHz as indicated in [14]. In another 

study, a dielectric rod antenna was designed and used for 

chip to chip communication at W-Band by Ghassemi and 

Wu in [15]. 3-D printing technique which is a today’s 

technology, can also be applied easily to manufacture 

polyrod antennas as presented by Huang et al. in their 

studies [16]. In that paper, the authors designed a 

wideband circularly polarized dielectric rod antenna that 

operates between 4.05GHz and 7.55GHz. Then it was 

manufactured using 3-D printer Zortrax M200 and 

Flashforge Guider IIs. Polyrod antennas are not only used 

as single element radiator but also used to form antenna 

arrays. By Shokouhi and Firouzeh, linear array of dual 

polarized slot coupled dielectric rod radiators was 

proposed in their study [17].   

Polyrod antennas excited by a circular horn antenna 

support TE11 antenna as mentioned by Milligan [18]. This 

TE11 mode also excites the hybrid mode of HE11. In [19], 

a rectangular dielectric rod antenna fed by parallel strip 

line was proposed by Hou et al. The operating frequency 

band of the antenna was 5.4 to 6.6GHz as mentioned by 

the authors. Therefore, this study indicates that dielectric 

rod antennas can be fed by different types of transmission 

lines. The dielectric rod antennas are also utilized for 

pulsed power systems as highlighted by Petrella et al. in 

[20]. In their study, they designed a polyrod antenna that 

can generate 500 ps pulse with an amplitude of 600 V/cm 

for a 25 kV input from the pulse transformer to stimulate 

biological tissues. There are different techniques to 

enhance bandwidth of a dielectric rod antenna. One of 

them is presented by Abumunshar and Sertel in [13]. In 

that study, feed and radiation tapering sections were used 

in order to get 5:1 impedance and radiation bandwidth that 

covers 6-30GHz as shown in [13]. So the designed polyrod 

antenna has an ultra-wide bandwidth. However, there are 

very limited published study in the literature about polyrod 

or dielectric rod antennas to use in satellite communication 

systems as isoflux radiator. The best known study was 

published by King et al. [21].  

To benefit high radiation efficiency, wide bandwidth, 

and stable radiation pattern characteristic of the polyrod 

antenna, in this study a modified polyrod antenna design is 

proposed where a horn antenna structure can be used with 

a simple geometry of dielectric to maximize the directivity 

at high elevation angles of the antenna. As it is well known 

that a horn antenna and conical dielectric part can be easily 

manufactured today on a computer numerical control 

(CNC) milling machine. Furthermore, due to its 

proportional structure, this antenna is quite robust against 

vibration load. Another advantage of the polyrod antenna 

is that its maximum gain elevation angle can be modified 

by altering the geometry of the conical dielectric part. 

Thus, an isoflux polyrod antenna that has a maximum gain 

at about ±600 elevation angles has been designed to get an 

isoflux radiation characteristic to satisfy the link budget 

requirements of LEO satellite communication systems that 

operate at X-Band. 

First of all, in part two, the importance and the reason of 

isoflux radiation pattern requirement for LEO satellite 

communication link are discussed. Afterwards in part 

three, polyrod antenna has been explained and a basic 

study and its results are presented. In addition, how the 

radiation characteristic changes with respect to some 

varying physical dimensions is studied in this part. Then 

an optimized polyrod antenna which has maximum gain at 

higher elevation angle has been proposed and its 

directivity and axial ratio pattern results are presented. The 

obtained results are promising to use in space segment for 

satellite communication, particularly for payload data 

transfer.   

 

2. Importance of Isoflux Radiation Pattern for 

Satellite Communication 

As mentioned in the previous section, at the EoC more 

EIRP is needed to reimburse increasing free space loss. For 

this recompense, increasing output RF power can cost too 

much, since there would be needed more expensive RF 

signal amplifying section like Travelling Wave Tube 

Amplifier (TWTA) or solid-state amplifier component and 

also it leads to more DC power consumption.  Instead of 

increasing RF output power, there is a passive solution: this 

is to use an antenna that has isoflux radiation pattern. A 
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simple geometrical calculation can be given to define change 

of range with respect to the elevation angle of a satellite. As 

shown in Figure 1, slant range relation between satellite and 

ground station can be evaluated using earth radius R (equals 

to about 6378km), satellite altitude h, antenna elevation 

angle θ, and satellite elevation angle with respect to horizon 

α. 

Then utilizing cosine law on this geometry Slant Range can 

be approximated for the EoC assuming the ground station is 

in line of sight of the satellite as below    

𝑆𝑙𝑎𝑛𝑡 𝑅𝑎𝑛𝑔𝑒 = [𝑅2 + (𝑅 + ℎ)2 − 2𝑅(𝑅 + ℎ) cos 𝛾]1/2  (1)                              

Furthermore, using sine law, the relation between the 

antenna elevation angle (on satellite) and elevation angle of 

the satellite can be given as 

𝑅

sin 𝜃
=

𝑅+ℎ

sin(90+𝜃)
                                  (2) 

Based on these relations, change of the antenna elevation 

angle (on satellite) versus the elevation angle of the satellite 

can be demonstrated as given in Figure 2. From Figure 2, it 

is obvious that the antenna elevation angle equals zero when 

the ground station is at the nadir point of the satellite i.e. the 

satellite is exactly on the ground station. Besides, free space 

loss can be calculated from the Friis transmission equation 

using slant range relation. It is written as; 
 

𝐹𝑆𝐿 = (
4𝜋 𝑆𝑙𝑎𝑛𝑡 𝑅𝑎𝑛𝑔𝑒

𝜆
)

2

                        (3) 

 

In this equation, λ is the wavelength for operating 

frequency of the communication link between the satellite 

and the ground station. Using Equation (3) and Equation (2) 

free space loss has been evaluated with respect to the 

elevation angle of the satellite as presented in Figure 3. 

 
Figure 1. Geometrical illustration of slant range, antenna 

elevation angle, and satellite elevation angle 

 

Figure 2. Evaluated antenna elevation angle for the given satellite 

elevation angle 

  As expected minimum free space loss occurs at 900 value 

of the satellite elevation angle, since the distance between the 

satellite and ground station is minimum. However, it is the 

maximum at 00 and 1800 values of the satellite elevation 

angle where the distance reaches its maximum value. 

 

3. Polyrod Antenna 

In this study, a polyrod antenna has been designed and 

analyzed to get isoflux coverage for satellite communication 

systems. Comprehensive experimental studies have been 

carried out by Mueller and Mallack as given in [22, 23] for 

the analysis of the polyrod antenna.  A polyrod antenna that 

has cross-sectional dimensions in the order of a wavelength 

behaves like a dielectric lens. Particularly, assured laws of 

this behavior have been found by King et al. and Wilkes who 

are the researchers of the Applied Physics Laboratory of the 

Johns Hopkins University [21, 24]. Besides, in [22], King 

obtained a shaped beam radiation pattern to use on satellite 

platforms by using Silver’s analytical beam synthesis 

approach for circular aperture antenna given in [25]. In [21], 

the easiness of manufacturing polyrod antenna is especially 

highlighted. For this antenna, a dielectric rod exceeds the 

flare of a conical horn antenna and then its diameter is 

decreased gradually down to the defined value as indicated 

in Figure 4. The dielectric material is chosen as polystyrene 

that is a kind of aromatic hydrocarbon polymer for the rod 

part of this antenna structure.  

 

Figure 3 Evaluated free space vs. Elevation angle of the satellite 

at operating frequency of 7GHz 



 

 

 

 
Figure 4. Shaped beam dielectric rod antenna [21] 

The dimensional parameters of the antenna are shown in 

Figure 4. 

Related physical dimensions of the polyrod antenna 

studied by King et al. are given in Table 1 [21]. Polystyrene’s 

dielectric permittivity and loss tangent are 2.5 and 0.00033, 

respectively. 

Using the suggested dimensions given in [21] simulation 

result for normalized directivity of the antenna at 7.3GHz is 

given in Figure 5 by utilizing circularly polarized wave 

excitation. Nonetheless, the same results could not be 

obtained. The obtained directivity values are about 10.6dBi 

and 10.1dBi at θ = ±200 by simulation. Given directivity 

values are about 12.42dBi, in [21]. It is considered that the 

reasons for these discrepancies are tolerances of 

manufacturing and dielectric material permittivity.    

For different physical dimensions, simulations have been 

realized to see the effects of them onto antenna radiation 

characteristics. Foremost, effect of flare has been studied. 

For different values of horn radius simulations have been 

carried out and results are presented in Figure 3. But, as 

shown in Figure 6, the effect of horn dimension is poor to 

widen the beamwidth. 
 

Table 1. Polyrod antenna dimensions given in [21] 
 

Dimensions Inch (mm) 

Horn Diameter (Flare Diameter) 5.1 (129.54) 

Waveguide Diameter 1.35 (34.29) 

Dielectric Cone Diameter 0.564 (14.33) 

Horn Flare Length 3.72 (94.49) 

Total Length 9.72 (246.89) 

 

 
Figure 5. Simulation result for directivity pattern of shaped beam 

dielectric rod antenna at 7.3GHz using physical dimensions in [21] 

 

Secondly, simulations have been iterated by changing the 

dielectric rod length, since it is apparent that the dielectric 

rod is dominant to shape the beam from the study given in 

[24]. 

According to these simulations, dielectric rod length is 

seemingly effective to shape the beam as shown in Figure 7. 

4. Design of Polyrod Antenna having Wider 

Beamwidth 

Depending upon orbit height of a satellite elevation angle 

where the maximum gain is obtained can be a different value. 

For example, for (Low Earth Orbit) LEO and Middle Earth 

Orbit (MEO) satellites, this elevation angle will be higher. 

According to an example of link budget where 800km orbit 

height, it will be required a maximum directivity at 

approximately 600. Therefore, after many parameter sweeps 

and optimization process maximum directivity at θ = 580 has 

been accomplished. The cross-sectional view and dimension 

parameters of the designed polyrod antenna are shown in 

Figure 8. As dielectric material, another low loss substance 

PTFE (Teflon) has been selected. Its dielectric permittivity 

and loss tangent are 2.1 and 0.0002, respectively. In addition, 

a septum polarizer or dual feed with 900 phase difference can 

be used to form a circularly polarized wave at output of the 

antenna. Throughout the simulations a septum polarizer has 

been utilized. Nonetheless, for the sake of brevity its design 

is not given in this article.   

In this structure, the dielectric rod consists of two parts. 

The first one which is inside the flare follows shape of the 

cone of horn and then the second part which is outside the 

horn and its circular area becomes smaller gradually. 

 

 
Figure 6. Directivity pattern of polyrod antenna for different 

flare radius values obtained by simulation at 7GHz 

 

 
Figure 7. Directivity pattern of polyrod antenna for different 

dielectric cone lengths at 7GHz 
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Figure 8. Longitudinal cross-section view and dimensions of 

the designed polyrod antenna in this study 

As stated by Mueller and Wilkes [22, 24], the geometrical 

transition between first and second dielectric cone is 

effective to shape the beam of the antenna and it behaves 

similar to lens antennas. The physical dimensions of the 

designed antenna are tabulated in Table 2. 

The acquired circularly polarized radiation pattern is 

presented in Figure 9 for the operating frequency of 7GHz. 

As shown in this figure second maximum (after the 

boresight) directivity value is 4.96dBic obtained at θ = -580 

for ϕ=00 cut plane. 

However, a tolerable asymmetry is determined again with 

respect to θ = 00. It’s tolerable because the directivity at θ = 

580 is about 4.1dBic. It is evident that once beamwidth 

widens then the maximum directivity decreases as expected. 

In Figure 10, the variation of axial ratio with respect to θ at 

ϕ=00 cut is seen. Particularly, for θ values where maximum 

directivity is obtained, axial ratio values are lower than 1.5dB. 

Moreover, between θ angle values where the maximum 

directivity is obtained, the axial ratio value is almost smaller 

than 10dB. In that manner, its axial ratio purity is at a 

reasonable level as a circularly polarized antenna.  
 

Table 2. Dimensions of the designed polyrod antenna in this     
study 

 

Dimensions (mm) 

Horn Diameter 130 

Waveguide Diameter 34.29 

1st Dielectric Cone Base Diameter 124.286 

2nd Dielectric Cone Base Diameter 116.286 

2nd Dielectric Cone Top Diameter 6 

Horn Flare Length 240 

Total Length 373 
 

 

 

Figure 9. Directivity of the designed antenna at ϕ=00 cut plane. 

 

Figure 10. Axial ratio of the designed antenna at ϕ=00 cut plane 

Besides, 3-D radiation pattern for directivity is seen in Figure 

11. According to this figure conical shaped beam is obvious.  

The return loss of the antenna has also been obtained by 

the simulation and it is given in Figure 12. This result 

demonstrates 10dB return loss bandwidth of the antenna is at 

a good value range for the defined frequency band of 7-

7.5GHz. 

In Table 3, obtained antenna characteristics have been 

compared to results of some studies available in the literature. 

As seen from Table 3, in [11, 12] choke ring horn antenna 

was employed to get isoflux pattern which have a maximum 

directivity/gain at 600 and 62.50 elevation angle, respectively. 

 

 
Figure 11. 3-D radiation directivity pattern of the designed 

antenna 

 

Table 3. Comparison of the proposed polyrod antenna with the 
studies available in the literature 

 This 

Study 

[21] [11] [12] 

 

Antenna Type 
 

Polyrod Polyrod 
Choke 

ring horn 

Choke ring 

horn 
 

Radiation 

Characteristic 
 

 

Isoflux 
 

Isoflux 
 

Isoflux 
 

Isoflux 

Elevation 

angle where 

the max 

directivity 

obtained 
 

 

 
580 

 

 
200 

 

 
600 

 

 
62.50 

 

Operating 

Frequency 

Band 
 

 

 

X-Band 

 
 

X-Band 

 

 

X-Band 

 

 

X-Band 

Maximum 

Gain 
3.8dBic 

Not 
available 

4.9dBic 2.5dBic 

 

Polarization 
 

 

Circular 
 

Circular 
 

Circular 
 

Circular 
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Figure 12. Return loss of the designed antenna. 

There is a slightly difference of the elevation angles where 

the maximum gain is obtained for this study and the antennas 

given in [11, 12]. Furthermore, the choke ring antenna 

studied in [11] has maximum gain of 4.9dBic. The proposed 

polyrod antenna has 3.8dBic maximum gain in this study. 

This is higher than maximum gain of the antenna presented 

in [12].  

In this paper, a shaped beam polyrod antenna having 

maximum directivity at about 600 has been designed and 

presented. According to the author’s best knowledge there is 

only one study about isoflux polyrod antenna in the literature. 

This is the paper published by King et al. [21]. Hence, a 

direct comparison couldn’t be realized for obtained results of 

the proposed antenna structure in this paper. However, it 

should be noted that the proposed polyrod antenna’s 

maximum directivity has been obtained at a higher elevation 

angle value compared to the angle obtained in King’s study 

[21]. Therefore, the proposed antenna is appropriate to utilize 

it for LEO satellite communication subsystem. Its 10dB 

return loss bandwidth is about 750MHz (about 11%) and it 

keeps the radiation pattern stable through this frequency 

band. Since microstrip patch, bifilar and quadrifilar helix 

antennas have resonant characteristic, their operating 

frequency bands are limited approximately 1.5% without an 

impedance matching. Colantonio et al. [6] designed a 

stepped coaxial matching circuit to enhance the operating 

bandwidth of the bifilar antenna. However, in this study there 

is no need to an additional matching circuit like that.    
 

5. Conclusions 

As mentioned in the previous parts of this paper, to widen 

coverage area of antennas on satellite platforms isoflux 

radiation characteristic is needed for TM/TC and high 

throughput payload data transfer communication systems. In 

this way, link margin of a communication link between 

satellite and the ground station can be kept above 0dB. 

In the open literature, there are many different types of 

antennas to reach this goal. One of them is polyrod antenna 

but the given results are only for narrow beamwidth 

specification i.e. for higher satellite orbits. In this paper, a 

polyrod antenna that has an isoflux radiation characteristic 

has been designed and analyzed using CST Microwave 

StudioTM which is a commercially available 3-D 

electromagnetic solver, approximately at θ = 600. This 

antenna can radiate circularly polarized electromagnetic 
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 In this paper, the selective mapping (SLM) technique possessing the powerful and distortionless 

peak to average power ratio (PAPR) reduction capability was employed in universal filtered 

multicarrier (UFMC) waveform that is considered as one of the most promising fifth generation 

(5G) waveform candidates in order to provide a solution to the PAPR issue encountered in the 

related waveform. Owing to our SLM-based PAPR reduction implementation performed by 

employing the SLM scheme between the quadrate amplitude modulation (QAM) mapping and 

bandwidth-subdivision operations at the transmitter side, successful PAPR reduction results were 

achieved in a straightforward and effective manner. In the simulations, the effect of the related 

way of SLM application on alleviating the PAPR and spectral leakages of the UFMC signal 

amplified via the solid state power amplifier (SSPA) was investigated for various number of phase 

factor combinations. Besides, the impact of SLM on the bit error rate (BER) of the UFMC 

waveform was analyzed for varied values of SSPA parameters called smoothness (p) and input 

back off (IBO) controlling the linearity and operation point of the SSPA, respectively. 
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1. Introduction 

Universal filtered multicarrier (UFMC) [1] is a newly 

proposed waveform having the potential to replace the 

conventional orthogonal frequency division multiplexing 

(OFDM) which is unable to provide the next generation 

telecommunication standards. The disadvantages such as 

the requirement of synchronization, sensitivity to 

frequency offsets and the problem of high side lobes 

posing a real obstacle for OFDM to be employed in the 

fifth generation (5G) systems were successfully resolved 

by the UFMC while maintaining the key features of the 

conventional OFDM. In the UFMC scheme, the whole 

bandwidth is divided into multiple sub-bands to be filtered, 

fragmentally. Thanks to the filtering per sub-band 

operation, it is possible to use low length filters making the 

UFMC suitable for short burst communication. Moreover, 

the out of band (OOB) radiation which makes any 

waveform vulnerable to the problem of inter carrier 

interference (ICI), can be alleviated significantly by the 

UFMC scheme. Having the low side lobes enhances the 

suitability of UFMC waveform to be used in the 

fragmented spectrum. As well as these superior features, 

possessing the fundamental OFDM features makes the 

UFMC waveform quite flexible to be used in multiple 

services [2-4].  

Due to the fact that UFMC is a kind of waveform using 

multicarrier transmission strategy as the OFDM 

waveform, the aforementioned superior features don’t 

prevent the UFMC from being exposed to the high peak to 

average power ratio (PAPR) problem. As known, a 

nonlinear high power amplifier (HPA) is employed at the 

transmitter end in order to amplify the signals prior to the 

transmission process and such amplifiers which are 

preferred in real applications cannot perform a healthy 

amplification out of a certain range. Therefore, the high 

PAPR signals which push the related type of amplifiers to 

exceed the linear amplification range and reach to the 

saturation region cannot be amplified without any 

degradation which results in the increase of both OOB 

radiation and bit error rate (BER). In order to minimize 

Keywords: 
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Selective mapping 
Solid state power amplifier
Universal filtered multicarrier
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such signal distortions, many type of PAPR reduction 

algorithms such as tone injection (TI) [5], active 

constellation extension (ACE) [6], selective mapping 

(SLM) [7, 8], tone reservation (TR) [9], clipping and 

filtering [10], coding [11], partial transmit sequence (PTS) 

[12, 13] and interleaving [14] were suggested in the 

literature.  

In case of considering the aforementioned classical 

PAPR reduction algorithms given in [5-14], SLM 

technique takes part in the most prominent ones with its 

significant PAPR reduction capability. The SLM 

technique provides an efficient and distortionless PAPR 

reduction by multiplying the original quadrate amplitude 

modulation (QAM) modulated data sequence with the 

certain number of alternative phase rotation factor 

combinations to generate different candidate signals to be 

transmitted and picking the one with minimal PAPR for 

transmission [7, 8]. In this study, the SLM technique which 

was primarily suggested for the conventional OFDM was 

flawlessly applied to the UFMC waveform.     

Some of the works handling the PAPR issue in the 

UFMC signal are as follows [15-18]: Baig et al. [15] 

embedded a type of linear precoder based on discrete 

Hartley transform to the transmitter side of the UFMC 

scheme to eliminate its PAPR problem. Taşpınar and 

Şimşir [16] suggested a practical and effective way of 

implementing PTS-based PAPR alleviation in the UFMC 

transmitter. In the related paper, they gave detailed 

mathematical expressions clarifying the operations 

performed in the PAPR minimization process. Tipan et al. 

[17] compared some types of clipping techniques to each 

other on the basis of their achievements on the amount of 

PAPR improvement in the UFMC transmission signal. In 

the same paper, an investigation regarding how much 

effect each of the related clipping methods has on the BER 

results of the UFMC waveform was also carried out. Rong 

et al. [18] applied the PTS to the UFMC waveform in a 

high complex manner and the complexity of the related 

application was reduced without causing almost any 

performance lost in the PAPR reduction process. 

The outline of our paper is as follows: In Section 2, the 

acquisition of UFMC signal was described and the PAPR 

definition of the related signal was given. In Section 3, the 

PAPR improvement using SLM technique in the UFMC 

waveform was explained in detail. In Section 4, the 

simulation results were investigated and at last, the article 

was finished by yielding the conclusions of our study in 

Section 5.  

 

2.  UFMC Signal Acquisition and PAPR Definition 

The UFMC signals are produced by fulfilling the 

transmitter operations demonstrated in Figure 1 via the 

block diagram [1-4].  

 

Figure 1. Signal generation at the UFMC transmitter 

As clearly understood from the Figure 1, the UFMC 

transmitter operations start with modulating the 

information bits by the QAM modulator. Then the QAM  

symbols  obtained  from  the  modulator output is allocated 

to the certain positions in the multiple sub-bands that are 

acquired by dividing the whole band into the multiple parts 

with certain sizes. Subsequent to the inverse fast Fourier 

transform (IFFT) operation performed on each symbol 

group, the time domain signal belonging to the bth sub-

band is obtained as follows [16]: 
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In Equation (1), ( )bX k represents the bth sub-band 

frequency domain signal. N, k and B denote the subcarrier 

number, subcarrier indices and the total sub-band number, 

respectively. Following the operation of cyclic prefix to 

the time domain signals ( )bx n , the related signals are 

filtered one by one through the finite impulse response 

(FIR) filters and then added together to generate the 

UFMC signal specified by ( )s n . Hereby, the PAPR 

definition of the time domain signal acquired from the 

UFMC transmitter output is expressed in the following 

manner [16]: 
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where LCP and Lf represent the lengths of cyclic prefix and 

FIR filter, respectively. 

3.  SLM-Based PAPR Improvement in UFMC 

Signal 

Our way of applying the SLM technique [7, 8] to the 

UFMC transmitter was expressed visually in Figure 2. As 

demonstrated in Figure 2, in the first instance, the 
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information data acquired from the output of QAM 

modulator is given to the input of SLM block. The signals 

optimized by the SLM algorithm are then subjected to the 

fast Fourier transform (FFT) process in order to make the 

related signals suitable for being applied to the UFMC 

transmitter input. The frequency domain data sequence 

acquired from the output of FFT block are given to the input 

of  UFMC  transmitter.  Finally,  the  signals  achieved  from  

the UFMC transmitter output will possess the minimized 

PAPR values. The operations performed for achieving the 

UFMC signal with minimum PAPR employing the SLM 

technique are clarified below: 

At first, the information bits are subjected to any type 

of QAM modulation and in consequence of this, the 

following data sequence consisting of QAM symbols is 

obtained: 

             ( ) (0), (1),..., ( 1)X k X X X N= −                      (3) 

The sequence of ( )X k is then multiplied by the N length 

alternative phase rotation factor sequences 
( ) ( ) ( ) ( )( ) (0), (1),..., ( 1)u u u ub k b b b N = −   generated 

randomly where  ( ) ( ) 1, 1 , 0,1,...,ub k u U − = . U 

specifies the number of randomly generated phase factor 

combinations. Following the multiplication process, the 

phase rotated data sequence denoted by 
( ) ( )uX k can be 

expressed as follows: 

( ) ( ) ( ) ( )

( ) ( ) ( )

( ) (0) (0), (1) (1),..., ( 1) ( 1)

(0), (1),..., ( 1)

u u u u

u u u

X k X b X b X N b N

X X X N

 =   −  − 

 = − 

  

(4)                                                      

Later on, 
( ) ( )uX k  is oversampled via the zero padding 

process in which (L − 1)N zeros are inserted into the related 

N length sequence: 

( ) ( ) ( ) ( )

( 1) /2 ( 1) /2

( ) 0,0,...,0, (0), (1),..., ( 1) , 0,0,...,0u u u u

os

L N L NN

X k X X X N

− −

 
 = −
  

 

(5) 

where L corresponds to the oversampling factor. The 

oversampled phase rotated data vector is subjected to the 

IFFT operation to attain the following signal in time 

domain: 

 

         

( )( ) ( )

21
( )

0

( ) ( )

1
( ) ( ) , 0 1

u u

os

j knN
u LN

k

x n IFFT X k

X k b k e n LN
N

−

=

=

=     −
    (6) 

The optimum phase rotation combination 
*( )b k  

minimizing the PAPR of 
( ) ( )ux n  signal can be found as 

follows: 

( )

2
21

* ( )

0 1( )
0

1
( ) arg min max ( ) ( )

u

j knN
u LN

n LNb k
k

b k X k b k e
N

−

  −
=

  
=   

  
       

(7) 

where the arg min { } operator finds the optimum 
( ) ( )ub k  

minimizing the value of expression in the brackets. 

Subsequent to finding the optimum phase rotation 

sequence 
*( )b k , the optimized signal in time domain is 

acquired from the SLM output in the following way: 

21
* *

0

1
( ) ( ) ( ) , 0 1

j knN

LN

k

x n X k b k e n LN
N

−

=

=     −       (8) 

After that, 
*( )x n  is subjected to the FFT operation for 

being able to be used as an input data sequence in the 

UFMC transmitter. 
* ( )osX k  data sequence acquired from 

the FFT output corresponds to the zero inserted frequency 

 

Figure 2. The block diagram of PAPR reduction process employing SLM technique in the UFMC waveform 
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domain optimal data sequence *( )X k  which is equal to 

the multiplication of ( )X k  by the optimum phase factor 

combination *( )b k . After the FFT process, the resulting 

data vector * ( )osX k  is allocated to B sub-bands. The 

frequency domain data sequence belonging to the sub-band 

b is denoted by *( )bX k . Subsequent to fulfilling the next 

operation which is performing the IFFT process for every 

sub-band, two more operations called cyclic prefix and 

filtering are applied to the time domain signal *( )bx n , 

respectively and after that, the resulting signals on the 

multiple sub-bands are combined. Finally, the optimal 

UFMC signal denoted by *( )s n  with minimized PAPR is 

acquired from transmitter end. Exhaustive mathematical 

expressions of the operations performed after the 

acquisition of 
*( )x n to achieve the *( )s n can be found 

from [16]. 

 

4.  Simulation Results 

The SLM technique initially suggested for the OFDM 

was optimally integrated to the transmitter of UFMC 

scheme  in  order  to  get  the  maximum  PAPR  reduction 

performance from the related technique. In the simulations, 

the efficiency of SLM scheme on minimizing the PAPR of 

UFMC waveform was analyzed for varied number of phase 

sequence vectors each of which are generated in a random 

way. The complementary cumulative distribution function 

( CCDF = Pr[ PAPR>PAPR0 ] ) was utilized in the 

simulations for the analysis of PAPR reduction 

achievement. Following the analyses made on the PAPR 

improvements achieved in the UFMC signal, the effect of 

SLM technique on the level of side lobes and BER 

belonging to the UFMC signal amplified by one of the most 

commonly used nonlinear HPAs called solid state power 

amplifier (SSPA) [19], was investigated for various SLM 

and SSPA parameters such as the number of randomly 

generated phase factor combinations (U), input back off 

(IBO) value and the value of smoothness (p) coefficient. 

The parameters appointed for the simulations are yielded in 

Table 1. 

In Figure 3, an investigation on the SLM’s ability to 

reduce the PAPR of UFMC signal was carried out for 

various number of phase sequences. Figure 3 clearly 

demonstrates that the PAPR of original UFMC signal can 

be reduced significantly by increasing the value of U. For 

instance, since the performance of SLM technique 

escalates with the increase in the number of alternative 

phase sequences, the enhancement in the value of U from 

4 to 256 provides 5.8 dB PAPR improvement at CCDF = 

10−3. 

 

Table 1. Simulation parameters 
 

Number of subcarriers 32 

Type of modulation 4-QAM 

Value of oversampling factor L=8 

Size of FFT 256 

Number of sub-band 2 

Type of filter Dolph-Chebyshev 

Length of cyclic prefix LCP =16 

Frequency of sampling 3.84 MHz 

Type of HPA SSPA 

Type of channel AWGN 

 

 

Figure 3. The PAPR improvements achieved by the SLM 

scheme for different values of U 

 

Figure 4. The performance of SLM technique on suppressing 

the SSPA originated side lobe escalation in the UFMC 

waveform for several U values (IBO = 7, p = 1) 

 In Figure 4, the SLM performance on suppressing the 

side lobe escalation arisen from the usage of SSPA for 

amplifying the UFMC signal with high PAPR before the 

transmission process, was analyzed via the power spectral 

density (PSD) graph for several U values. As can be seen 

from the Figure 4, the side lobes of the original UFMC 
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signal were reduced from above the level of −30 dB to 

approximately −65 dB by enhancing the value of U from 

4 to 256. Since the signals with high PAPR are exposed to 

nonlinear amplification originated distortion by the SSPA, 

reducing the signal PAPR through the SLM technique 

leads to less distortion while amplifying the signal and 

consequently, high level side lobes arisen from the signal 

distortions are reduced as well. 

In Figure 5, the capability of the SLM procedure was 

evaluated with regard to its effect on the BER of the UFMC 

waveform for several IBOs. As distinctly viewed from the 

Figure 5, for each of the IBO values determined for this 

simulation, in case of increasing the number of phase 

sequences, the PAPR of UFMC is further improved and  

depending  on  this,  the amplification  of  the  related  

 

Figure 5. Performance of SLM procedure on reducing the SSPA 

originated BER increase in the UFMC waveform for different 

IBO values (p = 2) 

 

Figure 6. Performance of SLM scheme on reducing the 

SSPA originated BER increase in the UFMC waveform for 

different smoothness values (IBO = 0) 

signal via the SSPA is carried out with less degradation 

which results in a significant improvement in the BER 

performance. For instance, if the BER results at 20 dB 

signal-to-noise ratio (SNR) value for IBO = 5 dB are taken 

into consideration, the BER values achieved for 4, 16, 64 

and 256 phase sequences are equal to 4×10-5, 2.64×10-5, 

2.1×10-5 and 1.66×10-5, respectively while the BER of the 

original signal is equal to 6.75×10-5. Apart from this, 

increasing the value of IBO corresponding to the parameter 

that determines the distance of the operating point to the 

threshold value beyond which the SSPA reaches the 

saturation, gives rise to BER improvement in the UFMC 

waveform since the frequency of reaching the saturation 

region leading to signal distortions during the amplification 

process decreases. 

In Figure 6, the BER graph of the UFMC waveform 

utilizing the SLM technique for PAPR reduction was 

obtained with respect to the varied smoothness values. As 

can be easily realized from the Figure 6, the value of BER 

belonging to the UFMC waveform scales down with the 

increase in the number of alternative phase factor 

combinations generated for minimizing the PAPR of 

transmission signal. Besides, the enhancement in the value 

of smoothness coefficient symbolized by p escalates the 

linearity of SSPA. With an increased linearity of SSPA, 

the amount of degradation on the signals during the 

amplification process decreases and depending on this, a 

significant BER decrement occurs in the UFMC 

waveform. For instance, with the increase of coefficient p 

from 2 to 3, the BERs acquired by the SLM scheme for 4, 

16, 64 and 256 phase sequences at 20 dB SNR value 

decrease from 2.14×10-3, 1.81×10-3, 1.56×10-3 and 

1.39×10-3 to 3.34×10-5, 2.5×10-5, 1.87×10-5 and 1.56×10-5, 

respectively. 

 

5.  Conclusions 

In this paper, optimal integration of SLM technique 

initially suggested for OFDM was carried out in order to 

exploit full of its potential PAPR alleviation capability in 

the UFMC waveform. The amount of PAPR improvement 

carried out by the SLM scheme was demonstrated via the 

PAPR0 – CCDF( Pr[ PAPR>PAPR0]) graph in the 

simulations. From the related graph, the probability that the 

PAPR of the signal taken from the output of UFMC 

transmitter is greater than a certain PAPR value (PAPR0) 

can be easily seen. Besides, the capability of SLM strategy 

on lowering the SSPA originated spectral regrowth and 

BER increase was evaluated for different values of U, IBO 

and p via the PSD and BER graphs, respectively. The 

simulation results obviously demonstrates that it is possible 

to achieve serious improvements through the SLM 

technique in the PAPR, spectral characteristic and BER 

performance of the UFMC waveform. 
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1. Introduction 

Induction motors are widely utilized in many different 

applications [1]. An important percentage of the energy 

generated in an industrialized country is consumed by 

induction motors [2]. However, the main disadvantages 

of them are that they require reactive power and draw 

harmonic currents. Reactive power leads to heat losses 

and decrease in the efficiency of the power systems. To 

reduce or solve many of the problems related to the 

power quality, the optimal control of the reactive power 

can be applied [3]. It is also possible to make significant 

financial saving with the reactive power compensation. 

The circulation of reactive power in the grid in a system 

without reactive power compensation is shown in 

Figure1. 

In terms of controlling power systems, one of the 

important problems is reactive power compensation. In 

the power systems, to increase the current carrying 

capacity and to reduce the size of the transmission line 

conductor, reactive power compensation is required. 

Thus, it leads to the reduction of losses. Also, the 

production cost of the transmission system is reduced [4]. 

There are many advantages of producing reactive power 

at the point close to the load and giving it to the grid in 

order to prevent excessive current circulation caused by 

the reactive power requirement in the grid. This 

application is known as the conventional reactive power 

compensation method. It is also called "power factor 

correction". Figure2 shows the reactive power circulation 

in the grid after the compensation is performed.  

Therefore, the reactive power should be reduced by 

correcting the power factor. Passive filter applications 

have long been used to solve these problems. 

Nevertheless, it is possible to mention many 

disadvantages of passive filters, such as settling to certain 

frequency values, resonance with load, and large physical 
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 Nowadays, the problem of power quality increases day by day. Harmonic current and reactive 

power are the important factors disturbing the power quality. The induction motors draw both 

harmonic current and reactive power from the grid.  Reactive power and harmonic current lead 

to heat losses and decrease in the efficiency of the transmission lines.  Passive and active filter 

applications have been used to solve these problems. There are some disadvantages of passive 

filters. Large physical dimensions and resonance with load can be shown as examples for these 

disadvantages. Therefore, the application areas of Active Power Filter (APF) are rapidly 

developing due to the fact that they can be applied together with harmonic and reactive power 

compensation as appropriate control methods. This paper proposes a MATLAB/Simulink 

simulation to perform power factor correction and reactive power compensation of three-phase 

induction motor by using three-phase Parallel Active Power Filter (PAPF). In order to generate 

PAPF’s reference currents the Sine Multiplication Technique (SMT) is used. Simulation studies 

are presented to be able to assess the performances under different motor operating conditions. 

The proposed hysteresis controller based PAPF filter makes the power factor up to 1 and the 

reactive power compensation of the three-phase induction motor. 
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dimensions. Because conventional compensation systems 

can not immediately respond to the reactive power 

demand that a load needs in a moment, correcting the 

loads’ power factor, which is powerful and has the ability 

to enter and leave the circuit swiftly, cannot be achieved 

by applying the conventional electromechanical 

compensation arrangements. The rapid increase in 

technology has also increased the importance of 

compensation realized by using modern methods. 

When the compensation of power systems is done with 

semiconductor switches, the voltage collapses can be 

avoided and it can improve transient and dynamic 

stability [5,6]. Besides, reactive power compensation 

should be used to reduce current harmonics [7]. In 

electrical systems, nonlinear loads draw nonlinear current 

from the grid. In power systems, voltage harmonics are 

generated by nonlinear currents. Then, all system 

elements are affected by spreading of these voltage 

harmonics to the entire power system. Due to current and 

voltage harmonics, overheating of transformers, 

increasing of losses, reduction in the power factor, and 

decreasing of the system efficiency are experienced [8]. 

In terms of the Point of Common Connection (PCC), 

there are some limitations brought by the IEEE Standards 

519 to the voltage and current harmonics. The above-

mentioned standards recommend that the determined 

value of the Total Harmonic Distortion (THD %) should 

be 3% for the voltage and 5% for the current. Because the 

power systems’ receivers are affected negatively by 

harmonic currents, these standards have been prepared to 

ensure that the harmonic currents are kept within the 

determined limits [9]. 
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Figure 1. Reactive power circulation in the grid. 
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Figure 2. Conventional compensation system 

 

Active power filters (APF) are called devices that both 

compensate and eliminate harmonics by using 

semiconductor switches. Due to the switching capabilities 

of the power switches at very high frequencies, active 

power filters can also filter high frequency current and 

voltage harmonics, perform reactive power 

compensation, reduce neutral line currents and eliminate 

imbalance emerging in three-phase systems. 

Nowadays, various active power filters (e.g., serial, 

parallel, hybrid and combined power quality regulators) 

are used to find solutions for power quality problems. 

The most common and widely utilized active power filter 

method in the industry is the parallel active power filter 

(PAPF) [10,11]. 

For example, in distribution systems, to be able to 

ensure the optimal reactive power compensation, an 

optimal phase angle model and allocation method of 

multiple Distribution-STATCOM (DSTATCOM) was 

proposed. The proposed method is more influential in 

compensation of the reactive power for the reduction of 

the power loss [12]. 

One of the effective methods of performing reactive 

power compensation in industrial applications is the 

hybrid active power filter because it allows low-cost high 

power applications [13]. 

For different compensations in a system that had static 

and dynamic loads, a 3-phase DSTATCOM was applied 

and its performance analysis was carried out. In this 

study, to generate the reference signal, the synchronous 

reference frame theory was used and the hysteresis pulse 

width modulation switching was applied for the firing 

pulse generation, and these were realized in the field-

programmable gate array (FPGA) [14]. 

A model to correct the power factor, and digital 

implementation of various loops of a circuit (e.g., 

hysteresis controller for current loop and PI controller for 

voltage loop) were presented. Fixed, sinusoidal and 

variable bands were implemented and they were verified 

through simulation. Compared to other hysteresis control 

methods, the variable band hysteresis control gave lower 

THD value for the input current in the current loop [15]. 

For the shunt active power filter depending on the 

predictive direct power control through the space vector 

modulation, a powerful control design was proposed. The 

problem of the variable switching frequency of the 

predictive control method was solved by the proposed 

design, and it offered simple and powerful hardware 

application [16]. Instead of conventional compensation 

systems, PAPF ensures dynamic and rapid reactive power 

compensation even under very changeable load 

conditions [17]. 

A simple controller structure with minimal feedback 

that ensured the open-ended winding induction motor 

(OEWIM), used in the Dual inverter drive (DID) system, 
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to operate under constant power factor under different 

load and speed conditions was proposed [18]. 

Reactive power compensation of an induction motor 

with nine switching elements and fed through an AC-DC-

AC converter was performed. A PI controller was 

developed to achieve the desired power factor within the 

closed-loop control structure [19]. 

The effects of the active power filter (APF) on power 

quality at the output of a synchronous generator with a 

distorted back-EMF waveform were examined. In 

simulation and experimental studies conducted using 

APF, it was observed that THD was significantly reduced 

[20]. 

A new adaptive fuzzy-based hysteresis current control 

technique was proposed to reduce current harmonics and 

switching losses in a system using the hybrid active 

power filter (HAPF). Experimental studies showed that 

switching losses were reduced by 9% [21]. 

In addition to having a fast dynamic response, the 

“bipolar hysteresis current control technique” used in 

two-stage photovoltaic (PV) micro-inverters has high 

efficiency even at high switching frequencies. To reduce 

switching losses at high switching frequencies, the 

unipolar hysteresis current control technique is preferred. 

However, in also this control technique, zero-crossing 

distortions and low-frequency harmonics occur in the 

grid current. To solve this problem, the technique of 

proportional resonant (PR) and hybrid hysteresis current 

control was proposed [22]. 

Electric motors and other inductive loads need reactive 

power. They draw the power they need either from the 

grid or from fixed-capacity compensation units called 

passive filters. The active power filters developed as an 

alternative system both meet the reactive power 

requirement of the system and make the power factor of 

the system one (1) at each load stage. In the literature, 

there are different studies on the reactive power 

compensation of parallel active power filter (PAPF) and 

3-phase induction motor. However, studies that SMT, 

which is the reference current prediction technique, and 

HBCC, which is the hysteresis controller structure, are 

used together has not been encountered. In order to 

contribute to this area, a model in which the Sine 

Multiplication Technique (SMT) and Hysteresis Band 

Current Controller (HBCC) structure were used together 

was created. With this model created in 

MATLAB/Simulink environment, reactive power 

compensation of a 3-phase induction motor was 

performed. With simulation studies for no-load and 

loaded operating conditions, the power factor of the 

system was successfully increased to 1. In this respect, 

this study is different from other studies that have been 

conducted and it partly contains originality. 

 

2. Entire System and Proposed Filter 

As seen in Figure 3, the system simulation consists of 

three-phase induction motor, the sine multiplication 

technique control blog to determine the reference current, 

dc-link capacitor, 3-wired two-level voltage source inverter, 

hysteresis band current controller (HBCC), and a coupling 

inductance to connect the inverter to the grid. 

Although the literature includes a lot of complex control 

algorithms, the use of the simple structure hysteresis 

controller with the Sine Multiplication Technique has the 

advantages of being easy-applicable and easy to perform 

with low speed microprocessors. 
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Figure 3. Block diagram of the PAPF 

 



 

 
2.1 Parallel Active Power Filter (PAPF) 

Among the active power filters, the one that is the most 

commonly utilized in the industry is the parallel active 

power filter [23]. Figure 4 shows the general structure of 

the PAPF’s voltage source [26]. A PAPF consist of an 

inverter, a DC link capacitor, a connection inductance that 

provides connection to the grid and a controller unit. The 

inverter generates the compensation current. The duty of the 

connection inductance used on the AC side of the inverter is 

to prevent the switching parasites generated by the inverter, 

and the switching signals for the inverter are generated by 

the controller. 

Injecting currents as equal magnitude and in reverse 

phase to the grid to be able to get rid of load current's 

harmonics and performing reactive power compensation 

can be shown as the primary principles of the PAPF. In this 

way, the harmonics are eliminated and the source currents 

start to oscillate sinusoidally. For successful application of 

PAPF, extracting the correct reference current values and 

generating gate signals are important. Therefore, it is 

needed to determine the reactive and harmonic components 

that are drawn by the load currents in order to extract the 

reference currents. In the literature, there are various 

techniques for the extraction of reference currents; some of 

these are shown in Figure 5 [26]. 

For the extraction of the harmonic current/voltage 

components in APF practices, a lot of methods that can be 

performed both in frequency and time domains have been 

proposed and assessed.  
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Figure 4. Voltage source PAPF. 
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Figure 5. Methods for reference current/voltage extraction 

 

 

When these methods are examined, it is seen that the 

most widely used are frequency and time domain based 

methods [24]. Though there are some distinctive limitations 

of the techniques used to extract reference current, most of 

them run stably under fixed loads. Nevertheless, various 

load circumstances affect their performance significantly. In 

order to mitigate these effects, different approaches such as 

Fourier, Artificial Neural Network (ANN) have been 

proposed in the literature [25,26]. 

However, these methods presented have some 

disadvantages. For example, in the method used to extract 

reference current by depending on the artificial neural 

networks, a huge amount of data is needed for the training 

of the network. In this study, for the generation of the active 

power filter reference currents, the sine multiplication 

method is used [27]. 

 

2.2 Reference Current Estimation 

The most important part of the PAPF is the reference 

current extraction part. In this study, the Sine Multiplication 

Technique was used to find the reference current. SMT is a 

widely used technique for the determination of the 

reference compensation currents of PAPFs [28]. However, 

in power systems where the source voltage is not in ideal 

sinusoidal form, sine multiplication technique loses 

effectiveness [27]. Figure 6 shows the block diagram of 

SMT. 

By injecting the predicted reference current into the grid 

in the opposite phase and with equal amplitude, elimination 

of the harmonics and realization of the reactive power 

compensation are achieved. If we assume that the grid is 

pure (in other words, it does not have harmonics and 

reactive component), the grid voltage is in the ideal form. 

Eq. (1) expresses this situation. 

 

𝑉𝑠(𝑡) = 𝑉𝑚  𝑆𝑖𝑛 𝜔𝑡        (1) 

 

If we assume that a non-linear load is fed by this grid, 

then the current drawn from the grid can be expressed as 

shown in Eq. (2). 

 

𝐼𝐿(𝑡) = ∑ 𝐼𝑛𝑚𝑆𝑖𝑛(𝑛𝜔𝑡 + 𝜑𝑛) = 𝐼𝑛𝑚𝑆𝑖𝑛(𝜔𝑡 + 𝜑1)

∞

𝑛=1

 

 (2) 

+ ∑ 𝐼𝑛𝑚𝑆𝑖𝑛(𝑛𝜔𝑡 + 𝜑𝑛)

∞

𝑛=2
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Figure 6. MATLAB/Simulink block diagram of SMT 
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As seen in the Eq. (2), the fundamental component is the 

maximum value of the first-order harmonic and 𝐼𝑚 refers to 

the maximum load current value. Independently from 

capacitive or inductive load conditions, the sign of the 

phase angle (𝜑1)  of the load is written as a general 

expression. We can express the instantaneous power that is 

drawn from the grid as follows; 

 

𝑃(𝑡) = 𝑉𝑠(𝑡). 𝐼𝐿(𝑡)       (3) 

 

The following power components were obtained by 

placing Eq. (1) and Eq. (2) in their places at Eq. (3); 

 

𝑃(𝑡) = 𝑉𝑚𝐼𝑚𝑆𝑖𝑛2𝜔𝑡. 𝐶𝑜𝑠𝜑1 

(4) +𝑉𝑚𝐼𝑚. 𝐶𝑜𝑠𝜔𝑡. 𝑆𝑖𝑛𝜔𝑡. 𝑆𝑖𝑛𝜑1 

+𝑉𝑚𝑆𝑖𝑛𝜔𝑡 ∑ 𝐼𝑛𝑚𝑆𝑖𝑛(𝑛𝜔𝑡 − 𝜑𝑛)
∞

𝑛=2
 

 

It is understood from Eq. (4) that active power as well as 

infinite number of harmonics and reactive power are drawn 

from the grid. By separating it from Eq. (4), the active 

power can be expressed as follows; 

 

𝑃𝑎𝑐𝑡𝑖𝑣𝑒 = 𝑉𝑚𝐼𝑚. 𝑆𝑖𝑛2𝜔𝑡. 𝐶𝑜𝑠𝜑1        (5) 

 

As a result of its withdrawal from the active power, the 

instantaneous power value shown in Eq. (4) and the 

harmonic and reactive power components are obtained. 

Reactive power can be shown as; 

 

𝑃𝑟𝑒𝑎𝑐𝑡𝑖𝑣𝑒 = 𝑉𝑚𝐼𝑚 . 𝐶𝑜𝑠𝜔𝑡. 𝑆𝑖𝑛𝜔𝑡. 𝑆𝑖𝑛𝜑1       (6) 

 

The remaining part in Eq. (4) is the harmonic power 

components. If the active power can be removed in Eq. (4), 

the remaining reactive and harmonic component power can 

be compensated with PAPF. Similarly, the reactive and 

harmonic current components are obtained by subtracting 

the real current from the total current given in Eq. (2). 

Therefore real current can be written as; 

 

𝐼𝑠(𝑡) = 𝐼𝑚𝑆𝑖𝑛(𝜔𝑡 + 𝜑1)       (7) 

 

Finally, by subtracting the actual current component 

from the total load current, the reference compensation 

current of the parallel active power filter given in Eq. (8) 

can be calculated; 

 

𝐼𝑐(𝑡) = 𝐼𝐿(𝑡) − 𝐼𝑠(𝑡)       (8) 

 

2.3 Hysteresis Band Current Control (HBCC) 

Various current control methods have been applied to 

generate switching signals in active power filters [29]. In 

this paper, in order to obtain switching signals, HBCC 

was used as a control method. It has been proven that 

HBCC is an effective technique to generate gate signals 

in all applications of active power filters that have 

voltage source inverters. Furthermore, this is a consistent 

and fast method that has a high accuracy rate [30]. HBCC 

is widely applied in APF for current harmonic 

compensation [31]. In HBCC as a control method, in 

order for generating switching signals, actual 

compensation current and reference compensation current 

are combined on a hysteresis band. With this non-linear 

current controlling technique, the continuous tracking of 

the output current of the inverter within a certain band is 

ensured [32]. 

In the block diagram given in Figure 9, the reference 

currents generated by SMT and the motor currents drawn 

from the grid are compared to be able to control the inverter 

current. The obtained current error is applied as input to the 

two-level hysteresis controller in order to generate 

switching signals. The block structure of the two-level 

hysteresis current controller is shown in Figure 7. This 

block structure represents only one phase. Because the 

system is three-phase, three separate hysteresis controllers 

were used. 

The current controller bandwidth is 2∆I. The actual 

motor current (I) varies in such a way that it stays within the 

±∆I-valued band around the reference currents (Iref). 

Therefore, in the actual motor current, the amount of 

deviation allowed in positive and negative directions is as 

much as the maximum Iref ± ∆I. Controller outputs are 

digital outputs and take 0 and 1 values. If the controller 

output is 0, the S2 switching signal is generated and if the 

controller output is 1, the S1 switching signal is generated. 

The variations of S1 and S2 switching signals are shown in 

Figure 8. 
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Figure 7. Hysteresis controller block diagram. 
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The Iref-∆I value is the lower bound value of the 

hysteresis band and is shown in Figure 8 with the point 

A1. The A1 point is the lowest value where the actual 

motor current allowed by the controller can decrease. 

When it reaches to point A1, it is no longer allowed the 

actual motor current to decrease further, and at this point, 

the controller output becomes hF=1 in order to produce 

the S1 switching signal that will increase the current. 

With the selection of the S1 switching signal at point A1, 

the actual motor current continues to increase with a 

positive slope up to point A2. The controller output at 

point A2 becomes hF=0 and the S2 switching signal 

which will reduce the current is selected. Motor current 

continues to decrease with negative slope up to A3 point. 

In the hysteresis bandwidth determined in this way, 

switching signals that will allow the motor current to 

change in positive and negative directions are obtained. 

The current controller output according to the current 

error is mathematically expressed by Eq. (9). 

 

ℎ𝐹 = {

1 = 𝑆1    𝐼 ≤ 𝐼𝑟𝑒𝑓 − ∆𝐼
𝑥

0 = 𝑆2   𝐼 ≥ 𝐼𝑟𝑒𝑓 + ∆𝐼
      (9) 

 

Hysteresis bandwidth HB=2∆I directly affects the 

switching frequency of the inverter. Small bandwidth 

causes high switching frequency, while large bandwidth 

causes low switching frequency. Therefore, the switching 

frequency of the inverter should not be exceeded by 

keeping the bandwidth at the optimum value. The 

switching frequencies obtained for 3 different hysteresis 

band values in the conducted simulation studies is given 

in Table 1 below. 

 

3. Simulation Results 

Figure 9 shows the Simulink block diagram for the entire 

system. In this simulation study, MATLAB/Simulink 

package program was utilized to perform the reactive 

power compensation of induction motor with PAPF. The 

source voltage and frequency were set to 311 volt and 50 

Hz, respectively. DC-link voltage and coupling inductance 

were determined 311 V and 3 mH. Induction motor 

parameters were 4 kW for power, 400 V for voltage and 

1430 rpm for speed. 

The three-phase induction motor is supplied with a 

source voltage with a balanced 311 V amplitude. It is 

important that this voltage signal is pure sinusoidal 

because the unit sinusoidal signal used to create the 

reference current is derived from the source voltage.  

Table 1. Switching frequency for different hysteresis 

bands. 
 

Hysteresis Band (HB) Switching Frequency (fsw) 

           2∆I = 1 fsw = 5.082 kHz 

2∆I = 0.5 fsw = 7.342 kHz 

2∆I = 0.1   fsw = 12.540 kHz 

 

 

 
Figure 9. All system MATLAB/Simulink block diagram. 
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Figure 10 shows that there is a phase difference between 

voltage and current due to the reactive component before 

0.16th of a second. In the same way, PAPF activates at 

0.16th second. Therefore it makes reactive power 

compensation and eliminates the phase difference between 

the voltage and current. 

Figure 11 shows that when PAPF enabled, the reactive 

power drawn from three-phase source by the induction 

motor is decreases to zero. In this way successful reactive 

power compensation is made. In terms of power signals, P, 

Q, and S refer to active, reactive, and apparent powers, 

respectively. 

Figure 12 shows, motor power factor with filter and no 

filter at no-load conditions. After the filter is activated at 

0.16th second than the power factor becomes 1. 

The phase difference between current and voltage is 

shown in Figure 13 when the induction motor is loaded 

with 2 Nm. At 0.16th second the PAPF is enabled. In this 

case, the phase difference observed between the voltage and 

the current disappears. Thus, PAPF successfully performs 

reactive power compensation even when the motor is 

loaded with 2 Nm. 

Figure 14 shows that when PAPF is enabled, the reactive 

power drawn from the three-phase source by the induction 

motor decreases to zero. In this way, successful reactive 

power compensation is realized. 

Figure 15 shows the motor power factor with filter and 

without filter at loaded conditions. After the filter is 

activated at 0.16th second, the PAPF performs a successful 

reactive power compensation by raising the power factor 

from 0.89 to 1. 

 

 
Figure 10. Source voltage and phase current of motor (no-load). 

 
Figure 11. Active, reactive and apparent power signals. 

 
Figure 12. Power factor with filter and no filter at no-load conditions. 
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Figure 13. Source voltage and phase current of motor (loaded with 2 Nm). 

 
Figure 14. Active, reactive and apparent power signals (loaded with 2 Nm). 

 

 
Figure 15. Power factor with filter and no filter at loaded conditions. 

 

According to the block diagram given in Figure 9, the 

induction motor is directly connected to the 3-phase grid. 

There is no any switched power supply, such as inverter 

and converter, between the grid and the motor. Therefore, 

the current drawn from the grid by the motor running as an 

open loop is in pure sinusoidal form. However, there is a 

phase difference between the current drawn from the grid 

and the voltage. With the enabling of the Parallel Active 

Power Filter (PAPF), the motor draws the reactive energy, 

it needs, through the inverter connected to the DC bus. In 

this case, the phase difference between motor current and 

voltage becomes zero, but motor current loses its pure 

sinusoidal form. That is, it becomes a harmonic structure. 

Harmonics occur in all switched electronic circuits. The 

distortions to be caused by these harmonics vary according 

to the switching frequency. In this respect, the total THD to 

occur in the current with the enabling of PAPF is found 

naturally higher than the situation before the compensation. 

This is because the currents drawn by the motor from the 

grid before compensation are pure sinusoidal and their 

THD is lower. In this respect, by considering that THD 

analysis of conditions before and after compensation could 

be a different study subject, no harmonic analysis was 

performed in this study. 

 

4. Conclusions 

In the literature, there are different studies related to the 

reactive power compensation of the 3-phase induction motor 

with the parallel active power filter (PAPF). However, studies 

in which SMT, which is the reference current prediction 
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technique, and HBCC, which is the hysteresis controller 

structure, are used together have not been encountered much. 

In this study, in order to contribute to this area, a model in 

which the sine Multiplication Technique (SMT) and Hysteresis 

Band Current Controller (HBCC) structure were used together 

was created. With this model created in MATLAB/Simulink 

environment, reactive power compensation of a 3-phase 

induction motor was performed and the power factor was 

corrected. In this respect, this study is different from other 

studies that have been conducted and it partly contains 

originality. 

Performance of a PAPF using the sine multiplication 

technique was investigated. Reference currents were 

estimated via sine multiplication technique. While the 

induction motor was running both no-load and loaded, the 

PAPF successfully performed reactive power compensation 

and power factor correction. Simulation studies were 

presented to evaluate the performance under different motor 

operating conditions. It was observed that PAPF performed 

a successfully reactive power compensation by increasing 

the power factor. 
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 Liquid level control is needed in many areas, from simple to complex, from daily life to industry. 

With the developed system in this study, it was aimed to ensure the students of the control system 

course to learn the concepts of a closed-loop control system and to observe the effect of changes 

in the system in real-time. The system consists of two tanks, a pump, a pressure sensor, a power 

supply, a regulated voltage source, a computer, and an Arduino Due board. By using the 

Matlab/Simulink and added Arduino blocks, software of the control system was created without 

code need. It is possible to control the liquid level system via the control board through the 

computer, as well as to control it without a computer by the embedded software. Liquid level 

control is carried out with different types of control methods from basic level to advanced level 

(On-off, PID, ANN-PID, and Fuzzy-PID controller). It is also possible to record the desired 

parameters in real-time, such as reference level, actual level, error signal, and control signal, in the 

liquid level control system. In this study, an interface for a PID controller was prepared using 

Matlab/Gui. It was concluded that with Matlab/Simulink blocks added to the system, different 

control methods could be applied easily. 
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1. Introduction 

Control of the flow between tanks and fluid level is one 

of the main problems in industrial processes [1]. Liquid 

level systems are very complex systems, and traditional 

control approaches are insufficient to solve this complex 

structure [2]. In industrial applications, the most 

commonly used controller for closed-loop control is the 

proportional–integral–derivative (PID) controller. The 

best performance in the PID controller is obtained by 

setting the controller parameters according to the nature of 

the system [3].  

Thakur et al. [2] designed PID and Fuzzy logic 

controllers in Matlab program to control the water level in 

a tank. They compared the effects of the controllers by 

conducting a simulation study. They observed that the 

Fuzzy logic controller performed better by significantly 

reducing overshoot and steady-state error. Dinesh et al. [4] 

discussed the selection of appropriate entry and exit 

numbers, membership functions, and rules in the Fuzzy 

logic controller design for non-linear level control of a 

cone-shaped tank. They compared the results of the 

classical PID controller with the results of the Fuzzy logic 

controller. Varghese and Rose [1] simulated the liquid 

level control of a two-tank system controlled by the first 

tank in the Matlab program. Ikhlef et al. [5] controlled the 

tank level with a PID controller over the internet by using 

a graphical user interface. Artificial neural networks 

(ANNs), inspired by the human nervous system, have 

characteristics such as fault tolerance, parallel processing 

of data, and natural distribution. Kumar et al. [6] modeled 

an ANN-PID controller in the Matlab/Simulink 

environment for liquid level control. Since parameters of 

the PID controller can be set according to the error change 

by the ANN-PID controller, its properties in the time 

domain can be improved effectively. Because it is easy to 

use as open-source and low-cost hardware and software, 

the Arduino platform is widely preferred.   
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Figure 1. Liquid level control system (a) and experimental setup block diagram (b) 

 

Sheng [7] set the water level inside the cylindrical tank 

with a PID controller that he designed using the Arduino 

microcontroller. Zidane [8] carried out the control of a 

four-tank system. 

In this study, liquid level control was realized with 

different control methods in real-time by using a two-tank 

liquid level control system in the Delorenzo control system 

experimental training set. On-off, PID, ANN-PID, and 

Fuzzy-PID controllers were applied to the existing system, 

from basic to advance. It is thought that this study will be 

useful for students who take the control systems course in 

different engineering fields in terms of observing a closed-

loop control system and having the opportunity to apply 

different control methods. Users can easily apply different 

control methods by using Matlab/Simulink blocks. Thanks 

to the created interface, the system is easier to use, 

observation of results is fast, and the data of the desired 

parameters can be recorded. 

 

2. Material and Method  

2.1 Experimental Setup  

Some of the liquid level control modules in the 

experimental set of the control systems belonging to the 

Delorenzo Company were used in this study. The real system 

is as seen in Figure 1(a). In order to give detailed information 

about the modules used in the liquid level control system and 

their connections with each other, the block diagram of the 

experimental system is given in Figure 1(b). While the tank 

1 seen in Figure 1(b) serves as a water tank, the liquid level 

of the tank 2 is controlled. An adjustable voltage source 

between 0-10V is used for the reference input of the liquid 

level system. The pressure sensor works based on the 

comparison principle. It compares the pressures of inside 

metal pipe in the tank and ambient.  1V output is taken from the 

sensor for each 1cm water level in tank 2. The pump operating 

with 10V empties the tank 1 to tank 2. Since the analog inputs 

of the Arduino Due board are 3.3V, the potentiometer is used as 

a voltage divider in two places in order to reduce 10V to this 

voltage level. Since the board's pulse width modulation (PWM) 

output will also deliver a maximum of 3.3V, the power required 

for the pump is ensured by using an amplifier module and then 

a drive module is used to increase it to 10V. Due to the 

compartment in tank 2, there is also the possibility of liquid 

leakage and creating a disturbance effect. 

 

2.2 Control Methods 

To control the liquid level, different controllers were 

designed for a closed-loop control system. On-off and PID 

controllers were used as the basic level, and ANN-PID and 

Fuzzy-PID were preferred at the advanced level. Control 

programs/software were implemented in the 

Matlab/Simulink environment without using codes. The 

controller adjusted the power of the pump during operation 

with the PWM technique. In the block diagrams, reference 

level, real level, and controller parameters are shown for 

users in real-time. 

 

2.2.1 On-Off Controller  

The pump driven by the on-off controller either runs at full 

power or does not run at all. If the difference between the 

desired water level and the actual level in the tank is positive, 

the pump is active at full power, and if the difference is zero 

or negative, the pump is disabled. Depending on the error 

value, the tolerance band is used to prevent the pump from 

switching on and off continuously. In this way, it is aimed to 

use both the driver circuit and the pump for a longer period 

of time. The block diagram designed for the on-off controller 

is shown in Figure 2. 

 

 
Figure 2. On-off controller block diagram 
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2.2.2 PID Controller  

PID is the most preferred controller in industrial 

applications. The controller adjusts the power of the pump 

according to the magnitude of the error value between the 

reference level and the actual level. If the error is large, the 

pump is driven at full power, and as the error value gets 

smaller, the power of the pump is reduced by the 

controller. The PID controller gives the ideal result for a 

single reference value with which the parameters are set. 

The block diagram of the PID controller is given in Figure 

3. 

 

2.2.3 ANN- PID Controller  

Artificial neural network (ANN) has been created by 

taking inspiration from the working logic of the human 

brain. The neural network is of great interest because it has 

advantages such as good dynamic performance, nonlinear 

prediction ability, robustness, and error tolerance 

capability [9]. The network can be trained, and if it 

encounters different situations, it generates an idea of the 

new situation. By taking advantage of this situation, it was 

attempted to solve the case where the PID controller was 

ideal for a single point. For different reference values, 

appropriate PID controller gain parameters were 

determined in the liquid level control system. With these 

data, the ANN model was created using Matlab/nftool. 

While the input of the network is the reference value, the 

output is proportional, integral, and derivative controller 

gain parameters. In the ANN model, there is one hidden 

layer with ten neurons. The Levenberg-Marquardt 

backpropagation algorithm was used in the training of the 

network. The gain parameters of the PID controller are 

estimated by the ANN model based on the reference level 

selected and automatically changed on the controller. This 

situation can be monitored instantly from the indicators by 

the user. The ANN-PID controller not only has the 

advantages of PID, but also has learning, remembering, 

and nonlinear prediction capabilities. Matlab/Simulink 

block diagram of the ANN-PID controller is shown in 

Figure 4. 

With the Matlab/nftool, students can easily create a 

network model that has a different number of hidden layers 

and a different number of neurons in the layer and try it in 

the current system.  

 

 
Figure 3. Block diagram of the PID controller 

 
Figure 4. ANN-PID controller block diagram 

 

With the help of Matlab/nntool, they can also use 

different types of network models in the system. 

 

2.2.4 Fuzzy- PID Controller  

Fuzzy logic is a controller that has humanoid thoughts 

and intermediate values. The controller input is mostly 

numerical values [10]. It is performed by using linguistic 

variables instead of numerical values and rules instead of 

complex mathematical expressions. Linguistic variables 

are very high, high, medium, low, and very low [1]. The 

fuzzy logic control method includes fuzzification, rule 

base, interference, and defuzzification operations [11]. 

Each of these parts plays an important role in the control 

process and affects the overall system behavior and 

controller performance. Fuzzification converts numerical 

data at the input into linguistic terms. The rule base 

provides the necessary information for all components of 

the fuzzy controller. Interference is the brain of the 

controller. At the end of the interference phase, fuzzy 

values that are not directly used in the control process are 

obtained. The numerical value is obtained by the 

defuzzification stage [12]. 

While creating the controller, first of all, a Fuzzy 

inference system (FIS) file is created by using the 

Matlab/fuzzy interface. The input of the fuzzy controller is 

the error, and the derivative output of the error is 

determined as the controller parameter. As seen in Figure 

5, a separate Fuzzy logic controller was created for each 

parameter of the PID controller. Here, Mamdani type 

fuzzy model was preferred. 

 

 
Figure 5. Fuzzy-PID controller block diagram 

 



 

 
Seven membership functions for control process 

precision function were preferred: these were NB 

(Negative Big), NM (Negative Medium), NS (Negative 

Small), Z (Zero), PS (Positive Small), PM (Positive 

Medium), and PB (Positive Big). NB and PB membership 

functions were selected in gauss, others in triangular. In 

Figure 6, membership functions of the fuzzy block of the 

proportional component of the PID controller are given. 

Membership functions for the error and derivative of the 

error are similar, and the boundary ranges are between 0-

10 and -1 and +1 respectively, while the membership 

functions of the output control signal are the same and 

range between 0-255 (8 bits). 

Since seven membership functions are used, the rule 

table consists of 49 rules (Table 1). Different rule tables 

are used in other components of the PID controller. 

The variation of the output control signal against the 

inputs of the fuzzy logic controller, which will determine 

the gain value of the proportional component of the PID 

controller, is given in Figure 7 as three dimensional. As 

can be seen in the chart, there is a balanced distribution. 

 
 

 

Figure 6. Fuzzy error input membership functions of 

proportional component of the PID controller 

 

Table 1. The rule table of the fuzzy logic controller, which will 

determine the proportional parameter of the PID controller [13] 
 

de / e NB NM NS Z PS PM PB 

NB PB PB PM PM PS Z Z 

NM PB PB PM PS PS Z NS 

NS PM PM PM PS Z NS NS 

Z PM PM PS Z NS NM NM 

PS PS PS Z NS NS NM NM 

PM PS Z NS NM NM NM NB 

PB Z Z NM NM NM NB NB 

 

 

 

Figure 7. 3D representation of the Fuzzy logic controller 

Students can create their own FIS files and use them in 

the existing system. They can observe their effects by 

making changes in installed FIS file. They can change the 

shapes, number, and limits of membership functions and 

create different rule tables. Our system is able to appeal to 

users at different levels. 
 

3. Discussion and Results 

The adjustable voltage source in the experimental setup 

or the signaling block in Matlab/Simulink can be used as 

reference input. Figure 8 shows the level change curves 

according to different controllers for the time-varying 

reference input created with the signaling block.  

 

 
Figure 8. Response curves of controllers for different 

reference values 
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With the help of Matlab/Gui, an interface was designed 

to attract the attention of the students, to learn the concepts 

about the closed-loop control system in detail, and to 

observe the parameter changes quickly. From the interface 

shown in Figure 10, sampling time, simulation time, and 

PID controller gain parameters are easily determined, and 

the system is operated. Signals to be plotted in the graphics 

area can be selected by the user. Here, the set source of 

voltage on the experiment set is used as a reference input.  

 

In this system, comparison of controllers in terms of 

parameters  such  as  rise  time,  overshoot,  settling 

time,  permanent  status  error  can  be  easily  made  by 

students.  The  effects  of  changes  in  controller 

parameters  are  easily  observed  in  real-time.  Any  data 

related to the system can be recorded. As an example, 

the  control  signals  of  the  different  controllers  are 

shown  in  Figure  9.  The  0-255  range  indicates  the 

voltage level of the card the 0-3.3V range. This voltage 

is raised 3.03 times and applied to the pump. As seen on 

the  on-off  controller,  the  pump  is  either  driven  at  full 

power  or  is  disabled.  In  other  controllers,  it  is  observed 

at intermediate values depending on the error value. It is 

the  Fuzzy-PID  controller  that  gives  the  fastest  response 

and offers a quick response to the current settings. 

Our  aim  is  to  control  the  system  without  the  need  for 

codes  with  different  controllers.  Thus,  it  is  not  the  best 

controller to detect. 
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Figure 9. Control signal for different type controllers 

 

 
Figure 10. Interface created for PID controller 

 

The system is started by pressing the start button. The 

graphics drawn with the tools in the menu above the 

interface can be examined in detail. 

 

4. Conclusions 

Liquid level control systems are used widely in the 

industry and as a result of this, technical personnel with the 

necessary knowledge and experience are needed. In order 

to contribute to this need, an experimental setup design and 

application in which the necessary skills can be gained for 

liquid level control was realized in this study. Control 

methods were applied on a two-tank experimental setup, 

one of which was a water tank and the other was a liquid 

level control.  

The control of the liquid level experimental set was 

carried out easily by designing basic controllers such as 

on-off and PID as well as by the advanced controllers such 

as ANN-PID and Fuzzy-PID. In the application, 

controllers were designed with Matlab/Simulink and 

Arduino blocks without the need for codes. Thus, the 

design was simplified and design time was shortened. The 

system can be operated in the Matlab/Simulink 

environment as well as embedded in the Arduino Due 

board and can be operated independently. Graphics can be 

drawn and the values of the desired parameters can be 

recorded. For the PID controller, an interface was created 

using Matlab/Gui. Since the instant changes of the selected 

parameters can be observed, the system is started by 

entering the simulation time, sampling time, and controller 

parameters. The graphics can be examined in more detail 

with the tools available in the interface. 

Thanks to the system designed in this study, the 

students can learn the logic of the closed-loop liquid level 

control system in detail and select the appropriate 

controller in line with what is expected from the system. 
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 Consistency limits are essential and simple design parameters that are utilized as standard entries 

of all kinds of soil investigation programs conducted for geotechnical projects which are 

constructed in/on fine grained soils. These limits also represent mineralogical and physical 

properties of clayey soils directly and used to estimate their strength and rigidity properties 

indirectly. However, the consistency tests are assumed as the simple and basic tests of geotechnical 

engineering investigations, but the effects of operator, calibration of the device and environmental 

aspects at the tests damage the reliability and correctness of results. In this paper, it is aimed to 

overcome these challenges by evaluating the consistency characteristics of clayey soils 

considering only the values of liquid limit of specific clays with the use of simple regression 

analysis. A database is prepared by using 500 soil investigation reports that are involving the site 

characterization information, laboratory and field tests of Istanbul Province European side clayey 

soils, including Avcılar, Esenyurt, Küçükçekmece, Büyükçekmece, Çatalca, Zeytinburnu, 

Bahçelievler, Bakırköy districts. 1523 liquid limit tests are obtained from the mentioned database 

for high and very high plastic clays. The regression analyses have been applied to query the 

parameter effect ratio on the consistent characteristics and relationships have been tried to be 

developed to evaluate the values of plastic limit and plasticity index directly from only liquid limit 

test applications. The effects of fine material content, depth and natural water content is also 

investigated. Verifications of the suggested equations have been done for different cases and 

comparisons are made with the well-known sources of literature. Consequently, strong equations 

are acquired to determine the plasticity index value in terms of liquid limit, liquid limit-depth, 

liquid limit-fine content, natural water content-fine content respectively based on the actual 

experimental tests conducted in Istanbul. 

 

 

 

       © 2020, Advanced Researches and Engineering Journal (IAREJ) and the Author(s).  

 

 

1. Introduction 

The existence of clay minerals in fine grained soil medium 

leads soil to be remolded in the presence of some moisture 

without crumbling. This nature of behavior is represented by 

cohesion phenomenon that is caused by the adsorbed water 

which surrounds the clay particles [1]. The mentioned 

natural behavior trend is initially revealed by Atterberg [2] 

with the use of a conservative method to describe the 

consistency of fine grained soils with various water contents. 

The relationship between the water contents are specialized 

as consistency limits and mainly divided into four basic 

phases such as solid, semisolid, plastic and liquid to classify 

the physical state of soils [3]. The properties that are obtained 

with the use of water content values characterize the most 

prominent physical properties of clays and specific 

classification systems use the plasticity degree values of 

clays to identify the dominant characteristics of evaluated 

soils. In order to determine the typical engineering properties, 

besides the natural water content value of any type of soil 
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medium, various boundary water content values should be 

obtained to identify the physical state that is qualifying 

consistence. The water content of the soil at the point of 

transition from solid to semisolid state is described as the 

shrinkage limit, and from semisolid to plastic state is 

identified as the plastic limit. In addition to these, the water 

content of the soil at the point of transition from plastic to 

liquid state is defined the liquid limit [1]. These three 

boundary water content values are named as Atterberg limits. 

The knowledge about the natural water content values that 

are obtained from the field or laboratory experiments carried 

out during the design phase of the application projects, is 

used to find the location of the determined water content 

value between the Atterberg limits. This application provides 

only a premise information in terms of the engineering 

behavior to be exhibited. To acquire the real behavior 

characteristics of envisaged soil profile, advanced studies 

were conducted and the concepts of consistency limits were 

expressed more precisely by Casagrande [4] after 1920 in 

accordance with the engineering purposes and then the use 

of the plasticity index in the classification systems was 

standardized. Plasticity index (PI) value is defined as the 

difference between the liquid limit (LL or wL) and the plastic 

limit (PL or wP) of the inspected soil. The water content 

degrees between liquid and plastic limits are reflecting the 

measure of the range of plasticity behavior of especially fine 

grained soils. Hence the acquirement process of liquid and 

plastic limit values gains importance to calculate the 

plasticity index value. In this connection, Casagrande [4], [5] 

developed the liquid limit test instrument (Casagrande cup) 

in order to standardize its acquisitions and enabled the 

experiment to become the least dependent on the practitioner 

and become repeatable. The proposed technique is based on 

the preparation step of the different soil samples with various 

water contents by remolding. The second step of the method 

includes the application of the test with the Casagrande cup 

[4], [5]. Although these foreseen experiments seem easy and 

fast to implement; serious experience, attention and time are 

required to obtain valid and consistent results. Insufficient 

remolding effect applied during sample preparation in water 

contents other than the soils used in the experiments is one 

of the physical problems that may occur during the limit tests 

and this may trigger the interpretation errors and cause the 

wrong limit values to be obtained. Besides, the plastic limit 

test is shaped entirely based on the experience of the operator 

who is performing the experiment, and the main reason for 

the errors related to the experiment is the preparation and 

testing of the sample depending on the operator. In addition, 

the ambient temperature and remolding sensitivity of the 

operator while preparing the sample may cause the sample 

prepared in a certain water content to lose water and in fact 

the predicted content value cannot be obtained. This situation 

makes it difficult to interpret the average water content value 

and causes the data to be obtained in a wide range. For this 

reason, the experiment should be reproducible and 

interpretation should be made considering the conditions that 

pose risks in the experiments. In addition, apart from the 

usage of plasticity index value to classify the fine-grained 

soils, many engineering features can be calculated in relation 

to this value. Thus, the prediction of engineering 

characteristics of soils in terms of index properties has a great 

applicability in the discipline of geotechnical engineering. 

Various studies were performed from different points, 

including experimental, theoretical and empirical 

relationships to obtain some engineering properties of fine 

grained soils. In this context, there are many empirical 

formulas proposed by Skempton [6] based on obtaining the 

strength and compaction parameters of the soil using the 

limit water content values. However, the fact that natural 

soils are not stacked homogeneously as a single formation 

complicates the issue of which of these empirical expressions 

can be selected and evaluated for the soil types of the project 

and also creates a subject that requires expertise. Fall [7] 

developed a correlation to obtain the plastic limit and 

plasticity index value by using liquid limit experiments 

applied on clays. The relevant study is a widely used 

reference in the literature, and the success of the equations in 

estimating the plasticity index of low and high plasticity 

clays is still one of the topics to being evaluated within the 

studies. Chenari et al. [8] attempted to relate soil compaction 

characteristics, hydraulic conductivity, and strength and 

consistency parameters in the study titled obtaining soil 

geotechnical properties with index parameters. Tanzen et al. 

[9] used a two-step test procedure for estimating the plastic 

limit value that was conducted by using a fall cone test. In 

the first of these studies, the classical fall cone test was 

applied for eight fields and at the second stage, a test revision 

with a load value to obtain the plastic limit was proposed. 

Kuriakose et al. [10] suggested equations using the liquidity 

index and the water content ratio in estimating the shear 

strength of clays Naveena et al. [11] were applied the 

classical consistency limits tests for specific soils that are 

provided the relationship between simple linear regression 

analysis and plasticity index and liquid limit value were 

examined. The correlation obtained as a result of regression 

analysis has been shown to give results consistent with the 

results of the Casagrande plastic limit test. Jasim et al. [12] 

conducted a study based on estimation of the bearing 

capacity, shear strength angle, cohesion value and plasticity 

value using artificial intelligence technology. Cantillo and 

Pajaro [13] have presented a technical note including some 

correlation equations that are suggested to predict the 

swelling pressure based on the consistency limits with 

statistical methods. Spagnoli and Feinendegen [14] have 

used 40 different clay samples with different mineralogies 

and have performed some laboratory tests to evaluate the 

strength and consistency characteristics. Some solutions are 

conducted with the use of liquidity index depending on the 
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estimated plastic limit values to verify the suggested 

relationships. Shimobe and Spagnoli [15] have considered 

500 data from both literature and laboratory tests and have 

compared the undrained shear strength, liquidity index and 

water content ratio. In addition, it is aimed to acquire the 

relationship between the strength and liquidity index of 

remolded specimens. Barnes [16] has suggested a semi-

logarithmic relation between the undrained shear strength 

and liquidity index and has defended to be accurate shear 

strength values at the liquid and plastic limits can be achieved. 

Golavska et al. [17] have used the outcomes of the laboratory 

tests of plastic and liquid limit tests of Eemian gyttja that are 

characterized by different organic contents. The statistical 

analyses have been performed to query the effect of the organic 

content on the single and two-factor relationships obtained 

between the plastic and liquid limit. Hussain and Atalar [18] 

have investigated the relationship between the liquid limit and 

the compaction characteristics with the use of 8 samples of 

North Nicosia Kythrea group soils in North Cyprus were 

subjected to Atterberg limits and compaction laboratory tests. 

Besides, multiple linear regression analyses have been made to 

obtain the mathematical expression of relationships and the R2 

values of the suggestions have been determined over 75%.Singh 

and Gupta [19] have enhance a correlation between the strength 

and the water content ratio and also a correlation between the 

strength and the liquidity index. Comparisons have been 

conducted between the obtained relationships with the use of 

experimental results.  

The excessiveness and the actuality of the conducted 

studies about the evaluation and the derivation process of 

consistency limits show the importance and actuality of the 

subject. In addition, the developing information and 

computer technologies leads researchers to obtain the easy 

way to calculate all the soil engineering properties by the 

usage of advanced methods with prediction. So it will be 

possible to say that the verity of the used prediction method 

is preliminary depends on the acquirement of the consistency 

limits. Concordantly, in this study, it is aimed to use the 

liquid limit test values to predict the representative plasticity 

index values of high and very high plastic clayey soils that 

are selected from the European side of Istanbul. For that 

purpose, a database is generated by the use of different 500 

soil investigation reports, including the site characterization 

information, laboratory and field tests of Istanbul Province 

European side clayey soils, including Avcılar, Esenyurt, 

Küçükçekmece, Büyükçekmece, Çatalca, Zeytinburnu, 

Bahçelievler, Bakırköy districts. Totally, 1523 liquid limit 

tests are obtained from the mentioned huge database for high 

and very high plastic clayey soils.  Special locations are 

selected from Istanbul and four zones are arranged 

depending on the closeness and the wideness of districts to 

conduct regression analysis with Matlab R2016a. Regression 

analysis is conducted to query the parameter effect ratio on 

the consistency characteristics and then regression 

relationships are tried to be developed to evaluate the values 

of plastic limit and plasticity index directly from only liquid 

limit test applications. On the other hand, the effects of 

natural water content, depth of the specimen in the field and 

fine content ratio are also taken into account to acquire more 

detailed and accurate results to predict the plasticity index 

value. Verification of the developed equations is conducted 

for different cases and comparison is done by the well-

known sources of literature. Consequently, this study is 

differentiated from other studies by determining the 

plasticity index value via liquid limit with the use of 

characteristic soil types of Istanbul soils because there are not 

enough literature studies about these kind of soils to correlate 

their original characteristics. In addition to this, the selected 

influencer variants of plasticity index are not similar to other 

conducted studies that exist in the literature. Besides, the 

present study provides an opportunity for authors to form a 

huge database to attain novel approaches to define the 

geotechnical properties of Istanbul. 

 

2. Materials and Methods 

2.1 Application details of consistency limit tests 

Liquid limit test device, named Casagrande cup, includes 

a brass cup and a hard rubber base that can be dropped onto 

the base by a manually operated by a crank [4]. The soil 

specimens that are prepared with different moisture contents, 

placed in the cup to parallel to the horizontal surface. A 

standard knife is used to cut the specimen and a groove is 

formed at the vertical axis. Subsequently, the cup is lifted and 

dropped from 10 mm height. The moisture content of the 

performed test is specified the required blows to close the 

distance of approximately 13 mm through the bottom of the 

groove after N blows. At least three cup tests have to be 

experienced to obtain the water content that corresponds to 

the 25 blows of the cup is identified as liquid limit. The water 

content of the soil specimens, in percent, and the 

corresponding number of blows N is plotted on semi-

logarithmic axes. The relationship between the moisture 

content and log N is approximated as a straight line. This 

straight line is named as the flow curve. The numerical value 

of the moisture content corresponding to N=25 blows, 

determined from the drawn flow curve, constitutes the liquid 

limit of the soil. The procedure for the plastic limit test is 

defined in ASTM in Test Designation D-4318. The plastic 

limit is identified as the water content at which the soil 

crumbles, when rounded into threads of 4.2 mm in diameter. 

The test is simple and it is conducted by repeated rolling of 

an ellipsoidal-sized soil mass by manually with the hand on 

a glass plate. The soil specimens that are prepared to conduct 

plastic limit test have to be divided into pieces at the length 

of 3-10 mm. In such a case, if the soil pieces are rolling into 

smaller sized pieces, it is possible to understand that the 

specimens are still too wet and the water content is over the 

plastic limit. But if the soil pieces are crumbed before the 

diameter size 3 mm, it can be said that the soil specimen is 



 

 
too dry and the water content is under the plastic limit. 

Because of this sensitive and operator depended application 

of the test, it is so hard to obtain accurate results at the first 

experience. The liquid limit is defined as the upper water 

content limit and plastic limit is defined as the lower water 

content limit of the plastic state of the soil. The plastic 

behavior is occurred between these upper and lower 

boundaries and taken into consideration in determining a 

specific parameter PI as before mentioned. Special 

descriptions are given to evaluate the consistency states of 

clayey soils in the literature. Burminster [20] classifies the PI 

value in a qualitative manner and defines the states of 

consistency given in Table 1. 

Besides, the plasticity index is significant in the 

classification of the soils and it is fundamental to the 

Casagrande plasticity chart, which constitutes the basis for 

the Unified Soil Classification System (USCS). 

The plasticity chart is given in Figure 1. The A-line drawn 

in the figure separates the inorganic silts from inorganic clays. 

The clays are located above and the silts are located under 

the A-line. The organic silts are also located under the A-line 

and the liquid limit is existed between 30% and 50%. 

Organic clays are located in the same region as inorganic silts, 

under the A-line and the liquid limit value is bigger than 50%. 

The line that is located above the A-line is U-line. The U-line 

represents the approximate upper limit of the relationship of 

the PI and LL for any envisaged soil.  

In this study, all the used soil types are classified according 

to the USCS and liquid limit tests are conducted with 

Casagrande cup method.  
 

Table 1. Description of soil consistency depended on the PI value 

[1, 20] 

Plasticity Index  Description 

0 Non-plastic 

1-5 Slightly plastic 

5-10 Low plasticity 

10-20 Medium plasticity 

20-40 High plasticity 

>40 Very high plasticity 

 

 

 
Figure 1. Plasticity chart [1] 

2.2 Materials and database preparation 

In the context of this study, fine-grained soils are taken 

into consideration to determine their plasticity characteristics 

via regression analysis. A special database is prepared with 

the use of 500 soil investigation reports that are supplied with 

special permission from The Departments of Investment 

Monitoring and Coordination (DIMCs), Turkey. The soil 

investigation reports are identifying all the geotechnical soil 

characteristics of the European side of Istanbul Province. But, 

the mentioned database is prepared only with the use of the 

results of natural water content tests, sieve analysis, 

hydrometer tests, Casagrande cup tests, and plastic limit tests.  

Special locations are selected from the European side of 

Istanbul and four zones are arranged depending on the 

closeness and the wideness of districts to conduct regression 

analysis. These districts that are evaluated in the analysis 

were selected especially from the areas where high and very 

high plasticity clayey soils that are described in Table 1, are 

found in the formation. The first zone of the study includes 

Avcılar, Esenyurt and Küçükçekmece (Zone 1); the second 

zone includes Büyükçekmece (Zone 2), the third zone 

includes Çatalca (Zone 3) and the fourth zone includes 

Zeytinburnu, Bahçelievler, Bakırköy (Zone 4) districts. The 

locations of the mentioned districts are given in Figure 2. 

Zone 2 and Zone 3 is formed with the use of only one district 

due to the existence of huge field volume and attainment of 

enough soil investigation reports.  

Totally 3200 consistency limit tests are used to define the 

selected districts but only 1523 test results are obtained for 

high and/or very highly plastic clayey soils (CH). The results 

of 3200 consistency limit tests are illustrated in Figure 3 with 

the use of Plasticity Chart. 

In Figure 3, the high and very highly plastic clays are 

shown with red dots and named as CH according to USCS. 

The distribution of the numbers of consistency limit tests that 

are used to create the database are given in Table 2 according 

to the envisaged districts and zones via the regression process 

variants.  

It can be seen from Table 2 that the total number of 

consistency limit tests conducted for high and very high 

plastic clays are 249 for Zone 1, 453 for Zone 2, 201 for Zone 

3 and 562 for Zone 4 respectively. 
 

 
Figure 2. The districts of Istanbul and envisaged zones in the study 

[21] 
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Figure 3. The configurations of liquid limit test results on plasticity 

chart 

 

Table 2. The number of total consistency limit tests performed for 

high and very high plastic clays according to the zones  
 

 
Objective  

via  

variant 

PI 

via 

LL 

PI 

via 

LL, h 

PI 

via 

LL, FC 

PI 

via 

wn, FC 

Z
o

n
e 

1
 Avcılar 23 23 10 10 

 Esenyurt 101 101 24 23 

Küçükçekmece 125 125 82 60 

Z
o

n
e 

2
 

Büyükçekmece  453 453 138 368 

Z
o

n
e 

3
 

Çatalca 201 201 229 0 

Z
o

n
e 

4
 Zeytinburnu 26 26 11 35 

Bahçelieveler 110 110 23 376 

Bakırköy  426 426 396 0 

 

The regression analysis is conducted initially to obtain the 

relationship of the plasticity index in terms of liquid limit. 

Second step analysis is performed to obtain the relationship 

of plasticity index in terms of both the specimen depth from 

the field (h) and liquid limit. Third step analysis is conducted 

to acquire the relationship of plasticity index in terms of 

liquid limit and fine content of the soil (FC). Then the last 

step is performed to find out the relationship of plasticity 

index in terms of natural water content (wn) and fine content 

of soil. The numbers of the tests are reduced due to the 

increase of the variants of the regression analysis and the 

number of the tests are also given in Table 2. 
 

3. Results and Discussion  

Regression analyses are conducted with Matlab R2016a 

by the use of both 2 and 3 dimensional graph systems to find 

the most proper expression of plasticity index. Eight different 

types of functions such as interpolant, linear fitting, 

polynomial, power, rational, smoothing spline, sum of sine 

and weibull, are used for 2D analyses and also four different 

types of functions such as custom equation, interpolant, 

lowess and polynomial, are used for 3D analyses to search 

for the best fitting relationship between the variants in 

Matlab.  Several analyses are performed for each existing 

method and finally it is found that the proper type of the 

method is power for 2 dimensional analysis and polynomial 

for 3 dimensional analyses. In the explorement process of the 

expression of plasticity index, a two stepped application is 

conducted. At the first stage, all the envisaged zones are 

analyzed individually and after, the total evaluations are also 

conducted for all the existing datasets to find the 

representative relationship of high and very high plastic 

clayey soils. At the second stage the equations that are 

acquired from both 2 and 3 dimensional regression analyses 

are transferred to Microsoft Excel to search for verification 

of the result equations. The results obtained by the 

application of the suggested equations are checked against 

the actual values of plasticity indexes which are calculated 

by the application of both experimental liquid and plastic 

limit tests. Based on the comparison of the results of 

suggested method and experimental equations, the 

maximum error, the average error and the percentage of the 

average errors are achieved. These calculations can provide 

insight about the probable encountered errors while the use 

of suggested equation. Therefore, the information about the 

mentioned details are also added in the content of the results 

of the analyses. 

 

3.1 Analysis of Zone 1 

Regression analyses are conducted for Zone 1 (Avcılar, 

Esenyurt, Küçükçekmece) with the application of three 

different conditions arouse due to the used variants.  
 

1. Determination of PI via the use of LL: This investigation 

is performed with two dimensional “power” regression 

analysis. In that case, 249 liquid limit tests are used and the 

relationship between PI and LL is found by Equation (1).  

                               

                       
1 280 18 1 2.PI . LL .= −       (1) 

 

 The result curve that is acquired with the calculation of 

Equation (1) according to the actual values of liquid limit 

tests are given in Figure 4. 

 

 
Figure 4. Determination of PI via LL for Zone 1 
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The outcomes of the analyses are summarized in Table 3. 

The R2 value of the most fitting equation is obtained as 

0.8918 and the average percent of the errors of the suggested 

equation is found 7.6%. It can be seen from both Figure 4 

and Table 3 that according to the performance values reached 

in the experimental studies, the regression model shows an 

effective performance. 

2. Determination of PI via the use of both LL and h: This 

investigation is performed with three dimensional 

“polynomial” regression analysis. In that case, 249 liquid 

limit tests are used and the relationship between PI and LL 

and h is found by Equation (2).  

 

             13 0 01 0 77PI . h . LL= − −  +       (2) 
 

The resultant graph that is acquired with the calculation of 

Equation (2) according to the actual values of liquid limit 

tests are given in Figure 5. 

The outcomes of the analyses are summarized in Table 4. 

The R2 value of the most fitting equation is obtained as 

0.9304 and the average percent of the errors of the suggested 

equation is found 7.74%. It can be seen that the addition of 

the depth factor to the variants of the relationship is 

strengthening the determination function of PI. Besides, the 

average percent of the errors of the suggested equation 

approximately remain constant.  
 

Table 3. Results of regression analyses for Zone 1 (Condition 1) 

Number of the data 249 

Value of R²  0.8918 

Adjusted R²  0.8909 

Average error of the equation 2.8 

Average percent of the errors of the equation (%) 7.6 

 

 
Figure 5. Determination of PI via LL and h for Zone 1 

 

Table 4. Results of regression analyses for Zone 1 (Condition 2) 

Number of the data 249 

Value of R²  0.9304 

Adjusted R² 0.9299 

Average error of the equation 2.84 

Average percent of the errors of the equation (%) 7.74 

 

3. Determination of PI via the use of both LL and FC: This 

investigation is performed with three dimensional 

“polynomial” regression analysis. In that case, 116 liquid 

limit tests are used and the relationship between PI and LL 

and FC is found by Equation 3.  

 

          10 0 03 0 75PI . FC . LL=− +  +         (3) 
 

 The resultant graph that is acquired with the calculation of 

Equation (3) according to the actual values of liquid limit 

tests are given in Figure 6. 

The outcomes of the analyses are summarized in Table 5. 

The R2 value of the most fitting equation is obtained as 

0.9464 and the average percent of the errors of the suggested 

equation is found 5.75%. It can be seen that the addition of 

the fine content factor to the variants of the relationship is 

more strengthening the determination function of PI. In 

addition to this situation, the average percent of the errors of 

the suggested equation reduce. Comparison of the analysis 

performed for PI via the consideration of h and FC 

individually, demonstrates that the rate of influence of the 

fine content quantity is relatively bigger than the effect of 

depth. 
 

3.2 Analysis of Zone 2 

Regression analyses are conducted for Zone 2 

(Büyükçekmece) with the application of three different 

conditions arouse due to the used variants.  
 

1. Determination of PI via the use of LL: In that case, 453 

liquid limit tests are used and the relationship between PI and 

LL is found by Equation (4). The amount of the laboratory 

tests is more than Zone 1 for Zone 2. 
 

                      
0 568 3 46.PI . LL= −        (4) 

 
 

 
Figure 6. Determination of PI via LL and FC for Zone 1 

 

Table 5. Results of regression analyses for Zone 1 (Condition 3) 

Number of the data 116 

Value of R²  0.9464 

Adjusted R² 0.9454 

Average error of the equation 1.86 

Average percent of the errors of the equation (%) 5.75 
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 The resultant curve that is acquired with the calculation of 

Equation (4) according to the actual values of liquid limit 

tests are given in Figure 7. 

The outcomes of the analyses are summarized in Table 6. 

The R2 value of the most fitting equation is obtained as 

0.9062 and the average percent of the errors of the suggested 

equation is found 6.40%. 

2. Determination of PI via the use of both LL and h: In that 

case, 453 liquid limit tests are used and the relationship 

between PI and LL and h is found by Equation (5).  

 

                          6 8 0 005 0 71PI . . h . LL= − −  +         (5) 
 

 The resultant graph that is acquired with the calculation of 

Equation (5) according to the actual values of liquid limit 

tests are given in Figure 8. 

The outcomes of the analyses are summarized in Table 7. 

The R2 value of the most fitting equation is obtained as 

0.9123 and the average percent of the errors of the suggested 

equation is found 6.35%. It can be seen that the addition of 

the depth factor to the variants of the relationship strengthens 

the determination function of PI. Besides, the average 

percent of the errors of the suggested equation approximately 

remain constant similar with the response of Zone 1.  

 

 
Figure 7. Determination of PI via LL for Zone 2 

 Table 6. Results of regression analyses for Zone 2 (Condition 1) 

Number of the data 453 

Value of R²  0.9062 

Adjusted R² 0.9058 

Average error of the equation 2.4 

Average percent of the errors of the equation (%) 6.40 

 

 
Figure 8. Determination of PI via LL and h for Zone 2 

 Table 7. Results of regression analyses for Zone 2 (Condition 2) 

Number of the data 453 

Value of R²  0.9123 

Adjusted R² 0.9119 

Average error of the equation 2.43 

Average percent of the errors of the equation (%) 6.35 

3. Determination of PI via the use of both LL and FC: In that 

case, 138 liquid limit tests are used and the relationship 

between PI and LL and FC is found by Equation (6).  
 

                         9 4 0 06 0 8PI . . FC . LL=− +  +       (6) 
 

 The resultant graph that is acquired with the calculation of 

Equation (6) according to the actual values of liquid limit 

tests are given in Figure 9. 

The outcomes of the analyses are summarized in Table 8. 

The R2 value of the most fitting equation is obtained as 

0.7936 and the average percent of the errors of the suggested 

equation is found 6.7%. In contradistinction to the results of 

Zone 1 Condition 3, the addition of fine content variant to the 

solution research, decreases the approximation validity. The 

effect of depth becomes the significant effective factor for 

the analyses to establish the actual solution. This situation 

may be arose due to the evaluated dataset for performing 

analysis of Condition 3. 

3.3 Analysis of Zone 3 

Regression analyses are conducted for Zone 3 (Çatalca) 

with the application of three different conditions arouse due 

to the used variants.  

1. Determination of PI via the use of LL: In that case, 201 

liquid limit tests are used and the relationship between PI and 

LL is found by Equation (7).  
 

                         
1 140 35 4.PI . LL= −        (7) 

 

 
Figure 9. Determination of PI via LL and FC for Zone 2 

 

   Table 8. Results of regression analyses for Zone 2 (Condition 3) 

Number of the data 138 

Value of R²  0.7936 

Adjusted R² 0.7902 

Average error of the equation 2.42 

Average percent of the errors of the equation (%) 6.7 
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 The resultant curve that is acquired with the calculation of 

Equation (7) according to the actual values of liquid limit 

tests are given in Figure 10. 

The outcomes of the analyses are summarized in Table 9. 

The R2 value of the most fitting equation is obtained as 

0.8788 and the average percent of the errors of the suggested 

equation is found 7.13%. 
 

2. Determination of PI via the use of both LL and h: In that 

case, 201 liquid limit tests are used and the relationship 

between PI and LL and h is found by Equation (8).  
 

            11 0 09 0 72PI . h . LL= − −  +         (8) 
 

The resultant graph that is acquired with the calculation of 

Equation (8) according to the actual values of liquid limit 

tests are given in Figure 11. 

 The outcomes of the analyses are summarized in Table 10. 

The R2 value of the most fitting equation is obtained as 

0.8815 and the average percent of the errors of the suggested 

equation is found 6.82%. 

It can be seen that the addition of the depth factor to the 

variants of the relationship strengthens the determination 

function of PI. Besides, the average percent of the errors of 

the suggested equation approximately remain approximately 

constant similar with the response of Zone 1 and Zone 2. 

 

 
Figure 10. Determination of PI via LL for Zone 3 

 Table 9. Results of regression analyses for Zone 3 (Condition 1) 

Number of the data 201 

Value of R²  0.8788 

Adjusted R² 0.8776 

Average error of the equation 2.37 

Average percent of the errors of the equation (%) 7.13 

 

 
Figure 11. Determination of PI via LL and H for Zone 3 

 Table 10. Results of regression analyses for Zone 3 (Condition 2) 

Number of the data 201 

Value of R²  0.8815 

Adjusted R² 0.8803 

Average error of the equation 2.26 

Average percent of the errors of the equation (%) 6.82 

 

3. Determination of PI via the use of both LL and FC: In that 

case, 229 liquid limit tests are used and the relationship 

between PI and LL and FC is found by Equation (9).  
 

         6 7 0 04 0 72PI . . FC . LL=− +  +         (9) 
 

 The resultant graph that is acquired with the calculation of 

Equation (9) according to the actual values of liquid limit 

tests are given in Figure 12. 

The outcomes of the analyses are summarized in Table 11. 

The R2 value of the most fitting equation is obtained as 

0.8848 and the average percent of the errors of the suggested 

equation is found 8.2%. The interchange of h and FC in the 

solution function, approximately affects the ultimate result of 

the suggested method similar but the average percent of the 

errors of the equation are a little bigger for the effect of FC 

rather than the effect of h. 

 

3.4 Analysis of Zone 4 

Regression analyses are conducted for Zone 4 

(Zeytinburnu, Bahçelievler, Bakırköy) with the application 

of three different conditions arouse due to the used variants. 
 

1. Determination of PI via the use of LL: In that case, 562 

liquid limit tests are used and the relationship between PI and 

LL is found by Equation (10).  
 

                                     
0 861 55 17,PI , LL= −           (10) 

 

 The resultant curve that is acquired with the calculation of 

Equation (10) according to the actual values of liquid limit 

tests are given in Figure 13. 

 

 
Figure 12. Determination of PI via LL and FC for Zone 3 

 

 Table 11. Results of regression analyses for Zone 3 (Condition 3) 

Number of the data 229 

Value of R²  0.8848 

Adjusted R² 0.8836 

Average error of the equation 2.37 

Average percent of the errors of the equation (%) 8.2 
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Figure 13. Determination of PI via LL for Zone 4 

The outcomes of the analyses are summarized in Table 12. 

The R2 value of the most fitting equation is obtained as 

0.9032 and the average percent of the errors of the suggested 

equation is found 7.10%. 
 

2. Determination of PI via the use of both LL and h: In that 

case, 562 liquid limit tests are used and the relationship 

between PI and LL and h is found by Equation (11).  
 

         7 8 0 03 0 73PI . . h . LL= − −  +      (11) 
 

 The resultant graph that is acquired with the calculation of 

Equation (11) according to the actual values of liquid limit 

tests are given in Figure 14. 

The outcomes of the analyses are summarized in Table 13. 

The R2 value of the most fitting equation is obtained as 

0.9057 and the average percent of the errors of the suggested 

equation is found 7.23%. It can be seen that the addition of 

the depth factor to the variants of the relationship is not 

effected the determination function of PI.  

 

   Table 12. Results of regression analyses for Zone 4 (Condition 1) 

Number of the data 562 

Value of R²  0.9036 

Adjusted R² 0.9032 

Average error of the equation 2.8 

Average percent of the errors of the equation (%) 7.10 

 

 
Figure 14. Determination of PI via LL and h for Zone 4 

 

Table 13. Results of regression analyses for Zone (Condition 2) 

Number of the data 562 

Value of R²  0.9057 

Adjusted R² 0.9054 

Average error of the equation 2.81 

Average percent of the errors of the equation (%) 7.23 

3. Determination of PI via the use of both LL and FC: In that 

case, 430 liquid limit tests are used and the relationship 

between PI and LL and FC is found by Equation (12).  
 

                         9 5 0 03 0 7PI . . FC . LL=− +  +      (12) 
 

 The resultant graph that is acquired with the calculation of 

Equation (12) according to the actual values of liquid limit 

tests are given in Figure 15. 

The outcomes of the analyses are summarized in Table 14. 

The R2 value of the most fitting equation is obtained as 

0.9207 and the average percent of the errors of the suggested 

equation is found 6.54%. The change of h with FC affects 

the accuracy of the suggested equation. The approximation 

is strengthening and also the average percent of the errors are 

decreased.  

Besides all the investigated cases, the integrated effects of 

the use of the natural water content and fine content of the 

soil within the search of proper function to calculate PI is 

studied. But none of the functions defined in Matlab are fitted 

to obtain the relationship of wn and FC. 

The distribution of the wn and FC values are shown in 

Figure 16. Although the illustration shows a convergent 

relationship between the mentioned values, the calculated 

values of R2 are staying between 0.1-0.2. This situation is not 

a meaning of the ineffectiveness of the parameters on the 

calculation process of PI. Indirect relationships can be 

obtained if multivariate regression analysis is conducted. 

In addition to all these, in order to compare the effect of 

the data number, common field analyses are conducted with 

the use of total number of all experimental studies done 

through all the considered district. The total number of the 

evaluated dataset is 1532. The similar three conditions, that 

are mentioned before, about the variants of the solutions for 

the zones are also taken into account in the analyses. The 

relationship between plasticity index and liquid limit is 

obtained by performing two-dimensional analysis and 

solution result is given in Equation (13) and shown by Figure 

17.  
 

 
Figure 15. Determination of PI via LL and FC for Zone 4 

 

Table 14. Results of regression analyses for Zone 4 (Condition 3) 

Number of the data 430 

Value of R²  0.9207 

Adjusted R² 0.9203 

Average error of the equation 2.5 

Average percent of the errors of the equation (%) 6.54 
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Figure 16. Determination of PI via wn and FC 

 

 
Figure 17. Determination of PI via LL  

 

                               
0 821 96 21 6.PI . LL .= − −       (13) 

 

The R2 value of the most fitting equation is obtained as 

0.8981 for common field analysis.  

It is found that the change in plasticity index in terms of 

LL and h can be obtained by Equation (14) and shown by 

Figure 18. 

0.9062 for common analysis.  
 

 
Figure 18. Determination of PI via LL and h 

 

 
Figure 19. Determination of PI via LL and FC 

 
Figure 20. Comparison of the regression analysis of 

determination of PI via LL 

 

The regression analysis conducted in the three 

dimensional “sphere” gives PI value as a function of LL and 

FC in Equation (15) and shown by Figure 19. The R2 value 

of the most fitting equation is obtained as 0.9073 for 

common analysis.  
 

                       10 0 002 0 73PI . FC . LL=− + +                   (15) 
 

According to the R2 values, it is possible to say that the 

results of the regression analysis of common evaluation of 

districts give satisfactory approaches. The compatibility of 

all the envisaged equations is calculated approximately 90%. 

When the analysis made for the regions are checked 

separately, it is seen that the accuracy convergence is lower 

in the zones with low data compared to common analysis. 

Consequently, this situation is a direct proof of the data set 

number effects on the prediction of soil properties.  

In Figure 20, an integrated illustration of the 

experimental test results and the results of the suggested 

equations are given together. The graph system is arranged 

to represent the acquirement process of PI in terms of LL 

value. The individual equations of envisaged zones and the 

equation of common field analysis have been used for the 

locations that the data are valid. It will be consistent to say 

that the solution of the common field analysis 

approximately scans all the experimental test results and 

the suggested equation of common field analysis may be 

used as the representative solution function of CH type 

soils present at Istanbul. Besides, it is a significant issue 

that the results of Zone 1-Zone 4 and Zone 2-Zone 3 are 

close to each other and the curves of solution functions of 

these mentioned zones constitute the upper and lower PI 

boundaries of common filed analysis curve respectively. 

These close results are arising due to the locations of the 

districts. The closeness of the districts increases the 

similarity between the obtained results.  

In addition to all these, the comparisons between the 

suggested equations to determine PI value, are not be enough 

to confirm the exact solution function. Therefore, in the 

context of the study, different comparisons are made to check 

the accuracy of all the attained relationships. The 

confirmation process of the equations is continued with two 

focused ways. Comparisons with actual experimental dataset 

forms the first way of the confirmation process. In addition, 

               PI= −9.7+0.015h+0.74LL       ( 14)

The R2 value of the most fitting equation is obtained as 
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the discussion with the literature sources creates the second 

way. The first step of the confirmation process has been 

studied and explained before, together with the studies of the 

acquirement of the equation. Therefore, the study is 

continued with the description of the comparisons between 

the literature studies. Three different studies are selected 

from the literature to compare the results of regression 

analysis. This selection has been done according to the 

accessibility opportunities of the literature sources. In the 

selected studies, the determinations are presented for the 

calculation of PI in terms of LL. The first study is suggested 

by Seed et al. [22]. This study is based on the investigation 

of the plasticity characteristics of artificial kaolinite-quartz 

mixtures and Equation (16) is suggested to predict the PI 

value of constituted soil specimens. 
 

                            0 98 27 5PI . xLL .= −         (16) 
 

The second study is proposed by Nagaraj and Jayadeva 

[23]. Their study is based on the tests of natural clays coming 

from different depths with heterogeneous mineralogy. 

Equation (17) is suggested by Nagaraj and Jayadeva [23] to 

determine PI. 
 

                              0 74 8PI . xLL= −     (17) 
 

The third study is conducted by Spagnoli et al. [24]. Their 

study is based on the investigation of the plasticity 

characteristics of smectite and kaolinite types of clay 

minerals. Equation (18) is suggested for smectite and 

Equation (19) is suggested for kaolinite type of minerals to 

calculate the PI value.  
 

                               0 97 37 6PI . xLL .= −     (18) 

                                    
0 0235 94 . LLPI . e=     (19) 

 

Equation 16-18 is selected to calculate all of the PI values 

with the use of the mutual data with common field analysis. 

In Figure 21, the results of the experimental tests, the 

common field analysis and the Equation 16-18 is given. The 

results of the common field analysis are closer with both the 

experimental test results and the solutions of the equations 

suggested by Nagaraj and Jayadeva [23]. Besides, the 

tendency of the behavior of common filed analysis and 

solutions of Nagaraj and Jayadeva [23] is similar. But 

especially the solution of Spagnoli et al. [24] differentiates 

from all appreciated studies and the solutions of Seed et al. 

[22] presents a different tendency than other relationships. 

The close similarity between the suggested equation 

solutions and Nagaraj and Jayadeva [23] arose directly due 

to the similarity of used kind of soil specimens. Nagaraj and 

Jayadeva [23] prefers to use natural clays coming from 

different depths with heterogeneous mineralogy. This 

preference is in common with the logic of the presented study. 

Seed et al. [22] and Spagnoli et al. [24] searches for a 

relationship to determine the plasticity characteristics of 

special types of minerals.  

 
Figure 21. Comparison of the suggested equation with literature 

sources 
 

 This condition zooms out the results of suggested 

equations and investigated literature sources. 
 

4. Conclusion 

This study is conducted to investigate the relationships and 

effect degrees of parameters on the determination process of 

the plasticity index in terms of different geotechnical 

properties. High and very high plastic clay types that are 

acquired from the special districts of Istanbul province are 

entreated within the context of the study. Regression analysis 

is performed for envisaged zones of the investigated field 

with both the use of two and three dimensional analyses. 

Individual identifier equations are obtained for each of the 

defined zones to calculate PI value and the effect degrees of 

the parameters are discussed. Common field analysis is also 

performed to compare the representability of a mutual 

equation for defining the plasticity parameters of the 

foreseen zones. Additionally, comparisons are made with the 

literature sources to verify the suggested equations. 

Consequently, in this study, these outcomes are obtained:  

• Relatively strong equations have been acquired to 

determine the PI value in terms of LL, LL-h, LL-FC, wn-

FC respectively based on the actual experimental tests 

conducted for Istanbul.  

• The comparison process of the suggested relationships 

with the literature sources also supports the applicability of 

the envisaged relationships.  

• A significant result of the study is to attract attention on the 

relationships of which are selected to represent the simple 

geotechnical properties of the investigation site which 

constitutes the first step of the design.  

• In cases where it is not possible to conduct an experimental 

study, the necessity of checking the validity of the 

expressions used in the geotechnical parameter estimation 

for the project sites in question constitutes the final point of 

view of this study. The parameter prediction methods have 

to be checked carefully according to the dominant soil type 

of the research or project.  

• Having all those in mind, the current study presents an 

applicable acquirement process of PI value for CH types of 

clays existed in Istanbul. This situation also paves the way 

for different parameter estimations that can be made 

depending on the plasticity index value. 
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Nomenclature  

CH : High plastic clayey soil 

h : Depth  

FC : Fine content 

LL, wL : Liquid limit   

N : Blow number 

PI : Plasticity index 

PL, wp : Plastic limit 

USCS : Unified soil classification system 

wn : Natural water content 
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