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Comparison of Data Mining Classification Algorithms on
Educational Data under Different Conditions *
flhan KOYUNCU ** Selahattin GELBAL ***
Abstract

The purpose of this study was to examine the performance of Naive Bayes, k-nearest neighborhood, neural
networks, and logistic regression analysis in terms of sample size and test data rate in classifying students
according to their mathematics performance. The target population was 62728 students in the 15-year-old group
who were participated in the Programme for International Student Assessment (PISA) in 2012 from The
Organisation for Economic Co-operation and Development (OECD) countries. The performance of each algorithm
was tested by using 11%, 22%, 33%, 44% and 55% of each dataset for small (500 students), medium (1000
students) and large (5000 students) sample sizes. 100 replications were performed for each analysis. As the
evaluation criteria, accuracy rates, RMSE values, and total elapsed time were used. RMSE values for each
algorithm were statistically compared by using Friedman and Wilcoxon tests. The results revealed that while the
classification performance of the methods increased as the sample size increased, the increase of training data ratio
had different effects on the performance of the algorithms. The Naive Bayes showed high performance even in
small samples, performed the analyzes very quickly, and was not affected by the change in the training data ratio.
Logistic regression analysis was the most effective method in large samples but had a poor performance in small
samples. While neural networks showed a similar tendency, its overall performance was lower than Naive Bayes
and logistic regression. The lowest performances in all conditions were obtained by the k-nearest neighborhood
algorithm.

Key Words: Artificial neural networks, educational data mining, k-nearest neighborhood, logistic regression, naive
Bayes

INTRODUCTION

Data mining is used to discover hidden patterns and relationships that help decision making by
processing large amounts of data (Bhardwaj & Pal, 2011). A wide variety of methods based on
mathematical and statistical algorithms are used to predict, cluster, and reveal relationship networks in
many disciplines. Data mining has its roots in machine learning, artificial intelligence, computer science,
and statistics (Dunham, 2003). Data mining methods, which are used in a wide range from marketing to
engineering, from health sciences to business, have started to be used to examine large and complex
educational datasets that have been increasing rapidly with technological developments. Although data
mining is applied to a large number of industries and sectors, its applications in the context of education
are limited (Ranjan & Malik, 2007).

Predicting student success is the focus of many kinds of research in education. In particular, today, while
technology is developing rapidly and gaining more importance in education, there are databases that
contain many factors that affect student success. In addition to the course management systems that
include rich educational data sources such as Blackboard and Moodle, data is collected at the student,
teacher, school, regional and country level in large scale assessments such as Trends In International

* This study is a part of the doctoral dissertation "Comparison of data mining methods in predicting PISA mathematical
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Mathematics And Science Study (TIMMS), Programme for International Student Assessment (PISA),
and Progress In International Reading Literacy Study (PIRLS). It is increasingly getting important in
recent years to predict and compare students’ performances by analyzing large educational datasets. For
this purpose, educational data mining (EDM) has emerged as an independent research area in recent
years (Baker, 2010).

EDM is a new discipline that emerged in order to apply data mining techniques to educational data
(Baker & Yacef, 2009; Huebner, 2013). It can be used in various areas of education, from the
effectiveness of teaching programs to predict student success, from educational institutions to the
performance of teachers. There are different definitions of EDM in the related literature. According to
Baker and Yacef (2009), EDM focuses on the development of new methods to make discoveries from
characteristics data obtained from educational settings. EDM is a scientific research area that uses these
methods to understand better students and learning environments (Baker & Yacef, 2009). However,
Huebner (2013) considers that such definitions are limited, EDM covers an extensive educational area,
and the scope and definitions of this area will change with future studies.

Romero and Ventura (2007) stated that data mining in education is an iterative cyclical process
consisting of hypothesis creation, testing, and development. In this process, educators and academic
specialists have the responsibility to design, plan, and develop educational systems. The outputs
(demographic data, course information, academic data, etc.) obtained by the students' use and interaction
with these systems can be used in data mining for various purposes (clustering, classification,
association, etc.). The useful information discovered can be used by both educators and students
(Romero & Ventura, 2007).

Baker (2010) stated that a wide variety of popular methods used in educational data mining are classified
under five main categories: Prediction, clustering, discovering relationships, discovery with models, and
distillation of data to evaluate individuals. Prediction makes inferences about a single piece of the data
by using the other variables making up the majority of the data. An example of this is the use of features
such as anxiety, attitude, self-efficacy, etc., in the rest of the data in order to make inferences about
students' mathematics performance. Classification of individuals or observations according to a certain
categorical variable is one of the most basic prediction techniques in data mining (Baker, 2010). Some
popular prediction algorithms are decision trees, logistic regression, support vector machines, artificial
neural networks, Bayes algorithms, k-nearest neighborhood, and density estimators based on various
kernel functions. In order to evaluate the accuracy of an estimator, criteria such as converted
performance metrics based on the error matrix (precision, recall, F criterion, etc.), root mean square
error (RMSE), Kappa (Cohen, 1960) concordance coefficient, area under the ROC curve (Egan, 1975)
and error rates are used.

In order to test the performance of algorithms in data mining, data is divided into two parts: training and
test data. In this method, initial analyses are performed using a specific part of a data set (training data),
and a predictive model is created. In the next step, by making use of this model, the prediction is made
for individuals or objects in the rest of the data (test data). The reason for testing the performances of
methods in data mining in this way is to avoid biased estimates of model error rates. The other methods
used for similar purposes are bootstrapping (Efron, 1983) and cross-validation (Lachenbruch & Mickey,
1968) techniques (Michie, Spiegelhalter & Taylor, 1994). However, selecting one-third (33%) of all
data as a test dataset and the rest of the data (67%) as training data is often preferred and used mostly
for large samples to test the performance of the algorithms. In many studies in the field of data mining,
the effect of the train/test ratio (e.g. Brain & Webb, 1999; Colkesen, & Kavzoglu, 2010; Foody, Mathur,
Sanchez-Hernandez, & Boyd, 2006; Heilman, & Madnani, 2015; Shao, Fan, Cheng, Wu & Cheng, 2013;
Tadjudin & Landgrebe, 1998; Tayeh et al., 2015) and sample size (e.g. Beleites et al., 2013; Chu et al.,
2012; Figueroa, Zeng-Treitler, Kandula, & Ngo, 2012; Heydari, SS, & Mountrakis, 2018; Raudys &
Pikelis, 1980; Wharton, 1984) on the performances of the algorithms were assessed. For example, Brain
and Webb (1999) showed that when the amount of test data was increased, the error variance decreased,
but there was no significant change in bias. Tadjudin and Landgrebe (1998) developed a robust
parameter estimation method that reduces the effect of varying test data rates by stating that the limited
amount of test data causes errors in classification performance. Foody et al. (2006) stated that even a
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90% reduction in the rate of test data did not cause a decrease in some algorithms' performance. Heilman
and Madnani (2015) found that increasing test data increased performance, but increasing sample size
did not have the same effect. Shao et al. (2013) showed that the minimum rate of test data can be found
for some methods. Colkesen and Kayzoglu (2010) found in their study that some methods show higher
performance in small training sets than others. In the present study, the ideal amount of test and training
data are examined for educational data.

In classification studies in the field of education, the performance of methods such as decision trees,
support vector machines, logistic regression, neural networks, Bayes algorithms, Kk-nearest
neighborhood are examined and compared (e.g., Bahadir, 2013; Barker, Trafalis & Rhoads, 2004;
Berens, Schneider, Gortz, Oster, & Burghoff, 2019; Cirak, 2012; Dekker, Pechenizkiy & Vleeshouwers,
2009; Goker, 2012; Hamalainen & Vinni, 2006; Hamalainen & Vinni, 2011; Minaei-Bidgoli, Kashy,
Kortemeyer & Punch, 2003; Osmanbegovi¢ & Sulji¢, 2012; Romero, Espejo, Zafra, Romero & Ventura,
2013; Romero, Ventura, Espejo & Hervas, 2008; Shahiri, Husain & Rashid, 2015; Sweeney, Lester,
Rangwala, & Johri 2016; Sengiir, 2013; Tepehan, 2011; Tezbasaran, 2016; Tosun, 2007; Yurdakul &
Topal, 2015). In addition, methods were compared according to the different number of categories of
the dependent variable (Minaei-Bidgoli, Kashy, Kortemeyer & Punch, 2003; Nghe, Janecek &
Haddawy, 2007), the data structure (Romero et al., 2008; Romero et al., 2013), amount of missing and
noisy data ( Hamalainen & Vinni, 2011) and sample sizes (Hamalainen & Vinni, 2006; 2011).

In the literature, in general, it can be seen that different results are obtained for different data structures.
For example, in their study, Kotsiantis et al. (2003) compared some data mining methods; the Naive
Bayes algorithm generally yielded better results than any other method. In the study conducted by Tosun
(2007), artificial neural networks showed about 92% correct classification performance, while decision
trees showed 86% accuracy. In the research conducted by Tepehan (2011) with PISA data, neural
networks were as successful as logistic regression. Cirak (2012) found that the correct classification
performance (66.1%) of logistic regression analysis was lower than the performance of artificial neural
networks (70.16%). Similarly, Bahadir (2013) showed that the prediction performed with artificial
neural networks was better with the logistic regression method. Goker (2012) compared many methods
to develop a program for predicting students' success before taking an exam and used the Naive Bayes
method, which has the highest correct classification rate (87.27%).

Minaei-Bidgoli et al. (2003) have shown that increasing the number of categories of the dependent
variable causes significant performance differences in all mining methods, especially in Naive Bayes
and k-nearest neighborhood methods. In their study, Nghe et al. (2007) showed that decision trees
produce better results than Bayes networks for the different number of categories of the dependent
variable. In the study conducted by Barker et al. (2004), when different training and test datasets of
different years were combined for the same data structure, different techniques produced the same
results, and neural network methods showed good performance when the data of previous years were
used as a training set.

In their study, Hamalainen and Vinni (2006) showed that when more variables are added to the model,
the support vector machines perform better in small samples; while the number of variables is less,
Bayes algorithms show higher performance. Hamalainen and Vinni (2011), while Naive Bayes
classifiers are effective for their accuracy in small samples, neural networks and nearest neighborhood
classifiers require much larger samples. In another study, Osmanbegovi¢ and Sulji¢ (2012) compared
Naive Bayes (76.65%), decision trees (73.93%), and artificial neural network (71.20%) methods, and
they found that neural networks method took a little time for training the algorithm while other methods
did not.

In their study, Sweeney et al. (2016) analyzed students' versatile data with many data mining methods
in order to estimate the attendance status of students and found the least erroneous results with
Factorization Machines (FM), Random Forests (RF), the Personalized Linear Multiple Regression, and
hybrid FM-RF methods. Tezbasaran (2016) compared the generalized Hebb algorithm and principal
component analysis results to confirm the data structure of a scale. She found that the two structures
were very similar, and the error and fit indexes were very close to each other. Berens et al. (2019) showed
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that the AdaBoost algorithm, which combines regression analysis, neural networks, and decision trees,
is effective instead of using a single algorithm in predicting school attendance status through
longitudinal data of students attending at two German universities. In the present study, unlike the
previous studies, we aimed to compare the performances of Naive Bayes, k-nearest neighborhood,
logistic regression, and neural networks classifiers in terms of sample size and test data rate. Therefore,
the general structure of these methods will be briefly explained.

One of the most used classification algorithms in data mining is the Naive Bayes method based on Bayes'
theorem. This classifier performs comparable performance with decision trees and neural networks
classifiers in predicting probabilities of class memberships. The classifier calls “naive” because of the
assumption that any value of a property belongs to a class is independent of the probability that other
properties' values belong to the same class (Han, Kamber, & Pei, 2011). While this classifier has
advantages such as being simple, useful, easy to interpret, and resistant to complexity, it can be used in
small data sets and applied to categorical and continuous data (from Gauss distribution). There are
disadvantages, such as the fact that the assumption of conditional independence is difficult to provide,
and in the categorical data, when the limits of classes are complex, it is difficult to estimate its power
(Hamalainen & Vinni, 2011).

Another method most commonly used is the k-nearest neighborhood algorithm. This algorithm is mostly
used for classification purposes besides estimation and prediction. The method is based on the principle
of classifying a new sample according to its similarity with the samples in training data (Larose, 2004).
The class in which the sample will be assigned can be the most common class among neighboring
samples or a neighboring class distribution. The most important problems to be encountered in
calculations are what will be the value of k and how to calculate the distance (d). Another question that
may come to mind is how to weight the sample cases in the training set. This algorithm's advantages are
that there are only two parameters (k and d) in training the model and classification. The classification
performance is very well in some problems, and the classification is robust to the complexity and
missing data. The most important disadvantage is that there are difficulties in choosing the distance
function (d) and k value (Hamalainen & Vinni, 2011).

Artificial neural networks (ANN) are used to discover relationships and patterns in a data set using
certain mathematical and statistical algorithms. As a result of training neural networks, guiding
information is obtained in making certain decisions (Sivanandam, Sumathi, & Deepa, 2006). ANN is
used effectively in almost every field, especially in computer sciences, engineering, cognitive sciences,
neurophysiology, physics, biology, environmental science, and marketing. When applied in educational
technologies, it can be problematic if there is not enough numerical data, and it is exactly not known
how to train the model (Hamalainen & Vinni, 2011). ANN was developed using the structure of
biological cell networks. Neural networks, a subject that has been studied since the 1940s, have been
reported in the form of many network architectures in the literature because of the complexity of the
structures of real nerve cells and inadequate understanding of their working principles (Sivanandam et
al., 2006). Some of the advantages of ANN are that they can easily learn nonlinear boundaries, represent
basically different types of classifiers, fully convert variables when they are not discriminatory, robust
to complexity (noise), and update themselves with new data. Some disadvantages are that ANNSs require
more data than typical data sets in education. They are very sensitive to overfitting. They require
numerical data, and categorical data should be quantitated (Hamalainen & Vinni, 2011).

Logistic regression analysis is one of the prediction and classification algorithms that are used more than
many other data mining methods. This analysis method effectively predicts group memberships when
the predicted variable is categorical, and the predictors are categorical, continuous, or a mixture of the
two. Discriminant analysis and multiple regression methods seek answers to similar research problems
in logistic regression. However, the logistic regression has no strict assumptions such as normality,
linearity, homogeneity of variances, etc. (Cox & Snell, 1989; Tabachnick & Fidell, 2013). This analysis
method proposed in the early 1960s (Cabrera, 1994) began to take place as a routine package in statistical
software since the early 1980s (Peng, Lee, & Ingersoll, 2002). It has become a frequently used method
in social sciences and education until today (Cabrera, 1994; Peng & So, 2002). The logistic regression
analysis has become popular by means of its advantages, such as being effective in a wide variety of
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complex data sets and a lack of assumptions about the distribution of predictive variables. However, in
order for the analysis to be effective, it is required that the predictors are well-chosen and have a
theoretical basis, there are sufficient samples in variables and category distributions, there is a linear
relationship between continuous predictors and logit of the predicted variable, there is no
multicollinearity and extreme values, errors and observations are independent of each other.
(Tabachnick & Fidell, 2013).

It is possible to come across many studies on the applicability and effectiveness of data mining methods
on educational data in the last decade. These researches aim to predict and evaluate student performance
in general and to determine the factors affecting performance. However, only a few of these studies
addressed the impact of sample size and training data size on the performance of these algorithms, as
well as the comparison of data mining algorithms. In addition, studies on EDM and related to Naive
Bayes and k-nearest neighbor techniques (e.g., Goker, 2012; Yurdakul & Topal, 2015) are limited in
Turkey. In the present study, it was aimed to make a comprehensive application by using the data
received in PISA (2012) assessment for these deficiencies in the literature.

In addition, data mining techniques have been used in order to predict and classify students’ PISA
performance in recent studies (e.g., Aksu, & Guzeller, 2016; Bulut, & Yavuz, 2019; Gorostiaga, & Rojo-
Alvarez, 2016; Giire, Kayri, & Erdogan, 2020; Kiray, Gok, & Bozkir, 2015; Martinez-Abad, Gamazo,
& Rodriguez-Conde, 2020; Tepehan, 2011). For example, Kiray, Gok, & Bozkir (2015) examined the
factors influencing Turkish students’ performances in TIMMS 1999 and PISA 2003/2006 studies.
Similarly, Aksu and Giizeller (2016) found that CHAID analysis and J.48 decision tree methods in data
mining effectively classify Turkish students participating in PISA 2012 study. Moreover, Gorostiaga,
and Rojo-Alvarez (2016), proposed a feature selection method in predicting Spanish students’ PISA
2009 performance by using data mining techniques in addition to logistic regression. Besides, Bulut and
Yavuz (2019) developed “Rattle” which is a R package used to apply data mining with graphical
representations by using PISA 2015 data. Martinez-Abad et al. (2020) found that as a data mining
technique, decision trees were more effective in explaining inter-school variance when compared to
hierarchical linear modeling for PISA 2015 Spanish data. Giire et al. (2020) the performances of
multilayer perceptron and random forest methods of data mining in determining factors affecting
students’ PISA 2015 mathematics literacy. In the literature related to PISA and data mining, the
efficiency of different methods in predicting or classifying students’ success and development of new
techniques or tools were investigated.

As education systems are evaluated worldwide by PISA studies, a careful and systematic way is
followed at every stage of the data collection process. Therefore, at the end of each application, a large
data pool with high reliability and validity is obtained in terms of measurement and evaluation processes.
Since the data of PISA (2012) assessment is used in the present study, the results obtained for the
methods are considered to be important for the theory and real-life practice. In addition, in order to
increase the reliability of the results obtained from different performance criteria, different data sets
were selected by putting with replacement method, and the analyzes were replicated 100 times. Thus,
we aimed to obtain results with high precision on real data regarding the methods used in the area of
educational data mining.

Purpose of the Study

The aim of this study is to examine the performance of Naive Bayes, k-nearest neighborhood, neural
networks, and logistic regression analysis in terms of sample size and training data ratio in classifying
students according to their PISA mathematics performance. In accordance with this purpose, the sub-
goals are to test whether;

- The performances of algorithms vary for small, medium, and large sample sizes,
- The performances of algorithms vary for different test data ratios,

- Thereis also a common effect of different sample sizes and test data ratios,
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- Some of these algorithms perform better/worse under different conditions or not.

For this purposes, it is sought to find answers to the following research problem: For sample sizes of
500, 1000, and 5000 students, do the performances of Naive Bayes, k-nearest neighborhood, multilayer
perceptron methods of artificial neural networks, and logistic regression methods differ for the ratio of
test data 11%, 22%, 33%, 44%, and 55% in predicting students’ PISA mathematics achievement?

METHOD

Since it is aimed to determine and explain the performances of Naive Bayes, k-nearest neighborhood,
artificial neural networks, and logistic regression algorithms under different conditions, the present
study is fundamental research. In this type of studies, it is aimed to produce knowledge by conducting
studies based on methodological analysis (Biiyiikoztiirk, Cakmak-Kilig, Akgiin, Karadeniz & Demirel,
2015). Fundamental research aims to add new information to existing knowledge (Karasar, 2005).
Research is also quantitative relational research in terms of examining the relationships between
methods. Relational studies aim to seek, explain, and discover the relationships between quantitative
variables (Fraenkel & Wallen, 2006).

Sample

The research population of the study is 15 years-old students from OECD countries.The samples
representing the population for each country were selected by PISA practitioners through stratified
random sampling. The total number of people participating in the PISA (2012) assessment from OECD
countries is 295416 students. In this study, after the missing data, residual and extreme values were
examined and extracted, the target population of 62728 students was obtained. Table 1 shows the
distribution of students in the target population by OECD countries.

Table 1. Distribution of The Target Population by OECD Countries

Country f % Country f % Country f %
Australia 2982 4.75 Finland 2001 3.19 Mexico 6062 9.66
Austria 976 1.56 France 993 1.58 Holland 1054 1.68
Belgium 1754 2.80 UK 2647 4.22 Norway 1032 1.65
Canada 4910 7.83 Greece 1190 1.90 New Zeland 852 1.36
Switzerland 2558 4.08 Hungary 1088 1.73 Poland 1010 1.61
Chile 1480 2.36 Ireland 1237  1.97 Portugal 1210 1.93
Czech Republic 1339 2.13 Iceland 780 1.24 Slovakia 1072 171
Germany 833 1.33 Italy 7479 1192  Slovenia 1269 2.02
Denmark 1614 2.57 Japan 1512 241 Sweden 977 1.56
Spain 5502 8.77 Korea 1242 1.98 Turkey 834 1.33
Estonia 1140 1.82 Luxemburg 1017 1.62 USA 1082 1.72
Total 62728  100.0

In data mining, the sample to be used in analysis is expressed as ‘medium’ when it consists of 1000
subjects, ‘small’ when it has less than this value, and ‘large’ when it has more than this value (Michie,
Spiegelhalter & Taylor, 1994). In the sample selection, the bootstrapping method recommended by
Efron (1983) was used. Accordingly, the samples of the research are 500 (small), 1000 (medium), and
5000 (large) students selected randomly by putting with replacement from the target population. In this
sample selection method, the probability of each individual being selected is equal. In order to obtain
results with high precision regarding the performance of the methods studied, a total of 180 datafiles
consisting of 100 datafiles each including a sample of 500 students, 50 datafiles each including a sample
of 1000 students, and 30 datafiles each including a sample of 5000 students were created. As the sample
size decreases, the reason why more data files were drawn from all the data is to avoid biased or
erroneous generalizations and increase the representativeness of small samples. To prevent the fact that
different researchers can obtain different results with the same datasets, the weighted average of analysis
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results obtained with these datasets were evaluated by considering standard deviations of 100
replications.

Data Collection Instruments

The data collection tools of this study are mathematics cognitive test developed to measure students'
academic performance in PISA (2012) assessment and a student questionnaire prepared to evaluate the
students with all their existing characteristics. PISA study is an assessment that examines 15-year-old
students' knowledge and skills in mathematics, science, and reading in order to evaluate and compare
education systems worldwide in three-year periods (OECD, 2014b). Mathematics cognitive test consists
of change and relationships, quantities, distances and shapes, uncertainty and data, tasks, formulation,
and interpretation subfields. The test items consist of a mixture of multiple-choice items and items that
students create their own answers. In the student questionnaire, students were expected to fill in forms
containing various information about themselves, their homes, schools, and learning experiences.
Besides the student questionnaire, one of the questionnaires that some countries chose for their students
is related to the students' familiarity with the information and communication technologies, and the other
is related to students’ education processes that question whether they are in preparation for a career for
their future or a break during their education process. The student questionnaire consisting of three forms
has 53 items in two forms and 54 items in the other. While each of these forms used in the PISA
assessment is answered by one-third of the students, there are also students who answer the two forms
in addition to the common items in the forms (OECD, 2014a).

Data Collection Procedure

In this study, open-access data obtained by PISA practitioners (OECD, 2014a) were taken from the
OECD's public database. Detailed information about the data collection process in PISA assessment can
be found in PISA documents (see OECD, 2014a; 2014b).

Data Analysis

In this study, a systematic process was followed in preparing data for the analysis. Firstly, data from
OECD countries was drawn from PISA student questionnaire data. The demographic variables and all
variables related to mathematics were taken from this existing data file. Then, considering the PISA
2012 technical report published by OECD (2014b), variables consisting of the combination of other
variables were taken, and the remaining variables were removed from the file. In the data obtained, all
individuals containing missing data related to basic affective variables such as math anxiety and math
self-efficacy were excluded from the data. Thus, out-of-school mathematics lessons, class size, basic
and applied mathematics experience in school, familiarity with mathematical concepts, time devoted to
mathematics lessons, and out-of-school working time consisted of completely missing data. The stratum
variable was not interpreted similarly in every country, and in some countries, school type was added as
a layer. In this case, when a particular sample is selected from all data, some cells of this independent
variable remain empty, and this is especially problematic for logistic regression analysis. A similar
situation is valid for the test language variable. For these reasons, when all the mentioned variables
above are removed from the analysis and all missing data, and extreme values in the file are deleted, the
target population consisting of 35 variables and 62728 students was obtained.

Although data mining algorithms work with a lot of variables, keeping the variables that do not
contribute to the classification causes the analysis to take a lot of time and decrease the classification
performance. For this purpose, variable (feature) selection, which is a data preprocessing process, is one
of the important techniques frequently used in data mining (Blum & Langley, 1997; Liu & Motoda,
2001). Variable selection methods designed according to different evaluation criteria are generally
divided into three categories as filtering, winding, and hybrid models (Liu & Yu, 2005). Models other
than filtering models require an analysis method to define the significance of variables in classification.
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In this study, since different analysis methods were compared, the filtering method, which allows sorting
the variables according to gaining the information, was used without requiring an additional analysis
method. The filtering method aims to select and evaluate the subset of variables based on the general
characteristics of the data, without including any data mining method (Liu and Yu, 2005).

In this study, Information Gain Ranking Filter, Chi-Squared Ranking Filter, Gain Ratio Feature
Evaluator, and Symmetrical Uncertainty Ranking Filter in WEKA Version 3.9.0 software (Hall et al.,
2009) methods are used to select variables for the analysis. Information Gain Ranking Filter measures
the information obtained by classes; Chi-Squared Ranking Filter calculates the Chi-square value
according to the class; Gain Ratio Feature Evaluator measures the ratio obtained according to the class;
Symmetrical Uncertainty Ranking Filter measures symmetric uncertainty by class and evaluates the
importance order of a variable (Frank, Hall & Witten, 2016).

In the present study, the variable selection process was performed on the data belonging to the target
population (N = 62728). As the dependent variable, the first of 5 plausible values (PV1IMATH)
corresponding to students' mathematics performance was used. Plausible values correspond to the ability
distribution a student may have, based on the students' responses to the items, and are obtained by
subtracting random values from the posterior probability distribution for the © ability values in the ltem
Response Theory (IRT) (Wu, 2005). In the simulation study conducted by Wu (2005), it was found that
using any of the plausible values alone is sufficient to estimate the population parameters with high
accuracy. Therefore, the first plausible value ‘PVIMATH’ variable was converted to a new variable
with two categories that represent the students below and above the medium level (482) according to
proficiency levels determined by PISA practitioners (OECD, 2014a). Then, by doing feature selection
analyses, the top 10 variables that have the greatest contribution to the classification of students
according to their mathematics performance were selected. Then, the first 10 variables that have the
greatest contribution to the classification of students according to all filtering methods in terms of
mathematics performance were selected. These variables are mathematics self-efficacy, mathematics
self-concept, mathematics anxiety, economic, social and cultural status index, openness to the problem
solving, country, father's education level (ISCED), mothers’ education level (ISCED), teacher behavior:
directing students, and calculator use. In this study, all analyzes were performed by using these variables.

After selecting the variables to be used in the analysis, the assumptions and prerequisites of the
algorithms were checked. Although logistic regression (LR) analysis does not require any assumptions
regarding the distribution of independent variables, the ratio of the number of individuals to the number
of variables, the suitability of the expected frequencies, the moderate linear relationship between the
continuous variables, the absence of missing and extreme values, and the sufficient model fit values are
some preconditions for the analysis (Tabachnick and Fidell , 2013). Although the Naive Bayes (NB)
algorithm is based on the conditional independence of all independent variables, this assumption is
rarely provided, but this algorithm still yields good results (Hamalainen & Vinni, 2011).

In the k-nearest neighborhood algorithm (KNN), choosing the appropriate k value and d distance criteria
are important requirements (Larose, 2004). One of the most used methods for selecting the most
appropriate k value are taking the square root of the sample size of training data (Dunham, 2003). Some
researchers suggest that it is difficult to make a definitive judgment, but they recommend to try values
close to this value, to use odd and prime numbers, to use Bayes methods, and k-layered cross-validation
(Aha, Kibler & Albert, 1991; Ghosh, 2006; Hall, Park & Samworth, 2008). In this study, the square root
of the number of students in the training data is taken (Dunham, 2003), and the most appropriate k
number is selected for each analysis with the k-fold cross-validation method (Frank, Hall, and Witten,
2016).

Although the selection of the number of layers is an important issue in the multilayer perceptron (MLP)
algorithm of artificial neural networks, reasonable results are obtained in educational data when there is
enough numerical data, and the model is well trained (Hamalainen & Vinni, 2011). In this study, in
order to select an appropriate number of layers, the values 1 to 5 were tested as the number of layers for
the rate of test data of 33%. More than 5 values are not tried because when the number of layers
increases, the model becomes complicated, and the analyzes take a lot of time. The experimental design
for the number of layers revealed that 3 gives the ideal results. In addition, Akpinar (2014) states that it
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will be sufficient to select 3 layers in the solution of many classification problems. Still, it will be useful
to examine additional layers if necessary to save time. For these reasons, the number of layers was taken
3 for the multilayer perceptron as the artificial neural network algorithm used in this study.

In the present study, in order to determine the standard conditions that the analysis was performed, some
important assumptions and prerequisites were checked, and the following results have been obtained.

The sample size is sufficient.

There are no missing and extreme values.

Continuous variables do not show a significant deviation from the standard normal distribution.
Variance and covariance matrices are not homogenous.

Linear relationships between variables are at a low or medium level.

There is no multicollinearity or singularity problem.

Conditional independence assumption could not be achieved for the Naive Bayes algorithm.

After the data were prepared for analysis, for each algorithm and datafiles (180 files), the analyses were
performed for critical test data ratios 11%, 22%, 33%, 44%, and 55%. Although selecting one-third
(33%) of all data as test dataset and the rest of data (67%) as training data is often used in the related
literature, we aimed to test the effect of different amounts of test and training data on the performance
of algorithms for educational data. For this purpose, one-third of the ideal test data ratio (33%) used in
the related literature was drawn from all data. This value was then added and subtracted from 33%, and
test values 11%, 22%, 33%, 44%, and 55% were obtained. After the data were prepared for analysis, for
each algorithm and datafiles (180 files), 100 replications were performed for a different rate of test data
(11%, 22%, 33%, 44%, and 55%) in which training data were randomly selected in the ‘Experiment’
section of the WEKA Version 3.9.0 software. Therefore, the test data for every replication of each
algorithm was selected randomly. A total of 10000 analyzes were carried out for the sample of 500
students (100 datafiles), 5000 for 1000 students (50 datafiles), and 3000 for 5000 students (30 datafiles),
and the average of the accuracy rates and RMSE values were reported and interpreted together with the
total elapsed times for each algorithm. Selecting different datafiles from whole data and making and
averaging 100 replications is to reduce the possible biased and erroneous results that could stem from
getting different results for different algorithms. In the analysis, IBM SPSS Statistics 23, Microsoft
Office Excel 2016 and WEKA Version 3.9.0 software were used.

In this study, since individuals showed a balanced distribution to the categories of the dependent
variable, the accuracy rate, root mean square error (RMSE) values, and total elapsed time of the models
were used in the evaluation of the performances of algorithms. The accuracy rate gives the correct
classification percentage of a classifier. RMSE is a standard measure of the difference between values
estimated by predicted and actual values. It is also a standard measure of accuracy rate that takes into
account errors and allows to compare models.

In data mining, hypothesis testing is used to compare different methods and select the method with the
least errors. For this purpose, when the assumptions of parametric analyzes are satisfied, the most
preferred method is to use the t or F test. In this study, since the RMSE values used in the statistical
comparison of methods did not meet the assumptions of parametric methods, the Friedman test was used
to compare these values. Binary comparisons of the methods were made with the Wilcoxon Signed
Ranks test.

RESULTS

The findings obtained for the data mining algorithms under different conditions with respect to different
evaluation criteria are given in Table 2.
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Table 2. Performances of Data Mining Techniques under Different Conditions.
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11 75.93 0.00 7530 042 004 728 048 072 7181 0.03
2 7587 0.00 7469 043 003 7262 048 059 7144 0.02

500 33 7578 0.00 7394 044 003 7227 048 050 7105 0.02
44 7566 0.00 7297 045 003 7197 049 042 7055 0.02
55 7541 0.00 7162 047 002 7156 049 035 70.06 0.01
11 7635 0.00 7693 040 007 7392 045 132 7211 0.10
22

1000 33 76.16 0.00 7637 041 005 7342 047 098 71.78 0.07
44 76.04 0.00 7588 041 004 7307 047 082 7157 0.06
55 75.94 000 7515 042 004 7266 048 066 71.18 0.05
11 76.60 000 7830 039 036 7636 041 654 7452 2.05
22 76.60 000 7825 039 030 7620 041 744 7434 1.71
5000 33 76.58 000 7819 039 025 7604 041 493 7414 1.50
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44 76.53 0.01 78.10 039 0.24 75.77 042 413 73.83 1.17
55 7648 042 001 7796 039 025 7553 042 035 7350 047 1.03
Note: NB: Naive Bayes, LR: Logistic Regression, MLP: Multilayer Perceptron, KNN: k-Nearest Neighborhood,
RMSE: Root mean squared error.

According to Table 2, it has been observed that the methods chosen for classifying students according
to their PISA mathematics achievement generally show above average or high performance under
different conditions. The accuracy rates for all methods range from 70.06 to 78.30. While the NB method
showed the highest performance in the sample of 500 students, the LR method showed the highest
performance in the samples of 1000 and 5000 students. The MLP method performed less than the NB
and LR method in all conditions but higher than the KNN method. The results for comparing the
performances of the methods were examined separately according to different evaluation criteria. In
Figure 1, the change of the accuracy rates of the methods for different conditions is given.
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Figure 1. Change of Accuracy Rates of The Algorithms
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When Figure 1 is examined, increasing the sample size leads to an increase in the classification
performance of all methods, although much less in the NB method. In the samples of 500 and 1000
students, increasing the test data rate causes a significant decrease in the performance of the LR method.
While the NB method is not affected by this, other methods are much less affected than the LR method.
In the sample of 5000 students, the NB and LR methods are not affected by the increase in the rate of
test data, while the MLP and KNN methods decrease slightly, as in other sample sizes. As a result, when
the sample size is increased, the LR method is less affected by the change of the test data rate, while the
NB method is not. MLP and KNN methods, on the other hand, show lower performance even if the
sample size is increased, similarly being affected by increasing the test data rate. In Figure 2, the change
of RMSE values of the methods for different conditions is given.

50

45

A6

44— - §

42 —— —

40

35

50

481 = 0

461 E
g 44 g %
oY 424 E

401 ®

361

50

45

451 S——— e o

44 §

42+ —MNB

407 Irip

38 —KNN

| I
1 2 3 44 55

Rate of test data
Figure 2. Change of RMSE Values of The Algorithms

For all methods, RMSE values range from approximately 0.39 and to 0.48. In small samples, the least
erroneous estimations were made with NB and LR methods. According to Figure 2, the amount of error
of the LR method increased significantly when the training data was reduced in small samples. In
contrast, other methods were not significantly affected by this situation. In medium-sized samples, the
error amount of the methods decreased compared to the small samples except the NB method. The least
erroneous results in this sample size were obtained with the LR method. The decrease of the training
data rate increased the error amount of the other methods except the NB method. In large samples, the
estimation error amounts of the other methods have decreased except for the NB method. The NB
method has approximately the same amount of error in all conditions. While increasing the test data rate
does not affect the error amount of LR method in large samples, the error amount of MLP and KNN
methods increased. The differentiation in RMSE values, which allow comparison of methods under
different conditions across different methods, was analyzed by the Friedman test and binary comparisons
of the methods were performed with the Wilcoxon test. The results are given in Table 3.
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Table 3. Statistical comparison of data mining techniques under different conditions.

Sample Percent Test statistics (Friedman)
size 0; test Chi-Square of o Multiple comparisons (Wilcoxon)**
ata

11 257.251* 3 0.000 1<3, 1<4, 2<3, 2<4
22 265.013* 3 0.000 1<2, 1<3, 1<4, 2<3, 2<4

500 33 275.340* 3 0.000 1<2, 1<3, 1<4, 2<3, 2<4, 3<4
44 284.642* 3 0.000 1<2, 1<3, 1<4, 2<3, 2<4, 4<3
55 271.014* 3 0.000 1<2, 1<3, 1<4, 2<3, 2<4, 4<3
11 149.705* 3 0.000 2<1, 1<3, 1<4, 2<3, 2<4, 3<4
22 149.149* 3 0.000 2<1, 1<3, 1<4, 2<3, 2<4, 3<4

1000 33 146.351* 3 0.000 2<1, 1<3, 1<4, 2<3, 2<4, 3<4
44 144.013* 3 0.000 2<1, 1<3, 1<4, 2<3, 2<4, 3<4
55 137.068* 3 0.000 1<3, 1<4, 2<3, 2<4
11 88.729* 3 0.000 2<1, 3<1, 1<4, 2<3, 2<4, 3<4
22 88.052* 3 0.000 2<1, 3<1, 1<4, 2<3, 2<4, 3<4

5000 33 87.632* 3 0.000 2<1, 3<1, 1<4, 2<3, 2<4, 3<4
44 89.022* 3 0.000 2<1, 1<4, 2<3, 2<4, 3<4
55 87.769* 3 0.000 2<1, 1<3, 1<4, 2<3, 2<4, 3<4

Note: 1: Naive Bayes, 2: Logistic Regression, 3: Multilayer Perceptron, 4: k-Nearest Neighborhood, RMSE: Root mean
squared error, df: Degree of freedom

*p<0.001

**p<0.0166 (Calculated based on Bonferroni correction)

According to Table 3, when the sample size increases, the LR method performs analysis with
significantly less error than all methods. The NB method, on the other hand, provides significantly less
erroneous estimations when the sample size decreases. The KNN method has more errors in medium
and large samples compared to other methods at statistically significant level. When the test data rate is
increased in small samples, the error amount of MLP method is significantly higher than other methods.
In Figure 3, the change of the total elapsed time of the methods for the analysis under different conditions
is given.
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Figure 3. Total Elapsed Time for Each Analysis Under Different Conditions.
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According to Figure 3, the NB method performs analyzes without taking any time in almost all
conditions. In samples of 500 and 1000 students, LR and KNN methods operate in a much shorter time
than MLP method. In small and medium sample sizes, LR and KNN methods carried out analysis in a
much shorter time than MLP method. In large samples, KNN method takes more time than other
methods for test data rate of 55%. The MLP method takes a lot of time when the test data rate is low, as
the training data is high. Due to the k-fold cross-validation method used in the selection of the k value,
in larger samples, the KNN method performed analyzes in much longer time than the LR method.
However, since the total elapsed times are obtained under standard conditions on a computer with certain
features, analysis can be completed in a shorter time on computers with more advanced features.

DISCUSSION and CONCLUSION

In this study, the performance of different data mining methods for different sample sizes and test data
rates were compared on educational data in terms of accuracy rate, RMSE value, and total elapsed time
for the analysis. It has been observed that the accuracy rates of the methods vary slightly for different
conditions. This situation stems from the data selection and analysis procedure used in the present study.
We selected 180 datasets from a huge data dataset of 62728 students by random selection with
replacement and replicated each analysis 100 times. Therefore, the average of 10000 analyses for small
samples, 5000 analyses for medium samples, and 3000 analyses for large sample sizes were evaluated.
The results obtained seem to be close to each other due to these numerous amounts of the analyses.
However, statistical hypothesis tests have shown that these seemingly small differences differ
significantly.

In small sample sizes, high accuracy rates were obtained, less erroneous estimates were made, and the
analyzes were completed in a very short time with the NB method compared to other methods. In
addition, the NB method gives acceptable results even with a small amount of training data. In some
studies, NB method has been shown to give better results than other methods in small samples (Goker,
2012; Hamalainen & Vinni, 2006; Hamalainen & Vinni, 2011, Kotsiantis et al., 2003; Osmanbegovié¢
& Sulji¢, 2012). However, Nghe et al. (2007) showed that decision trees produce better results than
Bayes networks. Data structure might be a preliminary reason for this situation. Hence, it is very
important to know which method is the best for a certain data type.

In the study, LR method showed higher performance in all conditions than MLP method. Although this
result is different from some research results (Bahadir, 2013; Cirak, 2012; Tepehan, 2011), the most
important reason for this situation is that the data structure is suitable for LR analysis. LR method
produces less erroneous and higher accuracy estimates than other methods in medium and large samples.
In the study conducted by Dekker et al. (2009), the LR method performed better in samples with similar
size than the Bayes method.

After NB and LR methods, the highest accuracy rates were obtained by MLP and KNN methods,
respectively. In the study of Romero et al. (2013), KNN method performed lower for numerical and
categorical data compared to other classifiers. Similarly, in this study, the MLP method gave less
erroneous results than the KNN method in medium and large samples. However, the opposite is true in
small samples. This was due to the fact that the KNN method has a simpler statistical structure than the
MLP method and that the selected k value was more stable in small samples in determining the closest
neighborhood. In the MLP method, selecting the number of layers as three was effective in training the
network, but in small samples, it yielded a high amount of error.

In this study, KNN method showed lower correct classification performance in all conditions than other
methods. However, some studies have shown that the KNN method performs as well as ANN and LR
methods (Minaei-Bidgoli et al., 2003; Yurdakul & Topal, 2015). Similarly, Shahiri et al. (2015)
compared the studies published in international databases between 2002 and 2015 and found that NB
method showed lower performance than KNN and ANN methods in terms of average performance.
However, in this study, NB method showed higher classification performance, especially in small and
medium-size samples. Some researchers have stated that it is not true to say that a classification method
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is best for different conditions and data structures (Romero et al., 2013; Shahiri et al., 2015). Barker et
al. (2004), for example, made the classification of students who graduated in different years according
to their graduation status and showed that different methods could be effective according to the structure
of the data in different years.Barker et al. (2004), on the other hand, made the classification of students
who graduated in different years according to their graduation status and showed that different methods
could be effective according to the structure of the data in different years. For this reason, the results
obtained from the present study have been interpreted within the framework of the structure of the data
used and the analysis conditions. Since it is possible to obtain a different result with different data types
(Romero et al., 2013), it is important to determine the structure of the data and choose the most
appropriate method before the analyses.

Although the rate of test data is generally taken as one-third of all data in the related literature, it has
been found that using a general valid rate may not be a proper approach. The results showed that the test
data rate is closely related to the number of variables used, sample size, structure of the data and the
structure of the method. However, except for the NB method, in general, increasing the rate of test data
decreased the performance of the methods and increased the error of the results obtained. Therefore, as
increasing the sample size increases classification performance and reduces the amount of error, it will
be appropriate to use as much larger sample sizes as possible to achieve high performance from all
methods. In many studies, it was found that different train/test ratios (e.g., Brain & Webb, 1999;
Colkesen, & Kavzoglu, 2010; Tadjudin & Landgrebe, 1998; Foody et al., 2006; Heilman, & Madnani,
2015; Shao et al., 2013; Tayeh et al., 2015) have different effects on the performance of the methods.
For example, Brain and Webb (1999) showed that error variance decreases when the amount of test data
is increased, but there is no significant change in the amount of bias. Similarly, Tadjudin and Landgrebe
(1998) stated that the lack of test data caused errors in classification performance. However, Foody et
al. (2006) stated in their study that even a 90% reduction in the rate of test data did not cause a decrease
in the performance of some algorithms. Heilman and Madnani (2015) found that increasing test data
increased performance, but increasing sample size did not have the same effect. C6lkesen and Kayzoglu
(2010) found in their study that some methods show higher performance in small training sets than
others.

Limitations and Suggestions

In this study, although the analyses were performed with data for which the conditional independence
assumption of the Naive Bayes method was not satisfied, acceptable results were obtained. This result
has shown that, as stated by Hamalainen and Vinni (2011), Naive Bayes can perform well even if the
conditional independence assumption is not met. In future studies, the acceptability of the results
obtained under satisfying this assumption can be examined and compared with the performance of other
methods. In the present study, it was seen that the k value to be selected for the k-nearest neighborhood
method affects the classification performance. Accordingly, in other studies, different methods can be
used to select the k value, or new methods can be developed. In the artificial neural networks method,
since many parameters such as the number of layers, the number of nodes in layers, weightings affect
the classification performance of the models, the effects of changes in these parameters on the
performance of the method can be examined. The results obtained for logistic regression analysis and
artificial neural network methods were obtained under the condition that homogeneity of variance-
covariance matrices is not satisfied. Although these methods give effective results even when this
assumption is violated, the classification performances of the methods can be evaluated and compared
under the conditions in which the variance-covariance matrices are homogeneous. The results of the
present study are also limited to the PISA 2012 data. For different data types, the performance of the
algorithms can be compared in future studies. Besides, a simulation study under similar conditions could
be done and compared with the results obtained with student data.

Similar to the results of the present study, it was found that different data types may yield different
results (Romero et al., 2013). Therefore, identifying the structure of data and choosing the best analysis
might be a solution to this issue. In addition, as a better solution to this problem, the procedure followed
by (Goker, 2012; Yurdakul & Topal, 2015) can be used. As a two-step method, this procedure consists
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of selecting the method with the lowest error and then reporting the results obtained or performing
further analysis with this method.

Using the Naive Bayes method in applications to be carried out under similar conditions will provide
better results in a shorter time. Other methods may be preferred to the k-nearest neighborhood method
to obtain higher classification performance under similar conditions. When the sample size is large,
preferring Naive Bayes and logistic regression methods to multilayer perceptron will provide higher
classification performance and time-saving.
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Veri Madenciligi Siniflandirma Algoritmalarinin Farkh Kosullar
icin Egitsel Bir Veride Karsilastirilmasi

Girig

Ogrenci basarisinin yordanmasi egitimde yapilan bircok arastirmanin odak noktasmi olusturur.
Ozellikle, teknolojinin hizla gelistigi ve egitimde daha fazla 6nem kazandigi giiniimiizde dgrenci
basarisini etkileyen birgok faktorii icinde barindiran veri tabanlari bulunmaktadir. Blackboard ve
Moodle gibi zengin egitimsel veri kaynaklarimi igeren ders yonetim sistemlerinin yaninda, uluslararasi
diizeyde yapilan TIMMS (Uluslararasi Matematik ve Fen Egilimleri Arastirmasi), PISA (Uluslararasi
Ogrenci Degerlendirme Programi) ve PIRLS (Uluslararas1 Okuma Becerilerinde Gelisim Projesi) gibi
caligmalarda 6grenci, 6gretmen, okul, bolge ve iilke diizeyinde bilgiler toplanmaktadir. Elde edilen
egitimsel igerikli veri yiginlarini analiz etmek ve 6grencileri karsilastirarak basarilarini yordamak son
yillarda gittik¢e Onem kazanmaktadir. Bu amagla, egitsel veri madenciligi (EVM) son yillarda bagimsiz
bir aragtirma alam olarak ortaya ¢ikmustir (Baker, 2010).

EVM, veri madenciligi tekniklerini egitim icerikli verilere uygulamak amaciyla ortaya ¢ikan yeni bir
disiplindir (Baker ve Yacef, 2009; Huebner, 2013). Ogretim programlarmin etkililiinden 6grenci
basarisinin yordanmasina, egitim kurumlarindan &gretmenlerin performansina kadar egitimin her
alamnda kullanilabilmektedir. ilgili alan yazinda EVM ile ilgili farkli tanmimlamalar mevcuttur. Baker ve
Yacef (2009), EVM’yi, egitim ortamlarindan elde edilen kendine 6zgii verilerden kesifler yapmak
amaciyla yeni metotlarin gelistirilmesini merkez alan, dgrencileri ve 6grenme ortamlarini daha iyi
anlamak icin bu metotlar: kullanan bilimsel arastirma alam olarak tammmlamaktadir. Ancak, Huebner
(2013) bu sekilde tanimlamalarm smirlt oldugunu, EVM’nin ¢ok genis bir alan1 kapsadigini ve ileride
yapilacak ¢alismalarla birlikte bu alanin kapsaminin ve tammlarmin degiseceginin belirtmistir.

Veri madenciliginde bireylerin ya da gbézlemlerin belirli bir kategorik degiskene gore siniflandirilmasi
en temel yordama tekniklerinden biridir (Baker, 2010). Baz1 popiiler yordama algoritmalari, karar
agaclari, lojistik regresyon, destek vektdr makineleri, sinir aglari, Bayes algoritmalari, k-en yakin
komsuluk ve c¢esitli kernel fonsiyonlarina dayanan yogunluk kestiricileridir. Bir kestiricinin
dogrulugunu degerlendirmek amaciyla hata matrisine dayanan donistliriilmiis performans
degerlendirme Olgiitleri (kesinlik, cagrisim, F 6l¢iitii, vb.), Root mean square error (RMSE), Kappa
(Cohen, 1960), ROC egrisinin altinda kalan alan (Egan, 1975) ve yordama hata oranlar1 gibi ol¢iitler
kullanilmaktadir.

Veri madenciliginde algoritmalarin performansini artirmak amaciyla veri 6grenme ve test verisi olmak
iizere iki pargaya ayrilir. Bu metotta, bir veri setinin belirli bir boliimii kullanilarak ilk analizler
gerceklestirilir ve bir yordama modeli olusturulur. Sonraki asamada, elde edilen bu modelden
yararlanilarak verinin kalan kismindaki bireyler ya da nesneler i¢in yordama islemi gergeklestirilir.
Yontemin etkililiginin test edildigi verinin bu parcasina test verisi denir. Bu veri, tiim verinin belirli bir
oranindan edildiginden dolay1 test verisi orani olarak ifade edilir. Veri madenciliginde yontemlerin
etkililiginin bu sekilde test edilmesinin nedeni model hata oranlarmin yanli kestirimlerinin Oniine
gecmektir. Benzer amaclar i¢in kullanilan diger yontemler, onyilikleme (Efron, 1983) ve capraz
gecerleme (Lachenbruch ve Mickey, 1968) teknikleridir (Michie, Spiegelhalter ve Taylor, 1994).
Ancak, tiim veriden belirli oranda (genellikle 1/3 oraninda - %33) test verisi segilerek bu veri ile
yordama isleminin gerceklestirilmesi siklikla tercih edilen ve biiyiik 6rneklemler i¢cin de ¢ogunlukla
kullanilan etkili bir yontemdir.
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Veri madenciligi yontemlerinin egitim verileri iizerinde uygulanabilirligi ve etkililigi iizerine son on
yillik siirecte bir¢ok arastirmaya rastlamak miimkiindiir (Barker, Trafalis ve Rhoads, 2004; Dekker,
Pechenizkiy ve Vleeshouwers, 2009; Kotsiantis, Pierrakeas ve Pintelas, 2003; Hamalainen ve Vinni,
2006; Hamalainen ve Vinni, 2011; Minaei-Bidgoli, Kashy, Kortemeyer ve Punch, 2003; Nghe, Janecek
ve Haddawy, 2007; Osmanbegovi¢ ve Sulji¢, 2012; Romero, Espejo, Zafra, Romero ve Ventura, 2013;
Romero, Ventura, Espejo ve Hervas, 2008; Shahiri, Husain ve Rashid, 2015). Bu arastirmalar, genel
olarak &grenci performansinin yordanmasi, degerlendirilmesi ve performansi etkileyen faktorlerin
belirlenmesi amaci tasimaktadir. Romero ve Venturo (2007) 1995 ve 2005 yillar1 arasinda egitim
alaninda yapilan veri madenciligi ¢aligmalarini derleyerek cesitli 6zelliklerine gore siniflandirmiglardir.
Ancak, bu arastirmalardan ¢ok az bir kismi veri madenciligi algoritmalarimin karsilastirilmasinin
yaninda 6rneklem biyiikliigli ve egitim setinin biyiikliigii bu algoritmalarin performansina etkisine
deginmistir. Halbuki istatistik, miithendislik, saglik ve sosyal bilimler gibi birgok alanda farkli veri
yapisinin veri madenciligi algoritmalari tizerindeki etkileri onemli bir arastirma konusu haline gelmistir.
Ayrica, Tiirkiye’de EVM ile ilgili uygulamalara ve yukarida anlatilan yontemlerden Naive Bayes ve k-
en yakin komsuluk tekniklerine yonelik ¢aligmalar sinirli diizeydedir. Bu ¢alismada, alan yazinda
goriilen bu eksikliklere yonelik PISA (2012) uygulamasinda alinan bir veri kullanilarak kapsaml bir
uygulama yapilmasi hedeflenmistir.

Bu ¢alismanin amaci, 6grencilerin, gesitli 6zellikleri bakimindan PISA (2012) matematik basarilarim
yordamada Naive Bayes, k-en yakin komsuluk, lojistik regresyon ve yapay sinir aglar1 ¢ok katmanli
algilayici yontemlerinin performanslarinin farkli 6rneklem biytiklikleri (kiigiik, orta, biiyiik) ve test
verisi oranlarma (%11, %22, %33, %44 ve %55) gore nasil degistigini gézlemlemektir.

Yontem

Calismanin yontem kismi burada 6zetlenmelidir. Naive Bayes, k-en yakin komsuluk, yapay sinir aglari
ve lojistik regresyon algoritmalarmin farkli kosullar altinda performanslarimin belirlenmesi ve
acgiklanmasi hedeflendiginden, bu ¢aligma temel bir arastirmadir. Bu tiir aragtirmalarda metodolojik
analize dayali ¢alismalar yaparak bilgi Uretilmesi amaglanmaktadir (Biiyiikoztiirk, Cakmak-Kilig,
Akglin, Karadeniz ve Demirel, 2015). Temel arastirmalar mevcut bilgiye yeni bilgiler eklemeyi
amaglamaktadir (Karasar, 2005). Arastirma ayni1 zamanda yontemler arasindaki iliskileri incelemek
acisindan nicel iligkisel aragtirmadir. Bu tiir ¢alismalar nicel degiskenler arasindaki iligkileri arastirmayi,
aciklamay1 ve kesfetmeyi amaglamaktadir (Fraenkel ve Wallen, 2006).

Arastirmanin evreni, PISA uygulamasina katilan OECD iilkelerindeki 15 yas grubundaki 6grencilerdir.
Her bir iilke icin evreni temsil eden G6rneklemler PISA uygulayicilar tarafindan tabakali tesadiifi
ornekleme yoluyla secilmistir. OECD iilkelerinden PISA uygulamasina katilan toplam kisi sayisi
295416 kisidir. Bu calismada, kayip veriler, artik ve u¢ degerler incelenip ¢ikartildiktan sonra 62728
kisilik hedef evrene ulasilmistir. Aragtirmada, incelenen yontemlerin performanslarma yoénelik yiiksek
kesinlikte sonuglar elde etmek amactyla 500 kisilik 6rneklem (kii¢iik) i¢in 100 veri dosyasi, 1000 kisilik
orneklem (orta) i¢in 50 veri dosyasi, 5000 kisilik 6rneklem (biiyiik) igin 30 veri dosyasi olmak {izere
toplam 180 veri dosyasi olusturulmustur.

Arastirmanin veri toplama araglari, PISA (2012) uygulamasinda 6grencilerin matematik alanindaki
akademik performanslarin1 6lgmek amaciyla gelistirilen matematik biligsel testi ve 6grenciyi var olan
tiim ozellikleri ile degerlendirmeyi amaciyla hazirlanan &grenci anketidir. Ogrenci anketinde ise
ogrencilerin evleri, okullari, kendileri ve 6grenme deneyimleri hakkinda cesitli bilgileri igeren formlar1
doldurmalar1 beklenmistir (OECD, 2014a). Bu calismada, PISA uygulayicilar: tarafindan takip edilen
siirecler (OECD, 2014a) sonucunda elde edilen veri OECD’nin herkese agik veri tabanindan alinarak
kullanilmustir.

Verilerin analizinde, dncellikle, PISA (2012) 6grenci anketinden elde edilen veriden Ogrencilerin
demografik bilgileri ve matematige iliskin tim degiskenleri alinmistir. Daha sonra OECD (2014b)
tarafindan yayinlanan PISA 2012 teknik raporu gz Oniinde bulundurularak diger degiskenlerin
bilesiminden olusan degiskenler alinmig ve kalan degiskenler dosyadan g¢ikartilmistir. Daha sonra ise
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kay1p verilerden olusan degiskenler, kalan degiskenlere ait tiim kayip veriler ve u¢ degerler silindiginde
matematik performansi ile birlikte 35 degisken ve 62728 kisiden olusan hedef evren elde edilmistir.

Veri madenciligi yontemleri ¢cok fazla degiskenle ¢caligmakla birlikte, siniflandirmaya katkisi olmayan
degiskenlerin analizde bulundurulmasi yapilacak analizlerin ¢ok zaman almasia ve simiflandirma
performansinin diismesine neden olmaktadir. Bu amagla, bir veri 6n isleme siireci olan degisken segme
veri madenciliginde sik¢a kullanilan 6nemli tekniklerden biridir (Blum ve Langley, 1997; Liu ve
Motoda, 2001). Bu ¢alismada, WEKA Version 3.9.0 yaziliminda (Hall ve digerleri, 2009) yer alan
Information Gain Ranking Filter, Chi-squared Ranking Filter, Gain Ratio Feature Evaluator ve
Symmetrical Uncertainty Ranking Filter metotlar1 kullanilmigtir. Aragtirmanin bagimli degiskeni ve
birinci makul deger olan PVIMATH (Plausible Value 1) degiskeni, PISA uygulayicilar tarafindan
belirlenen ve Ogrencilerin matematikte yeterligini temsil eden alti diizeyden (OECD, 2014a) orta
diizeyin (482) altinda ve istiinde yer alan Ogrenciler seklinde iki kategorili bir degiskene
doniistiiriilmiistiir. Daha sonra 6grencilerin matematik performanslarina gore simiflandirmaya en ¢ok
katki saglayan ilk 10 degisken calismaya dahil edilmistir. Bu degiskenler, matematik 6z-yeterligi,
matematiksel benlik algisi, matematik kaygisi, ekonomik, sosyal ve kiiltiirel statii indeksi, problem
¢ozmeye agik olma, iilke, babanin egitim diizeyi (ISCED), anne egitim diizeyi (ISCED), 6gretmen
davranigi: 6grenciyi yonlendirme ve hesap makinesi kullanimidir. Bu ¢alismada, tiim analizler bu
degiskenler kullanilarak gergeklestirilmistir.

Arastirmada kullanilacak degiskenlere karar verildikten sonra analizlerin varsayimlari kontrol
edilmistir. Bu galigmada yapilacak analizlere yonelik olarak yapilan varsayim kontrollerinde 6rneklem
blyiikligliniin yeterli oldugu, kayip ve u¢ deger olmadigi, normalligin saglandigi, varyans-
kovaryanslarm homojen olmadigi, dogrusalligin kismen saglandigi, coklu baglanti ve tekilligin olmadigi
goriilmiistiir. Ayrica, Naive Bayes yoOntemi ic¢in kosullu bagimsizlik varsayimi saglanamamustir.
Analizlerde, IBM SPSS Statistics 23, Microsoft Office Excel 2016 ve WEKA Version 3.9.0
yazilimlarindan yararlanilmigtir. Model degerlendirilmesinde dogruluk orani, RMSE degerleri ve
modellerin islem hizlar1 kullanilmigtir. Yontem karsilastirma 6l¢iitii olarak kullanilan RMSE degerleri,
parametrik yontemlerin varsayimlarmi karsilamadigindan, bu degerlerin karsilastirilmasinda Friedman
testi kullanilmustir. Yontemlerin ikili karsilastirmalar1 ise Wilcoxon Isaretli Siralar testi ile yapilmustir.

Sonuc ve Tartisma

Bu arastirmada, farkli 6rneklem biiyiikliiklerinin ve test verisi oranlarimin yontemlerin performanslari
iizerinde yarattig1 etkiler su sekildedir:

1. Orneklem biiyiidiikce, tiim yontemlerin dogru smiflandirma performanslar1 artmis gecerligi ve
giivenirligi yiiksek sonuglar elde edilmistir.

2. Orneklem biiyiidiikce, Naive Bayes yonteminin analiz siiresi degismemekle birlikte diger yontemlerin
analiz islem siireleri uzamustir.

3. Test verisi oran1 orneklem biiyiikliigiine gore yontemlerin siniflandirma performanslarinda farkl
etkiler yaratmustir.

4. Orneklem biiyiidiikce test verisi oraninin arttirilmasinin yontemlerin performanslari iizerindeki etkisi
azalmstir.

5. Test verisi orani tiim verinin igte birinden az oldugunda da yiiksek dogru siniflandirma performanslari
elde edilmistir.

6. Orneklem biiyiidiikge test verisi orani tiim verinin iigte birinden fazla oldugunda bile giivenilir
siniflandirma performanslari elde edilebilmistir.

7. Tiim 6rneklem biiyiikliikleri i¢in test verisi oraninin degisimden en az etkilenen yontem Naive Bayes
yontemidir.

8. Orneklem biiyiikliigiiniin artmasindan en fazla etkilenen yontem lojistik regresyon analizidir.
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9. Tiim kosullarda en diisiik dogruluk oranlar1 en yakin komsuluk yontemi ile elde edilmistir.

Kiigiik 6rneklemlerde, NB yontemi ile diger yontemlere gore, yiiksek dogruluk oranlari, daha az hatal
kestirimler yapilmis ve analizler ¢ok kisa slirede tamamlanmistir. Yapilan bazi aragtirmalarda da kiigiik
orneklemlerde NB yonteminin diger yontemlere gore daha iyi sonuglar verdigi goriilmiistiir (Goker,
2012; Hamalainen ve Vinni, 2006, Hamalainen ve Vinni, 2011, Kotsiantis ve digerleri, 2003;
Osmanbegovi¢ ve Sulji¢, 2012). Arastirmada LR yontemi, tiim kosullarda YSA yoOntemine gore daha
yiiksek performans gostermistir. Bu bulgu yapilan bazi arastirma sonuglarindan farkli olmakla birlikte
(Bahadir, 2013; Cirak, 2012; Tepehan, 2011) bu durumun olusmasinin en énemli nedeni veri yapisinin
LR analizi i¢in uygun olmasidir. LR ydntemi orta ve biiyiik 6rneklemlerde, daha az hatali ve daha yiiksek
dogrulukta kestirimler yapmaktadir. Dekker ve digerleri (2009) tarafindan yapilan ¢aligmada, benzer
biiyiikliikte 6rneklemde LR yontemi Bayes yontemine gore daha iyi performans gostermistir.

NB ve LR yontemlerinden sonra en yiiksek dogruluk oranlar1 sirastyla MLP ve KNN yontemleri ile elde
edilmigtir. Romero ve digerlerinin (2013) yaptiklar1 ¢alismada, numerik ve kategorik veri i¢cin KNN
yonteminin diger smiflandiricilara gére daha diisiik performans gostermistir. Benzer sekilde, bu
caligmada, orta ve biiyiik 6rneklemlerde, MLP yontemi KNN yonteminden daha az hatali sonuglar
vermistir. Ancak, kii¢iik érneklemlerde tersi bir durum s6z konusudur. Bu durum, KNN y&nteminin
MLP yontemine gore daha basit bir istatistiksel yapiya sahip olmasi ve segilen k degerinin en yakin
komsulugu belirlemede kiigiik 6rneklemlerde daha kararli davranmasindan kaynaklanmigtir,. MLP
yonteminde ise katman sayisinin 3 secilmesi agin egitilmesinde etkili olmasina ragmen kiigiik
orneklemlerde hata miktarmin fazla olmasina neden olmustur.

Bu c¢alismada, KNN yontemi diger yontemlere gore tiim kosullarda daha diisiik dogru simiflandirma
performansi gostermistir. Ancak, yapilan bazi arasgtirmalarda KNN yonteminin de en az YSA ve LR
yontemleri kadar performans gosterdigi gortlmiistiir (Minaei-Bidgoli, Kashy, Kortemeyer ve Punch,
2003; Yurdakul ve Topal, 2015). Benzer sekilde, Shahiri ve digerleri (2015), 2002 ile 2015 yillar1
arasinda uluslararasi veri tabanlarmda yaymlanan c¢alismalari karsilastirmis ve ortalama performans
agisindan NB yonteminin KNN ve YSA yontemlerine gore daha diisiik performans gosterdigi
gOriilmiistiir. Ancak, bu ¢alismada, NB yontemi 6zellikle kii¢iik ve orta biiyiikliikkteki drneklemlerde
daha yiiksek siniflandirma performansi gostermistir. Bazi arastirmacilar, farkli kosullar ve veriler i¢in
bir smiflandirma yonteminin en iyi oldugunu séylemek dogru olmadigini ifade etmislerdir (Romero ve
digerleri, 2013; Shahiri ve digerleri, 2015). Barker ve digerleri (2004) ise farkli yillarda mezun olan
ogrencilerin mezun olma durumlarina gore yaptiklar: siniflandirmada farkli yillarda verinin yapisina
gore farkli yontemlerin etkili olabilecegini gostermislerdir. Bu nedenle, bu arastirmadan elde edilen
bulgular, kullanilan verinin yapisi ve analiz kosullar1 ¢ercevesinde yorumlanmistir.

Bu arastirmada, Naive Bayes yontemi i¢in kosullu bagimsizlik varsayiminin saglanmadigi bir veri ile
analizler gerceklestirilmistir. Bu sonug, Hamalainen ve Vinni (2011) tarafindan belirtildigi gibi, Naive
Bayes'in kosullu bagimsizlik varsayimi karsilanmamis olsa bile iyi performans gosterebilecegini
gostermistir. Yapilacak arastirmalarda bu varsayimin saglandigi, k-en yakin komsuluk yontemi igin
secilecek k degerinin farkli sekillerde belirlendigi, yapay sinir aglar1 yonteminde, katman sayisinin
secildigi, lojistik regresyon analizi ve yapay sinir aglar1 yontemleri i¢in varyans-kovaryans matrislerinin
homojenliginin saglandig1 kosullarda yontemlerin smiflandirma performanslar1 degerlendirilip
karsilastirilabilir.

Benzer kosullarda yapilacak uygulamalarda Naive Bayes yoOnteminin kullanilmasi, zaman kaybi1
yasanmadan gecerligi ve giivenirligi yiiksek sonuglarin elde edilmesini saglayacaktir. benzer kosullar
icin yapilacak uygulamalarda daha yiiksek simiflandirma performansi saglayabilmek i¢in diger
yontemler, k-en yakin komsuluk yontemine tercih edilebilir. Orneklem biiyiikliigii fazla oldugunda
Naive Bayes ve lojistik regresyon yontemlerinin YSA’ya tercih edilmesi daha ytiksek performans ve
zaman tasarrufu saglayacaktir.
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Abstract

In this study, it is aimed to determine which social support systems respectively preferred by students to meet
their basic needs. The research was conducted with 347 university students from Sakarya University Faculty of
Education, 243 of whom were female and 104 of whom were male. A ranking chart was used to determine the
rank of fulfilment of the five basic needs of the students, as in the Maslow's hierarchy of needs, (physiological,
safety, love and belonging, esteem, and self-actualization), by social support systems (family, relatives, friends,
teacher-school, and society). The data was analyzed by rank order judgment scaling. As a result of the research,
it was found that university students regard family as the primary social support system in meeting all their needs
(physiological, safety, love and belonging, esteem, and self-actualization). The ranking does not change in
meeting the needs of safety, love and belonging, and esteem; in meeting the physiological needs, it was observed
that relatives are preferred more than friends. Another finding of the research is that in meeting the need for self-
actualization, relatives are preferred the least.

Key Words: Maslow, hierarchy of needs, social support, rank order judgment scaling.

INTRODUCTION

Research into the underlying factors of human behavior has been the subject of psychology science
for many years. Maslow’s approach to psychological needs is one of the most popular theories in this
field (Roediger, Capaldi, Paris, Polivy, & Herman, 1996). Maslow first introduced a hierarchical
structure of needs in 1943 and introduced his theory of needs in his book “Motivation and Personality”
in 1954 (Maslow, 1970). He argued that there are differences between human motives and animal
motives and expressed human motives in the form of a pyramid. At the base of this pyramid are
biological motives, and at the top are psychological motives (Ciiceloglu, 2003). It is possible to say
that Maslow’s theory is still valid today. The hierarchy of needs can be examined under five headings:
physiological needs, need for safety, need for love and belonging, need for self-esteem and need for
self-actualization (Plotnik, trans. 2009).

Physiological Needs

Maslow claims that human comes to earth from the lowest level (McConnell & Philipchalk, 1992).
Needs such as food, water, sexuality, breathing, and sleeping are discussed in the category of
physiological needs (Burger, 2006; Plotnik, trans. 2009; Roediger et al. 1996). One has to satisfy their
physical needs before meeting psychological or social needs (McConnell & Philipchalk, 1992). Once
this need is adequately met, it will be possible for the individual to be motivated to meet other needs.
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Need for Safety

Babies become ready to explore the physical environment once their basic needs are met. However,
for that, they need to feel safe first (McConnell & Philipchalk, 1992). The need for safety can be met
through protection from crime, fire, extreme heat or cold, wild animals, or dangers such as economic
disaster (Plotnik, trans. 2009; Roediger et al. 1996). For example, a student who hears about negative
things happen in a school on the news and social media may not feel safe with the possibility that these
may also happen at his/her own school (Shaughnessy, Moffitt, & Cordova, 2018). This prevents the
student from being driven to the upper categories in the hierarchy, for example, to be accepted by their
peers and to be successful at school.

Need for Love and Belonging

The need for love and belonging can be met by connecting with others, by being accepted by others
(Plotnik, trans. 2009), and by acquiring a place in a group (Roediger et al. 1996). According to Maslow,
this need can only be met by other people (McConnell & Philipchalk, 1992). Once the needs at the
lower level are satisfied, the human looks for a resource to connect with, so it is considered as the need
that drives people to be social.

Need for Esteem

Success can be met by gaining competence, approval, and attestation (Plotnik, trans. 2009). One reason
people connect with others is that they help themselves to set their life goals. Through feedback from
people, individuals are able to gain insight into how far they have achieved their life goals (McConnell
& Philipchalk, 1992). Having reached this level, individuals can move on to the final stage: self-
actualization.

Need for Self-Actualization

It can be defined as experiencing one’s own potential (Plotnik, trans. 2009). Maslow emphasized the
potential of the individual by saying, “what a man is and what he could be” (p. 272) while explaining
the need for self-actualization (Maslow, 1970). This can include being a parent, being an athlete, a
musician, or whatever appropriate (Roediger et al. 1996). While in the way of performing themselves,
individuals’ characteristics to be creative, to love, and to be healthy and strong, in line with their goals,
come to the fore (Gengtanirim, 2013). Maslow states that unless one is self-confident, they will not
dare to express themselves in their own way, cannot contribute to society, and thus cannot unleash this
innate potential (McConnell & Philipchalk, 1992).

Maslow assumes that all people go through these five levels in some way, and all people deal with
problems with the lower level before moving to an upper level (McConnell & Philipchalk, 1992). The
hierarchy of needs has been increased to seven levels by adding two more needs as “need for
knowing/understanding” and “need for being aesthetic” (Inceoglu, 2004). When lower-level motives
reach satisfaction, the individual becomes ready for higher-level motives (Ciiceloglu, 2003; Maslow,
1970; Seker, 2014). If the basic needs are not met at a higher level, one can go backwards within the
hierarchy (Plotnik, trans. 2009). Maslow defines physiological, safety, love-belonging, and esteem
needs as the deficiency needs and states that it is compulsory that these needs are met. However,
according to Maslow, once these needs are met, they will decrease. Needs such as knowing,
understanding, and appreciating beauty, which he describes as growth needs, can never be fully met
(Slavin, trans. 2013). In a sense, as the growth needs are satisfied, it can be said that there are dynamic
structures that can replace them with new developmental needs.

When we look at the hierarchy of needs today, it can be said that people need others to meet their
needs from the first step to the last step. Examples include that a baby needs its mother to feed it, a
person feels more confident with his/her family, loved by her friends at school, valued by her boss at
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work as an adult, or needs an environment where s/he can reveal his/her potential. Actually, that an
individual needs the presence of others even when meeting a very basic need brings to mind the role
of environmental factors in meeting these needs. At this point, the concept of social support comes
into play. According to Yildirim (1997), factors such as family, environment of family, friends,
relations with the opposite sex, teachers, colleagues, neighbors, ideological, religious or ethnic groups,
and the society in which the individual lives can be said to constitute the sources of social support for
the individual. Social support allows the person to cope with the difficulties in life and acts as a
protective buffer (Arslantas & Ergin, 2011; Lin, Thompson & Kaslow, 2009; Terzi, 2008).

It is possible to come across many studies reporting that social support plays an important role in the
school adaptation processes of university students (Mallinckrodt, 1988; Rahat & ilhan, 2016; Tinajero,
Martinez-Lopez, Rodriguez, Guisande, & Paramo, 2015). Changes in the individual’s self or source
of support can cause the individual’s level of social support to change (Yildirim, 1997), but it is a fact
that social support systems such as family, friends, and teachers have an important place in the lives
of individuals. Khallad and Jabr’s (2016) study on the mental health of university students found that
for Jordanian university students, social support of family is essential, and for Turkish university
students, social support of friends is at an important point. Similarly, another study in Turkey shows
that somatization, anger/aggression, depression, and anxiety symptoms decrease as family support
increases in university students (Dogan, 2016). Haskan-Avci and Yildirim (2014) found that
adolescents with a high propensity for violence have low levels of support from family, friends, and
teachers. Indeed, the literature shows the importance of social support not only in the early years of
life but also in the later years. Studies conducted with individuals over 60 years showed that individuals
with higher levels of social support are less depressed (Aksiilli & Dogan, 2004; Bozo, Toksabay, &
Kiirtim, 2009).

The universities that include the sample group of this study have the duty to be one of the important
institutions that enable students to step into adulthood and professional life. Especially in Turkey,
universities have an important role in presenting the experiences that lead many students to start
organizing their lives independently from their parents. Sar1, Yenigiin, Altinci, and Oztiirk (2011) state
that the basic psychological needs of university students must be satisfied in order to increase their
self-sufficiency perceptions and decrease their trait anxiety. This study aims to emphasize the
importance of social support systems that exist in the lives of university students in the process of
meeting these needs. Identifying one’s social support systems has an important place in preventive
mental health services (Terzi, 2008). In this context, the aim of this study is to determine which social
support systems (family, relatives, friends, teacher-school, and society) respectively preferred by
students to meet their basic needs (physiological, safety, love and belonging, esteem, and self-
actualization). It is thought that determining which social support systems are functional in meeting
which needs to raise healthier individuals, and setting out what is needed for non-functional social
support systems to become functional will contribute to raising individuals who are more mentally
healthy. It is thought that this study will shed light on this issue.

METHOD

In this study, survey model was used to determine the level of meeting the needs of university students
from social support systems by rank order judgment scaling. The purpose of survey model is to reveal
the current situation. In order to achieve this, the attitudes, interests, and abilities of a group are
measured by quantitative data collection methods (Creswell 2009; Karasar, 1998).

Participants

The research was conducted with 347 university students studying at Sakarya University, Faculty of
Education. The gender of the participants is 70% female and 30% male. Considering that the university
period is the transition period to adulthood when students are separated from their families and started
to take responsibility for their own lives, data were collected from university students.

ISSN: 1309 - 6575 Egitimde ve Psikolojide Olcme ve Degerlendirme Dergisi
Journal of Measurement and Evaluation in Education and Psychology 348



Diisiinceli, B., Colak, T. S., Demir, S., Kog, M. / Examination of Meeting the Needs of University Students from Social
Support Systems

Data Collection Instruments

In order to obtain personal information about the participants, their gender was asked. Also, a ranking
chart was prepared by the researchers to determine the rank of fulfilment of the five basic needs of the
students, as in the Maslow’s hierarchy of needs (physiological, safety, love and belonging, esteem,
and self-actualization), by social support systems (family, relatives, friends, teacher-school, and
society). Each participant was asked to rank separately for five needs and each need from 1 to 5 in the
order of priority according to whichever social support system they met those needs with. During the
ranking procedure, 1 was used for the highest level of social support system meeting the need, and 5
was used for the lowest level of social support system. For example; a participant who ranks as family
(1), relatives (2), friends (3), teacher-school (4), and society (5) in meeting her/his physiological needs,
s/he was able to make another ranking as family (1), friend (2), relatives (3), society (4), and teacher /
school (5) in meeting their security needs. In order for participants’ perceptions of the concepts in the
study to be similar, the ranking chart provides information on the five basic needs in Maslow’s
hierarchy of needs and social support concepts.

Data Analysis

Data collection by sorting objects, individuals, situations or methods (stimulus) by scorers according
to a specific rule is a method often used in the social sciences. However, in analyzing such data,
generally the stimulus written mostly in the first rank is taken into account. In case of this study, rank
order judgment method was used. The rank order judgment scaling is a method that can be used to
analyze data by considering all the rankings made, not just the stimulus in the first place (Baykul &
Turgut, 1992; Guilford 1954). The rank order judgment scaling begins with the creation of the
Frequency Matrix of Rank Ordering regarding the order in which each stimulus is preferred. For each
stimulus, the probability of being preferred in binary comparison with other stimuli is calculated using

the P,., = Z[ fi(fq+ /2] formula®, and the Probability Matrix of Rank Ordering showing the
i=1

probability of preference of the stimuli in binary comparisons is created. From this stage to the end,
calculation stages are as follows:

1.For each unit in the probability matrix, the Z values for the corresponding unit normal
distribution are calculated, and the Unit Normal Deviate Matrix is created.

2.Mean Z values are obtained by taking the average of each column.

3.The smallest mean Z value is shifted so that it equals to zero.

4. The obtained mean Z values constitute the scale values of each stimulus (Anil & Giiler, 2006;
Baykul & Turgut, 1992; Guilford, 1954).

In this study, the rank order judgment scaling was used to analyze the data. The analysis of the data
was made via Excel with the using formulas in the literature (Anil & Giiler, 2006; Anil & Inal, 2019;
Baykul & Turgut, 1992).

RESULTS

In the analysis of the data, the levels of meeting the needs of the students by their social support
systems were calculated using the scaling method based on rank frequency tables and rank orderings.
Calculation of scale values obtained by rank order judgment scaling, were reported only for

1 jand k: stimulus; i: rank value
P The probability that stimulus (j) is preferred over stimulus (k)

f, - Frequency of which the value (i) is given to stimulus (j)
.- Frequency of which the value (i) is given to stimulus (k)

ISSN: 1309 - 6575 Egitimde ve Psikolojide Olcme ve Degerlendirme Dergisi 349
Journal of Measurement and Evaluation in Education and Psychology



Journal of Measurement and Evaluation in Education and Psychology

physiological needs, and graphs obtained according to scale values for all needs were provided. In
Table 1, the frequency matrix meeting the physiological needs of university students from social
support systems was given.

Table 1. The Frequency of Meeting the Physiological Needs of University Students from Social
Support Systems

Family Relative Friend Teacher-School Society
1st rank 325 2 6 2 12
2nd rank 10 150 163 12 11
3rd rank 1 116 135 55 41
4th rank 2 40 36 182 87
5th rank 9 39 7 96 196
Total 347 347 347 347 347

According to Table 1, it can be said that in meeting their physiological needs, university students prefer
family mostly in the first rank among the social support systems, relative and friend in the second and
third rank, teacher/school in the fourth rank, and society in the last rank.

In order to analyze data by rank order judgment scaling, a probability matrix of rank ordering has been
created primarily using Table 1. The obtained probability matrix of rank ordering is given in Table 2.

Table 2. Probability Matrix of Rank Ordering in Meeting the Physiological Needs of University
Students by Social Support Systems

Family Relative Friend Teacher-School Society
Family 0.96 0.95 0.97 0.96
Relative 0.04 0.44 0.80 0.82
Friend 0.05 0.56 0.88 0.88
Teacher-School 0.03 0.20 0.12 0.62
Society 0.04 0.18 0.12 0.38

The probability values in Table 2 represent the probability that the stimulus in the row is preferred
instead of the stimulus in the column. For example, the probability of choosing the family instead of
the relative from social support systems is 0.96, while the probability of choosing the relative instead
of the family is 0.04. The Z values for the normal distribution were calculated using the probability
values in Table 2, and the unit normal deviate matrix in Table 3 was formed.

Table 3. Unit Normal Deviate Matrix for Social Support Systems in Meeting the Physiological Needs
of University Students

Family Relative Friend Teacher-School Society
Family 1.75 1.66 1.90 1.77
Relative -1.75 -0.14 0.84 0.92
Friend -1.66 0.14 1.16 1.18
Teacher-School -1.90 -0.84 -1.16 0.30
Society -1.77 -0.92 -1.18 -0.30
Mean Z -1.42 0.03 -0.16 0.72 0.83
Scale Values 0.00 1.44 1.25 2.14 2.25

In Table 3, a row with the mean Z values is created by averaging the Z values in each row, and scale
values are obtained by shifting the smallest mean Z value to zero. With these scale values, the graph
in Figure 1 is obtained.
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Figure 1. The Level of Meeting the Physiological Needs of University Students from Social Support

Systems

It is seen in Figure 1 that university students prefer family first among the social support systems to
meet their physiological needs and then relative, friend, teacher/school, and society. It can be said that
the preference of friend and relative among the social support systems in meeting physiological needs
is close to each other. Similarly, it can be said that the choices of teacher/school and society from
social support systems in meeting physiological needs are close to each other.

Table 4. The Frequency of Meeting the Need for Safety of University Students from Social Support

Systems

Family Relative Friend Teacher-School Society
1st rank 297 5 18 4 24
2nd rank 28 137 123 30 28
3rd rank 8 97 136 75 32
4th rank 7 62 54 165 59
5th rank 7 46 16 73 204
Total 347 347 347 347 347

According to Table 4, it can be said that in meeting their need for safety, university students prefer
family mostly in the first rank among the social support systems, relative and friend in the second and
third rank, teacher/school in the fourth rank, and society in the last rank.
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Figure 2. The Level of Meeting the Need for Safety of University Students from Social Support
Systems

It is seen in Figure 2 that university students prefer family first among the social support systems to
meet their need for safety, then prefer friend, relative, teacher/school, and society. It can be said that
the preference of friend and relative among the social support systems in meeting safety needs is close
to each other. Similarly, it can be said that the choices of teacher/school and society among the social
support systems in meeting need for safety are close to each other.

Table 5. The Frequency of Meeting the Need for Love and Belonging of University Students' from
Social Support Systems

Family Relative Friend Teacher-School Society
1st rank 311 1 22 3 10
2nd rank 20 108 204 7 8
3rd rank 4 146 102 64 32
4th rank 3 50 15 207 71
5th rank 9 42 4 66 226
Total 347 347 347 347 347

According to Table 5, it can be said that in meeting their need for love and belonging, university
students mostly prefer family in the first rank among the social support systems, friend in the second
rank, relative in the third rank, teacher/school in the fourth rank, and society in the last rank.
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Figure 3. The Level of Meeting the Need for Love and Belonging of University Students from Social
Support Systems

It is seen in Figure 3 that university students prefer family first among the social support systems to
meet their need for love and belonging, then prefer friend, relative, teacher/school, and society.
Similarly, it can be said that the choices of teacher/school and society among the social support systems
in meeting their need for love and belonging are close to each other.

Table 6. The Frequency of Meeting the Need for Esteem of University Students from Social Support
Systems

Family Relative Friend  Teacher-School Society
1st rank 229 5 52 17 43
2nd rank 60 96 122 47 21
3rd rank 27 90 115 77 38
4th rank 16 75 42 140 75
5th rank 15 81 16 66 170
Total 347 347 347 347 347
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According to Table 6, it can be said that in meeting their need for esteem, university students prefer
family mostly in the first rank among the social support systems, relative and friend in the second and
third rank, teacher/school in the fourth rank, and society in the last rank.
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Figure 4. The Level of Meeting the Need for Esteem of University Students from Social Support

Systems

It is seen in Figure 4 that university students prefer family first among social support systems to meet
their need for esteem, then prefer friend, relative, teacher/school, and society. It can be said that the
choices of relative, teacher/school, and society among the social support systems in meeting their need
for esteem are close to one another.

Table 7. The Frequency of Meeting the Need for Self-Actualization of University Students from Social

Support Systems

Family Relative Friend Teacher-School Society
1st rank 197 5 53 49 45
2nd rank 70 54 134 56 32
3rd rank 40 78 100 93 35
4th rank 21 87 49 111 80
5th rank 19 123 11 38 155
Total 347 347 347 347 347

According to Table 7, it can be said that in meeting their need for self-actualization, university students
prefer family mostly in the first rank among the social support systems, friend in the second rank,
teacher/school in the third and fourth rank, and relative and society in the last rank.
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Figure 5. The Level of Meeting the Need for Self-actualization of University Students from Social
Support Systems

It is seen in Figure 5 that university students prefer family first among the social support systems to
meet their need for self-actualization, then prefer relative, friend, teacher/school, and society. In order
to meet the need for respect, it can be said that the preferences of relative and society among the social
support systems are close to each other.
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Figure 6. Level of Social Support Systems to Meet the Needs of University Students

As a result of the rank order judgment scaling analysis, the social support systems that the university
students prefer to meet their needs are seen holistically in Figure 6. It can be said that university
students regard family as the primary social support system in meeting all their needs (physiological,
safety, social, esteem, and self-actualization). It is observed that the rank orders in meeting the needs
of safety, love-belonging, and esteem are the same (first: family, second: friend, third: relative, fourth:
teacher/school, fifth: society). In meeting physiological needs, it is seen that the relative is more
preferred than the friend. In meeting the need for self-actualization, it is seen that the teacher and the
society are preferred over the relative in the last rank.

DISCUSSION and CONCLUSION

As a result of research, it is found that in meeting their needs, all university students see family as the
primary social support system; and the order of the ranking does not change in meeting the needs for
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safety, love-belonging, and esteem [family (1), friend (2), relative (3), teacher/school (4), society (5)];
and in the fulfillment of physiological needs, relative is preferable than friend. Yilmaz, Yilmaz, and
Karaca’s (2008) study also reveals that university students see family as their social support rather
than friends and people special for them. As for the importance of the family, Engin, Ozen, and
Bayoglu, (2009) state that 91.3% of the basic needs required in education and training activities are
always met by students’ families. Dwyer and Cummings (2001), in their study with students at the
University of Canada, also found that family and friends have an important place in providing social
support. As Tiirkdogan and Duru (2012) stated, the permanent presence of family and friends in lives
of university students may also provide an explanatory perspective on why they rank family first
among the social support systems in meeting needs in the present study. This finding may also be
related to the fact that social support systems of family and friends have less changing and more stable
characteristics in human life. In addition, the family's role as a support provider in the development of
the individual from the moment s/he was born may have led the family to be the primary choice.

Actually, that a friend ranks before a relative in meeting needs for safety, love-belonging, and respect
may be due to the fact that relatives in Turkish society play a controlling role in the lives of individuals
(Aksoy, 2011). When the conditions of the study group are evaluated, the point that they have more
contact with their friends than their relatives as a result of the university environment can be considered
one of the factors of that finding. In addition, due to the age of university students, according to
Erikson's psychosocial development theory, it can be said that they are in a period of being alone rather
than gaining camaraderie. Young people who have difficulty associating with others are likely to fall
into unhealthy psychological loneliness (Senemoglu, 2013). That university students who have
difficulty finding friends become more depressed (Ozdel, Bostanci, Ozdel, Oguzhanoglu, 2002) shows
that friendships have an important place in lives of university students. Friends can be said to
contribute to meeting the need for intimacy of university students in a healthy way. As a matter of fact
that teacher/school and society are at the bottom of the rankings in meeting the needs of safety, love-
belonging, and esteem may be due to the fact that these social support systems are the ones in which
the individual is more distant. However, it is an important finding of the research that the relative ranks
before the teacher/school and society, especially when it comes to meeting the need for esteem. This
can be interpreted as an indication of the importance attributed to relatives in Turkish culture. Actually,
that relative ranks after a friend may be related to the fact that university students spend more time
with their friends in accordance with the period of life they are in.

That the relative ranks after the family in meeting the physiological needs may be due to the fact that
relatives may be seen by the students as an important mechanism that can provide financial support
after the family. Because of the university students and their friends are agemates and they get financial
support from their parents may be among the reasons why friends ranking in meeting physiological
needs is low among university students.

Another finding of the research is that, in meeting the need for self-actualization, teacher and society
are preferred over the relative in the last rank. The teacher is expected to see the student as a whole,
not from a narrow perspective (Farmer, 1984). In this way, the teacher can take a supporting role in
exposing the student's potential. According to Ercogskun and Nalgaci (2005), teachers contribute to the
student’s self-actualization process by creating appropriate learning environments. Students who can
communicate effectively with their teacher are expected to increase their positive behavior (Hosgortir,
2006). In the research, that the teacher ranks higher than relatives in meeting the need for self-
actualization when compared to other needs can be considered related to the importance attributed to
the teacher within the education system (Siinbiil, 1996). In addition, the fact that teachers are a source
of identification for students suggests that the teacher is an important factor for the student. In fact,
that relatives rank last in the process of self-actualization can be considered a factor that comes from
living as a nuclear family. This result may be due to limited contact with relatives in the nuclear family,
while contact with relatives was greater in living as a wider family.

One of the first concepts that come to mind when it comes to teachers and schools is academic
achievement. As a matter of fact, Parickova (1982) considers the increase in academic achievement as
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a factor that increases the level of self-actualization of the individual (as cited in Akbasg, 1989). Even
a small success can be encouraging for the student who wants to continue learning (Crump, 1995). In
their study, Yildirim and Ergene (2003) suggest that family and teacher significantly predict academic
success, and this supports that family and teachers have an important role in revealing the potential of
the individual in the current study. Furthermore, the role of school in developing social relations
becomes important when it is thought that developing social relations will help them use social support
resources effectively (Terzi, 2008). Shaughnessy et al. (2018) have stated that family, teachers, and
psychological counselors should be sensitive about the fulfilment of the basic needs of students;
otherwise the situation may have negative repercussions on students’ school life.

This study is limited to 347 university students studying at Sakarya University, Faculty of Education.
Application to individuals with different demographic characteristics in future researches may change
the results of the research. Especially, it may be suggested to carry out a comparative study on which
social support systems meet the needs of the elderly and the young. In the survey, the needs of
individuals are the five basic needs in Maslow’s hierarchy of needs (physiological, safety, love-
belonging, esteem, and self-actualization), and the social support systems are family, relative, friend,
teacher/school, and society. The work can be expanded by incorporating knowing-understanding and
aesthetic needs added to Maslow's hierarchy of needs later (Inceoglu, 2004), or by using different
social support classification systems. In addition, the factors that make the family the first to satisfy
the needs can be determined by identifying the socio-economic conditions of the families in the
following studies. It is thought that the correct determination of the current situation of individuals in
the process of meeting their needs will contribute significantly to the elimination of deficiencies in
meeting these needs.
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Universite Ogrencilerinin Ihtiyaclarinin Sosyal Destek
Sistemlerinden Karsilanmasinin incelenmesi

Girig

Insan davramslarmin altinda yatan etmenleri arastirmak psikoloji biliminin uzun yillardir konusu
olmustur. Maslow’un psikolojik ihtiyag¢lara iligkin yaklasimi bu alanda en bilindik teorilerdendir
(Roediger, Capaldi, Paris, Polivy & Herman, 1996). Maslow, ihtiyaglara iligkin hiyerarsik bir yapiy1
ilk olarak 1943 yilinda ortaya koymus, 1954 yilinda yaymladigi “Motivasyon ve Kisilik” kitabinda
ihtiyaclara iliskin teorisini tanitmistir (Maslow,1970). Insan giidiilerinin hayvan giidiilerinden ayrilan
noktalarmin oldugunu savunmus ve insan giidiilerini bir piramit seklinde ifade etmistir. Bu piramidin
temelinde biyolojik giidiiler, en iistiinde ise psikolojik giidiiler yer almaktadir (Ciiceloglu, 2003).
Maslow’un bu teorisinin giiniimiizde halen gecerliligini korudugunu sdylemek miimkiindiir. Thtiyaclar
hiyerarsisi fizyolojik ihtiyaglar, giivenlik ihtiyaci, sevgi ve ait olma ihtiyaci, saygi ihtiyaci ve kendini
gerceklestirme ihtiyaci olmak iizere bes baslik altinda incelenmektedir (Plotnik, ¢ev. 2009).

Gliniimiizde ihtiyaglar hiyerarsisine bakildiginda ilk basamaktan son basamaga kadar ihtiyaglarin
karsilanmasinda bir baskasina ihtiya¢ duyuldugu sdylenebilir. Bu noktada da sosyal destek kavrami
isin i¢ine girmektedir. Sosyal destegin tanimina bakildiginda ise Yildirim’a (1997) gore aile, aile
cevresi, arkadaglar, karsi cins ile iliskiler, 6gretmenler, is arkadaslari, komsular, ideolojik, dinsel veya
etnik gruplar ile bireyin i¢inde yasadigi toplum gibi faktoérlerin o bireyin sosyal destek kaynaklarini
olusturdugu sdylenebilir. Sosyal destek kisinin yasamda karsilastig1 giicliiklerle basa c¢ikabilmesine
olanak saglamakta, koruyucu bir tampon goérevi gormektedir (Arslantas & Ergin, 2011; Lin,
Thompson, & Kaslow, 2009; Terzi, 2008).

Bu caligmanin ¢alisma grubunu da icine alan tniversiteler, dgrencilerin yetiskinlie ve meslek
hayatina adim atmasini saglayan énemli kurumlardan biri olma gérevini iistlenmektedir. Ozellikle
Tirkiye’de {iniversiteler bir¢ok Ogrencinin ailesinden bagimsiz olarak hayatlarindaki siireci
kendilerinin organize etmeye baslamasina neden olan yasantilar1 sunmasi gibi énemli bir role de
sahiptir. Daha saglikli bireyler yetistirmek icin hangi sosyal destek sistemlerinin hangi ihtiyaglar1
karsilamada iglevsel oldugunu belirlemek, islevsel olamayan sosyal destek sistemlerinin iglevsel hale
gelmesi i¢in gerekenleri ortaya koymanin ruh sagligi daha yerinde bireyler yetistirme konusuna fayda
saglayacagi diislinilmektedir. Bu baglamda yapilan ¢alismada tiniversite 6grencilerinin ihtiyaglarini
sosyal destek sistemlerinden karsilama diizeylerinin siralama yargilarina dayali olarak olgekleme
yontemi ile belirlenmesi amacglanmistir. Bu amagla 6grencilerin bes temel ihtiyacimi (fizyolojik,
giivenlik, ait olma-sevme, saygi ve kendini gerceklestirme), sosyal destek sistemleri (aile, akraba,
arkadas, 0gretmen-okul, toplum) tarafindan kaginci sirada karsilandigi belirlenmeye ¢aligilmustir.

Yontem

Universite dgrencilerinin ihtiyaglarini sosyal destek sistemlerinden karsilama diizeylerinin siralama
yargilarina dayal1 olarak 6lgekleme yontemi ile belirlenmesi amacglanan bu ¢alismada tarama modeli
kullanilmistir. Arastirma Sakarya Universitesi Egitim Fakiiltesi’nde &grenim goren toplam 347
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tiniversite 6grencisi ile gerceklestirilmistir. Arastirmada kullanilan veri toplama araglari aragtirmacilar
tarafindan olusturulan kisisel bilgi formu ve Maslow’un ihtiyaclar hiyerarsisinde yer alan bes temel
ihtiyacin (fizyolojik, giivenlik, ait olma-sevme, saygi ve kendini gerceklestirme), sosyal destek
sistemleri (aile, akraba, arkadas, 6gretmen-okul, toplum) tarafindan kaginci sirada karsilandigini
belirlemeye yonelik bir siralama c¢izelgesinden olugmaktadir. Verilerin analizinde ise Siralama
yargilarina dayal 6lgekleme yontemi kullanilmigtir.

Nesneleri, bireyleri, durumlar1 ya da yontemleri (uyarici) puanlayicilar tarafindan belli bir kurala gore
siralayarak veri toplama, sosyal bilimlerde siklikla kullanilan bir yontemdir. Ancak bu tiir verilerin
analiz edilmesinde ¢ogunlukla ilk siraya yazilan uyarici dikkate alinmaktadir. Siralama yargilarina
dayali olarak olgekleme teknigi ise sadece birinci siradaki uyarict degil yapilan tiim siralamalari
dikkate alarak verilerin ¢oziimlenmesinde kullanilabilecek bir yontemdir (Baykul & Turgut, 1992;
Guilford, 1954). Siralama yargilarina dayali 6l¢ekleme yontemi, her bir uyaricinin kaginci sirada tercih
edildigine iligkin Siralama Yargilar1 Frekans Matrisi’nin olusturulmasi ile baglamaktadir. Siralama

yargilar1 frekans matrisi tizerinden her bir uyaricinin diger uyaricilara gore ikili karsilastirmada tercih
n

edilme olasilig Py = Z[ fji (fo + o /2} formiilii ile hesaplanmakta ve uyaricilarin ikili
i=1

karsilagtirmalarinda birbirlerine gore tercih edilme olasiliklarini gdsteren Siralama Yargilart Olasilik

Matrisi olusturulmaktadir. Bu asamadan sonra siralama yargilarma dayali yontemlere iliskin

hesaplama asamalari su sekildedir:

1. Siralama yargilar1 olasilik matrisindeki her bir birime karsilik gelen birim normal dagilim
i¢in z degerleri hesaplanarak Birim Normal Sapmalar Matrisi olusturulur.

2. Her siitunun ortalamasi alinarak ortalama z degerlerine ulasilir.
3. Enkiigiik ortalama z degeri sifira denk gelecek sekilde 6telenir.

4. Elde edilen oOtelenmis ortalama z degerleri her bir uyariciya ait Olgek degerlerini
olusturmaktadir (Anil ve Giiler, 2006; Baykul ve Turgut, 1992; Guilford 1954).

Sonuc ve Tartisma

Arastirma sonucunda iiniversite 6grencilerinin tiim ihtiyaglarini karsilamada aileyi dncelikli sosyal
destek sistemi olarak gordiikleri; giivenlik, ait olma-sevme ve saygi ihtiyaclarinin karsilanmasinda
siralamanin degismedigi [aile (1), arkadas (2), akraba (3), 6gretmen/okul (4), toplum (5)]; fizyolojik
ihtiyaclarin karsilanmasinda ise akrabanin arkadastan daha ¢ok tercih edildigi bulunmustur.

Yilmaz, Yilmaz ve Karaca’nin (2008) yaptiklar1 ¢alisma da tiniversite 6grencilerinin arkadas ve 6zel
insandan daha fazla aileyi sosyal destek olarak gordiiklerini ortaya koymaktadir. Ailenin 6nemine
vurgu yapan ydniine bakildiginda; Engin, Ozen ve Bayoglu, (2009) egitim ve dgretim etkinliklerinde
gerekli olan temel ihtiyaglarin %91.3lnlin her zaman aileleri tarafindan karsilandigin
belirtmektedirler. Dwyer ve Cummings (2001), Kanada Universitesi’ndeki 6grencilerle yaptiklar:
calismada da aile ve arkadaslarin sosyal destegi saglamada ©nemli bir yere sahip oldugunu
bulmuslardir. Aile ve arkadaglarin {iniversite 6grencilerinin hayatinda kalic1 bir sekilde var olmalari
(Ttrkdogan & Duru 2012); yapilan ¢aligmada da ihtiyaglarin karsilanmasinda sosyal destek sistemleri
arasinda ilk siralarda yer almalarina agiklayici bir bakis acis1 sunabilir. Bu bulgunun; aile ve arkadas
sosyal destek sistemlerinin insan hayatinda daha az degisen, daha sabit 6zelliklere sahip olmasi ile de
ilgili oldugu diisiiniilebilir. Ayrica ailenin bireyin gelisiminde dogdugu andan itibaren destek saglayici
bir roliiniin olmasi ailenin 6ncelikli tercih olmasina etki etmis olabilir.

Giivenlik, ait olma ve saygi ihtiyaglarinin karsilanmasinda arkadasin akrabadan once siralamada yer
almasi1 Tiirk toplumunda akrabalarin bireylerin hayatlarinda kontrol edici bir rol iistlenmesinden
(Aksoy, 2011) kaynaklantyor olabilir. Calisma grubunun i¢inde bulundugu sartlar degerlendirildiginde
ise; Universite ortaminin bir sonucu olarak arkadaslar ile akrabalarindan daha fazla temas ediyor
olmalar1 bu bulguyu etkileyen faktorlerden birisi olarak degerlendirilebilir. Ayrica iiniversite
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Ogrencilerinin yaslar1 itibariyle; Erikson’un psikososyal gelisim kuramina gore yakinlhiga karst
yalitilmiglik doneminde olduklar1 sdylenebilir. Bagkalartyla iliski kurmakta giigliik ¢eken gencin
sagliksiz bir psikolojik yalnizlik igine girmesi muhtemeldir (Senemoglu, 2013). Arkadas bulmakta
giicliik yasayan iiniversite 6grencilerinin daha fazla depresyona girmesi (Ozdel, Bostanci, Ozdel,
Oguzhanoglu, 2002), arkadas iliskilerinin {iniversite dgrencilerinin hayatinda énemli bir yere sahip
oldugunu gostermektedir. Arkadaslarin iiniversite &grencilerinin yakinlhk ihtiyacinin saglikli bir
sekilde giderilmesinde katki sagladigi sOylenebilir. Giivenlik, ait olma ve saygi ihtiyaclarinin
kargilanmasinda Ogretmen/okul ve toplumun siralamada sonlarda yer almasi ise bu sosyal destek
sistemlerinin bireyin daha mesafeli oldugu sosyal destek sistemleri olmasmdan kaynaklaniyor olabilir.
Ancak 6zellikle saygi ihtiyacinin karsilanmasi1 hususunda akrabanin 6gretmen/okul ve toplumdan dnce
siralamada yer almasi arastirmanin énemli bir bulgusudur. Bu da Tiirk kiiltiiriinde akrabaya verilen
Oonemin bir gostergesi olarak yorumlanabilir. Akrabamin siralamada arkadastan sonra yer almasi ise
tiniversite 0grencilerinin iginde bulunduklar1 yagam dénemi geregince daha ¢ok arkadaslari ile zaman
gecirmeleri ile iligkili olabilir.

Fizyolojik ihtiyaglari karsilanmasinda akrabanin, aileden sonra siralamada yer almasi ise 6grenciler
tarafindan arkadasla kiyaslandiginda; akrabalarin maddi destegi aileden sonra saglayabilecek 6nemli
bir mekanizma olarak goriilmesi olabilir. Universite dgrencilerinin edindikleri arkadaslarm kendi yas
araliklarinda olmas1 ve maddi desteklerini ailelerinden sagliyor olmalari, iiniversite 6grencileri
arasinda arkadasin fizyolojik ihtiyaglar1 karsilamadaki siralamasmin diismesinin nedenleri arasinda
yer alabilir.

Arastirmanin bir diger bulgusu ise kendini ger¢eklestirme ihtiyacinin karsilanmasinda akrabanin son
sirada daha cok tercih edilerek 0gretmen ve toplumun siralamada akrabanin Oniine gegmesidir.
Ogretmenden dgrencisini dar bir bakis acis1 ile degil bir biitiin olarak gérmesi beklenmektedir (Farmer,
1984). Bu sayede 6gretmen Ogrencinin potansiyelini agiga ¢ikarma konusunda destekleyici bir rol
edinebilmektedir. Ercoskun ve Nalgaci’ya (2005) gore Ogretmenler uygun Ogrenme ortamlari
olusturarak 6grencinin kendini gergeklestirme siirecine katki saglamaktadirlar. Ogretmeni ile etkili
iletisim kurabilen 6grencilerin olumlu davranislarini arttirmalar:1 beklenir (Hosgoriir, 2006). Yapilan
arastrmada diger ihtiyaglarla kiyaslandiginda kendini gergeklestirme ihtiyacinin karsilanmasinda
Ogretmenin siralamada akrabadan 6ne gecmesi egitim sistemi igerisinde 6gretmene 6nemli bir deger
atfedilmesi (Siinbiil, 1996) ile iliskili olarak degerlendirilebilir. Ayrica 6gretmenlerin 6grenciler igin
bir 6zdesim kaynagi olmasi 6gretmenin 6grenci i¢cin 6nemli bir faktor olmas1 hususunu géstermektedir.
Akrabalarin kendini gergeklestirme siirecinde son sirada yer almasi ise ¢ekirdek aile olarak yasamanin
getirdigi bir faktor olarak degerlendirilebilir. Biiylik aile olarak yasamada akrabalarla temas daha
fazlayken ¢ekirdek ailede akraba temasinin sinirlt olmasi da bu sonucu ortaya ¢ikarmis olabilir.

Ogretmen ve okul denildiginde ilk akla gelen kavramdan birisi ise akademik basaridir. Nitekim
Parickova (1982) da akademik basarinin artmasini bireyin kendini gerceklestirme diizeyini arttiran bir
faktor olarak degerlendirmektedir (akt., Akbas, 1989). Ogrenmeye devam etmek isteyen dgrenci igin
kiiclik bir basar1 bile cesaretlendirici olabilmektedir (Crump, 1995). Yildirim ve Ergene’nin (2003)
yaptiklari caligmada aile ve 6gretmen desteginin akademik basariy1 6nemli 6l¢iide yordamast mevcut
calismada da bireyin potansiyelini agiga ¢ikarma hususunda aile ve 6gretmenin 6nemli role sahip
olusunu desteklemektedir. Ayrica sosyal iligkilerin gelistirilmesinin sosyal destek kaynaklarim etkili
bir sekilde kullanmalarina yardimci olacagi diisliniildiigiinde (Terzi, 2008), okulun sosyal iligkileri
gelistirmedeki rolii de onem kazanmaktadir. Shaughnessy, Moffitt ve Cordova (2018) aile,
Ogretmenler ve psikolojik damigsmanlarin 6grencilerin temel ihtiyaclarinin karsilanmasi konusunda
hassas davranmalar1 gerektigi aksi durumun Ogrencilerin okul hayatina olumsuz yansimalarinin
olabilecegi goriisiinii belirtmislerdir.

Bu ¢alisma Sakarya Universitesi Egitim Fakiiltesi’nde 6grenim géren 347 {iniversite dgrencisi ile
smirlidir. Gelecek arastirmalarda farkli demografik ozelliklere sahip bireylere uygulama yapilmasi
aragtirmanin sonuglarini degistirilebilir. Ozellikle yasl ve genglerin ihtiyaglarin1 hangi sosyal destek
sistemlerinden karsiladiklarma iliskin karsilagtirmali bir ¢alisma yapilmasi Onerilebilir. Yapilan
arastrmada bireylerin ihtiyaglart Maslow’un ihtiyaclar hiyerarsisinde yer alan bes temel ihtiyag
(fizyolojik, giivenlik, ait olma-sevme, saygi ve kendini gergeklestirme) ve sosyal destek sistemleri aile,
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akraba, arkadas, 0gretmen-okul ve toplum olarak ele alinmistir. Maslow’un ihtiyaglar hiyerarsisine
sonradan eklenen bilme ve anlama ile estetik ihtiyaglar1 da (Inceoglu, 2004) dahil edilerek ya da farkli
sosyal destek siniflama sistemleri kullanilarak caligma genigletilebilir. Ayrica ilerleyen ¢aligmalarda
ailelerin sahip oldugu sosyo-ekonomik kosullar da tespit edilerek aileyi ihtiyaclarin doyurulmasinda
birinci yapan faktorler belirlenebilir. Bireylerin ihtiyaclarini kargilama siirecinde mevcut durumlarinin
dogru bi¢imde tespit edilmesinin, bu ihtiyaglar1 karsilama konusundaki eksikliklerin giderilmesine
onemli katki saglayacagi diisiiniilmektedir.

ISSN: 1309 - 6575 Egitimde ve Psikolojide Olcme ve Degerlendirme Dergisi 361
Journal of Measurement and Evaluation in Education and Psychology



$ . ISSN: 1309 - 6575
s S EPODDER: Egitimde ve Psikolojide Olcme ve Degerlendirme Dergisi
.°. ] g ,; Journal of Measurement and Evaluation in Education and Psychology
oo’ 2020; 11(4); 362-373
The Impact of Covariate Variables on Kernel Equating under
the Non-equivalent Groups
Cigdem AKIN ARIKAN *
Abstract

This study aims to use covariate variables correlated with the test scores instead of common items for non-
equivalent groups with covariates (NEC) design in kernel equating. This study used the 2016 Monitoring and
Evaluation of Academic Skills Project in Turkey. The study used data from 6,000 students, randomly selected
from the Turkish Ministry of National Education’s current student data. Three thousand of the students took
form A, and 3,000 of them took form B. The data include mathematics test scores and consist of 18 items, nine
of which are the first items, and nine of which are anchor items. The equated scores from the NEC design were
compared with equated scores from the non-equivalent group (NEAT) design. From the equating results, the
root mean squared difference (RMSD) and standard error of equating (SEE) values were calculated. The results
showed that NEC design could produce lower standard errors compared with the NEAT design, and the least
RMSD was provided by NEAT PSE methods and NEC methods. The general result of this research is that test
forms can be equated using covariates when there are no anchor items.

Key Words: NEC design, NEAT design, covariate variables, SEE, RMSD.

INTRODUCTION

In the last century, new equating methods and designs have been developed in test equating. One of
these methods, kernel equating, was first defined by Holland and Thayer (1989) and then developed
by von Davier, Holland, and Thayer (2004). Kernel equating is an equipercentile score equating
technique in which discrete score probabilities are continuized, and score probabilities are equated
(von Davier et al., 2006). In this regard, Kernel equating can be considered a developed form of
traditional equating techniques. There are two reasons for this view. First, it makes data consistent by
using presmoothing, yields smaller errors when compared to other methods by smoothing the
transformation of data, and is less dependent on sample variability. Second, kernel equating can be
applied to all designs and equating functions (von Davier et al., 2004). Kernel equating consists of five
steps, namely, presmoothing, estimation of score probabilities, continuization, equating, and
calculating the standard error of equating. Also, in kernel equating, both linear and equipercentile
equating functions are used (von Davier et al., 2006).

In test equating, there are various group designs, such as single group design, equivalent group design,
and nonequivalent groups with anchor test (NEAT) (Kolen & Brennan, 2014; von Davier et al., 2004).
NEAT design is one of the most frequently used designs in the literature. Post-stratification equating
(PSE) and chained equating (CE) that were used in this study and Levine observed-score linear
equating methods are within the scope of NEAT design in kernel equating (von Davier et al., 2004).
Two different test forms, namely, X and Y, in addition to the anchor test A, are taken by two different
populations in NEAT design. For a detailed theoretical explanation of all methods, readers are
encouraged to look at Chen and Holland (2010), von Davier et al. (2004), and von Davier, Fournier-
Zajac, and Holland (2007). To estimate the distribution of X in group | and the distribution of Y in
group |1, the anchor test A is used by PSE. In this regard, the conditional distribution of X, given A,
and the conditional distribution of Y, given A, constitute the population invariant. Afterward, it post-
stratifies the distributions of both X and Y in a target population T (a synthetic population of Group |

* Assist. Prof., Ordu University, Faculty of Education, Ordu-Turkey, akincgdm@gmail.com, ORCID ID: 0000-0001-5255-
8792

To cite this article:

Akin-Arikan, C. (2020). The impact of covariate variables on kernel equating under the non-equivalent group design.

Journal of Measurement and Evaluation in Education and Psychology, 11(4), 362-373. doi: 10.21031/epod.706835.
Received: 20.03.2020
Accepted: 15.11.2020



Akin-Arikan, C. / The Impact of Covariate Variables on Kernel Equating under the Non-equivalent Group Design

and Group Il). In CE, the anchor is used as a part of a chain by linking X to A in group | and then A
to Y in group Il (von Davier et al., 2004).

In NEAT design, anchor items are used to adjust the differences in ability between the groups.
However, anchor items might not appear in the forms of all the test programs or standardized tests.
Additionally, test forms might not be equated since it is hard for groups that take different test forms
to be equivalent in practice. For instance, if there are no anchor items in non-equivalent groups,
significant covariates can be used instead of anchor items and the design is called the non-equivalent
groups with covariates (NEC) design (Wiberg & Branberg, 2015). Wiberg and Branberg (2015) also
used NEATNEC design, which is a mixture of the NEC design and the NEAT design in their research.
NEC design is used in the post-stratification equating method (NEATPSE) of kernel equating and the
populations of two groups are weighted to generate a synthetic population to equating the test scores
(Andersson & Wiberg, 2017; von Davier et al., 2004). In fact, it is assumed that enhancing the
correlation of the covariances used in NEC design with the test will result in similar numbers to that
of NEAT CE and NEAT PSE (Wiberg & Branberg, 2015). When the literature was examined, it was
seen that different variables (e.g. test scores and gender) were used as covariates (e.g. Branberg &
Wiberg, 2011; Wiberg & Branberg, 2015; Yurtgu, 2018). The basic assumption of the NEC design is
that these covariates can be used for the ability variability between two groups (Wiberg & Branberg,
2015). In the NEC design, the other critical point is this: for both groups the conditional distribution
of the test scores with the covariates is the same (Wiberg & Branberg, 2015). For this assumption, the
time, equating between test forms plays a critical role in the results. Therefore, bias can be avoided by
adding a variable that affects its change over time to the equating model. (Wiberg & Branberg, 2015).

The literature about covariates in equating revealed that the number of studies are limited. First studies
used different variables in test equating, paving the way for future studies to be conducted with
covariates ( e.g. Cook, Eignor, & Schmitt, 1990; Holland, Dorans, & Petersen 2007; Livingston,
Dorans, & Wright, 1990). As for recent studies, Branberg (2010) equated test forms with covariates
and claimed that it is possible to use covariates instead of anchor items. Branberg and Wiberg (2011),
first of all, conducted a regression analysis between the test scores and variables to determine the
covariates, which were education and gender in the real data. The study results showed that by
correcting for variations in the test score distributions of covariates, test equating could be improved.
Similarly, Wiberg and Branberg (2015) concluded that NEC design is more accurate than the
equivalent group design in kernel equating. In line with this conclusion, using both covariates and
anchor items resulted in the smallest standard error of equating over a large range of test scores. The
research conducted by Gonzalez et al. (2015) revealed that the Bayesian non-parametric model for
equating makes many assumptions that used to be vital for test equating unnecessary, demonstrating
that even when there is no covariant, equating is possible. Wiberg and von Davier (2017) also stated
the effect of covariates in various administrations would aid in the process of ensuring equal testing
for test-takers.

Wallin and Wiberg (2017) investigated the manner in which propensity scores affect equation results
when covariates are great in number by comparing the kernel equating methods in NEAT and NEC
design. Their research indicated that using propensity scores in kernel post-stratification and kernel
chained equating methods increases precision and leads to greater results compared to the equivalent
group designs. Moreover, the research showed great similarities with the results of the anchor test
design. Yurtcu (2018) used covariates to obtain scores equated by using non-parametric Bayes
techniques. According to the research, this model is more informative compared to the traditional
methods. Also, covariants can be used instead of anchor items and in some cases, this model has been
found to give more accurate results. Likewise, the equated scores obtained through this model were
closer to the target. The limited number of studies on the topic indicates a gap in the literature.
Likewise, it is necessary to conduct Item Response Theory (IRT) studies, as well as testing kernel
equating methods, which are new approaches to the topic. In Turkey, large-scale standardized tests
generally are used when making important decisions, such as the selection and placement of students
in any kind of educational program. The Monitoring and Evaluation of Academic Skills Study
(ABIDE) of the Republic of Turkey Ministry of National Education (MoNE) in Turkey uses large-
scale testing to assess the students’ mental skills in topics such as math, science, and social studies
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(MoNE, 2016). With the exception of the Monitoring and Evaluation of Academic Skills Project,
which contains anchor items, all the other exams in Turkey lack anchor items.

The Purpose of the Study

Exams, such as language exams, academic personnel, and postgraduate education entrance exams,
have various validity periods so that results from different years can be used to apply for a master’s
degree, Ph.D. degree, research assistant role, teaching assignments, etc. The fact that the test scores
are comparable and interchangeable brings forward the topic of equating test forms. Through the NEC
design, equating the test forms will be possible, even in cases where there are no anchor items.
Furthermore, designing these sorts of tests will be a guide to equating methods and determining
precautions to be taken in case of the existence or non-existence of anchor items. Accordingly, the
purpose of the study is to compare the results obtained through the PSE and CE equating methods,
which are among the NEAT and NEC kernel equating method designs, and to determine the effect of
gender and socioeconomic level as covariates in test equating.

METHOD

In the context of the study, scores obtained from math sub-tests in the 2016 ABIDE were equated by
using NEAT and NEC designs with kernel chained equipercentile, kernel post-stratification
equipercentile, kernel chained linear, and kernel post-stratification linear methods. Seeing that the
existing methods and techniques were verified through real data, it is possible to claim that the research
is descriptive.

Sample

The population of the study comprised 38,000 students, from 16,118 schools and 48,091 branches,
which were accessed via the ABIDE, with an approximate number of 400 students per city in Turkey
(MoNE, 2016). In the scope of the study, data for 6000 students were used, randomly selected from
the current student data of MoNE, 3000 of whom took form A, and 3000 of whom took form B. Among
the students, 1292 (43.07%) who took form A were female, while 1708 (56.93%) of them were male.
Of those completing form B, 1518 (50.6%) were female, whereas 1482 (49.4%) were male.

Process and Data Collection Instruments

Research data consist of math test scores for eighth-graders as a part of the ABIDE. There are 20 items
in the math sub-test of the ABIDE. Nine of these items are primary items; nine of them are anchor
items, and two of them are pilot items. Furthermore, the project consists of three forms (A, B, and C)
and 12 booklets (Al-A4, B1-B4, C1-C4). Each form of the project consists of nine primary items.
Form A is connected to form B and C with nine items, while form B is connected to form C with nine
items. To put it in a different way, primary items exist in the booklets of forms A, B, and C. Booklet
1 in Form A and Form B were used for this study, and each booklet consists of 18 items, including
anchor items. However, the anchor items were determined as external anchors and were not included
in the total score. There are partially scored items in the booklet. Among the partially scored items,
category 2 was recoded as 1 and was transformed into 1-0 data.

To determine the covariates, the correlation values between math success and student variables in the
questionnaire were analyzed in a report prepared for the ABIDE. The socioeconomic index, which had
the highest correlation value (r = .37, p <.05), was chosen as the anchor variable (MoNE, 2016). To
categorize the socioeconomic level index, which is a continuous variable, three levels: low, middle,
and high, were created through a two-step cluster analysis. Another covariant of the study was gender.
Socioeconomic status (SES) was coded low = 1, middle = 2, high = 3, whereas gender was coded as
female = 1 and male = 2.
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For booklet A, the correlation values of the test and variables were as follows: the correlation of the
anchor test and the test is (r = .51, p <.05); the correlation of the test and the socioeconomic variable
is (r =.21, p <.05); the correlation of the categorical socioeconomic index and the test is (r =.19, p <
.05); and the correlation of gender and the test is (r = .05, p > .05). As for booklet B, the correlation
values were as follows: the correlation of the anchor test and the test is (r = .49, p <.05); the correlation
of the test and the socioeconomic variable is (r = .16, p < .05); the correlation of the categorical
socioeconomic index and the test is (r = .15, p < .05); and the correlation of gender and the test is (r =
.02, p >.05). In other words, the relationship between the test and gender is insignificant for the two
booklets, but the other relationships are significant. Although the relationship between the test and
gender is not significant, it was used in other studies (Branberg & Wiberg, 2011; Gonzalez et al., 2015;
Liou et al., 2001, and Yurtgu, 2018). It was also taken as a covariate in this study.

Data Analysis

Firstly, the test scores were equated with a NEAT design in kernel equating. Afterward, gender and
socioeconomic level variables were set as covariates, and then the test scores were equated with an
NEC design. To equate the tests, the R (R Core Team, 2013) package “kequate” was employed
(Andersson et al. 2013). The standard error of equating (SEE) and error of equating (RMSD-root mean
squared deviation/error) were used for the evaluation.

RESULTS

Before equating the tests, descriptive statistics for booklets A and B were obtained. The findings are
listed in Table 1.

Table 1. Descriptive Statistics of the Booklets

Statistics A-main test A-anchor test B-main test B-anchor test
N 3000 3000 3000 3000
Mean 2.59 3.52 291 2.47
Standard Deviation 1.60 1.85 1.79 1.68
Skewness 0.48 0.38 0.51 0.54
Kurtosis -0.14 -0.23 -0.02 -0.11

According to Table 1, the score distribution of booklets A, B, and anchor tests are right-skewed. As
the kurtosis coefficients of the score distribution are negative, it can be argued that the distribution is
platykurtic (negative kurtosis). The skewness and kurtosis coefficients are between -1.00 and +1.00,
so the data indicates normal distribution. Additionally, the mean of the tests is revealed to be low.

Booklet A of the subtest on the Monitoring and Evaluation of Academic Skills Project was equated to
Booklet B with PSE-EQ (EQ-equipercentile), PSE-L (L-linear), CE-EQ (equipercentile), CE-L
(linear), NEC-EQ SEX (gender), NEC-L SEX, NEC-EQ SES (socioeconomic status), NEC-L SES,
NEC-EQ-SEX-SES, and NEC-L-SEX-SES. Equated scores are listed in Table 2.

In kernel equating, the selection of bandwidths is important. If a large bandwidth is used, the equating
function gets close to the linear equation, whereas in turn, if a small bandwidth is used, the equating
function gets close to the linear equation (von Davier et al., 2004).The results obtained with
bandwidths (h) were hx = 0.51 and hy = 0.54 for NEC-EQ (SES), hx = 1697.17 and hy = 1592.48 for
NEC-L(SES) hx = 0.51 and hy = 0.54 for NEC-EQ (SEX), hx = 1681.76 and hy = 1601.33 for NEC-
L(SEX), hx = 0.51 hy = 01544.18 NEC-EQ (SEX-SES), hx = 0.51 and hy = 0.53 for NEAT PSE-EQ,
hx = 1701.38 and hy = 01589.34 for NEAT PSE-L, hx =0.51 and hy = 0.53 for NEAT-CE EQ, and hx
= 1682.62 and hy = 1601.04 for NEAT-CE L.
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Table 2. Equated Scores Derived from Different Methods

Bookl NEC- NEC- NEC- NEC- NEC-SEX- NEC-SEX- NEAT- NEAT- NEAT NEAT-
etA SEX-EQ SEX-L SES-EQ  SES-L SES-EQ SES-L PSE PSE-L -CE CE-L
0 0.18 0.24 0.14 0.20 0.16 0.21 0.10 0.17 0.02 0.04
1 1.23 1.20 1.16 1.14 1.20 1.17 1.12 111 0.95 0.93
2 2.18 2.15 2.10 2.08 2.14 2.12 2.07 2.04 1.83 1.83
3 3.11 3.10 3.02 3.01 3.07 3.07 3.00 2.97 2.72 2.73
4 4.04 4.05 3.94 3.95 4.00 4.03 3.91 3.91 3.62 3.63
5 4.97 5.01 4.86 4.89 4.95 4.98 4.81 4.84 4.56 4.52
6 5.92 5.96 5.79 5.83 5.92 5.94 571 5.78 5.51 5.42
7 6.89 6.91 6.75 6.77 6.94 6.89 6.61 6.71 6.44 6.32
8 7.89 7.86 7.75 7.71 7.98 7.84 7.53 7.64 7.37 7.22
9 8.92 8.81 8.82 8.64 9.00 8.80 8.55 8.58 8.40 8.11

Raw scores for booklet A were between 0.00-9.00, and the equated scores, based on different equation
designs and methods, were in the raw score range. Scores that were equated via NEC-EQ with
covariate SEX, NEC-L, and NEC-EQ with two covariates were larger than the raw scores for booklet
A in the 0.00-4.00 range and smaller than the raw scores in the 5.00-9.00 range. The scores equated
via NEC-L with sex as the covariate were bigger than the raw scores for booklet A in the 0.00-5.00
range and smaller than the raw scores in the 6.00-9.00 range; the scores equated via NEAT PSE, NEC-
EQ with covariate SES, and NEC-L with covariate SES, were larger than the raw scores for booklet
A'in 0.00-3.00 range and smaller than the raw scores in 4.00-9.00 range. The scores equated via NEAT
CE were larger than the raw scores for booklet A at 0 and smaller than the raw scores in the 1.00-9.00
range. According to the findings, it is possible to claim that the degree of difficulty is not the same
throughout the scale, and it changes depending on the forms. The difference between the equated
scores and raw scores are given in Figure 1.
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0,500

8= NEC-SEX-EQ
NEC-SEX-L
NEC-SEX-SES-EQ
NEC-SEX-SES L

=8 NEAT-PSE
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=8 NEAT-CE

=@ NEAT-CE-L

Scale = NEC-SES-EQ

= NEC-SES-L

Figure 1. Difference Between Equated Scores and Raw Scores for NEC, NEAT PSE Equipercentile,

NEAT PSE Linear, NEAT Chain Equipercentile, NEAT Chain Linear (NEAT = non-equivalent groups with
anchor test; PSE = poststratification; CE= Chain Equating equating; NEC = non-equivalent groups with covariates; EQ=

equipercentile and L= linear, SES: socioeconomic status, SEX: Gender)

0,300

0,100
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In Figure 1, the raw scores and differences between the equated scores for the different equating
methods and different equating data designs are displayed. For the NEAT design, PSE and CE with
linear and equipercentile types; for the NEC design, equipercentile and linear with two covariates were
used separately. The results show that the difference between equated scores and raw scores were
smaller in cases where the NEC design was used than those of NEAT design. For linear equating, NEC
design with sex and NEC design with sex-SES covariates gave similar results, whereas equipercentile
equating yielded somewhat similar results, except for scores between 7-9. The NEC design (linear and
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equipercentile) with SES covariate gave similar results, except for scores between 8-9. The greatest
gap between the scores equated with the NEC design and raw scores occurred when gender was used
as a covariant. Also, NEAT CE methods (EQ and L) had large differences compared to other methods.
Figure 2 shows the SEE values for the equating methods.

0,18
0,15
0,12
E 0,09 =@=NEC-SEX-EQ
NEC-SEX-L
0,06 NEC-SEX-SES-EQ
NEC-SEX-SES-L
==@==NEAT-PSE-L
0 =@ NEAT-CE
0 1 2 3 - 5 6 7 8 9 =8=NEAT-CE-L
Scale —@— NEC-SES-EQ
== NEC-SES-L

Figure 2. SEE Values for NEC, NEAT PSE Equipercentile, NEAT PSE Linear, NEAT Chain
Equipercentile, NEAT Chain Linear (NEAT = non-equivalent groups with anchor test; PSE = poststratification;
CE= Chain Equating; NEC = non-equivalent groups with covariates; EQ= equipercentile and L= linear, SES:
socioeconomic status, SEX: Gender)

When there are few test-takers with very low results and very few with the highest result, the SEE
should be larger at the lower end of the scale and at the upper end of the scale. But Figure 2 shows that
this is not the case. At the upper end of the scale, SEE is large, while at the lower end of the scale, SEE
is quite small. The fact that a lot of test-takers had low results could be the reason for this. Inspection
of the SEE results for equating methods, NEAT PSE EQ, NEAT PSE L, NEAT CE L, NEAT CE EQ,
NEC EQ with gender covariate gave similar SEE values. Also, all these methods yielded somewhat
similar SEE results between 0-4. The SEE values were highest for NEC, with two covariates between
5-9. Another outstanding detail was that NEC with SES covariate (linear) gave the lowest SEE values
throughout the score scale, and NEC with SES covariate (equipercentile) gave the lowest SEE values
between 0-5. An RMSD coefficient was calculated to evaluate the random error involved in the
equating methods. The resulting coefficients are given in Table 3.

Table 3 reveals that equal RMSD coefficients exist in scores equated with the NEAT PSE EQ, NEC
SES EQ, and the NEC-SEX-SES-L methods. The smallest RMSD (0.10, 0.11, 0.12, and 0.13)
coefficients were obtained from scores equated with the NEAT PSE, NEAT PSE EQ, NEC SES L,
NEC SES EQ, and the NEC-SEX-SES-L method, while the largest RMSD coefficients were obtained
through KE CE equating methods. It can be inferred that the maximum random error was provided by
chained equating methods, whereas the least random error was yielded by NEAT KE PSE methods
and NEC SES methods.
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Table 3. RMSD Coefficient According to Equating Methods

Equating methods RMSD
NEC-SEX-EQ 0.15
NEC-SEX-L 0.14
NEC-SEX-SES-EQ 0.13
NEC-SEX-SES-L 0.12
NEC-SES-EQ 0.12
NEC-SES-L 0.11
NEAT-PSE 0.12
NEAT-PSE L 0.10
NEAT-CE 0.27
NEAT-CE -L 0.28

DISCUSSION and CONCLUSION

In this research, the test forms were equated with the kernel-equating methods under the NEAT and
NEC designs, and the equating results were compared according to SEE and RMSD coefficients. For
the NEC design, the gender variable and socioeconomic index were used as covariates. After
separately adding the covariates to the design, two covariates were added together, resulting in three
different NEC designs. Equated scores obtained with kernel linear and kernel equipercentile equating
techniques are in the raw scores range (0-9). The greatest gap between the raw scores and equated
scores was seen in the NEAT CE methods, while the results of the other techniques were relatively
similar to each other. The gap between the raw scores and equated scores was obtained smaller in NEC
design, and scores obtained with NEAT PSE and NEC designs were similar to each other, as the PSE
technique was used in the NEC design. This finding is consistent with the claims of Wiberg and
Branberg (2015).

An inspection of the standard errors of the equating methods reveals that in the 0-4 range, standard
errors of the methods are relatively similar and close; nevertheless, towards the middle and tail, the
NEC-SES-L, NEC-SES-EQ, and NEC-SEX L equating methods show less standardized error.
Conversely, the greatest standardized error is seen when the NEC design is used with two covariates.
In their research, Wiberg and Branberg (2015) stated that NEC design shows greater standardized error
compared to the NEAT design in the middle scale score range, while NEC, NEATCE, NEAT PSE,
and NEATNEC techniques show similar SEE values throughout the score scale.

In this research, SEE values were relatively similar in the 0-4 score scale, while SEE values differed
depending on the techniques for the 5-9 range. It is possible to state that the findings of the research
are partially inconsistent with the findings of Wiberg and Branberg (2015). Sansivieri and Wiberg
(2016) ascertained that using anchor test with covariates lessens the standard error in IRT-based tests
equating with equivalent groups and NEAT design. It is possible to claim that this finding is consistent
with the research of Sansivieri and Wiberg (2016). In kernel equating, the SEE values in the lower and
upper parts of the score scale are generally higher compared to the middle part (von Davier et al., 2004;
Wiberg & Branberg, 2015). However, in this research, the standard error was lesser at the lower tail
of the score scale. This contrast is possibly caused by the high number of low scores. Branberg and
Wiberg (2011) ascertained the fact that using covariates increases accuracy and decreases the standard
error of the equation. However, it was revealed that the difference between covariant equating and
using anchor items was small. This research revealed that for the NEAT and NEC designs, standard
errors are similar in tail scores, while using only two covariates results in an increase in the standard
error. Wiberg and Branberg (2015) stated that using more than one covariant causes increases in the
sparse data for some cells. So, it is important to limit the number of categories, especially when using
continuous variables as covariates. The cause of the increase in the standard error could be traced to
the fact that there was sparsity in some cells, or the socioeconomic index being a continuous variable
and not subcategorized meaningfully. The decrease in the sample number for the socioeconomic
category within the gender category could be another reason for the increase in the standard error.
Wallin and Wiberg (2017) suggested using propensity to avoid the problem of decline in the
observation number for each category in NEC design.
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Another finding of the research is that standard errors of linear equating are lower than those of
equipercentile equating. This finding is consistent with research by Choi (2009), Liou, Cheng, and
Johnson (1997), Mao (2006), Akin-Arikan, and Gelbal (2018). The main reason for this is that the
large h parameter value reduces the standard error. Additionally, this research revealed that random
errors in NEAT CE methods are higher than other methods. The errors in NEAT PSE and NEC designs
are also partially similar to each other. Usage of the PSE techniques in NEC design caused the
similarity of the random errors. Also, a comparison of the techniques in NEC design indicates that
using the socioeconomic level variable as the covariant leads to the lowest error value, whereas using
the gender variable as the covariant causes the highest error value. The reason for this is the
relationship between the covariant and the test. The correlation value of the gender variable and the
test is statistically insignificant, where the SES variable has a significant low-level correlation. Despite
higher correlation values between the anchor test and the test, the SES variable was able to define
groups like anchor items. When the gender variable is used as the covariant, the error was high;
however, adding the SES covariant to the gender variable lowered the error rate. Yurtgu (2018) argues
that using two covariates is more effective than using anchor items in studies where researchers used
covariates in equating.

The general result of this research is that test forms can be equated using covariates when there are no
anchor items. Additionally, anchor tests might not be sufficient if the ability difference among the
groups is high, the difficulty difference of the test forms is excessive, and the anchor tests are weak
(Albano & Wiberg, 2019). Covariates could be used in such cases. Branberg (2010) states that
covariates could be used instead of anchor items. Gonzalez et al. (2015) and Yurtgu (2018) used the
Bayesian non-parametric model of covariates and stated that equating is possible even in cases where
there are no anchor items. At this point, the ability of the covariant to explain the differences among
the groups is critical. For this reason, inspecting the correlations and test scores is vital for the
determination of the covariates (Branberg & Wiberg, 2011; Liou et al., 2001; Wiberg, 2015; Wiberg
& Branberg, 2015).

Among the large-scale exams in Turkey, only the ABIDE has anchor items. Thanks to this study, it
became obvious that the test forms could be used in cases where there are no anchor items, resulting
in similar findings. To equate the scores of exams with more than one year of validity period, such as
academic personnel exams, postgraduate education entrance exams, and public personnel selection
exams, test forms must be equated with an equivalent group/random group design. However, in cases
of equivalent groups, test forms could be equated with a covariant, as it is difficult to provide
conditions for the groups to be equal. Similar research could be conducted comparing equivalent group
design with NEC design and for different subtests of the ABIDE, such as Turkish language tests,
science tests, etc. Moreover, Bayesian non-parametric models and kernel equating technique results
can be compared.
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Esdeger Olmayan Gruplarda Ortak Degiskenlerin Kernel
Esitlemeye Etkisi

Girig

Yaklasik yiiz yildir, test esitlemede yeni yontemler ve desenler gelistirilmistir. Bu yontemlerden biri
olan Kernel esitleme yontemi, ilk olarak Holland ve Thayer (1989) tarafindan tanimlanmig ve daha
sonra von Davier, Holland ve Thayer (2004) tarafindan gelistirilmistir. Kernel esitleme, kesikli puan
dagilimlarmin siirekli dagilimlara donistiirerek puan dagilimlariin esitlendigi bir esit yilizdelikli
gbzlenen puan esitleme yontemidir (von Davier ve digerleri, 2006). Kernel esitleme bes basamaktan
olusur: 6n diizgiinlestirme, puan dagilimlariin kestirilmesi, siireklilestirme, esitleme ve esitlemenin
standart hatasmnin hesaplanmasidir (von Davier ve digerleri, 2004). Kernel esitleme dogrusal ve esit
yiizdelikli esitleme fonksiyonlarimni igerir (von Davier ve digerleri, 2006).

Test esitlemede; tek grup deseni, esdeger grup deseni, dengelenmis grup deseni ve denk olmayan
gruplarda ortak madde deseni (NEAT) gibi birgok farkli grup deseni bulunmaktadir (Kolen ve
Brennan, 2014; von Davier ve digerleri, 2004). Alanyazinda en sik kullanilan desenlerden biri NEAT
desendir. Kernel esitlemede NEAT deseninde; son tabakalama (PSE), Levine g6zlenen puan dogrusal,
zincirleme esitleme (CE) yontemleri kullanilmaktadir (von Davier ve digerleri, 2004). NEAT
deseninde iki farkli grup vardir ve bu gruplar, iki farkli test formu X ve Y ve ortak test olan A testini
alir. PSE, grup I’deki X dagilimini ve grup II’deki Y dagilimini tahmin etmek igin ortak test olan A’y1
kullanir. A verilen X’in kosullu dagiliminin ve A verilen Y’nin kosullu dagiliminin popiilasyonun
degismez oldugunu varsayar. CE’de ise ortak test zincirin bir pargasi olarak kullanilir: ilk énce grup I
iizerinden X testini A’ya, sonra da grup Il {izerinden A ortak testini Y testine baglar.

NEAT deseninde, gruplar arasindaki yetenek farkini ayarlamak i¢in ortak maddeler kullanilmaktadir.
Ancak biitiin test programlar1 veya standartlastirilmis testlerde ortak maddeler test formlarinda yer
almayabilir. Ayrica farkli test formlarimi alan gruplarin esdeger olmasi da uygulamada ¢ok zor
oldugundan, esdeger grup desenine gore test formlar1 esitlenmeyebilir. Bu durumda, eger denk
olmayan gruplarda ortak madde yer almiyorsa anlamli ortak degiskenler ortak maddeler yerine
kullanilabilir (Wiberg & Branberg, 2015). Eger ortak maddeler yerine ortak degiskenler kullaniliyorsa
bu desen denk olmayan gruplarda ortak degisken deseni (NEC) adim alir.

Esitlemede ortak degiskenler ile ilgili alan yazin incelendiginde, sinirh sayida calisma yapildigi
goriilmiistiir. Yurtdisinda yapilan ilk ¢alismalarda test esitlemede farkli degiskenler kullanilarak ilerde
ortak degiskenlerle yapilacak aragtirmalara 1s1k tutulmustur (Cook, Eignor & Schmitt, 1990; Holland,
Dorans & Petersen, 2007; Kolen, 1990; Livingston, Dorans, & Wright, 1990). Son yillarda yapilan
caligmalara baktigimizda, Branberg (2010) calismasinda ortak degiskenleri kullanarak test formlarini
esitlemistir ve ortak degiskenlerin ortak maddeler yerine kullanilabilecegini ifade etmistir.

Bu baglamda bu ¢aligmanin amaci, NEAT ve NEC desenlerinde Kernel esitleme yontemlerinden PSE
ve CE dogrusal ve esit yiizdelikli esitleme yontemleri ile elde edilen sonuglarin karsilastirilmasi ve
cinsiyet ve sosyoekonomik diizey ortak degiskenlerin test esitlemeye etkisini belirlemektir.
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Yontem

Bu ¢aligma kapsaminda, 2016 ABIDE projesi kapsaminda uygulanan matematik alt testlerinden elde
edilen puanlar NEAT ve NEC desenlerine goére Kernel zincirleme esit yiizdelikli, Kernel son
tabakalama esit yiizdelikli, Kernel zincirleme dogrusal ve Kernel son tabakalama dogrusal esitleme
yontemleri kullanilarak esitlenmistir. Bu arastirmada, var olan yontem ve tekniklerin gercek veri
tizerinden sinanmasi yapildigindan arastirma betimsel aragtirmadir.

Bu caligma kapsaminda, Milli Egitim Bakanligi’ndan var olan 6grenci verilerinden rastgele olarak
secilen A formunu alan 3000 ve B formunu alan 3000 6grenci olmak tizere toplamda 6000 6grenciye
ait veriler kullanilmigtir. A formunu alanlarin 1292’si (%43.07) kiz ve 1708’1 (%56.93) erkek; B
formunu alanlarin 1518’1 (%50.6) kiz ve 1482’si (%49.4) erkek 6grencilerden olugsmaktadir.

NEC desende ortak degiskenleri belirleyebilmek amaciyla ABIDE projesi kapsaminda hazirlanan
raporda matematik basarisi ile 6grenci anketinde yer alan degiskenler arasindaki korelasyon degerleri
incelenmis ve bu degiskenlerden korelasyon degeri en yiiksek olan sosyoekonomik indisi (r = .37, p <
.05) ortak degisken olarak secilmistir (MEB, 2016). Siirekli bir degisken olan sosyoekonomik diizey
indisini kategorilere ayirmak i¢in iki agsamali kiimeleme analizi kullanilarak diisiik, orta ve yiliksek
olmak {izere Ui¢ diizey olusturulmustur. Caliymadaki bir diger ortak degisken ise cinsiyet (sex)
degiskeni olarak belirlenmistir (Branberg & Wiberg, 2011; Gonzalez, Barrientos, & Quintana, 2015;
Liou, Cheng, & Li, 2001, Yurtgu, 2018). Sosyoekonomik statii (ses); diisiik = 1, orta = 2 ve yiiksek =
3 ve cinsiyet degiskeni ise kadin = 1 ve erkek = 2 olarak kodlanmustir. Testlerin esitlenmesi igin R
programinda (R Core Team, 2013) yer alan “kequate” paketi (Andersson, Branberg, & Wiberg, 2013)
kullanilmistir. Degerlendirme kriterleri olarak, esitleme yontemleri igin esitlemenin standart hatasi
(SEE) ve esitleme hatasi (RMSD) kullanilmugtir.

Sonuc ve Tartisma

Bu arastirmada, Kernel esitleme yontemleriyle NEAT ve NEC desenlerinde test formlar1 esitlenerek
SEE ve RMSD Kkatsayilarina goére esitleme yontemleri karsilastirilmistir. NEC desende ortak
degiskenler olarak cinsiyet degiskeni ve sosyoekonomik indisi kullanilmustir. Ortak degiskenler ayr1
ayrt desene cklendikten sonra, iki ortak degisken birlikte eklenerek ii¢ farkli NEC deseni
olusturulmustur. NEAT ve NEC desenlerinde on ayri esitleme puam elde edilerek, sonuglar
karsilastirilmistir.

Kernel dogrusal ve Kernel esit yiizdelikli esitleme yontemleriyle elde edilen esitlenmis puanlarin, ham
puan ranjinda oldugu (0-9 araliginda) goriilmiistiir. Ham puan ile esitlenmis puanlar arasindaki en
biiyiik farkliligin ise NEAT CE yontemlerinde oldugu, diger yontemlerin kismen birbirine daha yakin
oldugu goriilmiistiir. Ayrica NEC desende ham puan ile esitlenmis puanlar arasindaki farkin az oldugu
ve NEC desende PSE yontemi kullanildigindan NEAT PSE ile NEC desenlerinden elde edilen
esitlenmis puanlarin benzer oldugu sonucu elde edilmistir. Elde edilen bu bulgu Wiberg ve Branberg
(2015) tarafindan ulasilan bulgularla tutarhdir.

Esitleme yontemlerine iliskin esitlemenin standart hatalari incelendiginde; 0-4 puan aralifinda
yontemlerin kismen birbirine yakin veya benzer standart hatalara sahip oldugu; ancak orta puan ve ug
puanlara dogru gidildikgce NEC-SES-L, NEC-SES-EQ ve NEC-SEX L esitleme yontemlerinin daha
disiik standart hata verdigi goriilmektedir. Ancak NEC desenin iki ortak degisken ile birlikte oldugu
esitleme deseninde en yiiksek standart hata elde edilmistir. Wiberg ve Branberg (2015) ¢alismasinda
orta dlgek puan araliginda NEC desenin NEAT desenden daha biiyiik standart hataya sahip oldugu,
ancak biitlin puan 6l¢egi boyunca NEC, NEATCE, NEAT PSE ve NEATNEC yontemlerinin benzer
SEE degerlerine sahip oldugu sonucuna ulasilmistir. Bu ¢alismada ise 0-4 puan dlgeginde esitleme
yontemlerinden elde edilen SEE degerleri kismen benzer iken, 5-9 puan araliginda SEE degerlerinin
yontemlere gore farklilastigi sonucuna ulasilmistir. Elde edilen bu bulgunun Wiberg ve Branberg
(2015) tarafindan ulasilan bulgularla kismen tutarli olmadigi sdylenebilir. Elde edilen bu bulgu
Sansivieri ve Wiberg’in (2016) MTK’ya dayali test esitleme yontemlerinde esdeger grup ve NEAT
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desenlerinde ortak test ile birlikte ortak degiskenler kullanildiginda standart hatanin azaldigi
bulgusuyla tutarli oldugu sdylenebilir.

Ayrica NEC deseninden elde edilen yontemleri karsilastirirsak, sosyoekonomik diizey degiskeninin
ortak degisken olarak kullanildig1 desende en diisiik hata degerinin oldugu, en yiiksek ise cinsiyet
degiskeninin ortak degisken olarak kullanildig1 desende oldugu bulunmustur. Bunun nedeni ise ortak
degiskenler ile test arasindaki iligkidir. Cinsiyet degiskeni ile test arasindaki korelasyon degeri
istatistiksel olarak anlamsiz iken, SES degiskeni ile diisiik diizeyde anlamli bir iliski bulunmaktadir.
Ortak test ile test arasindaki korelasyon degeri daha yiiksek olmasina ragmen, ses degiskeni ortak
maddeler gibi gruplar arasindaki farklar1 agiklayabilmistir. Cinsiyet degiskeninin ortak degisken
alindig1 durumda hata yiiksek iken, cinsiyet degiskenine ek olarak SES ortak degiskeninin eklenmesi
de hatayr azalmustir. Yurtgu’nun (2018) Bayes modelde ortak degiskenler ile esitleme yaptigi
caligmada, iki ortak degisken kullanilmasinin ortak maddelerden daha etkili oldugu sonucunu elde
etmistir.

Tiirkiye’de yapilan genis 6lgekli sinavlar goz oniine alindiginda sadece ABIDE projesinde ortak
maddeler yer almaktadir. Bu proje kapsaminda ortak maddeler olmadiginda ortak degiskenler de
kullanilarak test formlarinin esitlenebilecegi ve elde edilen sonuglarin birbirine yakin oldugu elde
edilmistir. Bir yilda fazla gecerligi olan genis dlgekli sinavlarin (KPSS, ALES gibi) test puanlar
esitlenmek istendiginde ise bu test formlarinda ortak maddeler olmadigindan esdeger grup/random
grup desenine gore test formlar: egitlenmelidir. Ancak bu durumda da gruplarin esdeger olma sartinin
saglanmas1 ¢ok zor oldugundan, test ile ortak degiskenler arasindaki iliski gdz Oniine alinarak, test
formlar1 esitlenebilir. Benzer bir calisma ABIDE projesinde yer alan Tiirkge, Fen bilgisi gibi farkl: alt
testler icin ve esdeger grup deseni ile NEC desen karsilastirilarak yapilabilir. fleride yapilacak bir
arastrmada NEC desende Parametrik olmayan Bayes modelleri ile Kernel esitleme yontemlerinden
elde edilen sonuglar karsilastirilabilir.
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Abstract

The purpose of this study was to analyze the meta-analytical reliability generalization of short form and long
form of the Oxford Happiness Scale (OHS) for Turkish sample. In addition, how different moderator variables
affect reliability coefficients was examined. A number of criteria have been set to determine the studies to be
included in meta-analysis. Of 95 Cronbach’s Alpha coefficients obtained from 92 studies that were selected
according to criteria were included in the meta-analysis. In the data analysis, reliability generalization based on
meta-analysis was used. The effect of moderator variables on variability in reliability estimations as effect size
was examined by Analog ANOVA. As a result of the research, it was found that the mean alpha was .81 for
overall studies; .76 for the short form and .87 for the long form of OHS. In addition, it was concluded that number
of items had a statistically significant effect on the reliability estimation in terms of heterogeneity of true effect
sizes, and sample type had a statistically significant effect on the reliability estimation for OHS (long-form). But
sample type had no effect on the reliability estimation for OHS-S (short-form), and field of study had no effect
for both short and long form reliability estimates.

Key Words: Reliability generalization, meta-analysis, Oxford happiness scale.

INTRODUCTION

The place and importance of measurement and assessment in education and psychology are
indisputable. Accordingly, education and psychology are unthinkable without the field of
measurement and evaluation. Two conceptions underlie the field of measurement and evaluation: these
are reliability and validity. The aim of the classical test theory is to present a model to estimate the
accuracy of test score measures. And the accuracy is related to the reliability of the test (McDonald,
1999). In short, reliability is the degree of being free from random error of measures. In addition,
reliability means consistency of the scores received by the same individuals participating in the same
or equivalent tests (Anastasi, 1982). A number of calculations are required to interpret reliability. At
this point, the concepts of reliability index and reliability coefficient appear. While the reliability index
refers to the relationship between observed scores and true scores, the reliability coefficient refers to
the relationship between the scores from the parallel forms. Based on the mathematical relationship
between the two concepts, it can be said that the reliability coefficient is the ratio between the true
score variance and the observed score variance (Crocker & Algina, 2008). There are formulas
suggested by researchers in the calculation of the reliability coefficient. Some coefficients require a
single test administration, while others require more than one test administration. One of the most
useful characteristics of internal consistency calculations is that it is based on only single test
administration (Kline, 2005). Some of the formulas that used in calculating the reliability coefficient
in the context of internal consistency are as follows: KR-20, KR-21 (Kuder & Richardson, 1937),
Guttman Lambda (A3) / or Cronbach’s Alpha () (Cronbach, 1951; Guttman, 1945), Kristof’s
coefficient (Kristof, 1963), Stratified alpha (Cronbach, Schonemann, & McKie, 1965), Heise and
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Bohrnstedt’s Omega (2) (Heise & Bohrnstedt, 1970), Armor’s theta (6) (Armor, 1973), Raju’s Beta
(B) (Raju, 1977), Revelle’s Beta (f) (Revelle, 1979), Feldt-Gilmer coefficient (Gilmer & Feldt, 1983),
McDonald’s Omega (w) (McDonald, 1985), and Angoff-Feldt coefficient (Feldt & Brennan, 1989).

The reliability and validity of the scores obtained from the measurement tools must be investigated
absolutely (Crocker & Algina, 2008). Among the previous coefficients, the Cronbach’s Alpha is the
most frequently used coefficient in the literature for analyzing and interpreting internal consistency
reliability. However, as with all coefficients, Cronbach’s Alpha differs from research to research even
though the same scale is used because it is a sample dependent coefficient. For example, Cronbach’s
alpha was .29 in one of the studies in which the Oxford Happiness Scale-Short Form was used and in
which the sample was chosen from university students (Tasdibi-Unlii, 2019), while it was found .97
in another study (ilhan & Giiler, 2017). The reliability coefficients vary depending on the variation of
the sample characteristics: sample size, administration conditions, time of administration, etc. Such
differences in the studies required the generalization of reliability. Reliability generalization (RG)
based on meta-analysis was first made by Vacha-Haase (1998). According to Vacha-Haase, the RG
analyzes the amount and sources of the variability of the reliability coefficients in different
measurements and studies. In other words, the RG study examines whether the reliability coefficient
differs between studies. When the literature is reviewed, there are a lot of RG studies based on meta-
analysis (e.g. Barnes, Harp, & Jung, 2002; Beretvas, Meyers, & Leite, 2002; Bornmann, Mutz, &
Daniel, 2010; Li & Bagger, 2007; Nilsson, Schmidt, & Meek, 2002; Shields & Caruso, 2003; Shields
& Caruso, 2004; Vacha-Haase & Thompson, 2011; Vicent, Rubio-Aparicio, Sanchez-Meca, &
Gonzalvez, 2019). On the other hand, when the Turkish literature is examined, no RG studies related
to a specific scale were found. Some of these studies which have examined different study
characteristics that affect the mean reliability estimation in literature can be summarized as follows:

Aguayo, Vargas, Emilia, and Lozano (2011), Capraro and Capraro (2002), and Graham, Liu, &
Jeziorski (2006) examined the effect of sample characteristics on reliability estimates, and their results
showed that reliability coefficients were dependent on sample characteristics. Also, Caruso (2000)
aimed an RG analysis of NEO Personality Scales and examined the effect of sample characteristics.
He founded that there was a significant difference between the reliability coefficients for sample type
for agreeableness subscale scores. Similar to this result, Caruso, Witkiewitz, Belcourt-Dittloff, and
Gottlieb (2001), Shields and Caruso (2004), and Yin and Fan (2000) found that sample type was a
statistically significant predictor for reliability. In contrast to these studies, Hess, McNab, and Basoglu
(2014), Thompson and Cook (2002), and Wallace and Wheeler (2002) found that the mean reliability
estimates were invariant across different sample types. Additionaly, Wallace and Wheeler (2002)
examined whether language was related to reliability estimates. In their results there were no
statistically significant differences for different languages. However, the results indicated that
coefficient alpha estimates were affected by the language in Wheeler, Vassar, Worley, and Barnes’s
(2011) study.

Graham, Diebels, and Barnow (2011), Henson, Kogan, and Vacha-Haase (2001), Hess et al. (2014),
and Nilsson et al. (2002) examined how the length of the test differentiates reliability coefficients in
meta-analytic RG, and they concluded that as the length of the test increase, the reliability estimates
increase. In addition to these results, Caruso (2000) concluded that the most important factor was the
scale length for reliability coefficient. However, in another study, it was found that the mean reliability
was predicted higher as the number of items in the scale decreased (Hanson, Curry, & Bandalos, 2002).

Sample size, which can be another possible source of variability for reliability estimation, was
examined by some researchers (Hanson et al., 2002; Henson et al. 2001; Viswesvaran & Ones, 2000).
Hanson et al. (2002) explored a correlation between reliability estimation and sample size or gender
homogeneity. They reported that reliability estimates were related to the sample size of the client or
therapist. The correlations between sample size and reliability estimates fluctuated in both direction
and size for all subscales in Henson et al’s. (2001) study. In contrast to these results, Viswesvaran and
Ones (2000) found that there were no correlations between sample size and reliability estimations.
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The other moderator variables, which are age of research participants, type of research design, testing
conditions, gender, sexual orientation, ethnicity and marital status, and standard deviation of the
subscale scores were also examined by researchers (Barnes et al., 2002; Capraro & Capraro, 2002;
Graham et al., 2006; Graham et al., 2011; Vicent et al., 2019, and Wheeler et al., 2011). While the
reliability estimates did not differ by the gender, sexual orientation, ethnicity and marital status in
Graham et al.’s (2006) study, testing conditions, type of research design, aim of the study
(psychometric or applied), and the standard deviation of the subscale scores were found as the sources
of variability in reliability coefficients (Barnes et al. 2002; Capraro & Capraro, 2002; Vicent et al.,
2019, and Wheeler et al., 2011). Also, the results of these studies showed that reliability estimates
were sensitive to the age of the sample (Barnes et al., 2002; Graham et al., 2011; Vicent et al., 2019;
Yin & Fan, 2000).

When the studies in the literature were examined, there were studies which analyzed the reliability
generalization, and also whether the reliability coefficient differs according to variables such as test
length (or the number of items), sample size, sample type, gender, reliability coefficient type, study
language, race, marital status, age, etc. In the results of some of these studies, it was seen that variables
such as number of items and sample type were found as sources of variability in reliability (e. g.
Caruso, 2000; Caruso et al., 2001; Hanson et al., 2002; Henson et al., 2001; Hess et al., 2014; Nilsson
et al., 2002; Shields & Caruso, 2004; Yin & Fan, 2000). In contrast, some studies concluded that these
variables did not affect the reliability coefficient (e.g., Graham et al., 2011; Hess et al., 2014;
Thompson & Cook, 2002; Wallace &Wheeler, 2002). As seen in previous studies, the reliability of
the measures obtained with different scales can affected by different variables. In this study, by
examining these studies, a meta-analytic RG analysis was carried out for the Turkish sample. And
similar to the literature, it was investigated how general the reliability coefficients are in different
number of items, sample types, and fields of study and whether the reliability coefficients were
affected by these variables. Within the scope of the study, it was aimed to analyze the reliability
generalization of the long and short forms of the Oxford Happiness Scale (OHS) (Argyle, Martin, &
Lu, 1995; Hills & Argyle, 2002). The reason for choosing this scale in the study was that the studies
in the field of positive psychology have increased in recent years, and happiness is one of the concepts
that are frequently researched in the field of positive psychology (Compton & Hoffman, 2019). Also,
considering that the feeling of happiness has an effect on many aspects of individuals’ lives, it is
extremely important to measure the structure of happiness reliably. When both Turkish and non-
Turkish literatures were examined, it was seen that the OHS is frequently used to measure happiness
(e.g. Demir, 2020; Francis & Crea, 2018; Francis, Ok, & Robbins, 2017; Lin, Imani, Griffiths &
Pakpour, 2020; Okur & Totan, 2019; Yildirim & Sezer, 2020). Considering that the reliability values
of the studies using the OHS in the Turkish literature have been in a wide range (.29 - .97), these
differences should be investigated, and the reliability should be generalized for the Turkish sample. It
is thought that RG studies can contribute as important sources of information for test administrators
and researchers by Vacha-Haase, Henson, and Caruso (2002). In line with all this, it is important to
bring this study into Turkish literature and the field of education and psychology.

METHOD

This meta-analysis study was performed according to the PRISMA (Liberati et al., 2009) guidelines.
According to that, two authors searched the databases independently, identified the studies by
screening the titles and the abstracts, removed the duplicates, and assessed the full-text articles for
including in meta-analysis. This section includes data collection tools, sample, coding of study
characteristics, and data analysis.

Data Collection Tool

The studies that were searched at the databases of Google Scholar, YOK (Higher Education Institution
in Turkey) national thesis/dissertation center, EBSCOhost via Gazi University Central Library, and
finally Aydin Adnan Menderes University Library’s databases (e.g. BMJ, Dergipark, DOAJ, Clinical
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Key, SAGE, Science Direct, Springer Link, Taylor & Francis etc.) and published between 2011 and
2020, and which used the long and short forms of the OHS were included in this review.

Oxford happiness scale

In the psychology, educational and social sciences, different measurement tools have been developed
in order to measure happiness according to the increase in the studies on the concept of happiness. One
of the most commonly used measurement tools in measuring happiness is the Oxford Happiness
Inventory (OHI). This scale was developed by Argyle, Martin, and Crossland (1989) and Argyle et al.
(1995).

OHI has been developed similarly to the format of the Beck Depression Inventory. The inventory has
consisted of 29 personal well-being items by reversing 20 items from Beck Depression inventory and
adding nine items that reflect different aspects of happiness. The cross-cultural comparison of OHI
has been made by applying to students in Australia, Canada, and America (Francis, Brown, Lester, &
Philipchalk, 1998). At the same time, it has been adapted for many different cultures such as Israel
and China (Francis & Katz, 2000; Lu & Shih, 1997). However, since this inventory was developed by
applying it to clinical patients, it was observed that individual responses were directed towards one of
the two main items when administered to non-patients. The means for a substantial portion of items
could be below the corresponding standard deviations. This showed that the responses could be
distributed uniformly, and the items might not be able to fully contribute to the measurement of
happiness. To overcome these situations, Hills and Argyle (2002) revised the inventory and constituted
the OHS.

OHS consists of 29 items which are 6-point Likert-scale, and these points are within the range of
strongly agree-strongly disagree. Half of the scale items are reversed. Thus, it is thought to decrease
the possibility of individuals to respond harmoniously or biased. In addition, in the same study, an 8-
item short form of OHS was developed for situations when setting was limited (Hills & Argyle, 2002).

The adaptation study of OHS to Turkish was conducted by Dogan and Sapmaz (2012). They examined
the psychometric properties of the scale by implementing 491 university students. While the validity
of OHS was investigated by criterion-related validity methods and exploratory and confirmatory factor
analyses (EFA, CFA), the reliability was investigated by internal consistency, split-half, and composite
reliability methods. Accordingly, the Cronbach’s Alpha coefficient and composite reliability
coefficient were found .91, and the reliability coefficient obtained by the split-half method was found
.86.

When the validity studies were examined, as a result of the EFA, a single-factor structure was obtained,
asitwas in its original form. It was concluded that the single-factor structure of the scale was preserved
with CFA. The findings revealed that the Turkish form of OHS showed similar psychometric features
to its original form.

The short form of OHS, which consists of eight items, was adapted to Turkish by Dogan and Cotok
(2011). They applied the scale to 532 university students and evaluated the psychometric properties
via EFA and CFA, internal consistency, and test-retest methods. In the item analysis, item 4 was
excluded from the scale because the item-total correlation value was less than .30. The reliability and
validity analyses after this stage were made with the remaining seven items. Cronbach’s Alpha
coefficient calculated from the data obtained from 321 students were found as .74. In the test-retest
reliability study, OHS-S was applied to 81 students at two-week intervals, and the correlation was
found .85 between the two administrations.

The EFA was showed that the scale has a single-factor structure as its original form does. It was
concluded that the single-factor structure of the scale was confirmed by CFA. As a result, it was
determined that OHS-7 was a valid and reliable measurement tool to measure the happiness of Turkish
students. In this review, studies administering the long or short form of the OHS, which was adapted
to Turkish and was analyzed in terms of validity and reliability, were searched.
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Search Strategy

The process for selecting studies was given in Figure 1 (Moher, Liberati, Tetzlaff, Altman, & The
PRISMA Group, 2009). When Figure 1 was examined, it was seen that the first stage was searching.
The search of articles and thesis was carried out in the following databases: Google Academic, YOK
national thesis/dissertation center, all databases in Gazi University Central Library, and Aydin Adnan
Menderes University Library (Databases were presented in Appendix A). The used keywords were
“oxford happiness” and “oxford mutluluk”. The search was carried out spanning the years 2011 to
2020 because the short and long forms of the OHS were adapted to Turkish in 2011 and 2012
respectively. When the specified databases were searched with keywords, it was seen that there were
6906 studies in total. First, the studies without Turkish sample groups were eliminated, and double
coding was avoided. In addition, for studies involving more than one reliability coefficient, each
coefficient was coded separately. Therefore, a total of 206 studies were coded from 6906 studies. Later,
these 206 studies were examined according to inclusion criteria [i) They must be published in specified
databases, ii) Cronbach’s Alpha reliability coefficients must be reported or can be calculable iii) They
must include a sample group, sample size and scale form/number of item of study, iv) the sample
group of study must consist of Turkish people and v) the language of the studies must be English or
Turkish]. A summary of the phases of the meta-analysis was shown in Figure 1.

When the study year was limited to 2011-2020 and databases were searched

g with the keywords "oxford happiness" and "oxford mutluluk"
3
P 1 )
‘E ! a total of 6906 studies
= were found
- 7
When non-Turkish When double-coding
- sample were eliminated was avoided
§ ™\
= f Then, Number of studies
=]
w | dropped to 204
v
& s . .
= ‘When eliminating according to specified ~
.E" inclusion eriteria In this stage, 97 studies
= included 108 reliability
cocfficient
When studies containing more J/
T than one Cronbach’s alpha
E coefficient were coded
E Based on these processes,
1 there are 94 studies left with
Cronbach’s alpha coefficient.
There are 104 Cronbach’s alpha (OHS with 7 and 29 items was
coefficients in total used in 92 studies)
(95 alpha coefficients was found J

for OHS with 7 and 29 items)

Figure 1. PRISMA Flowchart

After these phases of meta-analysis, the study group consisted of 92 studies of which 27 were thesis,
and 65 were articles in accordance with the criteria determined by the researchers in this study. And
95 Cronbach’s Alpha coefficients were obtained from 92 studies that were presented in Appendix B.
The selected studies were read and classified by two authors.
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When Table 1, which has shown descriptive features of the studies included in the study, was
examined, it was seen that seven studies were published between 2011-2015, and 85 studies were
published between 2016-2020. Twenty studies were in English, and 72 studies were in Turkish. The
short form was used in 56 of the studies and the long form of the scale in 36 of them. In addition, the
sample type was coded as student for 50 studies and non-student for 42 studies. And, there were four
studies with sample sizes < 100, 15 studies with sample sizes between 100 and 200, and 73 studies
with sample sizes > 200. Finally, the field of study was examined; it was observed that most studies
(63) were in the field of social sciences. Also, it was seen that least studies (11) were in the field of
sport sciences. Lastly, there were 18 articles or thesis for psychology/health sciences.

Table 1. Frequencies of the Studies According to Study Characteristics

Descriptive Variables Categories Number of Studies Numbe7r of
Cronbach’s a.

. 7 56 58

Number of items 29 36 37
Tvoe of Sample Student 50 51
yp P Non-Student 42 44
<100 4 6

Sample Size >100 and <200 15 16
>200 73 73

2011-2015 7 7

Year of Study 2016-2020 85 88
- Turkish 72 73

Language of Publication English 20 29
. Article 65 68

Type of Publication Thesis 27 27
Social Sciences (SS) 63 63

Field of Study Psychology (P)/Health Sciences (HS) 18 18
Sport Sciences (SPS) 11 13

Total 92 95

Coding of Study Characteristics

After selecting the studies according to the inclusion criteria to the meta-analysis, the following sample
and study characteristics were recorded by the researchers: (i)name of the article or thesis, (ii)name of
the author(s) who conducted the study, (iii)year of the article or thesis, (iv)publication language of the
study, (v)type of the study (article/thesis), (vi)type of the scale (the short form/the original form), (vii)
reliability coefficient, (viii)type of reliability, (ix)sample size/the number of participants in the sample,
(x)the number of items on the scale, (xi)fields of study and (xii)participant characteristics.

A total of 108 reliability coefficients were obtained from 97 studies. Of the 108, 104 were coefficient
alpha; four coefficients were test-retest reliability, split-half reliability, and composite reliability
estimates. However, the present study didn’t characterize the scores by reliability type because of the
small number of the reliability estimates differing from the coefficient alpha. Also, in some studies, it
was observed that the item was removed or not used completely, and studies indicating a different
number of items from the 7 and 29 items in the original scale forms were excluded from the study.
Therefore, 92 studies remained when the studies that did not use all of the items were eliminated, and
95 alpha coefficients were obtained from these studies. Finally, 95 coefficient alpha values were
analyzed for reliability generalization.

The inter-coder reliability was also examined for the data coded by the two authors according to the
determined variables and criteria. The inter-coders reliability was calculated by the percent of
agreement and Krippendorff’s Alpha coefficient. For this, two coders coded for the same 10 studies
and 11 reliability coefficients. These statistics were analyzed by SPSS 23 and SPSS macro that was
developed by Hayes and Krippendorff (2007) and used for Krippendorff’s Alpha coefficient. As a
result of the analyses, the percent of agreement was .95, and the Krippendorft’s alpha coefficient was
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.94. These values were an indication that the inter-coder reliability is high. Krippendorff (2004)
suggested that Krippendorff’s Alpha coefficient should be at least .80, and he stated that alpha > .667
is acceptable. Accordingly, inter-coder reliability is considered appropriate. Also, conflicts between
the coders were examined by authors, and it has been determined that it was caused by the use of the
keyboard. These conflicts that were detected were resolved.

Data Analysis

Reliability generalization studies provide reliability predictions to make a comparison between studies.
In addition, it also examines the potential causes of variability in score reliability across studies
(Graham et al., 2006). In this RG study, the generalizability of Cronbach’s Alpha coefficients was
investigated. Cronbach’s Alpha is the square of the correlation because the reliability coefficients are
variance-accounted statistics (Thompson & Vacha-Haase, 2000). Since the distribution of correlations
isn’t normal and has problematic standard errors, they must be transformed. Therefore, the raw alpha
coefficients were transformed by Fisher z-transformation. Although Fisher’s z-transformation was
suggested for reliability coefficients calculated as Pearson correlation (e.g., test-retest, parallel forms)
(Sanchez-Meca, Lopez-Lopez & Lopez-Pina, 2013), recent studies have shown that Fisher z
performed well and was very similar to other transformations in terms of empirical coverage
probability (Romano, Kromrey, & Hibbard, 2010).

The random effects model (REM) which assumes that between-studies variance has been estimated
greater than zero was used because of considering that the studies included in the research were
obtained from different samples, fields, and years. Also, REM has been more realistic for real world
applications (Field, 2003). In RG studies, there are a few heterogeneity estimators that are used for
REM. Some of these estimators are Hunter-Schmidt, Hedges, DerSimonian and Laird, and the
estimator based on maximum likelihood estimation (Maximum Likelihood-ML, Restricted ML-
REML). In this study, the between-study variance, 7%, was estimated by DerSimonian and Laird.

The heterogeneity of Cronbach’s Alphas was assessed by calculating the 12 index as a function of Q
statistic. The Q statistic was applied to test the assumption of homogeneity among the alpha
coefficients. 12 index is a possible measure of the amount of heterogeneity (Higgins & Thompson,
2002). It can be thought that 12 values, which are approximately 25%, 50%, and 75%, reflect low,
moderate, and large heterogeneity, respectively (Huedo-Medina, Sanchez-Meca, Marin-Martinez, &
Botella, 2006).

To interpret the results, the mean effect sizes, their lower and upper confidence intervals obtained with
Fisher z-transformation were back-transformed to the original metric of alpha coefficient. The
predicted alpha coefficients were evaluated according to the .70 criterion level determined by Nunnally
and Bernstein (1994). Values of .70 and above indicate that there is sufficient reliability for the internal
consistency of the scale. The effect of the moderator variables on the variability of the reliability
estimates was performed through Analog ANOVA. These moderator variables are type of scale (OHS,
OHS-S), type of sample (student, non-student), and field of study (social sciences, psychology/health
sciences, sport sciences). In addition, the variables of sample type and study field were analyzed as
moderators separately for both OHS and OHS-S.

Lastly, publication bias was assessed by Egger’s regression test (Egger, Smith, Schneider, & Minder,
1997), Begg and Mazumdar’s rank correlation test (Begg & Mazumdar, 1994), Duval and Tweedie
Trim and Fill (Duval & Tweedie, 2000a, 2000b) test for funnel plot asymmetry, fail-safe N method.
Jamovi and Comprehensive Meta-Analysis V3 free trial (Retrieved from www.meta-analysis.com)
was used for statistical analyses.
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RESULTS

In this study, a meta-analysis of 95 Cronbach’s Alpha coefficients was performed from moderator
variables determined by examining literature. The distribution of alpha values in primary studies
separately for each scale type is shown in Figure 2. Without the weighting factor, the average
reliabilities of the alpha coefficients are .85 (SD = 0.08) and .74 (SD = 0.10) for OHS and OHS-S,
respectively. The kurtosis and skewness coefficients are -2.50 (SE = 0.39), 6.73 (SE = 0.76) for OHS;
and -1.95 (SE = 0.31), 9.13 (SE = 0.62) for OHS-S.

OHS Stem-and-Leaf Plot

Frequency Stem & Leaf
3.00 Extremes (=<.65)
100 7.8
8.00 8. 01134444
18.00 8. 556677788889999999
7.00 9. 0001124

Stem width: .10
Eachleaf: 1 case(s)

OHS-S Stem-and-Leaf Plot

Frequency Stem & Leaf
2.00 Extremes [(=<.41)

1.00 6.4

9.00 6. 788889999

19.00 7. 0000011222233334444
16.00 7. 5566667777888899
6.00 8. 111223

3.00 8. 556

2.00 Extremes [(>=.94)

Stem width: .10
Each leaf: 1 case(s)

Figure 2. Distributions of Alpha Coefficients for OHS and OHS-S

Table 2 given below presents descriptive results for the estimates of alpha coefficients for general and
moderator variables which are back-transformed to the alpha coefficient’s original metric. Table 2 also
shows 95% confidence interval for the estimated mean Cronbach’s Alpha and the highest and lowest
alpha values of the studies which constitute the RG meta-analysis.

As shown on the bottom line in Table 2, the reliability or the mean effect size of total OHS scores
yielded a mean coefficient of .81 while the lower limit was .78 and the upper limit was .82 in 95%
confidence interval. In addition, the reliability of total scores ranged from .29 to .97. Although there
was a wide distribution of reliability estimates, the mean reliability estimate and limits of the
confidence intervals are acceptable score reliabilities. For total reliability estimates, it can be said that
they tend to be large and heterogeneous.
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Table 2. Reliability Estimates of Oxford Happiness Scores across Studies for Different Moderator
Variables

95 % Confidence

Interval
Category df Mean a (SD) ZValue  Lower  Upper Min. Max.
Type of Scale
OHS 36 0.87* (0.51) 35.98 0.85 0.88 0.50 0.94
OHS-S 57 0.76* (0.50) 34.09 0.73 0.78 0.29 0.97
Type of Sample
Student OHS 13 0.89* (0.24) 39.55 0.87 0.91 0.82 0.94
OHS-S 36 0.75* (0.37) 25.42 0.71 0.78 0.29 0.97
Non-Student OHS 22 0.85* (0.45) 30.03 0.83 0.87 0.54 0.92
OHS-S 20 0.77* (0.34) 19.87 0.72 0.81 0.68 0.94
Field of Study
Social Sciences (SS) OHS 25 0.87* (0.33) 35.38 0.85 0.88 0.54 0.91
OHS-S 38 0.77* (0.39) 25.54 0.73 0.80 0.29 0.97
Psychology (P)/Health OHS 3 0.89* (0.10) 15.48 0.85 0.92 0.80 0.92
Sciences (HS) OHS-S 12 0.74* (0.21) 13.91 0.67 0.79 0.41 0.85
Sport Sciences (SPS) OHS 6 0.86* (0.38) 16.11 0.81 0.89 0.64 0.94
OHS-S 5 0.72* (0.25) 8.67 0.61 0.81 0.68 0.74
Total 94 0.81* (0.72) 0.78 0.82 0.29 0.97

Notes. Min.= minimum94; Max.= maximum; OHS = Oxford Happiness Scale (original form which has consisted of 29
items); OHS-S= The short form of OHS (which has consisted of 7 items) and estimates use a random-effects model.
*

p <.05

Table 2 also presents the mean alpha coefficients obtained for moderator variables. When the mean
alpha coefficient was analyzed according to the type of scale, the mean alpha from the OHS-S was
found .76 with a lower limit of .73 and an upper limit of .78 in 95% confidence interval. The mean
effect size for the OHS was found .87 while the lower limit was .85, and the upper limit was .88 in
95% confidence interval. The reliability scores ranged between .50-.94 for the OHS and .29-.97 for
OHS-S. The reliability scores range showed that especially OHS-S had lower coefficients than the
OHS. The minimum reliability coefficients were below .70 for both types of scale (Nunnally &
Bernstein, 1994). Again, the mean effect sizes and their 95% confidence interval limits were at an
acceptable level for both types of scale. When the mean effect sizes were examined for two types of
scale, the mean alpha coefficient for the OHS-S was smaller than OHS.

When Table 2 was examined according to characteristic of sample, the mean effect size estimates were
higher in non-student sample for OHS-S. Despite that, the mean alpha value was higher in student
sample for OHS. For OHS, the mean effect sizes were .89 and .85, respectively, in student sample and
non-student sample. On the other hand, the mean effect sizes were found .75 and .77 respectively in
student and non-student sample for OHS-S. For both types of sample there were wide distributions of
reported alpha coefficients except OHS in student sample. The lowest reported alpha coefficient (o =
.29) was in student sample. And so, the minimum mean effect size was calculated as .75 (95%Cl, .71-
.78) in this sample.

With regard to field of study, it was seen that the mean alpha estimates were reported for three
categories. The mean effect sizes obtained with the alpha coefficients of OHS were for Social Sciences
(o0 =.87, 95%Cl, .85-.88), Psychology/Health Sciences (a = .89. 95%CI, .85-.92), and Sport Sciences
(o= .86, 95%ClI, .81-.89). Also, the mean effect sizes of OHS-S were .77 (95%Cl, .73-.80) for Social
Sciences, .74 (95%Cl, .67-.79) for Psychology/Health Sciences, and .72 (95%Cl, .61-.81) for Sport
Sciences. According to these results, the mean alpha estimate for the field of Social Science was greater
than the other fields for OHS-S. For OHS-S, the mean alpha estimates were almost close for all
categories of field of study. For OHS, although the reliability estimates were close, the highest mean
alpha value was in the field of psychology/health sciences.

In this study, the heterogeneity of Cronbach Alpha values was investigated. So, 12 index for the amount
of heterogeneity and Q test of homogeneity for the total scale were calculated. According to the results,
the Q test was statistically significant with high heterogeneity coefficients. The estimates of Q for the
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scale was Qroi(94) = 2639.66, p < .001. The between-study variance, 7, was estimated 0.08 by
DerSimonian and Laird method. The I index indicated that in 96.44%, the reliability coefficients had
a large variability among the true effect size estimates. In the next step, the effect of the sub-group
moderator variables was examined.

The Analog ANOVA was performed to examine the effect of the moderator variables on the variability
of the reliability estimates. Whether the mean alpha coefficients differ according to the type of the
scale was analyzed with the Analog ANOVA. The result was presented in Table 3.

Table 3. The Results of Analog ANOVA for Type of Scale

Moderator Variable Categories Q Statistics df(Q) I?
OHS Qots = 415.63* 36 91.34%
Type of Scale OHS-S Qors.s = 1088.35* 57 94.76%
Quithin = 1503.98* 93
Qbetween(FEM) =1135.69* 1
Qbetween(REm) = 50.75* 1
Qtota = 2639.66* 94
*p <.05

As shown in Table 3, Qww Of coefficient alpha values was found 2639.66 (p = .00), and it was
statistically significant. Therefore, it can be said that the true variance estimate of reliability
coefficients was statistically significant for all of the studies. In addition, it can be said that the variance
within groups was statistically significant at the level of p < .05 since Quitin Was 1503.98 (p = .00).
When the difference between the groups was examined, it was seen that the Qpetweenrem) Value was
50.75 (p = .00), and this value was significant. Accordingly, it can be said that the alpha coefficient
was related to the scale type. When the variance in which the scale type explained for the alpha
coefficient was examined, it was found that (1135.69/2639.66) .43 proportion of the true variance or
43.02% of the true variance was explained by the scale type. Based on this value, it can be said that
the proportion of explaining the variance in the alpha coefficient of the scale type alone is high. When
heterogeneity was examined for different scale types separately, heterogeneity was high in both scale
types because Q statistics (Qons and Qors-s) was statistically significant at the level of p < .05, and 12
were 94.76% and 91.34% for OHS-S and OHS, respectively. This may be due to lack of classification
according to other variables ignored in this Q test. Some of these variables can be administration
conditions, sample size, administration year, research type, etc. Due to the significant variance
between the scale forms, it would be more meaningful to examine the effect of the moderator variables
separately for OHS-S and OHS. As seen in Table 3, Quwtal for OHS-S form data is also significant which
means weighted sum of squares is much more than expected (df, k-1) by random, within study,
variation. Forest plots for long form and short form were presented separately in Figure 3 and Figure
4.

When Figure 3 and Figure 4 were examined, it can be said that the reliability coefficients of all
individual studies were statistically significant. In addition, it can be stated that the reliability
coefficients were generally in the range of .80-1.00 and .60-1.00 for OHS and OHS-S, respectively.

Table 4. The Results of Analog ANOVA for Type of Sample in OHS-S

Moderator Variable Categories Q Statistics df(Q) I?
Student Qstudent = 588.52* 37 93.88%
Type of Sample Nonstudent Qnonstudent = 394.30% 21 94.93%
Quithin = 982.82* 56
QbetweenFem) = 105.53* 1
Qbetween(Rem) = 0.57 1
Qtotal =1088.35* 57
*p<.05
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Figure 3. Forest Plot for OHS

The significance of the difference of alpha coefficients according to the type of the sample was
analyzed by Analog ANOVA for OHS-S. When Table 4 was examined, it can be seen that the Qotal Of
coefficient alpha values was found 1088.35 (p = .00), and it was statistically significant. Therefore, it
can be said that the variance was statistically significant for all of the studies that used OHS-S. In
addition, it can be said that the variance within groups was statistically significant at the level of p <
.05 since the Quitin Was 982.82 (p = .00). When the difference between the groups was examined, it
was seen that the Qboeweenrem) Value was 105.53 (p < .05). Accordingly, whether the sample consists of
the students or not did have a statistically significant effect on the variability of alpha coefficient when
FEM was used. In this case (105.53/1088.35), .10 proportion of variance or 10% of the true variance
was explained by sample groups. However, this group difference could be overcome by using the
REM analysis. As can be seen in Table 4, when the REM approach was used in the analysis, this
variance was not significant anymore. Accordingly, whether the sample consists of students or not
didn’t have a statistically significant effect on the variability of alpha coefficients when REM was
used. So, it can be said that the alpha coefficient was not related to the sample type of OHS-S for REM.
When heterogeneity was examined for different sample types, it was high in both sample types for
studies that used OHS-S. Because Q statistics (Qstudent and Qnonstugent) Was statistically significant at the
level of p < .05, and 12 were respectively 93.88% and 94.93% for student sample and non-student
sample. This may be due to the lack of classification according to other variables ignored in this Q
test. Some of these variables can be study field, administration conditions, sample size, administration
year, research type, etc. Some further studies are needed to explain the remaining heterogeneity in
OHS-S form reliability estimates.
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Figure 4. Forest Plot for OHS-S
Table 5. The Results of Analog ANOVA for Type of Sample in OHS
Moderator Variable Categories Q Statistics df(Q) I?
Student Qstudent = 76.61* 13 83.03%
Type of Sample Nonstudent Qnonstudent = 292.70% 22 92.48%
Quithin = 369.31* 35
Qbetween(FEM) = 46.32* 1
Qbetween(REM) =7.90* 1
Qtotal =415.63* 36
*n < .05

Table 5 presents the significance of the difference of alpha coefficients according to the type of sample
for OHS. With regard to Table 5, Quta Of coefficient alpha values was found 415.63 (p = .00), and it
was statistically significant. In addition, when we examined the variance within the groups, the studies
separated by sample type were also heterogeneous in within groups. Quitnin Was 369.31, and p-value
was 0.00 (p < .05). When the difference between the groups was examined, it was seen that the
Quetween(remy Value was 46.32 (p <.05). Accordingly, whether the sample consists of students or not did
have a statistically significant effect on the variability of alpha coefficients when FEM was used. In
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this case (46.32/415.63), .11 proportion of true variance or 11.14% of the true variance was explained
by means of sample groups for OHS. Also, this group difference couldn’t be overcome by using the
REM analysis because, as can be seen in Table 5, when the REM approach was used in the analysis,
Quetweenrem) Value was 7.90 (p < .05), and this value was significant. Accordingly, whether the sample
consists of students or not had a still statistically significant effect on the variability of alpha
coefficients when REM was used. Therefore, although the heterogeneity was significant in the within
groups, it can be said that the mean alpha values of the studies separated according to the sample type
differed significantly from each other. And it can be said that the alpha coefficient was related to the
sample type for OHS. In addition, based on the proportion of true variance value, it can be said that
the proportion of explaining the true variance in the alpha coefficient of the sample type alone is low.
When heterogeneity was examined for different sample types, heterogeneity was high in both sample
types. Because Q statistics (Qstudent aNd Qnonstudent) Was statistically significant at the level of p < .05,
and 17 values were respectively 83.03% and 92.48% for sample of student and sample of nonstudent.
This may be due to the lack of classification according to other variables ignored in this Q test. Some
of these variables can be field of study, administration conditions, sample size, administration year,
research type, etc. Some further studies are needed to explain the remaining heterogeneity in OHS
long-form reliability estimates.

Table 6. The Results of Analog ANOVA for Field of Study in OHS-S

Moderator Variable Categories Q Statistics df(Q) I?

. Social Sciences Qsocial = 948.20* 38 95.99%
Field of Study Psychology/Health Sciences Qpsychology/Health = 129.54* 12 90.74%
Sport Sciences Qsport=1.31 5 0.00%

Quithin = 1079.06* 55

Qbetween(Fem) = 9.29* 2

Qbetweenremy = 1.17 2

Qtotal = 1088.35* 57

*p <.05

The Analog ANOVA was performed to examine whether alpha coefficients showed a statistically
significant difference according to field of study for OHS-S. As seen in Table 6, Quwa Of coefficient
alpha values was found 1088.35 (p = .00), and it was statistically significant. Therefore, it can be said
that variance was statistically significant for all of the studies that used OHS-S. In addition, it can be
said that the variance within groups was statistically significant at the level of p < .05 since Quithin Was
1079.06 (p = .00). When the difference between the groups was examined, it was seen that the
Quetweenrem)y Value was 9.29 (p < .05). Accordingly, whether the sample consists of students or not did
have a statistically significant effect on the variability of alpha coefficients when FEM was used. In
this case (9.29/1088.35), a .01 proportion of the true variance or 1.00% of the true variance was
explained by field of study for OHS-S. However, this group difference can be overcome by using the
REM analysis. As can be seen in Table 6, when the REM approach was used in the analysis, this
variance was not significant anymore. Accordingly, whether the sample consists of students or not
didn’t have a statistically significant effect on the variability of alpha coefficients when REM was
used. So, it can be said that the alpha coefficient wasn’t related to the field of study for OHS-S for
REM. When heterogeneity was examined for different fields of study, heterogeneity was high in social
sciences and psychology/health sciences for studies that used OHS-S because Q statistics (Qsocia and
Qpsychology/Healtn) Was statistically significant at the level of p < .05 and 12 were respectively 95.99% and
90.74% for the field of social sciences and psychology/health sciences. As mentioned before, this may
be due to the lack of classification according to other variables ignored in this Q test. Some of these
variables can be sample type, administration conditions, sample size, administration year, research
type, etc. Some further studies are needed to explain the remaining heterogeneity in OHS-S form
reliability estimates. In addition, although heterogeneity was high in the fields of social sciences and
psychology/health sciences, it was observed that there was low heterogeneity in the field of sports
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sciences because Qsport = 1.31 (p = 0.93) was not statistically significant at the level of p < .05, and I
was 0.00% for field of sport sciences.

Table 7. The Results of Analog ANOVA for Field of Study in OHS

Moderator Variable Categories Q Statistics df(Q) 12
. Social Sciences Qsocial = 239.02* 25 89.54%
Field of Study Psychology/Health Sciences Qpsychologysteaitn = 82.50* 3 96.36%
Sport Sciences Qsport = 91.12* 6 93.42%

Quithin = 412.64* 34

Qbetween(FEM) =2.99 2

Qbetween(REM) =1.83 2

Qtotal = 415.63* 36

*p <.05

The Analog ANOVA was performed to examine whether alpha coefficients showed a statistically
significant difference according to field of study for OHS. As seen in Table 7, Qwta OFf coefficient alpha
values was found 415.63 (p =.00), and it was statistically significant. Therefore, it can be said that the
variance was statistically significant for all of the studies that used OHS. In addition, it can be said that
the variance within groups was statistically significant at the level of p < .05 since Quithin Was 412.64

(p =.00).

When the difference between the groups was examined, it was seen that the Quetweenirem) Value was
2.99 (p > .05). Also, Quetweenremy Value was 1.83 (p = 0.40), and this value wasn’t statistically
significant. Accordingly, whether the field of study is social sciences, psychology/health sciences, and
sport sciences or not did not significantly affect the variability in alpha coefficients for both models.
So, it can be said that the alpha coefficient was not related to the field of study for OHS. Already,
(2.99/415.63) the 0.01 proportion of true variance or 1.00% of the true variance was explained by
study fields for OHS. When heterogeneity was examined for different fields of study, it was high in
social sciences, psychology/health sciences, and sport sciences for studies that used OHS-S since Q
statistics (Qsocial, Qpsychology/Heaith and Qsport) Was statistically significant at the level of p < .05, and 2
values were respectively 89.54%, 96.36% and 93.42% for the fields of social sciences,
psychology/health sciences, and sport sciences. This may be due to the lack of classification according
to other variables ignored in this Q test. Some of these variables can be sample type, administration
conditions, sample size, administration year, research type, etc. Some further studies are needed to
explain the remaining heterogeneity in OHS long-form reliability estimates. Also, it can be said that
the absence of a significant difference between these fields supports the high level of heterogeneity
among the groups. As mentioned before, the scale type had a large variability source for the alpha
coefficient. On the other hand, the moderator variables which were sample type and field of study
weren’t seen as the important sources of variability in the alpha coefficients. The reason for the high
level of heterogeneity in the same fields of study, sample types, and scale types is that the studies come
from different universes.

In this study, the meta-analysis was performed with only published articles and theses. Since the
published studies generally have a high or significant effect size, taking only these studies into the
meta-analysis may cause publication bias. Therefore, the publication bias was examined by rank
correlation and regression test for funnel plot asymmetry and classic fail-safe N method. In the fail-
safe N method, assuming the main effect of the studies to be added is zero, it is calculated how many
studies are to be added so that the p-value isn’t significant. And the calculated number’s name is fail-
safe N. If only a few studies are needed, there may be a concern that the effect is actually zero
(Borenstein, Hedges, Higgins, & Rothstein, 2013). The fail-safe N was calculated as 4975 (p < .01).
According to these results, it was seen that the number of studies to be added was quite high so that
not the summary effect was significant. The other approach, funnel plot asymmetry is seen in Figure
4.
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Figure 4. Funnel Plot for All Alpha Coefficients

In the funnel plot, studies are expected to be distributed symmetrically around the summary effect size.
Although the studies were seen approximately symmetrically distributed to the right and left of the
summary effect size, this interpretation is subjective (Borenstein et al., 2013). The rank correlation
and regression tests were performed for more an objective interpretation. According to Egger's
regression test, the regression intercept was not significant (intercept = -2.94, p =.09). The hypothesis
was accepted to show that the regression constant didn’t deviate from zero significantly. Begg and
Mazumdar’s rank correlation test also contributed to the lack of asymmetry in the funnel plot.
According to that, Kendall’s tau was not significant (Kendall’s tau = -0.057, p = .41). It can be
interpreted that there wasn’t an asymmetry in the funnel diagram. In addition, according to Duval and
Tweedie Trim and Fill test, there was no difference between the observed effect size and true effect
size which was created to correct the effect caused by publication bias. As a result of the general
symmetrical distribution of studies on both sides of the overall effect size, the difference was found
zero. So the statistical tests for funnel plot asymmetry did not show any evidence of publication bias.
Therefore, it can be said that all results were not likely to be the result of publication bias.

DISCUSSION and CONCLUSION

In this study, a meta-analytical reliability generalization analysis was conducted on OHS and OHS-S.
In addition, it was investigated whether Cronbach’s Alpha was affected by sample type, scale type,
and study field. The results of this study showed that the mean Cronbach’s Alpha coefficients obtained
from both the OHS and OHS-S were at an acceptable level. The fact that these coefficients are high is
an indication of the usability of the scale by both practitioners and researchers. When it was examined
whether the reliability coefficient was affected by the scale type, a significant difference was observed
between the two scale forms according to both REM and FEM. This difference was observed for the
favor of OHS. Accordingly, it can be said that the measures obtained with the OHS, in general, are
more reliable. In general, it is thought that more sensitive and more reliable measurements will be
made as the number of items increases. And the results of this study support this idea. When the results
of other studies were examined, it was seen that similar results were found. For example, Henson et
al. (2001) and Nilsson et al. (2002) observed that reliability was higher for the long-form. Henson et
al. (2001) stated that as the length of the test increase, the reliability estimates increase in all subscales
except one. Also, Nilsson et al. (2002) found that the CDMSE long form’s reliability coefficients were
higher than the short form’s. In contrast, Hanson et al. (2002), Hess et al. (2014), and Vacha-Haase
(1998) observed that reliability was higher for the short form. Hanson et al. (2002) observed that the
mean reliability coefficient obtained from the short form was slightly higher for both client and
therapist versions of the Working Alliance Inventory. Hess et al. (2014) and Vacha-Haase (1998)
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similarly concluded that the measures obtained from the short form were more reliable in a result of
the RG analysis. As can be seen, while the effect of test length on reliability varies in the studies, it
was observed that the reliability coefficient increases significantly as the test length increases for OHS
in the Turkish sample. In the tests, it is recommended that the length of the test is as short as possible
in terms of usability and it is long enough for acceptable reliability (McDonald, 1999). In this regard,
the OHS is considered to be appropriate in terms of usability as it will not take much time to respond.
Also, as a result of this study, it is obvious that the mean alpha coefficient of OHS for the Turkish
sample is higher than OHS-S. In line with all of these, administering OHS instead of OHS-S may be
more suitable for reliability for the Turkish sample. However, this situation may vary with the variance
explained by the scale, the properties of the administration group, administration conditions, etc.

When the effects of the sample type on reliability were examined, it was seen that reliability was
significantly different for students and non-students for the OHS-S according to FEM. But the true
variance explained by sample groups was low for OHS-S. Although there was a significant effect in
FEM, this group difference could be overcome by REM analysis. Therefore, researchers and
practitioners may be advised to use REM analysis for such group differences. As a result, it was seen
that the reliability wasn’t significantly different for students and non-students for the OHS-S when
REM was used. When the effects of the sample type on reliability were examined for OHS, it was seen
that the reliability was significantly different for students and non-students for the OHS, according to
both REM and FEM. Similar to these results, as it was in REM for OHS-S, Hess et al. (2014),
Thompson and Cook (2002), Wallace and Weller (2002) found that reliability wasn’t affected by the
sample type. While Hess et al. (2014) separated sample types as student and professional, it was
observed that Thompson and Cook (2002) distinguished as undergraduate, graduate, and faculty. And
it was stated that there was no variability between the reliability coefficients of the groups in both
studies. Also, Graham et al. (2011) concluded that the relationship between the proportion of college
students in the sample and the reliability coefficient regarding the scores obtained with Locke-Wallace
Marital Adjustment Test (LWMAT), Kansas Marital Satisfaction Scale (KMS), Quality of Marriage
Index (QMI), and Marital Opinion Questionnaire (MOQ) wasn’t significant. Contrary to these studies
and similar to the results of OHS long-form Caruso et al. (2001), Vacha-Haase (1998), and Yin and
Fan (2000) concluded that the sample type (student/non-student) affected reliability coefficients. As
can be seen, while the effect of sample type on reliability varies in the studies, it was observed that the
reliability coefficient didn't differ in student or non-student samples for OHS-S according to REM
analysis in this study. The difference between the alpha coefficients is almost negligible, with about
two per thousand for OHS-S. Also, the mean alpha coefficients were found to be high in both groups.
These results are indicators of the availability of the OHS-S for both students and non-students for
Turkish sample. In addition, while the effect of sample type on reliability varies in the studies, it was
observed that the reliability coefficient differs for student or non-student samples for OHS in this study
according to FEM and REM. This difference between the alpha coefficients was about four per
thousand. But the proportion of explaining the true variance in the alpha coefficient of the sample type
alone was quite low. Therefore, this difference wasn’t at an important level. In addition, the mean
alpha for student sample was higher than non-student sample, and the mean alpha coefficients were at
an acceptable level for both OHS and OHS-S. The development of the OHS by applying it to students
may be a factor in this. So, OHS is more suitable for students, but it can be used for both sample types.
To summarize, it can be said to researchers and practitioners that both OHS and OHS-S can be used
for both student groups and non-student groups for Turkish sample.

Finally, in the scope of the research, it was investigated how mean alpha was in different fields of
study and whether the mean difference in reliability estimation was significant or not for these fields
for both OHS and OHS-S. In OHS-S, the highest mean alpha was found in the field of social sciences,
while the lowest mean alpha was found in the sport sciences. Also, the highest mean alpha was found
in the field of psychology/health sciences, while the lowest mean alpha was found in the sport sciences
for OHS. In line with all results, no major changes were observed in the reliability coefficients in all
fields for all OHS forms according to REM. But in FEM analysis, the mean difference in reliability
estimation was significant for OHS-S. When it was examined how much true variance was explained
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with field of study, it was seen that explained variance was low and not important for OHS-S. Although
there was a significant effect in FEM, this group difference could be overcome by REM analysis.
Therefore, researchers and practitioners may be advised to use REM analysis for such group
differences. As a result, it was seen that reliability wasn’t significantly different for field of study for
the OHS-S when REM was used. Based on this, it can be said that field of study is generally not
effective in reliability estimation for all OHS forms. When the researches in the literature were
investigated, it was seen that Vicent et al. (2019) analyzed the effect of study focus on reliability
estimation by classifying study focus as applied and psychometric. And they concluded that the effect
of study focus on reliability estimation for CAPS sub-dimensions was significant. However, they
found that the variance in which the variability in reliability was explained by the study focus was low,
and in meta-regression analysis, they found that it was the variable that least explained variance. It can
be that the reason why this study is different from Vicent et al.’s (2019) research is that the study focus
and field of study concepts are distinct each other and the classification is made differently. In such a
case, the different measurement tools may have affected the differentiation of the results. Another
study in the literature classified the study type as medical and nonmedical and research design as
psychometric/others and experimental/others (Barnes et al., 2002). But they stated that they didn’t
examine the relationship between reliability and study type; they examined how much reliability was
reported in journals in different contexts. Also, they founded that there were very low correlations
between internal consistency coefficient and the contexts of psychometric/others or
experimental/others. The low correlations found are similar to this study, but although research design
and fields of study are similar, they are not the same. Consequently, reliability coefficients didn’t differ
significantly in different fields of study according to REM and were acceptable for all of them.
Therefore, it is thought that the OHS’s forms can be used in different fields.

The reliability estimates of OHS and OHS-S showed acceptable level in the present study. However,
as mentioned above, as each measurement depends on the different conditions of the sample or
settings, the results in this study are specific to these conditions. Therefore, it is necessary to calculate
reliability based on their own data, besides the RG studies (Capraro & Capraro, 2002). To summarize
in general, administering OHS instead of OHS-S may be more suitable for reliability for Turkish
sample. Also, scale forms can be used for both student sample and non-student sample and can be used
for each field of study. But, in generally, it is suggested that REM analysis should be performed for
these variables since some group difference can be overcome when REM is used. Finally, in deciding
which form of OHS to use, this situation may vary with the variance explained by the scale, the
properties of administration group, administration conditions, etc.

The limitations of this study are transforming Cronbach’s Alpha coefficients into Fisher Z scores,
examining the variables of scale type, sample type, and field of study as sources of measurement error
of reliability, and performing the analysis in the CMA program. Future investigations can examine
and compare the reliability estimates which use other reliability estimators like Hakstian-Whalen
(1976) and Bonett (2002) transform, etc. The RG studies can be made for other reliability estimates
which address different sources of measurement errors. As the different sources of variability, study
language, sample size, year of study, race, gender, age, marital status, mean and standard deviation of
the measurements obtained from the scale, reliability type, research design, different sample type, etc.
can be selected.
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Oxford Mutluluk Olgeginin Meta-Analizle Tiirk Ornekleminde
Giivenirlik Genellemesi

Girig

Ol¢me ve degerlendirmenin egitim ve psikolojideki yeri ve dnemi oldukga biiyiiktiir. Buna gére, bu
disiplinler aras1 iliski ve dinamigin saglanmas1 énemlidir. Olgme ve degerlendirmenin en dnemli iki
kavrami ise giivenirlik ve gecerliktir. Olgme ve degerlendirmenin temel kuramlarindan birisi olan
klasik test kuramina gore giivenirlik, l¢ciim puanlarinin tesadiifi hatalardan arinmislik derecesi olarak
tamimlanmaktadir. Ayrica, giivenirlik, ayni veya paralel testi alan bireylerin aldig1 puanlar arasindaki
tutarhlik anlamina da gelmektedir (Anastasi, 1982). Giivenirligi yorumlayabilmek i¢in gelistirilen
formiiller bulunmaktadir. Bu noktada, giivenirlik indeksi ve giivenirlik katsayisi kavramlari arasindaki
farki belirtmek yararl olacaktir. Giivenirlik indeksi; gézlenen puanlar ile ger¢ek puanlar arasindaki
iliskiye odaklanirken, giivenirlik katsayisi; paralel formlardan alinan puanlar arasindaki iligkiyi ifade
eder. Iki kavram arasindaki matematiksel iliskiye dayanarak, giivenirlik katsayismin ger¢ek puan
varyansinin gézlenen puan varyansina orani oldugu soylenebilir (Crocker & Algina, 2008). Giivenirlik
katsayisinin hesaplanmasinda arastirmacilar tarafindan o6nerilen farkli formiiller bulunmaktadir. Bu
katsayilardan bazilar1 tek bir testin uygulamasim gerektirirken, bazilar1 birden fazla testin
uygulamasimi gerektirmektedir. Tek bir test uygulamasi ile o teste iliskin i¢ tutarlilik anlamindaki
glivenirligin elde edilmesinde ve yorumlanmasinda, alan yazinda en sik kullanilan giivenirlik katsayisi
Cronbach Alfa’dir. Diger glivenirlik katsayilari gibi, Cronbach Alfa katsayisi da ayni 6l¢gme aracinin
kullanildigr farkhi calismalarda, ¢ahismadan calismaya farkhilik gdstermektedir. Ornegin Oxford
Mutluluk Olgegi’nin kullanildig1 ve &rneklemin iiniversite 6grencilerinden segildigi ¢alismalardan
birinde Cronbach Alfa katsayis1 .29 iken (Tasdibi-Unlii, 2019), baska bir ¢alismada .97 dir (ilhan &
Giiler, 2017). Bir 6lgme aracinin giivenirlik katsayisi bu ornekte oldugu gibi, farkli ¢alismalardaki
orneklem oOzelliklerine, 6rneklem biiyiikliigiine, uygulama kosullarma, uygulama siiresine vb. baglh
olarak degisebilmektedir. Giivenirlik katsayilarinda belirtilen ¢alisma 6zelliklerine bagli olarak olusan
bu farkliliklar, giivenirligin genellemesini gerektirmistir. Meta-analize dayali olarak yapilan ilk
giivenirlik genellemesi ¢alismasi Vacha-Haase (1998) tarafindan yapilmistir. Vacha-Haase’e gore,
giivenirlik genellemesi ¢alismalar1 ile farkli 6lglim ve calismalardaki giivenirlik katsayilarinin
kaynaklar1 ve degiskenlik derecesi incelenebilir. Baska bir deyisle, glivenirlik genellemesi ¢aligmasi,
giivenirlik katsayisinin calismalar arasinda farklilik gdsterip gostermedigini inceleme olanagi
tanimaktadir.

Alan yazinda bu konuda yer alan ¢alismalar incelendiginde, genel etki biiyiikliigiiniin kestirilmesinin
yani sira giivenirlik katsayisinin; test uzunlugu (veya madde sayisi), 6rneklem biiylikligii, 6rneklem
tiirti, cinsiyet, yas, irk, giivenirlik katsayisi tiirii vb. degiskenlere gore farklilik gosterip gostermedigi
incelenen ¢alismalar da bulunmaktadir (Caruso, 2000; Caruso, Witkiewitz, Belcourt-Dittloff, &
Gottlieb, 2001; Graham, Diebels, & Barnow, 2011; Hanson, Curry, & Bandalos, 2002; Wallace &
Wheeler, 2002). Ulkemizde alanyazin incelendiginde ise egitim alaminda meta-analiz ¢calismalarinin
olmas ile birlikte giivenirlik katsayilarmin meta-analiz yontemi ile genellestirildigi calismalara
neredeyse hi¢ rastlanmamustir. Bu ¢alisma kapsaminda yabanci literatiirdeki ¢alismalar incelenerek,
bu ¢alismalara paralel bir sekilde, Oxford mutluluk 6lgeginin (OMO) kisa ve uzun formlarinin meta-
analiz yontemi ile giivenirlik genellemesinin incelenmesi amaglanmistir. Bu amagla OMO kisa ve
uzun formunun kullanildig1 ¢aligmalarin meta-analizi ile Cronbach Alfa katsayilarinin genel etki
bliylikliigli kestirilmistir. Bununla birlikte 6lgek tiirii, calisma alami ve 6rneklem tiirii moderator
degiskenlerinin genel giivenirlik kestirimini nasil etkiledigi arastirilmstir.

Calismada OMO’niin segilmesinin nedeni, pozitif psikoloji alamndaki c¢alismalarin son yillarda
artmast ve mutlulugun pozitif psikoloji alaninda en sik arastirilan kavramlardan biri olmasidir
(Compton & Hoffman, 2019). Ayrica, hem Tiirk hem de yabanci literatiir incelendiginde, mutlulugun
dlciilmesinde OMO niin siklikla kullamldig1 goriilmektedir (Demir, 2020; Francis & Crea, 2018; Lin,
Imani, Griffiths, & Pakpour, 2020; Okur & Totan, 2019; Yildirim & Sezer, 2020). Vacha-Haase,
Henson ve Caruso (2002), glivenirlik genelleme ¢aligmalarmin test uygulayicilar ve arastirmacilar igin
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onemli bilgi kaynag1 olarak katkida bulunabilecegini ifade etmislerdir. Tiim bunlara paralel olarak bu
caligmay1 ililkemiz alan yazinimna ve egitim ve psikoloji alanina kazandirmanin 6nemli oldugu
diisiiniilmektedir.

Yontem

OMO kisa ve uzun formunun genel giivenirligine iliskin bilgi edinmeyi hedefleyen bu arastirmada
meta-analiz Liberati ve digerleri (2009) tarafindan gelistirilen PRISMA y06nergelerine uygun olarak
yapilmustir. Bu kapsamda, iki arastirmaci birbirinden bagimsiz bir sekilde, Google Akademik, YOK
ulusal tez/tez merkezi, Gazi Universitesi Merkez Kiitiiphanesi ve Aydin Adnan Menderes Universitesi
Kiitiiphanesi veri tabanlarinda, 2011-2020 yillar1 arasinda yayinlanan, Oxford mutluluk 6l¢eginin uzun
ya da kisa formunu kullanan ¢alismalari taramustir. Belirtilen veri tabanlar1 “Oxford mutluluk” ve
“Oxford happiness” anahtar kelimeleri ile taranarak, toplam 6906 ¢alisma; baslik ve 6zetlerine gore
incelenmistir. Ardindan ¢ift kodlama yapilan ¢caligmalar ¢ikarilmis ve tam metinler incelenmistir. Daha
sonra ¢alismaya dahil etme kriterleri belirlenmistir. Belirlenen 6l¢iitler; 1) belirlenen veri tabanlarinda
yayimlanmis olmak, ii) Cronbach Alfa katsayisinin raporlanmis veya hesaplanabilir olmasi, iii)
Orneklem grubunda, 6rneklem biiyiikliigiine, dlgek formu ya da madde sayisina calismada yer verilmis
olmast, iv) 6rneklem grubunun Tiirk bireylerden olusmus olmasi ve v) ¢alisma dilinin Ingilizce ya da
Tirk¢e olmas1 seklindedir. Son asamada bu 6lgiitlere uygunluk kontrol edilerek 94 ¢alisma ve bu
caligmalarda da 104 Cronbach Alfa katsayisi oldugu tespit edilmistir. Ancak bazi ¢alismalarda madde
atildigr ya da tamaminin kullanilmadigi goézlemlenmis ve orijinal 6lgek formlarindaki 7 ve 29
maddeden farkli sayida madde sayis1 belirten ¢alismalar arastirmadan ¢ikarilmistir. Sonug olarak 27’si
tez 65’s1 makale olmak tizere toplam 92 ¢alisma meta-analize dahil olmustur. Ayrica, birden fazla
giivenirlik katsayisi igeren ¢aligmalar ayr1 ayr1 kodlandigi i¢in toplam 95 Cronbach Alfa katsayisinin
meta-analizi gergeklestirilmistir. Giivenirlik katsayilarmin dagilimimi normallestirmek i¢in meta-
analizden once Alfa katsayillarma Fisher Z doniisimii uygulanmistir. Meta-analize dahil olan
calismalar farkli alanlarda, farkli yillarda oldugu ya da farkli 6rneklemleri igerdigi igin etki
biiyiikliiklerinin calismadan ¢alismaya farkli olabilecegi diisiiniilerek heterojenlik 7% ve Q istatistiginin
bir fonksiyonu olan 12 istatistikleri ile incelenerek Rastgele etki modeli (REM) tercih edilmistir. REM
altinda ¢alismalar arasi varyansin kestiriminde ise DerSimonian-Laird yontemi kullanilmustir.

Meta-analize dahil edilme kriterlerine gére segilen galismalarin kodlanmasi1 asamasinda belirtilen
calisma Ozellikleri ele alinmustir: (i) calisma adi, (ii) yazar(lar)in adi, (iii) ¢alismanin yayinlandig yil,
(iv) ¢alismanin yaym dili, (v) ¢calisma tiirii (makale/tez), (vi) 6lgek tiirii (kisa form/uzun form) (vii)
giivenirlik katsayist (viii) giivenirlik tiirii, (ix) 6rneklem biiyiikliigii, (x) 6lcekteki madde sayisi, (xi)
calisma alan1 ve (xii) katilimci 6zellikleri. Belirtilen 6zelliklere gore calismalar iki arastirmaci
tarafindan kodlanmistir ve kodlayicilar arast uyum yiizdesi %94.80, Krippendorff Alfa katsayisi ise
.94 bulunmustur. Bu katsay1 .80’den yiiksek bulundugu icin kodlayicilar arasi giivenirligin yeterli
diizeyde oldugu sdylenebilir (Krippendorff, 2004). Yayin yanliliginin incelenmesinde huni diyagrami
asimetrisi i¢in Egger’in regresyon testi, Begg ve Mazumdar’in sira korelasyon testi ve Duval ve
Tweedie’nin kirpma ve doldurma testi kullanilmistir. Ayrica fail-safe N yonteminden de
yararlanilmustir.

Arastirma kapsaminda moderator degisken olarak dlgek tiirii (kisa form/uzun form), 6érneklem tiirii
(6grenci/dgrenci degil) ve caligma alami (sosyal bilimler, psikoloji/saglik bilimleri ve spor bilimleri)
ele alinmistir. Moderator degiskenlere gore caligmalar incelendiginde, olgek tiirli baglaminda 56
cahsma kisa formu, 36 calismanm uzun formu kullanmistir. Orneklem tiirii baglaminda ise, 50
calismanin 6grenci drneklemi igin veri topladigi, 42 calismanin ise 6grenci olmayan drneklemlerden
veri topladig1 goriilmiistiir. Son olarak ¢aligma alanlar1 incelendiginde ise sosyal bilimler alaninda 63;
spor bilimleri alaninda 11; psikoloji/saglik bilimleri kategorisinde ise 18 caligma oldugu belirlenmistir.
Belirtilen bu moderator degiskenlerin giivenirlik kestiriminin degiskenligi iizerindeki etkisi, Analog
ANOVA ile incelenmistir.
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Arastirma sonucunda heterojenlik incelendiginde, T%persimonian-Laird) = 0.08, Qutai(94) = 2639.66, p < .01
ve 12 = %96.44 oldugu goriilmiistiir. Q istatistiginin manidar olmasi ve 1>’nin %75’ten yiiksek olmas1
glivenirlik katsayilarimin biiylik oranda farklilagtigini ve heterojen dagildiklarini gostermektedir.
Yanlilig1 yorumlama amaciyla, huni diyagram i¢in Egger’in regresyon testinin (sabit = -2.94, p =.09)
ve Begg ve Mazumdar’in sira korelasyon testinin (tau =-0.06, p = .41) manidar olmadig1 bulunmustur,
bu nedenle huni diyagramimin asimetrik olmadigi sdylenebilir. Ayrica, Duval ve Tweedie kirpma ve
doldurma testine gore, gozlenen ve gercek etki biyiikliikkleri arasinda bir farklilik olmadigi
goriilmiistiir. Huni diyagraminin asimetrisine iligkin bu testler sonucunda diyagramin simetrik
bulunmasi yayin yanliligmin olmadiginin bir gostergesidir. Ek olarak fail safe N sonuglari
incelendiginde N 4975 (p <.01) olarak hesaplanmistir. Bu sonug dogrultusunda yayin yanliliginin séz
konusu olmadig: sdylenebilir. Verilerin heterojen olarak dagilmasi nedeniyle REM’e dayali olarak
yapilan giivenirlik genellemesine ve moderator degiskenlerinin giivenirlik katsayisina etkisine bu
baslikta yer verilmistir.

Arastirma sonucunda tiim ¢alismalarda yer alan Cronbach Alfa katsayilarmin genel etki blyiikligi
.81 bulunmustur. Bu katsaymin alt ve {ist limiti %95 giiven araliginda .78-.82 olarak bulunmustur.
Buna dayali olarak OMO ile elde edilen dlgiimlerin giivenirliginin Tiirk érneklemi igin genel itibariyle
yeterli diizeyde oldugu sdylenebilir. Diger yandan OMO’niin uzun ve kisa formuna iliskin sonuglar
incelendiginde, uzun forma iliskin ortalama a’nin .87 oldugu, kisa forma iligkin ortalama a’nin ise .76
oldugu goriilmiistiir. Iki 6lgek formunun ortalama «’lari arasindaki fark Analog ANOVA ile
incelendiginde farkin p < .05 diizeyinde manidar oldugu gozlemlenmistir. Bu farklilik uzun form
lehinedir, buna dayali olarak test uzunlugu arttikca giivenirlik katsayisinin arttigi séylenebilir ve
literatiirde de benzer sonuglara rastlanmustir (Henson, Kogan, & Vacha-Haase, 2001; Nilsson,
Schmidt, & Meek, 2002). Bu sonuglara dayali olarak, ortalama a’larin her iki 6lgek formunda da kabul
edilebilir diizeyde bulunmas1 nedeniyle Tiirkiye 6rnekleminde kullanilabilir oldugu diistiniilmektedir.
Ancak formlarin ortalama a’lar1 arasindaki manidar farkliliga dayali olarak kisa form yerine uzun
form kullanimi daha uygun olabilir. Bu durum 6l¢egin agikladigi varyansa, uygulama grubunun
Ozelliklerine, uygulama kosullarina vb. gore degisebilir. Uzun form ve kisa formun genel etki
bliyiikligli arasmmda manidar bir farklililk olmasi nedeniyle 6rneklem biiyiikligiiniin ve ¢alisma
alaninin etkisi iki 6l¢ek formu i¢in ayr1 ayri incelenmistir.

Moderator degiskenlerden o6rneklem tiiri OMO kisa formu icin incelendiginde, &rneklemi
ogrencilerden olusan ve 6grencilerden olusmayan ¢alismalar i¢in ortalama a degerleri sirastyla .75 ve
77°dir. Tki 6rneklem tiiriiniin ortalama a’lar1 arasindaki fark Analog ANOVA ile incelendiginde; sabit
etkiler modeline (SEM) gore manidar farklilik (p < .05) bulunmustur. Grup i¢i heterojenligin de
yiiksek oldugu kategorilerde REM’e gore ise manidar farkhilik (p < .05) olmadig1 gézlenmistir. OMO
uzun formu i¢in sonuglar incelendiginde ise, orneklemi Ogrencilerden olusan ve Ogrencilerden
olusmayan calismalar i¢in ortalama a degerleri sirasiyla .89 ve .85 bulunmus ve bu iki 6rneklem
tiriiniin ortalama «’lar1 arasindaki fark ise her iki modele gore p < .05 diizeyinde manidar
bulunmustur. OMO uzun formu igin drneklem tiirii, ortalama a’nin degiskenligini manidar olarak
etkilese de 6rneklem tiiriiniin agikladig1 varyans %11.40 olup ortalama a’nin degiskenligini diisiik bir
oranda agikladigi sdylenebilir. Bu dogrultuda 6rneklem tiiriiniin giivenirlik katsayisi kestirimi {izerinde
etkisi 6lgegin kisa ve uzun formu i¢in farklidir. Graham ve digerleri (2011), Thompson ve Cook (2002)
ve Wallace ve Weller (2002) de OMO kisa formunda oldugu gibi érneklem tiiriiniin genel giivenirlik
kestirimine bir etkisi olmadig sonucuna varmislardir. Buna karsm, OMO uzun formundaki sonuglara
benzer sekilde Caruso ve digerleri (2001), Vacha-Haase (1998) ve Yin ve Fan (2000) 6rneklem
tiirliniin genel giivenirlik kestirimini etkiledigi sonucuna varmislardir. Bu sonucglara dayali olarak,
OMO uzun formunun grenci drnekleminde daha giivenilir sonuglar verdigi gériilse de agikladig
varyans oram diigiiktiir, boylece iki 6l¢ek formunun da Tiirkiye 6rneklemi i¢in hem 6grenci hem de
ogrenci olmayan o6rneklemlerde kullanilabilir oldugu sdylenebilir.

Son olarak moderator degiskenlerden calisma alan1 OMO kisa formu icin incelendiginde, ortalama
a’mn sosyal bilimler alani igin .77, psikoloji/saglik bilimleri alani igin .74, spor bilimleri i¢in .72
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oldugu goriilmiistiir. Bu alanlara ait ortalama «’lar arasindaki fark kisa form icin Analog ANOVA ile
incelendiginde SEM’e gore manidar farklilik (p < .05) bulunsa da ¢aligma alaniin ger¢ek varyansi
aciklama orami %1 °den diisiiktiir. Rastgele etkiler modeli dikkate alindiginda p < .05 diizeyinde
manidarlik olmadig gézlemlenmistir. OMO uzun formu igin sonuglar incelendiginde ise, ortalama a,
sosyal bilimler alan igin .87, psikoloji/saglik bilimleri alam igin .89, spor bilimleri igin .86’tir. OMO
uzun formu i¢in bu alanlara ait ortalama a’lar arasindaki fark ise her iki modele gore p <.05 diizeyinde
manidar bulunmamistir. Bu dogrultuda her iki form tiirii i¢in de ortalama giivenirlik katsayilarinin
yeterli diizeyde olmasi ve alanlar arasinda manidar bir farklilik olmamasi nedeniyle OMO formlarinin
Tiirkiye drnekleminde bu alanlar i¢in uygun oldugu sdylenebilir.

Sonug olarak, ortalama a’larin tim moderator degisken kategorilerinde kabul edilebilir diizeyde
olmast nedeniyle OMO’niin uygulayicilar ve arastirmacilar acisindan kullamlabilir oldugu
belirtilebilir. Bu degiskenlere ait grup farkliliklarinin {istesinden gelebilmek icin REM ile analiz
yapilmasi 6nerilebilir. Olgek formlarindan uzun formun ortalama giivenirlik katsayisinin kisa forma
gore manidar bir sekilde yiiksek olmasi nedeniyle kisa form yerine uzun formun kullanilmasi
Olgtimlerin giivenirligi baglaminda tercih edilebilir. Ancak bu durum arastirmanin amaci, dlgeklerin
acikladigr varyans ve uygulama kosullarina bagh olarak uygulayici ve arastirmacilar agisindan
degiskenlik gosterebilir.

Bu arastirmada OMO’niin meta-analitik giivenirlik genellemesi yapilmis ve moderatdr degiskenler
Olgek tiirii, orneklem tiirii ve ¢alisma alani olarak belirlenmistir. Diger arastirmacilar farkli 6l¢ekler
icin giivenirlik genellemesi ¢alismasi yiiriitebilir ya da amaglar1 dogrultusunda farklt moderator
degiskenleri ele alabilirler. Farkli moderatdr degisken olarak ¢alisma dili, 6rneklem buytkligi,
calisma yili, ik, cinsiyet, yas, Olgekten elde edilen Olglimlerin ortalamasi ve standart sapmasi,
glivenirlik tiirii, arastirma deseni, farkli 6rneklem tiirii vb. secilebilir. Ayrica bu ¢alismada Tiirkiye
orneklemi ele alinmig olup baska arastirmacilar farkli iilkelerin 6rneklemlerini ya da diinya genelinde
yayinlanan 6l¢eklerle ilgili tiim ¢aligmalari ele alabilirler.
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Drawing a Sample with Desired Properties from Population in R
Package “drawsample”
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Abstract

The aim of this study is to develop an R package called drawsample, which will be used to draw samples with the
desired properties from a real data set. In accordance with the aim of the study, a sample with the desired properties
can be drawn by purposive sampling with determining several conditions, such as deviation from normality
(skewness and kurtosis) and sample size. Different applications of the package drawsample are illustrated using
real data from the “Science and Technology(Score_1)” and “Social Studies (Score_2)” subtests of 6th Grade Public
Boarding and Scholarship Examinations (PBSE). As the importance given to research with real data has increased
in recent years, a good approach would be to draw a sample of the population. With this package, it is expected
that researchers will draw samples as close as possible to the desired properties from the population or a large
sample. It is thought that using the drawn samples obtained from real data with package drawsample will provide
an alternative to simulation studies as well as a complement for these studies.

Key Words: R package “drawsample”, distribution, real data, simulation.

INTRODUCTION

In the field of measurement and evaluation in education and psychology, the distribution of scores has
an important role in the description of the groups. In addition to the description of groups, testing for
normality to conduct many procedures of statistical inference, which are based on the assumption of
normality, is crucial. However, as Erceg-Hurn and Mirosevich (2008) pointed out, the assumption of
normality is rarely met when analyzing real data. Therefore, in applications, non-normal distributions
are more common than normal distributions (Blanca, Arnau, Lopez-Montiel, Bono, & Bendayan, 2013;
Geary, 1947; Micceri, 1989; Olivier & Norberg, 2010; Pearson, 1932). Due to the failure of the
normality assumption, violation of normality, and distribution types have been the focus of many
researchers working on important issues such as test equating, computer adaptive testing, differential
item functioning, classification, and latent score estimation (Custer, Omar, &Pomplun, 2006; Finney &
DiStefano, 2006; Gotzmann, 2011; Kieftenbeld & Natesan, 2012; Kirisci, Hsu, & Yu, 2001; Kolen,
1985; Kogar, 2018; Seong, 1990; Uysal, 2014; Yildirim, 2015).

In the process of collecting data in a study, researchers may obtain different types of distributions. For
example, most of the time, mathematics achievement scores differ from a normal distribution (skewed
to the right) in selection exams (Ministry of National Education-MoNE, 2020; Student Selection and
Placement Center- SSCP, 2019). If a researcher plans to conduct a study to investigate relations to
antecedent and subsequent factors with mathematics scores obtained by a selection exam, and the
statistical analysis intended to be used requires normality assumption, the researcher would not make
use of the data because the results would be suspenseful. Since a sample selected from this data would
also be skewed to the right, drawing a sample from this population will not solve the problem either.
Otherwise, the scenario may be the opposite. For example, the aim of researchers may be to test the
violations of the normality assumption in a psychometric analysis, and the data they collected may show
normal distribution.
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In order to conduct studies with different distribution types, generated data are used in simulation studies
(Abdel-Fattah, 1994; Bikmaz-Bilgen & Dogan, 2017; Dolma, 2009; Kaya, Leite, & Miller, 2015; Urry,
1974; Yildirim Uysal-Sarag, & Biiylikoztiirk, 2018; Yoes, 1993). There are many software packages
used to generate data with different distribution types such as normal, uniform, and skewed distributions.
Bahry (2012), using a beta distribution, generated samples with three distribution types (extreme and

moderate skewness and a baseline condition) and seven sample sizes (from n = 100 to n = 3,000) by
using WinGen 3.1 (Han, 2007). As an alternative to WinGen 3.1, SAS software (SAS Institute, 2009)
can also be used to obtain different types of distribution. Gotzmann (2011) simulated normal and
negatively skewed population distributions of ability parameters (N = 2,000,000). In his study, the
population distributions of thetas were generated using the Normal Distribution function in SAS, and
the negatively skewed distributions were created using the RAND Beta Distribution function in SAS
(SAS Institute, 2009). Of these data, the ability parameter was determined to be appropriate for the
purpose of his study, and random samples of different sample sizes (1,500 and 3,000) were selected.
The use of beta distributions makes it easy to simulate skewed score distributions (Han & Hambleton,
2007). The components of beta distribution are parameters o and . Some researchers draw a sample
from the simulation data based on the desired properties. For this purpose, Fleishman’s (1978) power
method is suitable to draw a sample with skewed or platykurtic/flat distribution from the original data
set (Blanca, Alarcon, Arnau, Bono, & Bendayan, 2017; Kieftenbeld & Natesan, 2012; Sen, Cohen, &
Kim, 2014; Stone, 1992).

Simulation methods are flexible and can be applied to a number of problems to obtain quantitative
answers to questions that may not be possible to derive (Hallgren, 2013). Although simulation is a
powerful technique, it has some limitations, which include difficulty in generalizing the results,
organizing the results, and applying the results to real data (Wicklin, 2013). Simulation data provide a
perfect fit that cannot be reached in real data. As Hallgren (2013) pointed out, real-world datasets are
likely to be more “dirty” than the “clean” datasets that are generated in simulation studies, which are
often generated under idealistic conditions which can be referred to as a perfect fit. Sireci (1991) stated
that when real test data were not used, it was difficult to know whether the simulated data accurately
reflected the characteristics of small sample data encountered in practice, and its validity could not be
tested. Therefore, the use of real data has increased the importance of the studies conducted lately. In
addition, some prestigious journals such as Educational Measurement: Issues and Practice (EM: IP) and
the Journal of Educational and Behavioral Statistics (JEBS) have stated that simulation-based studies
are from “examples of inappropriate manuscript topics” or considered to “have low priority,” although
most of the articles in these journals so far are simulation studies (American Educational Research
Association, 2020; John Wiley & Sons Inc., 2019).

In empirical research, the process of data collection is challenging. The sample may not be representative
of the population distribution; alternately, it may not be normally distributed, or it may be unsuitable for
the desired distribution. To meet the assumption of normality in the literature, many studies in which
the data set was manipulated have been found. For example, Gelbal (1994), in accordance with the
purpose of his research, examined test scores, which included approximately two thousand fifth grade
students who took both the Turkish language test and Math test. In order to get the desired distributions,
approximately five hundred students from each test were removed. Dogan and Tezbasaran (2003), in
their study, selected participants with the required attributes to ensure the desired distribution. The
researchers stated that random and purposive sampling techniques were used in the selection of the
samples. For the purpose of their study, the students were drawn from a population consisting of students
who had taken the Secondary Education Institutions Student Selection and Placement Examination in
2001. The samples were drawn randomly, right-skewed, left-skewed, flattened, and normal distribution,
ranging in sample size from 2,353 to 29,244. In their study, in skewed samples, absolute values of
skewness (+1.00) and kurtosis (1.37) were kept equal among samples to increase the accuracy for
comparisons. Similar to the study of Dogan and Tezbasaran (2003), Sahin ve Yildirim (2018), obtaining
the ability parameters, both right-skewed and left-skewed ability distributions were chosen from the real
data. The real data were obtained from mathematics subtests of the Placement Test (SBS) applied in
2012. The selection of the right-skewed distributions was made randomly because it was originally a
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right-skewed data set (skewness value=1.05). For the left-skewed data sets, the intended sample
distribution was achieved through purposive sampling, and the groups whose skewness value is
approximately -1.00 were chosen for all samples.

In addition to the above, in the literature, many researchers have chosen to draw samples from the real
data set (population) in accordance with the purpose of their studies (Courville, 2004; Dogan & Kilig,
2018; Fan, 1998; Nartgiin, 2002; Reyhanlioglu Kegeoglu, 2018). In the process of sampling from the
population, it is important for future studies to have a function that makes the sample selection easier
and brings it closer to the desired properties. In fact, it is suggested that the study of different abilities
with non-normal distributions or samples with different levels of ability is the result of some research
in the literature (Celikten & Cakan, 2019). When the studies are examined, it was concluded that there
is a need for a tool to enable researchers to draw samples with the desired properties from a large data
set.

Purpose of the Study

In this study, the package drawsample, which aims to draw a sample based on the information of total
score or ability parameter in accordance with the desired sample size and deviation from normality
(skewness and kurtosis), was developed.With this package, it is expected that researchers will draw
samples as close as possible to the desired properties from the population or a large sample, and it is
thought that it will pave the way for the studies to be conducted on different topics based on the
distribution in the literature. With this function, it is possible for researchers to draw samples with
desired properties from large data in order to conduct statistical analysis under different conditions.

Fleishman’s Power Method

In this section, Fleishman's (1978) power method, which is used to select the desired measures of
deviation from normality (skewness and kurtosis), is explained briefly. Fleishman (1978) used a cubic
transformation of a standard normal variable to create a distribution with pre-specified moments.
Fleishman’s (1978) power method, Y = a + bz + cz? + dz3, was used to generate a non-normal
distribution, where Y is a non-normal deviate with specified skewness and kurtosis. The value of z is a
standard normal deviate, and a, b, ¢, and d are constants for transforming the standard normal variable
to a variable with known skewness and kurtosis. (Kirisci, 2001). These constants for the normal
distribution are 0.0, 1.0, 0.0, and 0.0 (a = c¢) respectively.

Fleishman (1978) tabulated these coefficient values for the selected skewness and kurtosis values.
Writing the function in R, the values in this table were used to get the non-normal distributions. The
values in this table can also be accessed using the find_constants() function in the “SimMultiCorrData”
(Fialkowski, 2018) package in R. The find_constants() function is a function that calculates Fleishman's
third or Headrick's (2002) fifth-order constants, converting a standard normal random variable into a
continuous variable with a certain skewness and standardized kurtosis value. When the skewness value
of the function is 0 and the standardized kurtosis value is 0, the usage example is given in Table 1.

Table 1. R Code to Find Fleishman's Third Order Constants
library(SimMultiCorrData)
find_constants(method = c("Fleishman"), skews = @, skurts = @)
## $constants
## cO cl c2 c3
# 0 1 o0 0o
#H
## $valid
## [1] "TRUE"
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Since the use of the function used in the example given in Table 1 extends the operation process, an R
object named “constants_table” was created with the values obtained using this function.

Skewness and Kurtosis Statistics

The first four moments of the distribution are mean, variance, skewness, and kurtosis, respectively,
which are the most important characteristic of frequency distributions (D'agostino, Belanger, &
D'Agostino, 1990).

The following equations are for the third and fourth moments, skewness and kurtosis statistics, in
Equation 1 and 2. These equations are used routinely; for example, SAS and SPSS give skewness and
kurtosis statistics using them in their descriptive statistics output (D'agostino, Belanger, & D'Agostino
1990).

ny(X - X)>*

skewness = = D= 2)5° (D

nn+1)XX-X)* 3(n—1)2
m—1Dn-2)(n—-3)s* (n—-2)(n-3)
There are many R packages to calculate the skewness and kurtosis values. In this study, the describe()
function in the psych package was used to calculate skewness and kurtosis values. Table 2 shows the

example of calculating descriptive statistics of the vectors of “normal dis” and “skew_dis” generated
by rnorm() and rbeta() functions, respectively.

kurtosis =

(2)

Table 2. R Code to Calculate Descriptive Statistics of a Vector
library(psych)
set.seed(41)
normal_dis <- rnorm(1000)
describe(normal_dis)
#it vars n mean sd median trimmed mad min max range skew kurtosis se
#H# X1 1 1000 0 1 0.03 0.01 1.01 -3.26 3.33 6.58 -0.01 -0.03 0.03
skew_dis <- rbeta(1000,2,5)
describe(skew_dis)
#it vars n mean sd median trimmed mad min max range skew kurtosis se
## X1 1 1000 0.28 0.16 0.26 0.27 0.17 0 0.83 0.83 0.56 -0.19 ©

As shown in Table 2, the describe() function has 13 different outputs. From the output of this function,
the skewness and kurtosis values can be extracted, as shown in Table 3.

Table 3. R Code to Extract Skewness and Kurtosis Values

describe(normal_dis)$skew

## [1] -0.006120114
describe(normal_dis)$kurtosis
## [1] -0.03008443

Drawing Samples

The most commonly used function for selecting samples in R is the sample() function in the base
package. This function takes a sample of the specified size from a determined vector using either with
or without replacement

In this study, sample_n() function which is a function of dplyr package (Wickham, Fran¢ois, Henry, &
Miiller; 2019) is used to select samples. The sample_n() function has similar arguments with the
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sample() function in the base package. The sample() function works with vectors, while the sample_n()
function works with data sets. The sample_n() function has the “weight” argument instead of the “prob”
argument in the sample() function. The value of the “weight” argument can be any column in the data
set or data frame. In order to demonstrate the use of the sample_n() function, “examplel” data set
consisting of four variables with 100 observations was created. The variables in the data set “examplel”
are “id,” “gender,” “math_score” and “science score.” In order to create a new data frame with students
who have higher science scores, the “weight” argument was used with the value of this variable
(science_score). Table 4 shows the example of using sample_n() function.

Table 4. An Example of Using sample_n() Function
library(dplyr)
set.seed(41)
examplel <- data.frame( id=paste("id",101:200,sep=""),
gender = sample(c("F","M"),replace=TRUE,100),
math_score = sample(0:100,100,replace=TRUE),
science_score =sample(0:100,100,replace=TRUE))

summary (examplel)
#it id gender math_score science_score
## Length:100 Length:100 Min. : 1.0 Min. : 0.00

## Class :character Class :character 1st Qu.:27.75 1st Qu.:26.75
## Mode :character Mode :character Median :50.50 Median :57.00

#it Mean :49.87 Mean :52.88
i 3rd Qu.:71.25 3rd Qu.:76.00
#it Max. :99.00  Max. :98.00
example2 <- sample_n(examplel, 10, weight = science_score)

summary (example2)

#it id gender math_score science_score
## Length:10 Length:10 Min. :15.80  Min. :32.00

## Class :character Class :character 1st Qu.:22.75 1st Qu.:43.00
## Mode :character Mode :character Median :52.50 Median :72.00

Hit Mean :51.40 Mean :63.30
Hit 3rd Qu.:76.75 3rd Qu.:79.75
Hit Max. :91.00  Max. :89.00

In Table 4, “examplel” data set was created, and summary information about the data set was printed.
While creating the “example2” data set, the students were weighted according to the “science score”
variable, and the sampling was selected. When the summary information about “example2” data set is
examined, it is seen that the minimum, quartiles, median, and median values of “science score” are
higher than “examplel”.

In the drawsample package, the draw_sample() function has been improved to get a sample with the
desired distribution properties and sample size in accordance with skewness and kurtosis. The code
belonging to this function is explained below.

R CODE FOR draw_sample() FUNCTION

draw_sample() function with 6 arguments was written to draw a sample with the desired properties. The
arguments of the function are given in Table 5.
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Table 5. The arguments of draw_sample() function

Argument Value

dist data frame: consists of id and scores with no missing
n numeric: desired sample size

skew numeric: the skewness value

kurts numeric: the kurtosis value

replacement  logical: sample with or without replacement? (default is FALSE).
output_name character: a vector of two components. The first component is the name of the output file, user can change
the second component.

When determining “skew” and “kurts” from the arguments in Table 5, the Fleishman Power Method
Weights table must be consulted. Fleishman coefficients corresponding to some combinations, such as
skewness value 1 and kurtosis value 0, are absent. The minimum and maximum values of the kurtosis
coefficient corresponding to a determined skewness coefficient are presented in this table created by
using the Flesihman’s (1978) Power Method Weights Table. For example, if the skewness coefficient is
selected as 2, the kurtosis coefficient must be entered between 5 and 20. In other words, the minimum
and maximum value of kurtosis values corresponding to each skewness coefficient that can be used are
presented in Table 6.

Table 6. Minimum and Maximum Kurtosis Coefficient Corresponding to the Skewness Coefficient

Skewness Kurtosis (min) Kurtosis (max) Skewness Kurtosis (min) Kurtosis (max)
0 -1.2 20 1.9 4.4 20
0.1 -1.2 20 2 5 20
0.2 -1.1 20 2.1 5.6 20
0.3 -1.1 20 2.2 6.3 20
0.4 -0.9 20 2.3 7.1 20
0.5 -0.8 20 2.4 7.8 20
0.6 -0.6 20 2.5 8.6 20
0.7 -0.4 20 2.6 9.5 20
0.8 -0.2 20 2.7 10.4 20
0.9 0.1 20 2.8 11.4 20
1 0.4 20 2.9 12.4 20
1.1 0.7 20 3 13.4 20
1.2 1 20 3.1 14.4 20
1.3 1.4 20 3.2 15.5 20
1.4 1.8 20 3.3 16.5 20
1.5 2.3 20 3.4 17.6 20
1.6 2.7 20 3.5 18.8 20
1.7 3.2 20 3.6 19.9 20
1.8 3.8 20

R commands for draw_sample() function are given in Table 7. In this function, the value of the “dist”
argument must be a data frame that has two columns. Note that the data includes student IDs in the first
column and student total test scores or abilities (thetas) in the second column. For that purpose, with the
command of names(dist), the columns of the imported object columns in the R environment are named
“1d” and “x” (Table 6, Line 8). Then, the x is extracted as the variable x" in Line 10, so "x" becomes a
vector that can provide convenience. If "n" from the arguments of the function, the desired sample size,
is larger than the length of the data, it gives the following error: “Cannot take a sample larger than the
length of the data”. For example, although the sample size of the imported data is 1,000 and users desire
to take sample size 2,000, the function gives the error and stops running (Lines 13 to 16).

The values in Fleishman's (1978) table are used to get a sample with the desired distribution properties.
These values are found in the object called "constants table" in the package. SimMultiCorrData
(Fialkowski, 2018) package was used in the preparation of the table including these constants. In this
object, there are b, ¢, and d constants belonging to a set of 5,292 lines consisting of kurtosis values
corresponding to each skewness value and consisting of skewness values increasing by 0.1 units from 0
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to 3.6. This table includes only 0 and positive skewness values and corresponding kurtosis and constants.
Between lines 18-22, if the user enters the skew as a negative value, "Skew" and "c" columns of the
table by multiplying -1 will be rearranged with if statement. If the skewness value given by the user is
not included in the table or if the kurtosis value corresponding to that value is not found in the table even
if the skewness value is found in the table, the function stops working with an error "No valid power
method constants could be found for the specified values. Change the values™ (Line 25 to 32). It is
suggested to use Fleishman's (1978) table when making choices with regard to skewness and kurtosis
values. Within the repeat loop, the reference distribution with the skewness and kurtosis values entered
by the user between Line 38 and Line 53 is formed. According to the minimum and maximum values
of the distribution formed in this loop and then included in the user's data set (Line 65), the rescaled
"reference_v4" distribution forms the basis for the function's work. Before the repeat loop, an empty
vector was created to form a distribution with the skewness and kurtosis values entered by the user.
Firstly, an object with a normal distribution called "reference™ with a mean of 0 and a standard deviation
of 1 is formed in the loop (Line 41). Within the repeat loop, the "reference_v2" abject is formed by
multiplying the "reference™ object by the b, c, and d coefficients in the table, respectively. When the
skewness and kurtosis values of the "reference_v2" object are equal to the skewness and kurtosis values
entered by the user, the loop is stopped, and the "reference_v2" object is assigned to "reference_v3"
(line 50). If the calculated values are not equal to the values defined by the user, the "reference_v3"
object is left empty, and the loop is repeated. With the draw_sample() function, it is aimed to form a
similar distribution from the values in the user's data set based upon the "reference_v4" object formed
in accordance with the values entered by the user. On lines 67-69, the outputs of the hist (reference_v4)
function are used for this purpose. The starting and ending points of each bar of the histogram are
assigned to "x_break™ objects, the number of bars in the histogram to "n_break" objects, and the number
of elements in each bar to "x_counts" objects.

The vector "X" is categorized by "x_break™ and identified as "x_v1". The categorized object is added as
a new column to the user's data set. The information about how many individuals are in each category
is assigned to the "x_n" object. The specified operations are defined between 71-73. The information on
how many individuals there are in each category is crucial in terms of determining whether the function
will select the sample of the user's desired properties without resampling. When the number of
individuals in each category in the data set is higher than in each category of the reference distribution,
the function can be performed without resampling, with the default value of the ‘“replacement”
argument. This situation is checked between lines 73 and 79. If the number of the individuals in at least
one category in the data set is less than the number of the individuals in the relevant category of the
reference distribution, the function gives an error: “Cannot take a sample form that data without
replacement. Please change replacement = TRUE.” In this situation, the function can be used by
changing the value of the “replacement” argument. The codes working up to line 83 have been written
in order to prepare for drawing sample. The drawing sample process is carried out through the for loop
between 89-105. For data manipulation in the loop, filter() and sample_n() functions in the package of
dplyr (Wickham, Frangois, Henry, & Miiller; 2019) are used. The scores belonging to the individuals to
be formed in the for loop were created in the "new_sample" and the empty matrices named "ID_list" for
the identity information of the individuals on lines 83 and line 84. In both matrices formed, the number
of lines was determined as the number of categories (“n_break”) and the number of columns as the
maximum number of individuals in these categories.
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Table 7. R Commands for draw_sample() Function

draw_sample <- function(dist,n,skew, kurts,
replacement =FALSE,
output name = c("sample","default")) {

# re e the data

skew <- round (skew, 1)
kurts <- round (kurts, 1)
names (dist) <- c("id","x")
# extract x c n

x <- dist$x

N <- length (x)
if (n >= length (x)) {

stop ("Cannot take a sample larger than the length of the data")
}

arrange table for negative skewness
if (skew<0) {
constants_table$c <- -l*constants_tableSc
constants_table$Skew <- -l*constants table$Skew

}

A1)

if (skew %in% constants_ table$Skew == FALSE) {
stop ("No valid power method constants could be found for
the specified values. Change the values")
}else if (skew %in% constants_tableSSkew == TRUE &
kurts %$in% constants table[constants table$Skew==skew,]$Kurtosis == FALSE) {
stop ("No valid powe; method constants could be found for
the specified values.Change the wvalues")

}

reference v3 <- NULL

s power

# skewness and standardized
repeat {
for( i in 1:dim(constants_table) [1]) {
# random generation for the normal distribution
reference <- stats::rnorm(n,0,1)
constants <- constants_table[i,3:5]
b <- constants$b
c <- constants$c
d <- constantss$d
reference v2 <- -c + b*reference + c*(reference”2) + d*(reference”3)
skew _value <- round(psych::describe (reference v2)Sskew, 1)
kurt value <- round (psych::describe (reference v2)Skurtosis, 1)
if (skew_value == skew & kurt value == kurts) {
reference v3 <- reference v2
break
}

}
if (is.null (reference v3) == FALSE)

break

# Rescale the reference vector to have specified min
scale ref <- function(x, from, to) {

X <- x - min(x)

X <- x / max(x)

x <= x * (to - from)

x + from

}

reference v4 <- scale_ref (reference_v3, from=min(x),to=max(x))

x_counts <- graphics::hist(reference v4)Scounts

n_break <- length (graphics::hist (reference v4)Sbreaks) -1
x_break <- graphics::hist(reference v4)Sbreaks
x vl <- as.numeric (cut(x,x break,include.lowest = TRUE))

dist2 <- data.frame(dist,x vl)
x n <- unname (table(x vl))
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control <- sum(x n>= x counts)
if (control!=length(x counts)) {
if (replacement==FALSE) {

stop ("Cannot take a sample form that data without replacement.

Please change replacement=TRUE")

}

new sample <- matrix(NA, nrow = n break, ncol = max(x counts))
ID list <- matrix(NA, nrow = n break, ncol = max(x counts))

new sample 2 <- list()
ID list 2 <- list()

for (i in 1:n break) {
new_count <- 0

j <=0
while (new count < x counts[i]) {
J <=3 + 1

IDx <- dplyr::filter(dist2,x vl==i)

IDx <- dplyr::sample_n (IDx, 1)

if (replacement==FALSE) {

dist2 <- dplyr::filter(dist2,id!=IDxS$id)

} else{ dist2 <- dist2}

new_count <- new_count + 1

new_sample[i,j] <- IDxSx

ID list[i,3]<- IDx$id
}
new_sample 2[[i]] <- stats::na.omit(new_sample[i,])
ID list 2[[i]] <- stats::na.omit(ID list[i,])

}

new_sample 3 <- unlist(new_sample 2)
ID list 3 <- unlist(ID list 2)

S1 <- data.frame (id=ID list 3,x=new_sample_ 3)

# Sa the ou t
if (output name[2] == "default") {
wd <- paste(getwd(), "/", sep = "")

}else {wd <- output name[2]}
fileName <- paste( output name[l], wd,".dat", sep = "")
utils::capture.output (data.frame(S1), file = fileName)

4

# Org

anize the ou 1t

dist3 <- dplyr::select(dist2,id, x)

dist3 <- dplyr::mutate(dist3, type="population")
S2 <- dplyr::mutate (S1, type="sample")

result <- rbind(dist3,S2)

the graph
lattice::histogram(~x|type,data=result,xlab="Score",
nint = n _break,

scales = list(x = list(tick.number = 5,relation

lattice::trellis.device (device="png",

filename=paste ( output name[1l], wd,".png", sep = ""))

print (graph)
grDevices::dev.off ()

desc <- rbind(psych: :describe (x),

psych: :describe (reference vi4),

psych: :describe (S15$x)) [,c(2:4,8:9,11:12)]
rownames (desc) <- c("population","reference","sample™)

# output with three components
output <- list(desc =desc ,

sample = tibble::as_tibble (data.frame(S1)),

graph = lattice::trellis.last.object ()
)

return (output)
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With the while loop in the for loop that repeats as many as the number of categories, the number of
individuals required to be included in each category of the reference vector divided into categories
continues until the required number of people is reached by selecting one by one from the relevant
category of the data set with the sample_n() function. The code in the while loop works in two different
ways depending on the value of the “replacement” argument. If the value of the argument is FALSE,
the person selected for sampling once is not included in the resampling and is removed from the data
(line 96 to 98); if the value of the argument is TRUE, this part of the code will not work. Each line of
the "new_sample” and "ID_list" objects formed within the while loop contains the "NA" value (max
(x_counts) - x_counts [i] values), except for the amount of data that should be in each category. In the
for loop, the missing data of the objects in the matrices formed in the while loop are removed and
assigned to the empty list objects formed in 86-87 lines. After the loops were completed, lists containing
information about each individual were selected for the sampling, and that person was assigned to the
vector objects (Lines 107-108). After that, these vectors are combined in the S1 data set to form the
desired sample.

Between lines 141 and 144, the output of the function is formed. The output, which is a three-component
list, consists of descriptive statistics of the data and sample, the sample formed and the histogram graphs
of the data, and the distribution of the sample. Descriptive statistics, which are the first component of
the list, were formed between lines 136-139 by using the describe() function in the psych package
(Revelle, 2018), the graph, which is the third component, was formed by using the histogram() function
in the "lattice” package (Sarkar, 2008) between 120-134 lines. The desc component consisting of
descriptive statistics information is a matrix. This matrix includes the mean, standard deviation,
skewness, and kurtosis of the population, sample and the reference distribution. The second component
is called sample, and it is from the tibble package (Wickham, Francois, and Miiller; 2016). It is situated
between 112-117 lines required to extract this data. It includes ids and x scores which are sampled. The
third component is called “graph,” and it includes two histogram graphs one is for “population”
(imported data), and one is for the "sample" (extracted data). The third component of the output is also
extracted.

EXAMPLES WITH REAL DATA

In the examples, related functions and outputs are presented based on the “Science and Technology”
and “Social Studies” subtests data of the 6th Grade Public Boarding and Scholarship Examinations
(PBSE) in 2013. At the secondary school level, the PBSE test consists of 100 multiple-choice test items,
which include 25 items in each subtest (Turkish, Mathematics, Science and Technology, and Social
Studies). It was administered in two booklet types, A and B (MoNE, 2013).

In 2013, 242,598 students participated in PBSE at the 6th-grade level, and 121,523 (50.09%) received
booklet A. Of the students, 133,866 (55.18%) were female and 108,732 (44.82%) were male students.
Within the scope of the study, randomly selected 5,000 students taking booklet A were considered as
the “population.” Of this group, 2,745 (54.90%) are female students. The data were obtained by the
Directorate General for Measurement, Assessment and Examination Services of the Ministry of National
Education in accordance with written permission. The total score distributions for each test were
examined. Then, two datasets were used for the demonstration. The Science and Technology subtest
was chosen as an example of left-skewed distribution. The Social Studies subtest was used as an example
of platykurtic distribution. In each example, a sample of 500 students was drawn from the population
for the related subtests. That the samples have the desired properties in terms of distribution type was
taken into consideration. The functions and outputs for this process were given in Tables 8-14 and
Figures 1-3.

In the first two examples, particular importance has been given to draw samples with a normal
distribution and both negatively skewed and leptokurtic distribution from the data of the science and
technology subtest, respectively. The command for the first example is shown in Table 8.
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Table 8. Draw the Sample with a Normal Distribution of 500 Students from the Total Score Distribution

of Science and Technology
install.packages("drawsample")
library(drawsample)
data(example_data)
Scorel_normal <- drawsample::draw_sample(dist= example_data [,c(1,2)],
n=500, skew = 0, kurts = @,output_name = c("sample"”,"1"))

First, the package drawsample is installed and then loaded. After then the object "example_data™ which
is automatically provided by the package is loaded. It has three columns including the total scores of
the PBSE subtests of 5,000 students and I1Ds. The first column contains IDs (1: 5000), the second column
contains the total scores of “Score_1 (Science and Tecnology subtest) ”, and the third column contains
“Score_2 (Social Studies subtest)” respectively.

In the function draw_sample() given in Table 8, the value of the “dist” argument contains the first and
the second columns of “example data [,c(1,2)]”. In the output produced by the function in this model,
the I1Ds and total scores of 500 students are recorded in the working directory of “Samplel.dat” extracted
by “Samplel.png”, which includes histogram graphs of the "population” of 5,000 students and the of
500 students with a distribution close to normal distribution. Table 9 shows the descriptive statistics of
the distribution of 500 students drawn from the total score distribution of Science and Technology and
the output of some of the students in the sample extracted.

Table 9. Outputs of the Distribution of 500 Students Drawn from the Total Score Distribution of Science

and Technology
> Scorel_normal

$desc
n mean sd min max skew kurtosis
population 5000 14.61 4.90 0 25 -0.40 -0.35
reference 500 13.21 4.58 0 25 0.04 -0.03
sample 500 13.73 4.59 0 25 0.01 -0.13
$sample
# A tibble: 500 x 2
id X
<dbl> <dbl>
1 416 2
2 456 2
3 3169 0
4 4918 2
5 4411 3
6 4847 4
7 4752 3
8 1159 3
9 4018 4
10 2963 4
# ... with 490 more rows

$graph

When the descriptive statistics in Table 9 were examined, the distribution of the total score of the Science
and Technology subtest of 5,000 students was left-skewed, and the drawn sample was very close to the
normal distribution. Figure 1 shows the “Samplel.png” which includes histogram graphs.
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population sample

Percent of Total

Figure 1. Histograms for the “population” and the “sample” Desired to Have Normal Distribution
(Samplel.png)

As seen in Figure 1, the drawn sample distribution given according to the total scores of Science and
Technology subtest was very close to the normal distribution. The command for this second example
is shown in Table 10. In the second example, different from example 1, the value of skew and kurts
are changed to -1 and 2, respectively.

Table 10. A sampling of 500 Students with Left Skewed and Leptokurtic Distribution from the Total
Score Distribution of Science and Technology

Scorel_nskew_lepto<- draw_sample(dist= example_data [,c(1,2)], n=500,skew = -1, kurts =
5,
output_name = c("sample","2"))

Table 11 shows the descriptive statistics of the distribution of 500 students from the total score
distribution of Science and Technology and the output of some of the students in the sample drawn.
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Table 11. Outputs of the Distribution of 500 Students Drawn From the Total Score Distribution of
Science and Technology.
Scorel_nskew_lepto

## $desc

#H# n mean sd min max skew kurtosis
## population 5000 14.61 4.906 © 25 -0.40 -0.35
## reference 500 15.71 2.40 0 25 -0.95 5.03
## sample 500 16.24 2.43 2 25 -0.75 3.48
##

## $sample

## # A tibble: 500 x 2

## id X

## <dbl> <dbl>

## 1 1124 2

#t 2 768 8

#H# 3 82 8

## 4 2748 7

## 5 3196 10

## 6 3049 9

## 7 3456 10

## 8 3319 10

## 9 3942 9

## 10 2558 10

### # ... with 490 more rows

##

## $graph

When Table 11 is examined, although the skewness of “sample 2” is almost the same as the skewness
of the “reference”, the “sample 2” is flattened than the “reference”. Figure 2 shows “Sample2.png”
which includes histogram graphs for this model.

population sample
40 I =

30 ~

20 ~

Percent of Total

10 ~

0 &5 10 15 20 25 0 &5 10 15 20 25
Score

Figure 2. Histograms for the “Population” and the “Sample” Desired with Left Skewed and Leptokurtic
Distribution (Sample2.Png)

The next two examples for real data were to draw sample with right-skewed and leptokurtic distribution
(skewness value is =1.5 and kurtosis value=3) drawn from the distribution given according to the total
scores of Social Sciences subtest. The command required for this situation is presented in Table 12.
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Table 12. A sampling of 500 Students with Right Skewed and Leptokurtic Distribution Drawn from the

Sum Score Distribution of Social Sciences
Score2_pskew_lepto<- draw_sample(dist= example_data [,c(1,3)], n=500,skew = 1.5, kurts =
3, output_name = c("sample","3"))

When the code in Table 12 is set to work, since the function cannot draw the data with the desired
properties from the provided data without resampling, it gives an error and suggests allowing
resampling. The argument “replacement,” which is FALSE by default, has been replaced to meet the
distribution conditions set out in Table 13.

Table 13. Sampling with Replacement of 500 Students with Right Skewed and Leptokurtic Distribution
Drawn from the Sum Score Distribution of Social Sciences
Score2_pskew_lepto<- drawsample::draw_sample(dist= example_data [,c(1,3)], n=500,skew =
1.5, kurts = 3,replacement = TRUE,
output_name = c("sample","3"))

Resampling is allowed when “TRUE” is entered in the “replacement” argument. In other words, an
individual selected from "population” to "sample" is allowed to be repeatedly selected to provide the
desired distribution.

Table 14 shows the descriptive statistics of the distribution of 500 students drawn from the total score
distribution of Social Sciences and the output of some of the students in the sample extracted. In this
case, the dist data frame contains the columns “ID” and “Score_2”, which are used for defining the
student identity and total score of the Social Studies subtest.

Table 14. Outputs of the Distribution of 500 Students Drawn from the Total Score Distribution of Social
Sciences
> Score2_pskew_lepto

$desc
n mean sd min max skew kurtosis
population 5000 12.78 5.22 © 25 -0.17 -0.88
reference 500 6.79 3.72 0 25 1.49 2.96
sample 500 7.32 3.78 © 25 1.39 2.75
$sample
# A tibble: 500 x 2
id X
<dbl> <dbl>
1 3756 1
2 390 1
3 1483 1
4 2855 2
5 4792 1
6 3660 2
7 3937 1
8 4280 2
9 930 (%]
10 4324 2
# . with 490 more rows

$graph

When the descriptive statistics in Table 14 were examined, the total score distribution of the Social
Sciences subtest of 5,000 students (population) is slightly left-skewed; the desired sample is right-
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skewed. On the other hand, the “population” s distribution shape is flatty, but the “sample” distribution
shape is leptokurtic. Figure 3 shows the “Sample3.png” which includes histogram graphs.

population sample

Percent of Total

i e |

0 5 10 15 20 25 0 5 10 15 20 25

Score

Figure 3. Histograms for the “population” and the “sample” Desired to have Skewed Distribution with
Replacement (Sample3.png)

Evaluating the Function’s Stability

Measures of kurtosis and skewness are used to determine if indicators met normality assumptions (Kline,
2005). The extent to which a frequency distribution diverges from symmetry is described as skewness.
Kurtosis is a measure of how flat the top of a symmetric distribution is when compared to a normal
distribution of the same variance. A perfect symmetrical distribution will have a skewness of 0 and a
kurtosis of -3 (‘excess’ kurtosis of 0). The original kurtosis value is sometimes called kurtosis (proper),
and West, Finch, & Curran (1995) proposed a reference of substantial departure from normality as an
absolute kurtosis (proper) value > 7. Most statistical packages such as SPSS provide ‘excess’ kurtosis
obtained by subtracting 3 from the kurtosis (proper). In this study, ‘excess’ kurtosis is used for practical
reasons. Distributions that are more flat-topped than normal distributions are called platykurtic, and their
kurtosis values are less than 3. Distributions that are less flat-topped than normal distributions are called
leptokurtic, and their kurtosis values are more than 3 (Flott, 1995; Wuensch, 2005).

There is no consensus about the skewness and kurtosis values which indicate normality in the
literature. It is widely accepted that absolute skew and kurtosis values up to one provide normality.
(Biiyiikoztiirk, Cokluk, & Kokli, 2014; Huck, 2012; Ramos et al., 2018). Furthermore, there are some
suggestions that much larger values of skewness and kurtosis indicate normality (Brown, 2006; Kim,
2013; West et al., 1995). Furthermore, Kkurtosis is generally interesting only when dealing with
approximately symmetrical distributions. Skewed distributions are always leptokurtic. Besides, kurtosis
can be thought of as a measurement which adjusts to remove the effect of skewness (Blest, 2003).
Moreover, social science researchers are concerned with the deviation of the distribution from symmetry
rather than its flatness. In addition, high kurtosis should be considered for the researcher to look for
outliers in one or both tails of the distribution (Wuensch, 2005). For this reason, although the possible
skewness and kurtosis values can be selected in the draw_sample() function, the data provided by the
function provides very close results in the skewness values, but not in the kurtosis values. We
recommend that users should choose kurtosis values closest to 0 for normal distributions and higher than
3 for leptokurtic distributions, and lower than 3 for platykurtic distributions. If the aim of the researcher
is to obtain data with outliers, the value of kurtosis can be increased up to 20 according to the number
of outliers.

In order to determine how close the drawn sample to the reference distribution, a function called
draw_sampleRMSE() is written. This function can take samples from the data with different set.seed
values as much as the specified number of replications. The functions’ output is the skewness and
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kurtossis values for each replication of draw_sample() function. R commands for draw_sampleRMSE()
function are given in Table 15.

Table 15. R Commands for draw_sampleRMSE() Function
## A function for running the draw_sample() function
draw_sampleRMSE <- function(df,rep=rep,n=n, skew=skew,kurts=kurts){
skew.rep <- c();kurts.rep <-c()
i=1
while(i < (rep+1)) {
skip_to_next <- FALSE
tryCatch({
set.seed(sample(1:10000,1))
result <- drawsample::draw_sample(dist =df, n = n,
skew = skew,kurts = kurts, output_name = c("samp

le",paste(i)))$desc },
error = function(e) { skip_to_next <<- TRUE})
if(skip_to_next) { next }
if(is.na(result[3,6])==FALSE){
skew.rep[i] <- result[3,6]
kurts.rep[i] <- result[3,7]
i= i +1
}else{i=i}

return(data.frame(skew.rep,kurts.rep))

}

To illustrate the stability of draw_samples(), two simulated datasets are used. First, negatively skewed
and platykurtic data was generated with a sample size of 10000 by using rbeta() function, called
“datfra”.

Then, 100 different samples were drawn from “datfra” with a different set.seed values with
draw_sampleRMSE() function. After calculating the skewness and kurtosis values for each sample, the
RMSE values and descriptive statistics were presented in Table 16 for skewness values, and only
descriptive statistics were presented for kurtosis
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Table 16. Drawing Samples from Negatively Skewed and Platykurtic Distribution

# Drawing samples from negatively skewed and platykurtic distribution
datfra <- data.frame(id=1:10000, x = rbeta(10000,1,0.2))

# a. draw normal distribution with skew=0 & Rurts=0

sim_1 <- draw_sampleRMSE(df=datfra,rep=100,n=300, skew=0,kurts=0)
attach(sim_1)

skew=0
psych::describe(sim_1$skew.rep, skew=FALSE)
#it vars n mean sd min max range se

## X1 1 100 0.04 0.07 -0.09 0.19 0.29 0.01
psych::describe(sim_1$kurts.rep, skew=FALSE)

#it vars n mean sd min max range se

## X1 1100 -0.12 0.17 -0.56 0.16 ©0.71 0.02

# RMSE for skewness # sqrt(sum((skew.rep- skew)”2)/rep)
Metrics::rmse(skew, sim_1$skew.rep)

## [1] 0.07759446

# b. draw positively skewed and Leptokurtic skew=1 & kurts=5
sim_2 <- draw_sampleRMSE(df=datfra,rep=100,n=300, skew=1,kurts=5)

skew=1
psych::describe(sim_2$%$skew.rep, skew=FALSE)
#it vars n mean sd min max range se

## X1 1 100 0.87 0.12 0.6 1.19 0.59 0.01
psych::describe(sim_2$kurts.rep,skew=FALSE)

#it vars n mean sd min max range se

## X1 1 100 3.63 0.48 2.03 4.8 2.77 0.05

# RMSE for skewness # sqrt(sum((skew.rep- skew)”2)/rep)
Metrics::rmse(skew, sim_2$skew.rep)

## [1] 0.1719165

# c. draw negatively skewed and platykurtic skew=-0.5 & kurts=1.5
sim_3 <- draw_sampleRMSE(df=datfra,rep=100,n=300, skew=-0.5,kurts=1.5)
skew=-0.5

psych::describe(sim_3$%$skew.rep, skew=FALSE)

#it vars n mean sd min max range se

#H# X1 1 100 -0.38 0.09 -0.56 -0.19 0.37 0.01
psych::describe(sim_3$kurts.rep,skew=FALSE)

#it vars n mean sd min max range se

#H# X1 1 100 0.99 0.3 0.25 1.66 1.41 0.03

# RMSE for skewness # sqrt(sum((skew.rep- skew)”2)/rep)
Metrics::rmse(skew, sim_3$skew.rep)

## [1] ©.1525628

In the first example in Table 16, normal distributions are drawn from the negatively skewed and
leptokurtic distribution. It is seen that the mean of skewness and kurtosis values of the distributions
produced in this example are quite close to the determined value, 0. The skewness values vary between
-0.09 and 0.19, and kurtosis varies between -0.56 and 0.16. RMSE calculated for the skewness value
was determined as 0.078.

In the second example in Table 16, positively skewed and leptokurtic distributions are drawn from the
negatively skewed and leptokurtic distribution. It is seen that the mean skewness value of the
distributions produced in this example is quite close to the determined value, 1. However, the mean
kurtosis value of the distributions produced in this example is larger than 3, as expected for leptokurtic
distributions. The skewness values vary between 0.6 and 1.19, and RMSE calculated for the skewness
value was determined as 0.172.

In the third example in Table 16, negatively skewed and platykurtic distributions are drawn from the
negatively skewed and leptokurtic distribution. It is seen that the mean skewness value of the
distributions produced in this example is quite close to the determined value, -0.5. However, the mean
kurtosis value of the distributions produced in this example is smaller than 3, as expected for platykurtic
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distributions. The skewness values vary between -0.56 and -0.19, and RMSE calculated for the skewness
value was determined as 0.153.

Second, positively skewed and platykurtic data was generated with a sample size of 10000 by using
rbeta() function, called “datfra2”.Then, 100 different samples were drawn from the “datfra2” with a
different set.seed values with draw_sampleRMSE() function. After calculating the skewness and
kurtosis values for each sample, the RMSE values and descriptive statistics were presented in Table 17
for skewness values, and only descriptive statistics were presented for kurtosis.

Table 17. Drawing Samples from Negatively Skewed and Platykurtic Distribution
# Drawing samples from positively skewed and platykurtic distribution
datfra2 <- data.frame(id=1:10000, x = rbeta(10000,1,6))

# d. draw positively skewed and Leptokurtic skew=2 & Rurts=5

sim_4 <- draw_sampleRMSE(df=datfra2,rep=100,n=300, skew=2,kurts=5)

skew=2
psych::describe(sim_4$skew.rep, skew=FALSE)
#it vars n mean sd min max range se

## X1 1 100 2 0.17 1.51 2.27 ©0.76 0.02
psych::describe(sim_4$kurts.rep,skew=FALSE)

#it vars n mean sd min max range se

## X1 1 100 5.21 0.77 3.01 6.66 3.66 0.08

# RMSE for skewness # sqrt(sum((skew.rep- skew)”2)/rep)
Metrics::rmse(skew, sim_4$skew.rep)

## [1] 0.1740071

In Table 17, positively skewed and leptokurtic distributions are drawn from the positively skewed and
leptokurtic distribution. It is seen that the mean of skewness values of the distributions produced in this
example are quite close to the determined value, 2. The skewness values vary between 1.51 and 2.27,
and kurtosis values are higher than 3. RMSE calculated for the skewness value was determined as 0.174.
As aresult, it was found that the function gives more consistent results at more common skewness values
(between -1 + 1).

INSTALLING THE drawsample PACKAGE
The R package drawsample can be installed from CRAN with install.packages("drawsample")

command. The package drawsample automatically provides the example data set “example_data”.
Additionally, package’s files are available from the GitHub repository https://github.com/atalay-

k/drawsample.

FINAL REMARKS

In this study, an R package drawsample has been developed to draw samples with desired properties
from a given distribution. Contrary to simulation studies, the importance given to studies with real data
has increased in recent years. It is thought that using the drawn samples obtained from the real data with
drawsample package will provide an alternative to simulation studies as well as a complement for these
studies. In addition, since the real data is used instead of the simulation studies, the descriptive
characteristics of the study groups can be examined. Thus, it may be possible to examine the
demographic characteristics of the individuals making up the sample.

In this study, four examples with real data are presented. It can be inferred from the examples in the
study; the sample drawn from the real data is very close to the desired properties. However, it should
be noted that it is not so easy to draw samples that perfectly match the desired properties in real data
sets to draw sample from simulation data sets. Apart from the examples discussed in the study, two
simulation data were genareted to evaluate the stability of the of draw_sample(). Then samples were
drawn from these data sets under four cases. For each case in the the draw_sample(), 100 replications
were performed and RMSE values are reported. As a limitation, draw_sample() yields more inconsistent
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results at less common skew values. In addition, this inconsistency is directly related to the
characteristics of the data from which the sample is taken. For example, the size of the population and
its similarity (distribution shape) with the desired data are directly related to the amount of inconsistency.
Due to the nature of random assignment, the function will get different samples in each time, even for
the same values. Users are advised to run the function several times if they cannot obtain samples with
the desired properties the first time.

Researchers can access the web-wide data sets provided by the
“https://toolbox.google.com/datasetsearch” search engine, as well as they can access large public data
such as TIMSS (Trends in International Mathematics and Science Study), PIRLS (The Progress in
International Reading Literacy Study), and PISA (The Program for International Student Assessment).
Various studies can be done by drawing samples using the data sets mentioned above based on
distribution properties. In situations like this, a good approach would be to draw a sample of the
population. As authors, we are open to all kinds of suggestions in the development of the drawsample
package.
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R’da “drawsample” Paketi ile Evrenden Istenilen Ozelliklere
Sahip Orneklem Cekme

Girig

Egitimde ve psikolojide Olcme ve degerlendirme alaninda, puanlarin dagilimi gruplarin
betimlenmesinde 6nemli bir role sahiptir. Gruplarin betimlenmesine ek olarak, normallik varsayimina
dayanan birgok anlam ¢ikarici istatistiksel teknikleri kullanmak i¢in normallik varsayimini test etmek
cok 6nemlidir. Ancak Erceg-Hurn ve Mirosevich'in (2008) belirttigi gibi, gercek veriler analiz edilirken
normallik varsayimi nadiren karsilanmaktadir. Yapilan bir¢ok arastirmada belirtildigi gibi, normal

olmayan dagilimlar normal dagilima goére daha yaygindir (Blanca, Arnau, Lopez-Montiel, Bono ve
Bendayan, 2013; Geary, 1947; Micceri, 1989; Olivier ve Norberg, 2010; Pearson, 1932).

Normallik varsayiminin karsilanamamasi, normalligin ihlali ve dagilim tiirleri; test esitleme,
bilgisayarda bireysellestirilmis test uygulamalari, degisen madde fonksiyonu, siniflandirma ve gizil
puan kestirimleri gibi énemli konularda bir¢ok arastirmacinin odak noktasi olmustur (Custer, Omar,
&Pomplun, 2006; Finney & DiStefano, 2006; Gotzmann, 2011; Kieftenbeld & Natesan, 2012; Kirisci,
Hsu, & Yu, 2001; Kolen, 1985; Kogar, 2018; Seong, 1990; Uysal, 2014; Yildirim, 2015). Normal
dagilim ile normal olmayan dagilim tiirlerini elde etmede simiilasyon ile veri iiretmeye c¢ok sik
bagvurulmaktadir (Abdel-fattah, 1994; Bikmaz-Bilgen & Dogan, 2017; Dolma, 2009; Kaya, Leite, &
Miller, 2015; Urry, 1974; Yildirim, Uysal-Sara¢, & Biiyiikoztiirk, 2018; Yoes, 1993). Arastirmacilar
farkli dagilim tiirlerinde veri tretilmesinde ise ¢esitli yazilimlardan yararlanmistir. Bahry (2012),
WinGen 3.1 (Han, 2007) ile beta dagilimi ile ¢arpiklik katsayis1 0; 0,5 ve 1,00 olan 6rneklem biiyiikligii
100 ile 3000 arasinda olan Orneklemler {iretmistir. WinGen’e benzer sekilde SAS yazilimi (SAS
Enstitiisii, 2009) ve R’da (R Core Team, 2014) farkli dagilim tiirleri elde etmede kullanilabilir. Ornegin
Gotzmann (2011), normal dagilim gosteren dagilimi iiretmede SAS’daki “Normal Distribution
Function” dan ve carpik dagilim gosteren dagilimi iiretmede “RAND Beta Distribution Function” dan
yararlanarak iki durum i¢in 2000000 birey parametresi iiretmis ve bu verilerden yetenek parametresi
ortalamalar1 arastirmanin amacina uygun olacak sekilde belirlenmis ve farkli 6rneklem biiyiikliiklerinde
(1500, 3000) rastgele veri setleri segilmistir. Veri tiretmede, beta dagilimlarinin kullanimu, ¢arpik puan
dagilimlarini iretmeyi kolaylastirmaktadir (Han ve Hambleton; 2007). Beta dagiliminin bilesenleri a ve
B parametreleridir. Baz1 arastirmacilar ise simiilasyon verisinden istendik 6zelliklere sahip 6rneklem
cekmektedirler. Bu amag¢ dogrultusunda, orijinal veri setinden ¢arpik dagilima sahip drneklem ¢ekmede,
Fleishman’in (1978) gii¢ yontemi uygundur (Blanca, Alarcon, Arnau, Bono ve Bendayan, 2017; Stone,
1992; Kieftenbeld ve Natesan, 2012; Sen, Cohen ve Kim; 2014).

Simiilasyon yontemleri esnektir ve elde edilmesi miimkiin olmayan problemlere nicel yanitlarin
saglanmasi i¢in uygulanabilir (Hallgren, 2013). Simiilasyon giiclii bir teknik olmasina ragmen, sonuglari
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genelleme, diizenleme ve gercek verilere uygulama giicliigii gibi bazi sinirliklari vardir (Wicklin, 2013).
Simiilasyon verileri, ger¢ek verilerde ulasgilamayan milkemmel bir uyum saglar. Hallgren’in (2013)
belirttigi gibi, ger¢ek diinya veri Setleri, simiilasyon ¢aligsmalarinda olusturulan ve genellikle miikemmel
uyum olarak adlandirilabilecek idealist kosullar altinda tiretilen "temiz" veri setlerinden daha "kirli"
olacaktir. Sireci (1991) gergek test verileri kullanilmadiginda, tiretilen veriler pratikte karsilagilan ilgili
durumun ozelliklerini dogru olarak yansitip yansitmadigi bilinemeyecegini ve gegerligi test
edilemeyecegini ifade etmistir. Bu yiizden calismalarda gercek veri kullanimi ¢aligmalarm Onemini
artirmaktir.  Ayrica, Educational Measurement: Questions and Practice (EM: IP) ve Journal of
Educational and Behavioral Statistics (JEBS) gibi bazi prestijli dergiler, uzun bir siire zarfinda
simiilasyon ¢aligmalarini kabul etseler de, giiniimiizde simiilasyon temelli ¢aligmalarmn "uygun olmayan
makale konu orneklerinden" veya "diisiik oncelige sahip” olarak kabul edildigini belirtmistir (John
Wiley & Sons Inc., 2019; American Educational Research Association, 2020).

Gergek uygulamalarda veri toplama siireci zorluklarla doludur. Elde edilen rneklemler evren dagilimini
temsil etmiyor, normal dagilmiyor veya istenen dagilima uygun olmayan bir halde olabilir. Arastirma
problemlerine dayali olarak normalligi saglamada, normal dagilimdan uzaklastiran verilerin ¢ikarildigi
ya da ayristirildig1 bazi aragtirmalara rastlanilmistir. Gelbal (1994) yaptig1 arastirmada, arastirmasinin
amacina uygun olarak, 2072 besinci sinif 6grencisine uygulanan Tiirkge testi ve 2077 besinci simif
Ogrencisine uygulanan Matematik testine ait verileri incelemis test puanlart1 normal dagilim
gostermedigi igin Tiirkge testinden 506 Ogrenciyi, Matematik testinden 521 &grenciyi ¢ikarmis ve
normal dagilim gosteren iki yeni veri seti elde ederek test puanlarmin hem normal dagildigi hem de
normal dagilmadigi durumlar {izerinde galismistir. Dogan ve Tezbasaran (2003) yaptiklar1 ¢aligmada
amaglar1 dogrultusunda istenen dagilimi saglayan verilerin Ornekleme alimasini saglamiglardir.
Orneklemlerin segiminde random ve kasitli 6rnekleme tekniklerinin kullanildigini ifade etmislerdir.
Aragtirmacilar; amaglar1 dogrultusunda Orta Ogretim Kurumlar1 Ogrenci Se¢me ve Yerlestirme Siavi
(OSYS) 2001 giren bireylerin olusturdugu evrenden &rneklem biiyiikliikleri 2353 ile 29244 arasinda
degisen random, saga ¢arpik, sola carpik, basik ve normal dagilim gosteren bes 6rneklem segmistir.
Carpik 6rneklemlerde, yapilacak karsilagtirmalarin isabetliligini artirmak i¢in ¢arpiklik mutlak degerleri
(1,00) ve basiklik degerleri (1,37) esit tutulmus ve basik dagilimda garpiklik katsayisinin O olmasi
saglanmistir. Dogan ve Tezbasaran’in (2003) ¢alismasina benzer sekilde, Sahin ve Yildirim (2018),
baslangicta saga ¢arpik bir veri seti olan Seviye Belirleme Sinavi (SBS) verilerinden (¢arpiklik katsayisi
= 1,05) hem saga carpik hem de sola carpik yetenek dagilimlar1 elde etmistir. Sola ¢arpik veri setleri
icin, amaglanan 6rneklemeyle istenen 6rneklem dagilimi saglanmis ve arastirma kapsaminda ele alinan
tim Orneklem biiyiikliiklerinde 6rneklemler icin carpiklik katsayisi =-1,00 olan gruplar seg¢ilmistir.
Yukaridakilere ek olarak, literatiirde bir¢ok arastirmaci, yaptiklari caligmalarin amacina uygun olacak
sekilde gercek veri setinden (evren) drneklem almay1 segmistir (Courville, 2004; Dogan ve Kilig, 2018;
Fan, 1998; Nartgiin, 2002; Reyhanlioglu Kegeoglu, 2018). Evrenden 6rnekleme siirecinde, gelecekteki
calismalar igin 6rneklem se¢imini kolaylastiran ve istenen dzelliklere yaklastiran bir araca sahip olmanin
onemli olacag! diisiiniilmektedir. Oyle ki normal dagilimdan farkli yetenek dagilimlarina sahip
orneklemler iizerinde c¢alisilmasi literatiirde bazi arastirmalarin sonucunda oOnerilmistir (Celikten ve
Cakan, 2019). Arastirmalar incelendiginde, arastirmacilarin genis bir veri setinden istenen ozelliklere
sahip orneklem secimini saglayacak bir araca ihtiya¢ oldugu sonucuna varilmustir.

Bu calismanin amaci gercek bir veri setinden istendik 6zelliklere sahip 6rneklemlerin segilmesinde
yararlamlacak drawsample adli bir R paketinin gelistirilmesidir. Bu amag¢ dogrultusunda segilecek
orneklemin sahip olmasi1 beklenen 6zelliklerden normallikten sapma 6l¢iileri (¢arpiklik ve basiklik) ve
orneklem biiyiikliigii gibi kosullarin bir veya birden fazlasinin belirlenmesi ile kasith 6rnekleme
yapilabilmektedir. Calismanin amaci i¢in Fleishman’in (1978) gii¢ yonteminden yararlanilmusgtir.

Gelistirilen drawsample paketinde yer alan draw_sample() fonksiyonu ile evrenden ya da biiyiik bir
orneklemden, istendik oOzelliklere sahip Orneklem c¢ekilmesinin olabildigince kullanilishi olmasi
beklenmekte ve gercek veriler ile yapilan aragtirmalarin 6nem kazandigi bu donemde simiilasyon
caligmalarina alternatif olusturarak, dagilima iligskin gergek verilere dayali farkli konularda yapilacak
olan ¢aligmalara katki saglayacag: diisiiniilmektedir.
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R’da draw_sample() Fonksiyonu

Istenilen &zelliklerde 6rneklem segmek amaciyla 6 argiimanli bir draw_sample() fonksiyonu yazilmustir.
Fonksiyonun argiimanlarina Tablo 1’de yer verilmistir.

Tablo 1: draw_sample() Fonksiyonun Argiimanlari

Argiimanlar

dist Very seti: ID ve puanlari igeren iki stitunlu bir veri seti

n Sayisal: Orneklem biiyiikliigii

skew Sayisal: Carpiklik degeri

kurt Sayisial: Basiklik degeri

replacement Mantiksal: Yeniden 6rnekleme yapilsin mi? (varsayilan FALSE’dur)
output_name Karakter: Iki bilesenli ¢cikt1 dosyasmin adi

Bu fonksiyonda, "dist" argiimani drneklemlerin ¢ekilecegi veri setidir. Veri seti ilk siitununu 6grenci
kimlik numaralar1 (ID) ve ikinci stitununu 6grencinin toplam test puanini veya yetenek puani (theta)
icerecek sekilde iki siitundan olugmalidir. Fonksiyonun argiimanlarindan istenen 6rneklem biiyikligi
olan "n" 6rneklemlerin c¢ekilecegi veri setinin uzunlugundan biiylikse su hatayr verir: "Cannot take a
sample larger than the length of the data". Ornegin, ice aktarilan verilerin drneklem biiyiikliigii 1000
olmasina ragmen ve kullanicilar 6rneklem biiytikliigii 2000 olan bir 6rneklem almak isterlerse fonksiyon
hata verir ve ¢aligmay1 durdurur.

Tablo 1'deki argimanlardan "skew " ve "kurts" belirlenirken, Fleishman Gii¢ Yo6ntemi Agirliklari
tablosuna basvurulmalidir. Ornegin ¢arpiklik degeri 1 ve basiklik degeri 0 gibi baz1 kombinasyonlara
karsilik gelen Fleishman katsayilar1 yoktur. Eger kisinin verdigi carpiklik degeri tabloda yoksa veya
carpiklik degeri olsa bile o degere karsilik gelen basiklik degeri tabloda bulunmuyorsa fonksiyon "No
valid power method constants could be found for the specified values. Change the values" hatasi vererek
calismay1 durdurur.

Fonksiyon ile kullanicinin girdigi ¢arpiklik ve basiklik degerlerine sahip olan bir referans dagilim
olusturulmakta ve daha sonra evrenden referans dagilim baz alinarak bir 6rnekleme yapilmaktadir. Bu
kisimda kullanicinin 6rneklemi ¢ekmek istedigi veri setinde yer alan dagilimin minumum ve maksimum
degerlerine gore yeniden dlgceklenmektedir. Veri setinde olusturulan her bir kategoride bulunan birey
sayisi, olusturulan referans dagiliminin her bir kategorisinde bulunundan daha fazla oldugunda
fonksiyon, replacement argiimaninin varsayilan degeri olarak yeniden Ornekleme yapilmadan
yiriitiilebilir. Ancak draw_sample() veri setindeki en az bir kategoride bulunan birey sayisi, referans
dagiliminin ilgili kategorisinde bulunan birey sayisindan az ise “Cannot take a sample form that data
without replacement. Please change replacement=TRUE" hatasim1 verir. Bu durumda, fonksiyon
replacement argiimaninin degeri degistirilerek (FALSE) kullanilabilir.

draw_sample() fonksiyonu"output" olarak ti¢ farkli liste icermektedir. Bunlardan biri "desc" olarak
adlandirilan bir ¢iktidir. Bu ¢iktida "population (tiim veri, ige aktarilan veriler)"”, “reference (referans
alinan dagilim)" ve "sample (gekilen Orneklem)” dagilimlarinin ortalamasini, standart sapmasini,
carpikligini ve basikligini igerir. Digeri "graph" olarak adlandirilirmaktadir ve sol tarafta "popiilasyon
(ige aktarilan veriler)” ve sag tarafta “"sample" (¢ikarilan veriler) olmak iizere iki histogram grafigi
icermektedir. Bir digeri ise "sample" olarak adlandirilan ve ilk siitununu se¢ilen 6rneklemdeki bireylerin

kimlik numaralar1 (ID) ve diger siitununu bireylerin puanini igerecen iki siitunlu bir veri setidir.

Bu caligmada gelistirilen fonksiyonun kullanimini gostermek amaciyla 2013 yili 6. Smf Parasiz
Yatililik ve Bursluluk Smavi’na (PYBS) ait Fen ve Teknoloji ile Sosyal Bilimler alt testleri verilerine
dayali olarak 6rnek dort uygulama sunulmustur. Yapilan bu 6rnek uygulamalarda 5000 kisilik veri
setlerinden 500 kisilik 6rneklemler ¢ekilmistir. ilk iki 6rnek uygulamada normal dagilimdan daha sola
carpik bir dagilim sekli gosteren Fen ve Teknoloji alt testi (Score 1) verilerinden sirasiyla normal
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dagilima sahip ve hem sola ¢arpik hem de sivri bir dagilima sahip rneklemler ¢ekilmistir. Uglincii 6rnek
uygulamada ise normal dagilimdan daha basik bir dagilim sekli gosteren Sosyal Bilimler alt testi
(Score 2) verisinden saga carptk ve sivri dagilima sahip bir 6rneklem ¢ekilmesi i¢in komutlar
verilmistir. Ancak fonksiyon burada ¢aligmamis ve yeniden 6rneklemeye olanak saglacak sekilde terar
komut verilerek istenen ozellikte bir 6rneklem elde edilmistir. Elde edilen 6rneklemlerin dagilim tiirii
acisindan istenilen Ozelliklere sahip oldugu goriilmiisiir. Fonksiyonun tutarliliginin incelenmesi
amaciyla rbeta() fonksiyonu ile iiretilen iki veri setinden cekilen &rneklemlere iligkin yapilan
replikasyonlar sonucu carpiklik degerlerine iliskin ortalama RMSE degerleri raporlanmustir.
Fonksiyonun daha sik rastlanan ¢arpiklik degerlerinde (-1 ve +1 arasinda) daha tutarli sonuclar verdigi
bulgusuna ulagilmstir.

Sonuc ve Tartisma

Bu c¢alismada, belirli bir dagilimdan istenen &zelliklere sahip 6rneklemler elde etmek igin R'da
draw_sample() adli bir fonksiyon ve Ornek veri seti sunan drawsample paketi gelistirilmistir.
Simiilasyon c¢alismalarinin aksine gerg¢ek verilerle yapilan galismalara verilen 6nem son yillarda
artmugtir. draw_sample() fonksiyonu ile gergek wverilerden ¢ekilen orneklerin kullanilmasinin
simiilasyon g¢aligmalarina alternatif olusturacagi gibi bu c¢alismalar1 tamamlayacag diisiinilmektedir.
Ayrica orneklemler gergek kisilerden olusacagi i¢in g¢aligma gruplarmin betimleyici 6zellikleri
incelenebilir. Boylece drneklemi olusturan bireylerin demografik 6zelliklerini incelemek miimkiin
olabilir.

Bu caligmada hem gercek veriden, hem de simiilasyon verisine dayali olarak &rnek uygulamalar
sunulmustur. Calismadaki o6rneklerden anlasilacagi iizere simiilasyon verilerinden alinan 6rneklem
istenilen ozelliklere ¢ok yakindir. Bununla birlikte, gergek veri setinden istenen 6zelliklere mitkemmel
bir sekilde uyan orneklemler se¢menin, ozellikle yeniden 6rnekleme yapilmadiginda, kolay olmadig:
unutulmamalidir. Sunulan bu 6rnek uygulamalarin disinda fonksiyonun tutarliliginin degerlendirilmesi
amaciyla iiretilen simiilasyon verisinden tekrarli ¢ekilen 6rneklemlere dayali olarak draw_sample()
fonksiyonunun, daha az rastlanan biiyiik c¢arpiklik degerlerinde daha tutarsiz sonuglar verdigi
gOriilmiistiir. Ayrica bu tutarsizlik, 6rneklemin ¢ekildigi evrenin 6zellikleriyle de dogrudan iliskilidir.
Ornegin evren ile gekilecek drneklemin biiyiikliikleri ve istenen &zelliklere sahip drneklemin evren ile
dagilim tiirlerinin benzerligi tutarsizlik miktar1 ile dogrudan iligkilidir. Rastgele atamanin dogas1 geregi,
fonksiyondaki argiimanlarin ayni degerleri i¢in bile her seferinde farkli 6rneklem ¢ekebilir. Kullanicilar
istenilen ozelliklere sahip orneklemi ilk seferde ¢ekemezlerse, kullanicilara fonksiyonu birkag kez
calistirmalar1 6nerilir.

Arastirmacilar, "https://toolbox.google.com/datasetsearch" arama motoru tarafindan saglanan web
genelindeki veri kiimeleri ile TIMSS (Trends in International Mathematics and Science Study), PIRLS
(The Progress in International Reading Literacy Study) ve PISA (The Program for International Student
Assessment) gibi agik biiyiik verilere erisebilirler. Dagilim ozelliklerine gore yukarida belirtilen veri
setlerinden 6rneklemler alinarak gesitli galigmalar yapilabilir. Bu gibi durumlarda, drawsample paketi
ile evrenden orneklem ¢ekmek iyi bir yaklasim olacaktir. Yazarlar olarak drawsample paketinin
gelistirilmesinde her tiirlii 6neriye agik oldugumuzu bildiririz.
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Abstract

Although the effects of test disengagement on the validity of the scores obtained from the data set have been
examined in many studies, the predictors of the disengaged behaviors received relatively limited scholarly
attention in low-stakes assessment, in particular, in international comparison studies. As such, the present study
with a twofold purpose sets out to determine the best fitted explanatory item response theory model and examine
the predictors of test disengagement. The data were collected by using items measuring literacy and numeracy
skills of adults from different countries such as Norway, Austria, Ireland, France, Denmark, Germany, and Finland
participated in PIAAC 2012. The results of the model with item and person characteristics demonstrated that adults
tended to be disengaged on very difficult items. Similarly, age has a negative effect on test-taking engagement for
adults in several countries such as France and Ireland, while several predictors such as educational attainment,
readiness to learn, and the use of ICT skills at home and work had positive effects on test engagement. In addition,
females exhibit a higher level of engagement in Norway. Overall, the findings suggested that the effect of the
predictors on disengagement depended on the domain and country. So, this study brings further attention that the
role of test disengagement should be a prerequisite practice before reaching a conclusion from international large-
stake assessments.

Key Words: Explanatory item response theory model, low-stakes assessment, PIAAC, test disengagement.

INTRODUCTION

Examinees are not always motivated to put their full effort into responding to test items, especially in
low-stakes settings, such as the Programme for the International Assessment of Adult Competencies
(PIAAC). (e.g., Finn, 2015; Wise & DeMars, 2010). The reason why low test motivation is often seen
in low-stakes assessments can be revealed by expectancy-value models (e.g., Eccles & Wigfield, 2002).
More specifically, as indicated by these models, achievement motivation is closely affected by factors,
such as expectancy and value. The former factor is defined as the individual’s expectation of
achievement in responding to the test items and will be low if the item is too difficult relative to the
ability of the individual. In the most general sense, the latter factor is related to the perceived importance
and usefulness of the test. However, there is not a straightforward explanation since there are different
aspects of value components, such as attainment value, intrinsic value, utility value, and perceived costs
(Eccles & Wigfield, 2002). Both the combination of them and each aspect separately is considered to
be low in low-stakes assessments. This is because, although there is a need to make a sufficient effort
to respond to the test items correctly, the intrinsic motivation of some of the respondents is low, and
the results obtained from the test are not vital for the respondents. Therefore, this results in a
contradiction. There will be serious problems when the lower levels of motivation of individuals give
rise to a low test effort (Wise & DeMars, 2010). These invalid responses cause construct-irrelevant
variance and distortion of psychometric features (e.g., Rios, Guo, Mao, & Liu, 2017), leading to the
misinterpretation of the results obtained from the data set (Nagy, Nagengast, Becker, Rose, & Frey,
2018). To put it in different words, the true scores of the individuals are contaminated by a systematic
source of error due to their level of engagement in the test (Braun, Kirsch, Yamamoto, Park, & Eagan,
2011). In addition, disengagement gives rise to (a) inflated item difficulties, as well as deflated item
discriminations (e.g., van Barnevald, 2007), (b) biased item and test information estimates (e.g., van
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Barnevald, 2007), (c) inflation of reliability estimates based on classical test theory (CTT) (e.g., Wise
& DeMars, 2009), (d) erroneous flagging of differential item functioning (e.g., Wise & DeMars, 2010),
and (e) decreased correlations with external variables (e.g., Wise, 2009).

Although test disengagement has been characterized in different ways in the literature, rapid guessing
is the most widely used and validated one (Wise, 2015). According to Schnipke and Scrams (2002),
rapid guessing behavior is the fast response of the test takers to the test items in a way that does not
allow them to understand the content of the item. To determine whether this method is being
implemented, Schnipke and Scrams (2002) proposed that respondents are divided into two groups
according to their solution behavior or rapid guessing behavior. In this approach, the focus is on time
elapsed between presenting the item to the respondents and the respondent's response to the item. If the
test-taker responds in a period below a certain response time threshold, it means that s/he is displaying
rapid guessing behavior. The main challenge in this situation is determining which responses to items
are rapid guessing and which responses are solution behaviors.

Alternative Methods for Measuring Test Disengagement

Whatever the reason for the occurrence of disengaged behavior, measuring this behavior accurately and
efficiently is crucial given the sizable validity problems that occur due to test disengagement. Test
disengagement is determined by computing item response time thresholds that differentiate engaged and
disengaged responses. To determine test disengagement, constant threshold and item-specific thresholds
are proposed in the literature. For example, as a constant threshold, the frequently used method is the
three-second rule (Kong, Wise & Bhola, 2007; Lee & Jia, 2014). The amount of time required to answer
the item may vary from item to item (Lee & Jia, 2014). As an example, while respondents can answer
an easy item that measures numerical skills faster, they can answer an item that includes long texts with
a high reading load and measures verbal skills in a longer time. Thus, researchers tend to use item-
specific thresholds, with one of the earliest and most basic approach being the visual inspection method
(DeMars, 2007; Wise & Kong, 2005). For each item, the notion is to define the threshold as the judged
endpoint of the short time spike in a bimodal response time distribution. In this process, the distributions
of the response time of test-takers responding rapidly and those responding more slowly are presented.
Although the visual inspection method has various advantages, such as easy interpretation and being
evidence-based, there are disadvantages; e.g., being subjective, time-consuming, and not applicable in
cases where there is no bi-model distribution (Lee & Jia, 2014; Rios et al., 2017).

Another method for determining item-specific thresholds was the one used by Lee and Jia (2014) on
items in multiple-choice format. For each item, the proportion correct conditional on the response time
is determined. The response time threshold is defined as proportion correct greater than the chance level
for obtaining a correct answer. Since the items included in the PIAAC assessment vary in difficulty and
complexity, the amount of time required to give the correct answer will differ. Therefore, considering
the advantages of item-specific response time thresholds shown in previous research (e.g., Wise, 2006),
the current study adopted this approach.

While much is known about the impact of disengagement on observed test scores, little is known about
the impact of an item and personal characteristics on the disengagement of individuals. Some individuals
consistently exhibit more disengaged behaviors than others. Determining the person and item as a source
of variation could be used for examining individual differences.

Relationship Between Test Disengagement and Person- and Item-Level Variables

Considering the effects of test disengagement on the observed scores of individuals, the reasons for
individuals' disengagement have become the focus of attention. Differences between individuals in
terms of test disengagement show that it is crucial to take the person as a source of variation in
disengagement (Wise, 2009). Therefore, examining the role of person-level variables on test
disengagement is beneficial in terms of explaining these differences. To evaluate this situation in terms
of large-scale applications, the results of these applications are not of vital importance for individuals
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(Asseburg & Frey, 2013; Sundre & Kitsantas 2004; Wise, 2009). Therefore, according to the
expectancy-value theory, individuals will attribute the same value to the areas measured in these
practices. Consequently, there will be no individual differences in terms of test engagement. However,
individuals' perceived expectations about their ability to answer items correctly change from one person
to another, depending on the several characteristics that they have. In this regard, gender can affect their
perception of the capability, and thus their engagement. Several studies in the literature indicate that
males exhibit disengaged behaviors more frequently than females (e.g., DeMars, Bashkov & Socha
2013). Females tend to spend more time answering the items (Setzer, Wise, van den Heuvel, & Ling,
2013).

Although the education level and age of individuals may have a significant effect on the time they spend
responding to an item in the test, it has been observed that the literature does not focus on this issue
sufficiently. The investigation of this effect would help shed light on solving some unanswered questions
in education. For example, highly educated individuals are committed to achieving several tasks and
thus have sufficient competency (Organisation for Economic Co-operation and Development [OECD],
2016D); therefore, they may spend more time responding to an item. In addition, older adults may have
the necessary knowledge and skills and tend to respond faster to items due to biological factors, such as
fatigue and boredom so that they can complete the assessment as soon as possible (Xie, 2003).

Individuals’ readiness to learn has an effect on their disengagement levels. It is closely related to whether
adults have sufficient motivation, cognitive skills, and learning strategies to learn a task, feel curious
about it, are interested in learning, look for associations among ideas, and believe that they can cope
with a problem that they face (Smith, Rose, Smith & Ross-Gordon, 2015). Although the extent to which
individuals have the characteristic to be measured by that test plays an important role in responding to
a test item, in some cases, various factors also have a critical effect on responding behaviors. When
these factors are not taken into account, invalid interpretations can be obtained by only looking at test
scores (Nagy et al., 2018), At this point, considering that the test items in the PIAAC are given in a
computer environment regardless of which domain measurement, the familiarity of the individuals with
various technological elements such as computers and the internet will also have an effect on the
individuals' behavior of responding to the test items as if they were insidious, silent factors. In other
words, as a source of variation in the engagement levels of respondents, familiarity with information
and communications technology (ICT) can also affect respondents’ engagement. The frequent use of
the ICT skills of individuals makes them familiar with computers, which increases the motivation,
concentration and achievement of individuals in computer-based assessments (Mastuti & Handoyo,
2017). In addition, the extent to which the individuals use various skills at home and work can have an
effect on how much effort they applied when responding to tests.

In the literature, it has been stated that several item-level variables have an impact on individuals’
disengagement levels. According to the expectancy-value theory, if the individuals perceive an item as
difficult by taking into consideration their competence, their engagement in the testing situation will be
negatively affected. Some studies revealed that individuals put more effort into items which had
moderate difficulty relative to their ability (Asseburg & Frey, 2013).

In conclusion, the importance of addressing these variables can be explained by analogy with the area
above and below an iceberg. While there is only a small part of the total mass above the iceberg, there
is a large part of it below, and this controls all the movements of the iceberg. At this point, the same
logic can be used to explain the disengagement behaviors of individuals. In other words, in this study,
these variables that make up the area under the disengagement as an iceberg will play an important role
in explaining the disengagement behavior of individuals. To narrow the focus even more, when the
effect of these person and item-level variables on disengagement is ignored, the difference in test scores
due to disengagement could not be determined correctly (Braun et al., 2011). Thus, investigation of to
what extent these variables explain the disengagement behavior is crucial.

It seems, however, that there has been extensive research on the topic of test-taking effort. Many of
these endeavors possess several limitations: focusing on relatively homogenous populations based in a
single country (Goldhammer, Martens & Liidtke, 2017). To date, there have been very few studies that
have examined potential differences in test-taking effort between countries in international assessments
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(Rios & Guo, 2020), although their personal characteristics largely differ by culture/country (Brown &
Harris, 2016). Also, regardless of the number of response categories, studies using traditional IRT
models provide information on various individual or item-related characteristics such as respondents'
abilities, cognitive levels, achievements, or difficulty and discrimination. Still, they are insufficient to
identify systematic effects resulting from the design of the measurement process. In other words, they
do not reveal common variability across items or individuals depending on the design of the
measurement process or measurement tool. However, this information is very important in determining
construct-irrelevant variance originating from various reasons such as cognitive, cultural, and biological
factors (AERA, APA, NCME, 2014). Since data were collected in a nested design in the PIAAC study,
analyses were done using explanatory item response theory models (EIRT), which allow to include
several item and person characteristics as first-level and second-level units, respectively. Thus, this study
begins to close this gap in the literature taking a closer look at the predictors of the test disengagement
of adults from different countries. Examination of predictors provides the opportunity to obtain more
detailed and appropriate results about the factors behind the disengagement of examines.

Purpose of the Study

The aim of this study was to examine the role of several item- and person-level variables on engaged
responses in the domains of literacy and numeracy assessed in PIAAC 2012. Investigation of examines’
responses on these domains is crucial since, in the most basic sense, the skills regarding numeracy and
literacy contribute to the development of various high-level thinking skills, such as analytical thinking,
understanding the information in a particular field. In particular, numeracy means more in everyday life
than the mathematics we learn at school. In addition, the skills in these areas are used in many areas,
from real life to education, business life, and communication with authorized persons (OECD, 2013c).
Thus, in order to investigate examines’ responses in terms of their engagement in tests requiring
numeracy and literacy skills, the answers to the two related research questions were sought:

1. Which of the explanatory item response theory (EIRT) models (baseline model, a model with person
characteristics, a model with the item characteristic, and a model with all person and item characteristics
and the interaction between them) is best fitted to the PIAAC 2012 subdata?

2. To what extent does the engagement of adults in responding to items included in PIAAC 2012 be
explained by person and item characteristics?

METHOD

Sample and Population

The target population of this study included all non-institutionalized adults between age 16 and 65
residing in the country at the time of data collection and participated in Round 1 of PIAAC 2012. In this
study, the reason for the selection of countries participating in Round 1 is the high number of countries
participated in this round and to increase the representation and generalizability of the results. Another
reason for choosing Round 1 is that the t-disengagement rates of the countries participating in only this
round are clearly examined in relation to each other in the official report (OECD, 2019), which ensures
that the selection of data sets is based on evidence.

In PIAAC, probability sampling was used (OECD, 2013b). In the present study, countries were selected
according to their rates of t-disengagement, which represents situations where a respondent spends less
time than specified as an item-specific threshold (OECD, 2019). Therefore, in the term “t-
disengagement”, “t” stands for threshold. More precisely, the percentage of individuals showing t-
disengagement in countries participating PIAAC 2012 varies between 8.4% and 33.4%. In the grouping
of countries, the percentage of individuals showing t-disengagement in a country is compared to the
average percentage of individuals showing t-disengagement in all countries participating in PIAAC
2012. For example, if the percentage of the individuals showing t-disengagement in a country is above
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the average percentage of t-disengagement, which is 15.70%, this country is classified as the country
with a high percentage of t-disengagement. Accordingly, in addition to two countries such as France
(21.50%) and Ireland (20.40%) with the highest percentage of individuals with t-disengagement, two
countries such as Denmark (14.50%) and Germany (12.30%) where the percentage of individuals with
t-disengagement is close to the average were selected. Also, three countries with the least percentage of
individuals showing t-disengagement were selected (OECD, 2017) to represent better the pattern
observed in the countries that participated in PIAAC 2012. From these examines, the ones who took the
computer-based assessment of PIAAC 2012 were included as participants of this study. As a result, the
sample of the current study includes 29959 adults from seven countries in total. Specifically, the
frequency of these participants by the variables of the interest and countries were presented in Table 1.

Table 1. Frequency of Adults by Variable and Country

Austria  Denmark Germany France Ireland Norway Finland
Variables n(3830) n (6048) n(4510) n(2758) n (4058) n(4292) n(4463)
Gender
Male 1932 2942 2271 1372 1831 2942 2230
Female 1898 3106 2239 1386 2227 3106 2233
Highest level of schooling
Less than high school - 888 695 193 534 888 632
High school - 2407 1899 1063 847 2407 1659
Above high school - 2668 1876 1484 2656 2668 2156
Not definable - 85 40 18 21 85 16
CBA Core score for stage 2
3 51 104 75 64 75 104 65
4 249 378 296 216 283 378 246
5 927 1422 1120 817 1042 1422 1040
6 2603 4144 3019 1661 2658 4144 3112
Age in 10-year bands
24 or less 825 965 1023 258 657 965 849
25-34 822 851 921 690 1113 851 995
35-44 899 1170 943 784 1217 1170 874
45-54 832 1182 1026 696 639 1182 908
55 plus 452 1880 597 330 432 1880 837
Index of readiness to learn
All zero response 1 5 1 1 5 3
Lowest to 20% 463 374 563 135 428 374 167
More than 20% to 40% 840 1052 1232 437 790 1052 545
More than 40% to 60% 841 1348 1107 726 857 1348 967
More than 60% to 80% 829 1542 869 790 954 1542 1381
More than 80% 856 1727 738 670 1028 1727 1400
Index of use of ICT skills at work
All zero response 153 188 200 162 113 188 188
Lowest to 20% 450 668 487 460 362 668 668
More than 20% to 40% 515 893 571 535 443 893 893
More than 40% to 60% 581 923 690 638 437 923 923
More than 60% to 80% 555 796 639 586 477 796 796
More than 80% 404 912 366 377 582 912 912
Valid skip 1172 1668 1557 1644 1668 1668
Index of use of ICT skills at home
Al zero response 19 10 19 3 10 4 117
Lowest to 20% 581 479 566 257 579 337 579
More than 20% to 40% 708 879 762 689 820 711 830
More than 40% to 60% 826 1290 1002 708 788 1045 708
More than 60% to 80% 848 1529 1101 630 766 1186 592
More than 80% 710 1742 893 471 763 938 428
Valid skip 138 119 167 - 332 71 1209

Data Collection Instruments

In PIAAC 2012, whether the surveys to be used as data collection tools will be applied in the computer
environment or in the form of paper and pencil is determined according to the success of the respondents
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in two tests that measure their ICT skills. If the respondents fail to reach a certain level in the first stage,
they will be redirected to the paper-based core section. Furthermore, if the respondents who were
successful in the first task fail the subsequent short test, they only participate in the paper-based
assessment. To participate in the computer-based assessments, the respondents must pass both tests.

The data collection instrument of the present study contained the literacy and numeracy surveys
administered in the computer-based assessment of PIAAC 2012 (Round 1). Fifty-eight items were
included in the literacy survey assessing adults’ ability to read digital texts, as well as traditional print-
based texts. Additionally, 56 items were included in the numeracy survey assessing the adults’ ability
to use, apply, interpret, and communicate mathematical information. For each domain, the distribution
of items by context was presented in Table 2 (OECD, 2016a).

Table 2. Distribution of Items by Context

Survey Context Number %
Work 10 17
Personal 29 50

Literacy Community 13 23
Education 6 10
Total 58 100
Everyday life 25 45
Work-related 13 23

Numeracy Society and community 14 25
Further learning 4 7
Total 56 100

In order to get evidence for the reliability of the test scores, how much variance is explained by the
model for each cognitive domain was computed. Accordingly, reliability coefficients of the results
obtained from literacy and numeracy domains range from .86 to .90 (OECD, 2013b). These values are
found to be acceptable because they are more than .60, which is the minimum cut-off criteria in social
sciences (Zikmund, Babin, Carr, & Griffin, 2010).

Explanatory item-level and individual-level variables

Studies (Bridgeman & Cline, 2000; Masters, Schnipke, & Connor, 2005; and Yang, O’Neill, & Kramer,
2002) examining the factors that have an influence on the time individuals spend on responding to a test
item have considered item difficulty, item type, content area, degree of abstraction, etc. as an item level
variable. However, in this study, since not all items and thus their characteristics are released by the
OECD, only the item difficulty variable (OECD, 2013b) is considered the item-level variable as taken
by the similar study of Goldhammer et al. (2017).

The cognitive pre-test is a kind of short test given to examinees to determine whether they are directed
to full computer-based assessment of PIAAC. It includes three literacy and three numeracy items of low
difficulty. If the examines failed from this test, they will be given the reading components of the
assessment. On the other hand, if they achieve this test, they will take the full assessment (OECD,
2013b).

In PIAAC, there are several demographic variables regarding examinees. One of them is gender. More
precisely, in this assessment, examinees are required to provide information about their gender. Also,
there is an item which assesses examinees’ age in 10-year bands such as 24 or less, 24-34, 35-44, 45-
54, and over 55. Another demographic variable assessed in PIAAC is educational attainment, which
refers to the highest level of schooling. This categorical variable includes categories such as less than
high school, high school, and above high school.

In PTIAAC, examinees’ readiness to learn is also measured. Specifically, there are six items focusing on
the extent to which the examinees deal with problems and tasks they encounter. With these questions,
they are asked how often they relate a new idea to the real-life situation and what they learned before,
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they are willing to learn something new, try to learn hard things in all details, and search for additional
information to make it understandable when something they don't understand (Perry, Helmschrott,
Konradt, & Maehler, 2017).

One of the variables measured in PIAAC is the use of ICT at work. There are a set of questions about
the frequency of the use of computers or the internet as part of their job. More precisely, these questions
focus on the use of e-mail, the internet for understanding job-related issues, conducting transactions on
the internet, participating in real-time discussions on the internet, and the use of spreadsheets and word
processing and the use of a programming language to program or write computer code. For measuring
the use of ICT at home, the same questions were exposed to the examinees. However, this time these
questions focus on the frequency of doing these activities in everyday life. All in all, examinees are
divided into subcategories according to their frequency of using ICT at work, from those who use it least
to those who use it most (OECD, 2015).

Data Analysis

The following procedure was followed to identify disengaged behaviors. If the time taken to respond to
an item is below the threshold, it is considered that insufficient effort has been made for that item. To
compute item-specific thresholds, the proportion correct greater than zero (P+>0%) method was used.
Before seeking answers for the research questions, the time spent on the item was converted to a
dichotomous engagement indicator (0 = disengaged, 1 = engaged) as an item response variable
depending on whether the response time was below or above the response time thresholds. The variables
cognitive pre-test score and item difficulty were centered and scaled to make a more meaningful
interpretation of interaction effects.

Validity checks

In the present study, two validity checks were used to ensure that the threshold procedure employed
accurately identified disengaged responses. In the first validity check, the engaged and disengaged
response behaviors were compared in terms of their proportion correct (e.g., Wise & Kong, 2005; Wise
& Ma, 2012). In order for the threshold determination process to be valid, the proportion correct for
engaged behavior should be higher than the chance level, and the proportion correct for disengaged
behavior should be at the level of chance. Considering that the items measuring verbal and numerical
skills of adults in the PIAAC application have many response options, the probability of finding the
correct answer by chance is very close to zero or zero. In the present study, the distributions of the
observed proportion correct for responses classified as engaged or disengaged using the proportion
correct conditional method ( P+>0%) were examined for each domain and country. Accordingly, it was
proven that the proportion correct for disengaged response behavior was found to be close to zero or
zero, whereas the proportion correct for engaged response behavior was much higher. As an example,
the distribution of the proportion correct scores of the engaged and disengaged individuals in Norway
for each domain is presented in Figure 1.
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Distribution of Proportion Corrects by Literacy Items for Norway
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Figure 1. Distributions of the Proportion Correct Scores of Engaged and Disengaged Responses

In the upper part of Figure 1, the red line shows the proportion correct for engaged response behavior
while the lower green line represents the corresponding proportion correct for disengaged response
behavior. Figure 1 clearly shows that the proportion correct scores of the engaged individuals were
higher than those of the disengaged individuals in Norway. A similar pattern was also observed in the
other selected countries.

Another validity check for each item and domain was the examination of the association between the
proficiency scores of individuals and the proportion correct of engaged and disengaged behaviors (e.g.,
Lee & Jia, 2014). According to the proficiency scores, individuals are divided into different groups
referred to as score groups. In order for the threshold determination process to be valid, it is expected
that there must be a positive relationship between the proportion correct and proficiency scores of the
engaged responses for each item. No such relationship is expected for disengaged behaviors.

In the current study, the participants were divided into six score groups ranging from low competency
to high competency as defined by PIAAC competency levels (OECD, 2013a) for both domains.
Regardless of which plausible value is taken for examinees, individuals are at the same competency
level defined by PIAAC. Furthermore, the plausible values were not used in the main analysis, but only
as a proof of validity check. Therefore, in order to provide ease in calculations and interpretations, in
assigning people to score groups, the mean of the adults’ 10 plausible values regarding both domains
was used. For each item, the relationship between the proficiency scores of the participants (i.e., an
average of plausible values) and the proportion correct scores of engaged and disengaged response
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behaviors were investigated. Figure 2 shows the related findings for the selected literacy and numeracy
items.
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Figure 2. Association between the Score Groups and Proportion Correct Scores in Selected Literacy
(C301C05) and Numeracy Items (C605508)

In both figures, the upper and lower lines show the association between the score groups and proportion
correct scores for engaged and disengaged response behaviors, respectively. As expected, the
association between the score group (plausible values) and the proportion correct for engaged response
behavior was positive for all items in both domains.

Once the validity of the procedure for determining a threshold was proven, a 1-parameter logistic (1PL)
item response model for each domain with dichotomous engagement indicators (0 = disengaged, 1 =
engaged) was tested as an item response variable. 1PL models assume uni-dimensionality and equal
discriminations across items. To determine the item fit, information-weighted (Infit) and unweighted
(Outfit) mean-squared residual-based item fit statistics were inspected. If the infit and outfit values are
between .5 and 1.5, it shows that the item fits the data (de Ayala, 2009). Thus, for each country and
domain, very few items that did not fit the data were removed from the data set, which will not distort
the representativeness of items. Specifically, for the countries Norway, Austria, Denmark, Germany,
and Ireland, nine items were removed from the literacy survey, while seven items were removed from
the numeracy survey. Furthermore, for Finland, three items were not included in the analysis of the
responses to the literacy survey, while seven of the items were removed from the numeracy survey.
Lastly, for France, the numbers of the items excluded from the data sets regarding the domain of literacy
and numeracy were six and four, respectively.

Different EIRT models were constructed due to their flexibility to include the effect of the item and
person-level variables simultaneously (Briggs, 2008). These models can be used for measurement and
explanation purposes. The EIRM approach defines individuals as clusters, items as the repeated
observations, and item responses as the dependent variable within a multilevel structure. In other words,
the EIRT is of the multilevel models in which individuals’ item responses are considered as the first-
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level factors, individuals are considered as second-level factors, and the individuals’ and/or items’
characteristics are included as predictors (De Boeck & Wilson, 2004).

Accordingly, after testing the baseline model, Model 0 and Model 1 with personal characteristics, such
as educational attainment, gender, age group, cognitive skill, readiness to learn, and use of ICT skills at
home and work were tested. Model 2 included only item difficulty since an item characteristic was being
tested. Finally, the full Model 3 was tested with item- and person-level variables and the interaction of
item difficulty with cognitive skill. After running all models, likelihood-based fit statistics, such as the
likelihood-ratio (LL) statistics, Akaike’s information criterion (AIC), and the Bayesian information
criterion (BIC), were determined. All models were estimated in the R environment (R Core Team, 2016).
The TAM package (Kiefer, from the “lme4” package (Bates, Maechler, Bolker & Walker, 2015) was
used to test explanatory item response models. The intra-class correlation (ICC) for each domain and
country was computed to determine the proportion of variance in the dependent variable and the test-
taking engagement that is attributed to personal differences. ICC is calculated by dividing the random
effect variance by the total variance (Hox, 2002).

RESULTS

Model-Fit

For both literacy and numeracy domains, four explanatory IRT models were tested, and the LL, BIC,
and AIC values were examined to determine the most appropriate IRT model for PIAAC 2012. There
is no general rule about which model (the most complex or simpler) will fit the data. Therefore, in this
study, although it was not predicted that Model 3 would definitely fit better before, it is predicted that
item and individual-level variables may be effective on individuals' engagement levels. When the results
were examined, it was found that Model 3 fitted the PIAAC 2012 data best because of the lower values
of these indices. Therefore, the results of Model 3 were taken into consideration in this study. The
model-fit results were presented in Table 3.
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Table 3. Model-fit Results for Literacy and Numeracy Domains

Literacy Numeracy
Country Model AIC BIC LL AIC BIC LL
Model 0 172115.3 172145.7 -86054.6 172105.0 1721355  -86049.5
2 Model 1 172120.5 172394.4 -86033.3 172120.4 1723942  -86033.2
? Model 2 170062.5 170123.3 -85025.2 169870.9  169931.8  -849294
Model 3 169761 170065.3 -84850.5 169543.1  169847.4  -84741.6
Model 0 265707.4 265739.2 -132851 264451.8 264483.6  -132222.9
':% Model 1 265736.3 266054.2 -132838 264481.8  264799.8  -132210.9
qg_, Model 2 262570.4 262634 -131279 261320.8 261384.4  -130654.4
° Model 3 261618.6 261968.3 -130776 260473.2  260823.0 -130203.6
Model 0 203498.3 203529.2 -101746 201059.9  201090.8  -100527.0
§ Model 1 203523.5 203832.7 -101732 201082.9 201392.1  -100511.4
qg_, Model 2 201159.3 2012211 -100574 198410.1 198472.0  -99199.1
© Model 3 200581.1 200921.1 -100258 197927.6  198267.7  -98930.8
Model 0 166548.8 166578.4 -83271.4 1660459  166075.7  -83020.0
8 Model 1 166367.6 166634.2 -83156.8 165999.2  166267.3  -82972.6
|.§|: Model 2 166427.4 166476.8 -83208.7 157061.9 157111.3  -78526.0
Model 3 165945.2 166231.5 -82943.6 157029.8  157316.1  -78485.9
Model 0 177264.2 177294.8 -88629.1 181819.0  181849.6  -90906.5
=2 Model 1 177291.4 177587.2 -88616.7 1818439  182170.3  -90889.9
§ Model 2 174959.1 175020.3 -87473.6 179729.1  179790.3  -89858.6
Model 3 174546.4 174883.0 -87240.2 1792839  179620.5  -89608.9
Model 0 182698.3 182729.4 -91346.2 181819.0  181849.6  -90906.5
% Model 1 180477.6 180788.8 -90208.8 181843.8  182170.3  -90889.9
= Model 2 182685.4 182747.6 -91336.7 179729.1  179790.3  -89858.6
Model 3 180465.1 180807.4 -90199.5 1792839  179620.5  -89608.9
Model 0 185127.2 185158.0 -92560.6 189895.0  189925.8  -949445
z Model 1 185146.7 185454.4 -92543.4 189924.3  190232.0  -94932.2
; Model 2 182599.0 182660.5 -91293.5 187528.2  187589.7  -93758.1
Model 3 182067.7 182406.2 -91000.9 186871.6  187210.1  -93402.8

Differences in Test Engagement

For each country, the results regarding the effects of the item- and person-level factors on test-taking
engagement are presented in Tables 4 and 5.

ISSN: 1309 - 6575 Egitimde ve Psikolojide Olcme ve Degerlendirme Dergisi
Journal of Measurement and Evaluation in Education and Psychology 440



ilgiin-Dibek, M. / Silent Predictors of Test Disengagement in PIAAC 2012

Table 4. Results regarding ltems Assessing Literacy

Variables Subcategory Austria Finland Norway Denmark  Germany  France Ireland
Intercept 13.9%%  20.86%%  -1.08**  -1.13* 12.98%%  -09%*  10.73**
Difficulty - -2.68** - -83**
Cognitive
pre-test X 1% 15%* .16** 14%* .16** 19%*
difficulty
35-44 - - - - S07** -
Age 45-54 - - - - -05** -
Over 55 - - -.23' - -10** -
Educational ~ Above high 35 ) i P i i
attainment  school
Lowest to 20% 12.43** -3.34** - - 12.25** - 9.45**
More than 20%
. to 40% 12.41*%* -3.14** - - 12.36** .05' 9.41**
Readiness
to learn More than 40%
to 60% 12.36** -2.60** - 12.2%* .05' 9.54**
More than 60%
to 80% 12.21** -2.48** - - 12.22** - 9.59**
More than 80% 12.44** -2.62** - - 12.32** - 9.59**
lowest to 20% 1.12** - - - - -
More than 20%
to 40% 1.1** - - - - - 78
;Jtsﬁ Ocr::eICT More than 40%
to 60% 1.09%* - - - - - R
More than 60%
to 80% 1.27%* - - - - - R
More than 80% 1.22** -.81' - - - -
lowest to 20% - 18.16** - - - -
More than 20%
Use of ICT t040% - 23.42** - - - - R
at work More than 40%
to 60% - 23.42** - - - - R
More than 60%
to 80% - 23.24** - - - R
More than 80% 23.06** - - -
ICC .49 48 .50 49 48 .50 .50
**p<.001, *p<.01, 'p<.05
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Table 5. Results regarding Items Assessing Numeracy

Variables Subcategory Austria  Finland Norway Denmark  Germany  France Ireland
Intercept - -1.84** -3.06**  -1.72*%* -1.46* - -1.87**
Difficulty - - - - - - - -
Cognitive ) . * ) . . Hke *
pretest .09 .07 .08 .03 .07
Cognitive
pre-test X .39%* 13** - S1** A43%* - 13**
difficulty
25-34 - - 21 - - -
- - - - - - - * -
Age 35-44 .06
45-54 - -.25* - - - -.04' -.24*
Over 55 - - -.09**
Gender Female - 15* - - - -
lowest to 20% - 9.92** - - - - 9.95**
0,
{\é"j{go/tha” 20% 9.82%% - - - 05' 9.84%*
Readiness to More 0than 40%
_ %K _ _ _ i ek
learn t0 60% 9.80 .05 9.83
More than 60% " ) ) B ! ek
10 80% 9.80 .05 9.83
More than 80% - 9.81** - - - - 9.84**
lowest to 20% - - 1.28* - - - -
More than 20% . ox .
t0 40% - -.79 1.42 - - - -.79
Use of ICT More than 40% i 1a3%% - ) ) )
at home to 60% :
More than 60% o
t0 80% - - Lare= - - - -
More than 80% - -.86' 1.4* - - - -.86'
Use of ICT 0 -
at work lowest to 20% -35 - - - - - -
ICC 49 .50 .50 51 48 .50 49

**p< .00, *p < .01, p <.05

As shown in Table 4, the difficulty of items measuring literacy had a negative effect on the engagement
of participants in France (-.93) and Finland (-2.68), showing that when the item difficulty increased,
adults tended not to give sufficient time to the items. On the other hand, the difficulty of items measuring
numeracy was found to have no significant effect on the engagement of the adults. In addition to the
main effect of item difficulty on engagement, the interaction between item difficulty and cognitive skill
was also significant. Specifically, the effect of item difficulty on engagement was higher among strong
test-takers who put more effort into solving items than poor test-takers who did not put sufficient effort
into items.

Age had a statistically significant on the engagement of participants in literacy items in France and
Norway. Specifically, as the age of the French participants increased, they tended to be disengaged.
Additionally, there was a particularly strong decrease in the engagement rate of the oldest group,
participants aged 55 or above in Norway (-.23). A similar pattern was also found for the domain of
numeracy. Moreover, the significant negative effect of age on the engagement of the adults taking the
numeracy items was observed in the countries of Ireland and Finland.

The highest level of educational attainment was associated with higher engagement in Germany (.22)
and Finland (.35). In other words, individuals with a high level of education in Germany spent more
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time answering the questions. When the results were examined in terms of the numeracy domain, as
shown in Table 5, it was found that educational attainment had no significant effect on engagement.

As it was clearly seen in Table 4, for Austria, Germany, France, and Ireland, the adults’ readiness to
engage in learning activities had a positive effect on their engagement on items addressing literacy skills.
However, this was not the case for the participants from Finland. The adults’ readiness to engage in
learning activities which require the use of literacy skills had a negative effect on their engagement. The
finding was that the adults who were highly ready to learn put insufficient effort into answering the
items. For the domain of numeracy, as s presented in Table 5, a similar pattern observed for literacy
domain was also found in France and Ireland in terms of the effect of adults’ readiness to learn on their
engagement levels. That is, as the level of readiness to learn of the adults increased, their test-
engagement levels also increased when responding to the items assessing numeracy items.

For the literacy domain, Table 5 shows that the effect of the use of ICT skills at home of individuals
from each category in Austria on their engagement levels was positive and significant, suggesting that
the test-takers who more frequently used ICT skills at home exhibited a higher level of engagement. In
contrast, the use of ICT skills at home was negatively associated with the adults’ engagement in
numeracy in Ireland (-.79) and Finland (-.79), but the use of ICT skills at home for each category of the
individuals in Norway was positively related to the students’ engagement in numeracy.

When the effect of the use of the ICT skills of individuals at work was examined across all countries,
according to Table 4, it was found that in Finland, those who more frequently used ICT skills at work
tended to be more engaged while responding to the items measuring literacy. On the other hand, this
was not the case for the field of numeracy. A negative and significant effect (-.35) of the use of ICT
skills at work on the engagement of individuals in Austria was found, suggesting that the adults who
used ICT skills frequently at work tended to be disengaged when answering the items in the test. When
the findings regarding gender were considered, it was determined that for only the field of numeracy, in
Norway, being female (.15) was found to be positively related to test-taking engagement.

For each country and domain, as presented in Tables 4 and 5, the ICC values taking into account the
adults’ test-taking engagement differences at the person level were found to be similar to each other.
Specifically, approximately 50% of the variation in engagement levels of individuals was attributable
to differences between subjects.

DISCUSSION and CONCLUSION

This study aimed to determine which of the explanatory IRT model was the best fit for the analysis of
the PIAAC sub-data. In addition, the present study aimed to investigate the effect of person- and item-
level factors depending on the analysis of the model that best fitted the data. To achieve these aims,
predictions were created utilizing different models for the domains of literacy and numeracy.

The conclusion of this study is that there is increasing disengagement in more difficult items measuring
literacy skills, thus indicating that individuals spend little time on very difficult items (OECD, 2013a).
When individuals perceive an item to be very difficult, they may tend to stop trying to understand and
respond to the item very quickly. Considering that the data in this study belonged to the low stake
assessment, the low motivation of the participants may have played a role in this outcome. Furthermore,
whether a particular item is perceived as ‘too difficult’ depends on the cognitive level of the adult. The
reason behind this finding is that there is a significant and positive effect of the interaction between
cognitive pre-test and item difficulty on test engagement (Wise & Kingsbury, 2015). In other words, the
significant effect of the interaction between item difficulty and cognitive pre-test shows that individuals
tend to engage in relation to their cognitive skills.

Older adults tend to exhibit a higher propensity to disengage in both fields. Increasing disengagement
by older test-takers in items in technology-rich environments may be related to their lower levels of ICT
experience and skills (OECD, 2013a). They have more difficulty than their younger counterparts in
using computers due to age-associated changes in visual, perceptual, psychomotor, and cognitive
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abilities. Older people with insufficient experience with computers may also have a negative attitude
toward computer usage (Xie, 2003), which may cause disengaged behaviors in testing.

Additionally, the present study revealed that more educated individuals were more engaged in the items
assessing literacy. This finding is supported by the study of Goldhammer, Martens, Christoph, and
Lidtke (2016), in which the effect of educational attainment on the individual’ disengagement was
investigated. There may be several reasons for this result. Firstly, compared to individuals who are less
educated, highly educated individuals are relatively more proficient and more likely to respond to more
difficult items. Secondly, since those with higher education are more accustomed to testing and
assessment environments; thus, they may get less tired than test takers with lower education levels. As
a result, the former do not stop trying to give an answer to an item. Lastly, people with a high level of
education may have a stronger sense of commitment to completing the assessment, which makes them
put more effort into solving the items. Those people with a low level of education may have difficulty
in understanding the items. They may not have sufficient literacy and numeracy skills (OECD, 2019),
which can result in a tendency to respond to items quickly.

Individuals who are more ready to learn tend to exhibit more engagement in the items. The reason behind
these results might be related to the composite feature of the readiness to learn, which consists of
attitudinal or emotional, cognitive, behavioral, and, to a lesser extent, personality or dispositional
components (Smith, Rose, Ross-Gordon & Smith, 2015). Therefore, individuals who are more ready to
learn are more attentive, willing, and motivated to learn. Thus, they can easily concentrate on the items
and complete them without getting bored (Eccles & Wigfield, 2002).

The current study concluded that adults who frequently used ICT skills at home and work engaged more
than the adults that rarely used ICT skills. This finding is in line with the literature that suggests
individuals with strong ICT skills engage more in a technology-enriched environment (Bergdahl, Nouri
& Fors, 2019). This can be explained by familiarity with ICT which has an effect on the motivation and
engagement of individuals (OECD, 2019).

It is concluded that gender has a significant effect on adults’ engagement in items assessing numeracy
skills, suggesting that engagement can be seen as a domain-specific construct (Goldhammer et al.,
2016); for example, in Norway, females exhibit a higher level of engagement. This finding is also
supported by the study of Marrs and Sigler (2012). They found that females tended to engage in the
material at a deeper level, whereas males tended to display minimal effort.

Interpreting the results regarding literacy obtained from this study in terms of country groups according
to t-disengagement percentages shows that the use of ICT skill had no effect, except for the test-taking
engagements of countries with a low t-disengagement percentage. On the other hand, for the numeracy
domain, there were several similarities in the effect of person-level factors on the same country groups.
For example, the effect of age and readiness to learn on countries with a high t-disengagement
percentage was similar. For the numeracy domain, age had a negative effect on test-taking engagement
for adults in both France and Ireland, whereas readiness to learn had a positive effect. Additionally, it
was concluded that some personal-level variables (age, gender, readiness to learn, and use of ICT skills
at home and work) did not have an effect on the test-taking engagement of countries with a relatively
moderate t-disengagement percentage.

To make more accurate evaluations, it is suggested that assessment practitioners should manage
disengagement by identifying disengaged responses when obtaining test scores and filtering such
responses in the data. Additionally, adults can be provided with valuable feedback regarding their
performance (DeMars et al., 2013). One or more of these methods can be used for the validity of the
results obtained from low-stake assessments. Underestimating disengaged responses may have
significant negative consequences due to the potential high-stakes nature of international assessments
for educational stakeholders and policymakers. By demonstrating the differential predictors of
disengaged responses by country, this study revealed the potential for educational stakeholders to make
inaccurate inferences when comparing subgroup performance across countries. For example, when
comparing performance by gender, it is possible that score differences observed between males and
females across countries may be confused with test-taking effort as opposed to true differences. Since
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such effects may be investigated as a basis for constructing national education policy reform, it is crucial
that disengaged responses are identified and filtered before performing operational analyses (e.g., item
analyses) and research analyses (Rios & Guo, 2020). These recommendations are some examples of
how the results of this new study can be used and how they can benefit practitioners. However, in any
case, the most important message that can be derived from this study is that the source of the differences
in the scores of individuals in low-stake assessments may be their disengagement levels. Future research
can be conducted to explore the extent to which these factors developed in recent years are effective in
disengagement under low-stakes conditions.

The findings from this study offer practical uses; however, they are limited in a number of ways. Firstly,
in this study, a selection was made from countries with different levels of disengagement, but not all
countries participating in PIAAC 2012 were included. The findings of the present study cannot be
generalized to adults; thus, further similar research is required. Secondly, this study used only one
method to determine response time thresholds. Since there are many other methods to detect disengaged
behaviors, future research can be conducted to compare the effectiveness of these methods. Despite the
limitations of this study, it is considered that it draws further attention to the role of test-taking effort in
international assessments and contributes to the discussion of investigating test-takers’ effort as part of
standard operational practices.
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PIAAC 2012'de Test Katihhminin Sessiz Yordayicilar:

Girig

Bireylerin diisiik riskli uluslararasi degerlendirmelerde giidiilerinin diisiik olmasi testteki maddeleri
cevaplamaya yeterince zaman ayirmamalarina neden olmaktadir (Wise ve DeMars, 2010). Bu durum
testin psikometrik 6zelliklerin bozulmasina (Rios, Guo, Mao, & Liu, 2017)v e veri setinden elde edilen
sonuglarin yanlis yorumlanmasina yol agmaktadir (Nagy, Nagengast, Becker, Rose ve Frey, 2018). Daha
dogrusu, bireylerin ger¢ek puanlarina, teste katilim seviyelerine bagli olarak sistematik bir hata
karigmaktadir (Braun, Kirsch, Yamamoto, Park ve Eagan, 2011). Bunun yani sira, bireylerin teste
yeterince zaman ayirmamalari (a) madde giicliik ve ayiricilik parametrelerinin oldugundan daha yiiksek
(van Barnevald, 2007) (b) madde ve test bilgi fonksiyonlarinin yanl olarak (van Barnevald, 2007), (c)
klasik test teorisine dayali giivenilirlik tahminlerinin oldugundan yiiksek (Wise & DeMars, 2009), (d)
degisen madde fonksiyonun yanhs (Wise & DeMars, 2010) ve (e) degiskenler arasi korelasyonlarin
daha diisiik (Wise, 2009) kestirilmesine neden olmaktadir.

Bireylerin testteki maddelere yeterince zaman ayirmamasinin nedeni, bu davranigin dogru ve verimli bir
sekilde Olciilmesi, testteki maddelere yeterince zaman ayirmamadan kaynaklanan biiylik gecerlilik
sorunlar1 géz Oniine alindiginda ¢ok Onemlidir. Genis Olgekli uygulamalardan biri olan PIAAC
degerlendirmesine dahil edilen maddeler zorluk ve karmasiklik agisindan farklilik gosterdiginden, dogru
cevab1 vermek i¢in gereken siire birbirinden farkli olacaktir. Bu nedenle, avantajlar1 g6z Oniinde
bulundurularak, bu g¢aligmada testteki maddelere katilim gosteren ve gostermeyen davranislari
belirlemede maddeye 6zgii tepki siiresi esikleri kullanilmistir (Wise, 2006).

Bireylerin testteki madde iizerinde harcadiklar1 zaman konusunda kapsamli arastirmalar yapilmis olsa
da, bu cabalarin ¢ogu tek bir iilkede bulunan nispeten homojen popiilasyonlara odaklanmistir
(Goldhammer, Martens & Liidtke, 2017). Kisisel ozellikler kiiltiire veya lilkeye gore biiyiik Olciide
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farklilik gosterse de (Brown ve Harris, 2016) uluslararasi degerlendirmelerde lilkeler arasinda tilkelerin
teste harcadiklar1 zaman agisindan potansiyel farkliliklar inceleyen ¢ok az calisma yapilmistir (Rios ve
Guo, 2020). Genel olarak, bu ¢aligma, farkli lilkelerden yetiskinlerin katilimini etkileyen faktorleri daha
yakindan inceleyerek alan yazindaki bu boslugu kapatmaya katkida bulunmaktadir. Bu baglamda, bu
caligma, PIAAC uygulamasinda ele alinan sozel ve sayisal becerilerle ilgili alanlara iligkin maddelere
harcanan zaman f{izerindeki ¢esitli madde ve birey diizeyindeki degiskenlerinin roliinii incelemeyi
amaglamaktadir. Bu dogrultuda, bu ¢alismada cevap aranan arastirma sorulari su sekildedir:

1) Acimlayict madde tepki modellerinden hangisi (temel model, birey diizeyindeki degiskenlerinin
dahil edildigi model, madde diizeyindeki degiskenin dahil edildigi model ve biitiin madde ve birey
diizeyindeki degiskenlerin ve bunlar arasindaki etkilesimin dahil edildigi model) PIAAC alt
verilerine en iyi uyumu saglamaktadir?

2) Maddelere katilim gosteren yanitlar birey ve madde diizeyindeki degiskenlerle agiklanabilir mi?

Yontem

Calismanin hedef evreni veri toplama sirasinda iilkede ikamet eden ve PIAAC 2012'ye katilan 16 ila 65
yaslar1 arasindaki yetiskinler i¢cermektedir. Olasilikli 6rnekleme yontemi kullanilmigtir. Caligmanin
orneklemini teste katilmama diizeylerine segilen iilkeler olusturmaktadir. Buna gore, katilmama diizeyi
yiiksek olan iilke grubundan iki iilke (Fransa ve Irlanda), orta olan iki iilke (Danimarka ve Almanya)
ve diisiik olan tig tilke (Avusturya, Finlandiya ve Norveg) calismaya dahil edilmistir.

Calismada veri toplama araci olarak sozel ve sayisal becerileri 6lgen anketler kullanilmustir. Bilgisayar
tabanli degerlendirmeye katilan yetigkinlerin dijital metinleri okuma becerilerinin yani sira geleneksel
basili metinleri de degerlendiren sézel becerileri 6lgen ankette 58 madde dahil edilmistir. Ek olarak,
yetiskinlerin matematiksel bilgileri kullanma, uygulama, yorumlama ve iletme yeteneklerini
degerlendiren sayisal becerileri 6l¢en ankette 56 madde dahil edilmistir (OECD, 2016).

Maddelere 6zgii esik parametrelerini belirlemek i¢in sifirdan biiyiik dogru cevaplama orani (P +>% 0)
yontemi kullanilmustir. Arastirma sorularina cevap aramadan once ikili puanlanan yeni bir degisken
tanimlanmustir. Buna gore, maddeye harcanan zaman, madde esik parametresinin altinda veya iistiinde
bir deger almasina gore yeniden kodlanmistir (0= katilim gostermemis, 1= katihim gostermis). Madde
giicliik parametreleri kestirimlerin kolaylagmasi agisindan 100°e boliinerek yeniden dlgeklendirilmistir.
Etkilesim etkisini belirlemek i¢in agiklayict madde tepki modellerinin analizleri sirasinda bilissel on test
puanlar1 ve madde glicliik parametreleri dl¢eklendirilmistir.

Madde esik parametrelerinin belirlenmesi siirecinin testteki maddelere yeteri kadar katilim géstermeyen
ve gosteren bireyleri dogru bir sekilde ayirip ayirmadigini belirlemek icin iki tane gegerlik kontrolii
yapilmstir. Birinci gegerlik kontroliinde, dogru cevaplama oranlar1 katilim gostermis ve gostermemis
bireyler acisindan karsilastirilmistir. Gegerli bir belirleme stirecinde, PIAAC uygulamasindaki
maddelerin ¢ok sayida tepki seceneklerinin oldugu diisiiniildii§iimde katilim gosteren bireylerin dogru
cevaplama oranlarmin dagilimi sifirdan biiyiik iken katilim gdstermeyen bireylerin dogru cevaplama
oranlarmin dagiliminin sifir veya sifira ¢ok yakin olmasi beklenir. Bu calismada da bu durum
dogrulanmistir. Bir diger gecerlik kanit1 olarak ise farkl yeterlik gruplarinda katilim gdstermemis ve
gostermis bireylerin dogru cevaplama oranlar1 kargilastirilmistir. Maddelere katilim gésteren bireyler
icin yeterlik puanlar1 ile dogru cevaplama oranlar1 arasinda pozitif yonde iliski ¢ikmasi beklenirken
katilim gostermeyen bireyler icin manidar bir iliskinin ¢ikmasi beklenmez. Bu ¢aligma da bu durum
dogrulanmistir.

Her bir alan i¢in 1-parametreli lojistik modeller bireylerin katilim diizeylerini gosteren ve yeniden
olusturulan ikili puanlanan degiskenin varhiginda test edilmistir. Modele uyum saglamayan maddeler
veri setinden ¢ikarilmistir. Dort farkli agiklayict madde tepki kurami modeli madde ve birey diizeyindeki
degiskenlerin etkilerini ayn1 anda incelenmesini saglamasi nedeniyle test edilmistir. Veriye uyum
saglayan modelin belirlenmesinde c¢esitli uyum iyiligi indekslerinden yararlanilmistir. Verilerin
analizinde tek boyutlulugu belirlemede R yaziliminda “TAM” paketi (Kiefer et al., 2016) ve agiklayici
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madde tepki kurami modellerinin analizinde ise “lme4” paketi (Bates et al., 2015) kullanilmustir.
Yetiskinlerin maddelere katilim diizeylerindeki varyansi agiklamada bireyler arasi farkliliklarim etkisini
belirlemek i¢in siif i¢i korelasyon katsayilar1 her bir iilke ve her bir alan i¢in hesaplanmistir.

Sonug ve Tartisma

Veriye en iyi uyum saglayan modelin hem madde diizeyinde hem de birey diizeyindeki degiskenlerin
dahil edildigi model oldugu bulunmustur. Bu ¢aligmada, bireylerin ¢ok zor maddelere ¢ok az zaman
ayirdiklart sonucuna ulagilmistir (OECD, 2013). Kisiler maddenin ¢ok zor oldugunu algiladiklarinda,
denemeyi birakip maddeye ¢ok cabuk cevap verme egiliminde olabilirler. Bu galigmadaki verilerin
diisiik riskli bir degerlendirmeye ait oldugu diisiliniildiigiinde, bu durumda katilimcilarin diisiik
motivasyonu rol oynamis olabilir. Ayrica belirli bir maddenin “cok zor” olarak algilanip algilanmamasi
yetiskinlerin biligsel diizeyine baglidir. Bu durum, bu ¢alismadan elde edilen sonuglardan biri olan
biligsel on test ile madde zorlugu arasindaki etkilesimin test katilimi tizerinde anlamli ve olumlu bir
etkisinin olmasiyla da desteklenmektedir (Wise ve Kingsbury, 2015).

Daha yash yetiskinlerin her iki alanda da daha yiiksek diizeyde katilmama egilimi gosterdikleri
sonucuna varilmistir. Teknoloji agisindan zengin ortamlardaki degerlendirmelerde nispeten yasi biiyiik
olan katilimcilarmin artan ilgisizligi, teknolojiyle ilgili deneyim ve becerilerinin daha diisiik olmasiyla
aciklanabilir (OECD, 2013). Bu yiizden 6zellikle bilgisayar kullanima ydnelik olumsuz tutuma sahip
olabilir (Xie, 2003). Bu durum ise onlarin testteki maddelere yeteri diizeyde katilmamalarina neden
olabilir.

Ayrica bu ¢aligma, daha egitimli bireylerin sozel becerileri degerlendiren maddelere daha fazla zaman
harcadiklarimi ortaya ¢ikarmustir. Bu bulgu, Goldhammer, Martens, Christoph ve Liidtke'nin (2016)
egitim diizeyinin bireyin testteki maddelere katilmamalari tizerindeki etkisinin arastirildigi ¢alismasiyla
desteklenmektedir. Bu sonucun birkag nedeni olabilir. Ilk olarak, egitim diizeyi yiiksek olan bireyler,
egitim diizeyi diisiik olan bireylere gore gorece daha yetkin olduklarindan, onlardan daha zor maddelere
cevap vermeleri istenebilir. ikinci olarak, test ve degerlendirme ortamlarina daha aliskin olduklari igin
diger katilimcilara gore daha az yorulabilirler. Sonug olarak, maddeye cevap vermeye ¢alismaktan
vazgecmeme egilimi gosterebilir.

Ogrenmeye daha hazir olan bireyler, maddeleri cevaplamada yeterince zaman harcamaktadirlar. Bu
durum, 6grenmeye daha hazir olan bireylerin daha dikkatli, daha istekli ve 6grenmeye giidiilii olmasiyla
aciklanabilir. Boylece maddeler tizerinde kolayca odaklanabilir ve sikilmadan tamamlayabilirler (Eccles
ve Wigfield, 2002).Mevcut ¢alismada, BT becerilerini evde ve iste siklikla kullanan yetiskinlerin, BIT
becerilerini nadiren kullanan yetiskinlere kiyasla testte yer alan maddeleri cevaplamada yeterince zaman
harcadiklar1 sonucuna varilmistir. Bu bulgu, yiiksek diizeyde BIT becerilerine sahip bireylerin
teknolojiyle zenginlestirilmis ortamlarda daha fazla katildiklarini1 belirten alan yazinla paralellik
gostermektedir. (Bergdahl, Nouri & Fors, 2019). Bu, bireylerin giidiisii ve katilimi iizerinde etkisi olan
BiT’e olan asinalik ile agiklanabilir (OECD, 2019).

Bu calismada cinsiyetin, yetiskinlerin sayisal becerilerini degerlendiren maddelere katilimi iizerinde
onemli bir etkisinin oldugu sonucuna varilmistir ve bu, maddelere katilimin alana 6zgii bir yap1
oldugunu gostermektedir (Goldhammer, Martens & Liidtke, 2016). Daha acik olarak belirtmek
gerekirse, Norvec'teki kadinlar maddelere cevap vermede daha yiiksek diizeyde katilim sergilemektedir.
Bu bulgu, Marrs ve Sigler'in (2012), kadinlarin kendilerine verilen géreve daha yiiksek diizeyde katilma,
erkeklerin ise minimum ¢aba gosterme egiliminde oldugunu belirten ¢calismasiyla uyumludur.

Daha dogru degerlendirmeler yapmak icin, uygulayicilar test puanlarini hesaplarken ve verilerdeki bu
tir yanitlar1 belirleyerek filtreleyebilir. Ayrica yetiskinlere performanslariyla ilgili degerli geri
bildirimler de sunulabilir (DeMars, Bashkov & Socha, 2013). Diisiik riskli degerlendirmelerden elde
edilen sonuglarin gegerliligi i¢in bu yontemlerden bir veya daha fazlasi kullanilabilir. Bununla birlikte,
her durumda, bu ¢aligmadan ¢ikarilabilecek en 6nemli mesaj, bireylerin sonucuna dayali olarak 6nemli
kararlarin alinmadig1 (gecti-kaldi, veya seviye atlama gibi) degerlendirmelerdeki puanlarindaki
farkliliklarin kaynaginin, bireylerin maddelere yeterince zaman ayirmama davranisi olabilecegidir.

ISSN: 1309 - 6575 Egitimde ve Psikolojide Olcme ve Degerlendirme Dergisi 449
Journal of Measurement and Evaluation in Education and Psychology



Journal of Measurement and Evaluation in Education and Psychology

Bu ¢alismadan elde edilen bulgular, pratik agidan faydali olmasina ragmen birkag yonden smirlidir. Tlk
olarak, bu caligmada, farkli seviyelerde katilmama diizeyindeki iilkelerden bir se¢im yapilmasina
ragmen, PIAAC 2012'ye katilan tiim tilkeler bu ¢aligmaya dahil edilmemistir. Bu galismanin bulgular
biitiin yetiskinlere genellenemeyebilir. Bu nedenle, bulgular gelecekteki arastirmalarda tekrarlanmalidir.
Ikinci olarak, bu calismada tepki siiresi esiklerini belirlemek ve boylece katilmama ve katilma
davraniglarini sergileyen bireyleri ayirt etmek igin yalnizca bir yontem kullanilmistir. Katilmama
davranisi sergileyen bireyleri tespit etmek i¢in bagka birgok yontem vardir. Dolayisiyla, bu yontemlerin
etkinligini karsilastirmak i¢in arastirmalar yapilabilir.
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