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ONSOZ

Istatistik disiplini 6zellikle uygulama alaninda, diger disiplinlerle birlikte kullanilan ve arastirmaya
objektiflik kazandirarak calismalari daha bilimsel hale getirmektedir. Istatistik disiplininin
uygulama boyutu diger disiplinlerle yaygin olarak kullanilmasina ragmen, istatistik disiplininin
uygulama alanina yonelen yeni yontemleri bilim insanlarina tanitan bilimsel dergiler azdir. Derginin
kurulus amaci bu boslugu doldurarak multidispliner calismalar1 gii¢clendirmektir. Istatistik ve
Uygulamali Bilimler Dergisi, gercek yasamdaki problemler igin gelistirilen ve genis bir bilimsel
etkiye sahip yontemler hakkinda net ve erisilebilir makaleler yayinlamaktir. Dergi, orijinal arastirma
makalelerine 6ncelik vermektedir. Genel olarak, orijinal arastirma raporlar1 bir alanda bir ya da iki
zorlugu ortaya koymali, ilgili verileri icermeli, zorluklari ¢6zmek icin yeni bir yontem sunmali ve
onerilen yontemin ilgili mevcut yontemlerle daha 6nce dogru ya da en iyi sekilde cevaplanmayan
sorular1 cevapladigini gostermelidir. Temmuz ve Aralik olmak iizere yilda iki say1 olarak
yayinlanmaktadir. Yayimlanmak {izere kabul edilen yayinlarin her tiirlii yayin/telif haklarinin
dergiye ait oldugu yazar tarafindan kabul edilir. Dergide yayimlanan makalelerin dil, etik, yasal ve
bilimsel sorumlulugu yazara aittir. Makaleler kaynak gosterilmeden kullanilamaz. Tiim haklar:
saklidir. Istatistik ve Uygulamali Bilimler Dergisi'ne yayimlanmak iizere gonderilen ¢alismalardan
herhangi bir basvuru veya degerlendirme {icreti alinmamaktadir. Sadece DergiPark sistemi
iizerinden bagvurusu yapilan yayinlar degerlendirmeye alinir.

EDITOR
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Abstract

This study aims to evaluate the sustainability in energy markets. For this purpose, oil price volatility is
considered with respect to the stability in these markets. On the other side, stock market data and inflation
rate are taken into account regarding the financial stability and sustainable macroeconomic performance.
Additionally, a stochastic process model is proposed by using VAR analysis for G7 countries so that it is
intended to examine this relationship for advanced economies. The findings reveal that the increase in oil
prices in G7 countries has no significant effect on stock prices and inflation rate. Considering these results,
it is determined that volatility in oil prices does not seriously threaten the financial markets and
macroeconomic stability of these countries. This situation shows that G7 countries have a stable financial
and economic structure. Therefore, it is understood that in a situation where oil prices increase excessively,
these countries will not cause serious problems. These results will also guide the financial and
macroeconomic policies that G7 countries will implement. For example, while aiming to control inflation
in these countries, it would be appropriate to focus on variables other than oil prices. In addition to the
issues mentioned, it is understood that factors other than oil price should be taken into consideration while
aiming to increase the efficiency of financial markets.

Keywords: Oil Price Fluctuations; Financial Stability; Macroeconomic Sustainability; VAR Analysis

Ozet

Bu ¢alisma, enerji piyasalarindaki siirdiiriilebilirligin degerlendirmesini amaglamaktadir. Bu amagla, petrol
fiyatlarindaki oynaklik, bu piyasalardaki istikrar agisindan degerlendirilmektedir. Ote yandan, finansal
istikrar ve siirdiiriilebilir makroekonomik performans agisindan borsa verileri ve enflasyon oran1 dikkate
alinmaktadir. Buna ek olarak, gelismis ekonomiler i¢in bu iliskinin incelenmesi amaciyla G7 {ilkeleri i¢in
VAR analizi kullanilarak bir stokastik siire¢ modeli nerilmistir. Bulgular, G7 {ilkelerindeki petrol
fiyatlarindaki artisin hisse senedi fiyatlar: ve enflasyon orani {izerinde énemli bir etkisinin olmadigini
ortaya koymaktadir. Bu sonuglar dikkate alindiginda, petrol fiyatlarindaki oynakligin bu iilkelerin finansal
piyasalarini ve makroekonomik istikrarmi ciddi sekilde tehdit etmedigi tespit edilmistir. Bu durum, G7
iilkelerinin istikrarli bir mali ve ekonomik yapiya sahip oldugunu gostermektedir. Dolayisiyla, petrol
fiyatlarmin agir1 yiikseldigi bir durumda, ilgili hususun bu iilkelerde ciddi sorunlara yol agmayacagi
anlasilmaktadir. Bu sonuglar ayni zamanda G7 iilkelerinin uygulayacagi mali ve makroekonomik
politikalara da yol gosterecektir. Ornegin, bu iilkelerde enflasyonu kontrol altina almay1 hedeflerken, petrol
fiyatlar: disindaki degiskenlere odaklanmalar: yerinde olacaktir. Bahsedilen hususlarin yani sira, finansal
piyasalarin etkinliginin artirilmasi hedeflenirken, petrol fiyat1 disindaki faktorlerin de dikkate alinmasi
gerektigi anlagilmaktadir.

Anahtar Kelimeler: Petrol Fiyatlari; Finansal Istikrar; Makroekonomik Siirdiiriilebilirlik; VAR
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1 INTRODUCTION

Energy is a very important factor in meeting the social needs in the country. The main reason for this is that
people need energy from many needs in daily life. For example, people get warm thanks to energy and can
lighten their homes [1]. In addition to the issues mentioned, energy also plays a very important role in
ensuring the economic development of countries. Energy is one of the important raw materials of industrial
production. Therefore, energy is needed to continuously increase the production volume in the country.
Thanks to the energy provided, the production volume in the country may increase. This will contribute to
the growth of the economy [2]. Furthermore, new investments will create new job opportunities. In this
way, it will be possible to reduce the unemployment rate in the country.

Energy can be obtained basically in two different ways. One of the most important sources of energy supply
is non-renewable energy types. These energies are those obtained from fossil fuels such as o0il and natural
gas [3]. The cost of these energies is cheaper than other types of energy. However, the most important
negative aspect of the energies mentioned is that they pollute the environment due to carbon emissions. On
the other hand, renewable energy types are the second source of energy supply. These types of energy are
energy types that take their resources from nature like wind and sun. Therefore, it is accepted that the
sources of these energies will never be exhausted. The most important advantage of these energy types is
the absence of carbon emissions. In this way, it is accepted that renewable energy sources do not pollute the
environment [4]. However, the high initial investment costs in these energy projects are the most important
obstacle on these investments.

As can be understood from the above points, energy is an indispensable need for a country and should be
provided regardless of its price. The important point in this process is whether the country has sufficient
energy reserves. If a country has a sufficient amount of energy, it will be easy to supply. However, if there
are not enough energy reserves in this country, this country has to bear some costs in energy supply [5].
There are two different alternatives in front of this country. First, this country can meet its own energy needs
with renewable energy investments. The problem here is that the initial cost of these investments is high. In
addition, a substantial technical infrastructure is required to make these investments. The second alternative
in this process is to supply the required energy from outside [6]. In other words, this country can meet this
need by purchasing it from another country that has an energy reserve.

Obtaining the needed energy from the outside has a lower cost initially compared to new renewable energy
investments. However, this situation has some risks for the country. First of all, the country will become
dependent on energy as a result of the outsourcing of energy. This situation will decrease the energy supply
security of the country. This energy obtained from abroad is purchased from the foreign unit [7]. So, if
foreign currency becomes more valuable, the energy purchased will also become more expensive. This will
cause the country's budget balance to deteriorate. In addition, if there is a political problem with the country
where the energy is purchased, there is a risk that this energy will not be available or at a higher cost. Finally,
the reduction of oil supply worldwide will also make oil more expensive, which will lead to the country
that supplies energy from abroad [8].

When these problems are taken into account, it is understood that the external supply of energy poses a
threat to the macroeconomic stability of the country. For example, if energy prices rise, the raw material for
industrial production will also increase [9]. Due to these problems, reductions in industrial production will
occur. Since this situation will reduce the investments in the country, this situation will lead to the decline
in economic growth. In addition to the aforementioned issue, the profitability of companies will also
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decrease as a result of the decrease in the income in the country. In this case, companies will lay off some of
their employees in order to reduce their costs. As a result, the unemployment rate in the country will
increase. In other words, the fragility of the country's economy will go up.

On the other hand, as industrial production will become more expensive as a result of the increase in energy
prices, the price of products in the market will increase. As a result of the general increase in the prices of
the goods in the market, the inflation rate in the country will also increase [10]. Increased inflation will cause
uncertainty in the market to increase. Investors, on the other hand, are uneasy in an environment of
uncertainty. Therefore, they are reluctant to invest in such an environment. In summary, high inflation will
indirectly lead to a decrease in investments in the country. In addition, the interest rate will increase in an
environment where inflation is high. Since this situation will increase the cost of investments, this problem
will become even bigger.

In this study, the effect of the increase in oil prices on the stock market and inflation was examined. To
achieve this goal, Group of Seven (G7) countries are included in the scope of the review. These countries
represent the 7 largest economies in the world. Therefore, the problems to be experienced in the financial
and macroeconomic systems of these countries can affect the economic system of the world. In the analysis
process of this study, the model was established with the help of Vector Auto Regression (VAR) method.
This method has several advantages over other similar methods. While other models only look at a one-
way relationship, the VAR method takes into account the two-way relationship between variables. Thanks
to this situation, it is possible to make a more comprehensive analysis.

The results of this study will guide policy makers. The main reason for this can be understood to what
extent oil prices in G7 countries affect financial markets and inflation. Thanks to these results, it will be
clearer what kind of policies to control inflation. On the other hand, if there is a relationship between the
variables, more explicit strategies can be developed for the financial markets in these countries to be more
effective. Analyzing the G7 countries in the study will guide the way to improve the world trade. In addition
to the issues mentioned, the use of the VAR method in the analysis process will contribute to achieving
more detailed results.

There are four different sections in this study. In the first part of the study, general information about the
subject is given. In addition, the second part consists of the literature review. In this section, the variables
considered in the study and similar studies for the method used are explained. The third part of the study
includes the results of the analysis made with the help of the VAR model. In the last part, there is discussion
and conclusion section.

2 LITERATURE REVIEW

Since energy is an indispensable need, this energy need has to be provided regardless of its price. If
countries have their own energy reserves, this process can continue more smoothly. However, this
requirement is met from other countries since there are not enough energy sources in the country [11]. This
situation causes the country to face some risks. For example, when this energy is purchased from abroad,
the payment is made in foreign currency. So, if foreign currency is more valuable, the energy purchased
will also become more expensive [12]. This overpaid amount will negatively affect the budget balance of
the country.

Due to these mentioned negativities, the increase in oil prices is followed by many market experts and
academics. It is thought that volatility in these prices may affect many factors in the market [13]. The
important point here is that this effect indicated may differ from country to country. For example, in a more
fragile market, it can be seen that the increase in oil prices will cause problems in many market factors.
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However, in a stronger market, this negative impact is considered to be limited [14]. Therefore, it is thought
that it would be appropriate that emerging markets should pay more attention to the increase in oil prices.

Volatility in oil prices is thought to reduce the country's macroeconomic stability. In this process, one of the
most important factors is the inflation rate [15]. It is one of the most important raw materials in energy
industry production. Therefore, a possible increase in oil prices will increase the costs in industrial
production. In this case, the producers will increase their prices due to this cost [16]. Otherwise, the sales
prices obtained will be unable to cover the cost of the products. Inflation will occur as a result of the increase
in the prices of the majority of the products in a country.

In a country with an inflation rate, investors will be reluctant to make new investments. The main reason
for this is that they cannot predict how much the prices will increase. Therefore, they will delay these
investment decisions until this problem is resolved [17]. This situation will slow down the country's
economic growth. In addition to this mentioned issue, as a result of new investments that cannot be made,
the profitability of companies will also decrease. As a result, companies will have to hire workers to lower
their costs [18]. This will cause the unemployment rate to increase in the country. As can be seen, the
increase in oil prices adversely affects macroeconomic stability, especially in fragile markets.

This has been supported by many studies in literature. Shahrestani and Rafei [19] focused on the oil price
shocks on the macroeconomic factors. This analysis is made for Iranian economy. Markov switching vector
autoregressive model is used in the examination process. They reached a conclusion that high oil price
increase leads to higher inflation rate in the country. This situation threatens the stability of the
macroeconomic factors. Also, Al-hajj et al. [20] also examined the effects of increases in oil prices in
Malaysia. In this study, unit root and autoregressive distributed lag with structural breaks are considered.
According to the analysis results obtained, it was concluded that oil prices cause high inflation and this
situation poses a serious threat to the country's economic performance. A similar study was carried out by
Nusair [21] for the Gulf countries. Linear and nonlinear ARDL models and panel cointegration models were
considered in this study. In this study, it was stated that oil prices had a significant effect on inflation. As a
result, it was stated that the increase in oil prices should be paid attention to increase the macroeconomic
performance in the country. The idea that volatility in oil prices increases inflation in the country has also
been supported by many different researchers in the literature [22-24].

However, some studies in the literature have argued that this argument does not apply to every country.
Salisu et al. [25] analyzed the relationship between the increase in oil prices and inflation in their study. For
that, dynamic heterogenous panel data models are used in the examination process. It is concluded that this
mentioned relationship is not valid for oil exporting countries. Parallel to this study, Bec and De Gaye [26]
also studies the impact of oil price on the inflation. In this scope, US, French and UK were evaluated to find
this relationship. They stated that in the long run, there is no strong relationship between oil price volatility
and inflation rates. On the other side, Choi et al. [27] made a comparative analysis for advanced and
developing economies to see if the oil price shocks affect inflation. They reached a conclusion that this
relationship is not occurred for advanced countries.

On the other hand, the increase in oil prices may also decrease the efficiency of the financial markets in the
country [28]. The excessive increase in oil prices causes problems such as high inflation, threatening the
macroeconomic performance of the country [29]. In this case, uneasiness will increase in the country and
the financial market investor will not be satisfied with this process. This situation causes portfolio investors
to go abroad [30]. As a result, decreases can occur in companies' stocks. It is important that this system
operates in a healthy way, as financial markets ensure that the flow of money in the country can be sustained
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effectively [31].

It is clear that lots of studies supported the view that oil price shocks have an effect on macroeconomic
stability and financial market effectiveness. However, some researchers also argued that this relationship is
not valid for each type of countries. They indicated that especially for developed economies, oil price has
not a strong influence on macroeconomic factors. This situation is mainly occurred for vulnerable
economies, such as developing countries. Hence, in this area, new studies should be conducted for different
country groups to make a comparative analysis between the results of different evaluations.

3 EVALUATION ON G7 ECONOMIES

In this part of the study, firstly information is given about data set, variable and methodology. After that,
VAR analysis results are shared.

3.1 Data Set, Variables and Methodology

In this study, the effects of oil prices on financial development and macroeconomic stability were examined.
Within the scope of financial development, the ratio of stock prices to GDP has been taken into
consideration. On the other hand, inflation rate was used in relation to macroeconomic stability. Annual
data between 1980 and 2018 are used for these variables. The related data has been accessed from World
Bank's website. In addition to the issues mentioned, VAR method was used in the analysis process of this
study. This method is used to determine the mutual relationship between two or more variables [32,33].
The biggest advantage of this method is that it examines the two-way relationship, not the one-way
relationship between variables [34,35]. In this analysis method, effect response graphics and variance
decomposition tables can also be accessed [36]. These factors will help to determine the relationship between
variables more clearly.

3.2 Analysis Results

In the first stage of the VAR analysis, stationary analysis is conducted. The main reason is that the variables
in this analysis should not have unit root. Hence, Levin, Lin and Chu (LLC) and Im, Pesaran and Shin (IPS)
panel unit root tests are considered. These unit root tests were preferred in many different studies in the
literature [37-42]. The analysis results are given on Table 1.

Table 1. Panel Unit Root Test Results

LLC Values IPS Values
Variables Level First Difference Level First Difference Result
Value Value Value Value
Lo The first difference is used
Qil Price 0.3968 0.0000 0.1497 0.0000 . .
in the analysis.
The first difference is used
Stock Values 0.2841 0.0000 0.1297 0.0000 . .
in the analysis.
. It is stationary in the
Inflation 0.0000 - 0.0000 -

current form.

Table 1 show that the variable of inflation rate is stationary in its current form. On the other hand, the first
differences of the variables of oil price and stock values are used in the analysis. The main reason is that the
probability values of these variables are higher than 0.05 in their original forms. After that, it is aimed to
calculate optimal lag length. In this framework, Akaike (AIC), Schwarz (SC) and Hannan-Quin (HQ)
information criteria are accounted. The details of the results are shared on Table 2.
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Table 2. Optimal Lag Length

Lag AlIC SC HQ
0 20.88 20.92 20.92
1 19.58 19.76* 19.65
2 19.55 19.85 19.67
3 19.60 20.03 19.77
4 19.40* 19.97 19.63*

In Table 2, it is understood that the optimal lag length is 4. For this purpose, three different information
criteria are considered. AIC and HQ indicate that optimal lag is 4 whereas it is 1 for SC. Hence, by
considering the majority, VAR model is created with the lag of 4. Since there are 3 different variables in the
analysis process, 3 different models were established as a result of the VAR analysis. Details of these models
are given in Table 3.

Table 3. Details of the Models

Model 1 Model 2 Model 3
Independent Variables Dependent Variable: Dependent Variable: Oil Dependent Variable: Stock
Inflation Price Market (SM)

Coefficient 0.735672 -2.844556 -2.921181

Inflation (-1) Standard Error (0.07357) (1.00407) (1.54554)
t-statistics [ 9.99974] [-2.83301] [-1.89007]

Coefficient 0.063992 1.806344 0.683050

Inflation (-2) Standard Error (0.09269) (1.26500) (1.94718)
t-statistics [ 0.69040] [ 1.42794] [0.35079]

Coefficient -0.202525 0.088316 1.708924

Inflation (-3) Standard Error (0.08835) (1.20575) (1.85598)
t-statistics [-2.29241] [ 0.07325] [0.92077]

Coefficient 0.159163 -0.476162 -0.385655

Inflation (-4) Standard Error (0.05595) (0.76366) (1.17548)
t-statistics [ 2.84455] [-0.62353] [-0.32808]

Coefficient -0.005807 0.185758 0.003626

Oil Price (-1) Standard Error (0.00527) (0.07189) (0.11067)
t-statistics [-1.10228] [ 2.58375] [0.03277]

Coefficient -0.013001 -0.130526 -0.048998

Oil Price (-2) Standard Error (0.00529) (0.07214) (0.11104)
t-statistics [-2.45969] [-1.80937] [-0.44126]

Coefficient 0.004907 -0.075517 0.086585

Oil Price (-3) Standard Error (0.00520) (0.07103) (0.10934)
t-statistics [ 0.94282] [-1.06315] [0.79191]

Coefficient -0.015110 -0.447652 -0.124437

Oil Price (-4) Standard Error (0.00571) (0.07793) (0.11995)
t-statistics [-2.64639] [-5.74446] [-1.03739]

Coefficient 0.004998 0.079896 0.022445

Stock Market (-1) Standard Error (0.00312) (0.04259) (0.06555)
t-statistics [ 1.60176] [ 1.87600] [ 0.34238]

Coefficient -0.007472 -0.146986 -0.121368

Stock Market (-2) Standard Error (0.00314) (0.04281) (0.06589)
t-statistics [-2.38231] [-3.43370] [-1.84194]

Stock Market (-3) Coefficient 0.002464 -0.004380 -0.093196
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Standard Error (0.00321) (0.04386) (0.06751)

t-statistics [ 0.76668] [-0.09986] [-1.38046]

Coefficient 0.005093 0.109791 -0.220496

Stock Market (-4) Standard Error (0.00327) (0.04460) (0.06866)

t-statistics [ 1.55829] [2.46142] [-3.21148]

Coefficient 0.464575 5.377291 5.607402

Constant Standard Error (0.10842) (1.47974) (2.27771)

t-statistics [ 4.28491] [ 3.63395] [2.46185]
R-Squared 0.68 0.23 0.10
Adjusted R-Squared 0.67 0.19 0.05
F statistic 0.00 0.00 0.00

Table 3 explains the details of 3 different models created in the VAR analysis. Additionally, mathematical
expressions of these models are given on the equations (1)-(3).

Inflation = C(1,1)*Inflation(-1) + C(1,2)*Inflation(-2) + C(1,3)*Inflation(-3) + C(1,4)*Inflation(-4) + C(1,5)*Oil(-
1) + C(1,6)*Oil(-2) + C(1,7)*Oil(-3) + C(1,8)*Oil(-4) + C(1,9)*SM(-1) + C(1,10)*SM(-2) + C(1,11)*SM(-3) +
C(1,12)*SM(-4) + C(1,13) (1)
Oil = C(2,1)*Inflation(-1) + C(2,2)*Inflation(-2) + C(2,3)*Inflation(-3) + C(2,4)*Inflation(-4) + C(2,5)*Oil(-1) +
C(2,6)*0il(-2) + C(2,7)*Cil(-3) + C(2,8)*Oil(-4) + C(2,9)*SM(-1) + C(2,10)*SM(-2) + C(2,11)*SM(-3) +
C(2,12)*SM(-4) + C(2,13) )
SM = C(3,1)*Inflation(-1) + C(3,2)*Inflation(-2) + C(3,3)*Inflation(-3) + C(3,4)*Inflation(-4) + C(3,5)*Oil(-1) +
C(3,6)*0il(-2) + C(3,7)*Cil(-3) + C(3,8)*Oil(-4) + C(3,9)*SM(-1) + C(3,10)*SM(-2) + C(3,11)*SM(-3) +
C(3,12)*SM(-4) + C(3,13) 3)

On the other side, the values of the coefficients are also calculated. The details of these factors are given on
Table 4-6.

Table 4. The Details of Coefficients for Model 1

Dependent Variable Independent Variables (IV) Symbols of IV Coefficients Probability Values
Inflation (-1) C(1,1) 0.735672 0.0000
Inflation (-2) C(1,2) 0.063992 0.4902
Inflation (-3) C(1,3) -0.202525 0.0222
Inflation (-4) C(1,4) 0.159163 0.0046
Oil Price (-1) C(1,5) -0.005807 0.2707
Oil Price (-2) C(1,6) -0.013001 0.0142
Inflation Oil Price (-3) C(1,7) 0.004907 0.3461
Oil Price (-4) C(1,8) -0.015110 0.0083
Stock Market (-1) C(1,9) 0.004998 0.1097
Stock Market (-2) C(1,10) -0.007472 0.0175
Stock Market (-3) C(1,11) 0.002464 0.4435
Stock Market (-4) C(1,12) 0.005093 0.1196
Constant Term C(1,13) 0.464575 0.0000

Table 4 gives information about the model in which inflation is the dependent variable. The first hypothesis
in this study is that oil price has an effect on the inflation rate. Therefore, the coefficients of the oil price
variable are considered. The probability values of C(1,6) and C(1,8) are smaller than 0.05, so it is clear that
these variables are significant. However, the coefficients of them are negative. This means that oil price
increase has a decreasing but small effect on the inflation in the future periods.

Table 5. The Details of Coefficients for Model 2
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Dependent Variable  Independent Variables (IV) Symbols of IV Coefficients Probability Values
Inflation (-1) C(2,1) -2.844556 0.0047
Inflation (-2) C(2,2) 1.806344 0.1538
Inflation (-3) C(2,3) 0.088316 0.9416
Inflation (-4) C2,4) -0.476162 0.5331
Oil Price (-1) C(2,5) 0.185758 0.0100
Oil Price (-2) C(2,6) -0.130526 0.0708
Oil Price Oil Price (-3) C2,7) -0.075517 0.2881
Oil Price (-4) C(2,8) -0.447652 0.0000
Stock Market (-1) C(2,9) 0.079896 0.0611
Stock Market (-2) C(2,10) -0.146986 0.0006
Stock Market (-3) C(2,11) -0.004380 0.9205
Stock Market (-4) C(2,12) 0.109791 0.0141
Constant Term C(2,13) 5.377291 0.0003

Table 5 explains the situation where dependent variable is the oil price. That is to say, the influencing factors
of oil price are considered in this model. This issue is not related to the hypotheses in this study. It is seen
that C(2,5), C(2,8) and C(2,12) are significant. It means that oil price increases in the previous periods lead
to decrease in this price in current period.

Table 6. The Details of Coefficients for Model 3

Dependent Variable Independent Variables (IV) Symbols of IV Coefficients  Probability Values
Inflation (-1) C(@3.1) -2.921181 0.0592
Inflation (-2) C@3,2) 0.683050 0.7259
Inflation (-3) C(@3,3) 1.708924 0.3575
Inflation (-4) C(3.4) -0.385655 0.7430
Oil Price (-1) C(3,5) 0.003626 0.9739
Oil Price (-2) C(3,6) -0.048998 0.6592
Stock Market O?l Pr?ce (-3) C@3,7) 0.086585 0.4287
Oil Price (-4) C(3,8) -0.124437 0.2999
Stock Market (-1) C@3,9) 0.022445 0.7322
Stock Market (-2) C(3,10) -0.121368 0.0659
Stock Market (-3) C@3,11) -0.093196 0.1679
Stock Market (-4) C@3,12) -0.220496 0.0014
Constant Term C(3,13) 5.607402 0.0141
Constant Term C(3,13) 5.607402 0.0141

In the model of Table 6, stock market is the dependent variable. The second hypothesis in this study is that
oil price affects stock market. Therefore, the coefficients of C(3,5), C(3,6), C(3,7) and C(3,8) are important for
this situation. It is defined that probability values of all these variables are higher than 0.05. It is concluded
that oil price does not have important impact on the stock market for G7 economies. In addition, the
stationarity of these models is evaluated to see the appropriateness. Figure 1 indicates this situation.
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Figure 1. AR Root Graph

Because all points are on the boundary of the circle, it is concluded that the models are appropriate. In the
next step, impulse responses are examined. This situation is illustrated on Figure 2.

Response to Cholesky One S.D. Innovations+2 S.E.

Response of INFLATION to INFLATION Response of INFLATION to OIL1 Response of INFLATION to SM1
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Figure 2. Impulse Responses of Variables

There are 9 different graphs in Figure 2. By considering the hypotheses of the study, the middle graphs on
the first and third rows should be evaluated. These figures state that oil price changes do not have any effect
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on inflation rate and stock market. Furthermore, variance decomposition tables are created for three
different variables. The results are given on Table 7-9.

Table 7: Variance Decomposition Table of Inflation

Period Standard Error Inflation

Oil Price Stock Market

1

O 0 1O Lt A W N

—_
o

0.952504
1.173499
1.277889
1.310134
1.346437
1.366519
1.384819
1.395869
1.404629
1.409895

100.0000
99.02279
95.99909
95.21250
92.02490
90.81021
90.76436
90.84376
90.83173
90.86747

0.000000
0.263223
2.984391
3.781071
6.253039
7.294888
7.183994
7.070972
7.008301
6.958613

0.000000
0.713986
1.016523
1.006430
1.722065
1.894906
2.051642
2.085272
2.159964
2.173917

Table 7 states that inflation is mainly explained by itself. In the other hand, it is seen that oil price volatility

does not play a significant role in the explanation of the inflation rate.

Table 8: Variance Decomposition Table of Qil Price

Period Standard Error Inflation

Oil Price Stock Market

1

O 00 1 N L A W IN

—_
S

12.99980
13.34581
13.81527
13.86761
15.11125
15.20679
15.30855
15.37067
15.63289
15.66969

24.01410
23.78897
23.98274
23.88570
22.26964
22.09905
21.97464
21.81691
21.24203
21.17469

75.98590
74.80054
70.39126
70.28087
70.10022
70.31248
69.91163
70.07544
69.73915
69.79531

0.000000
1.410498
5.626006
5.833433
7.630136
7.588468
8.113732
8.107651
9.018819
9.029999

It can be understood from Table 8 that inflation has more impact on oil price by comparing with the stock

market.

Table 9: Variance Decomposition Table of Stock Market

Period Standard Error Inflation

Oil Price Stock Market

1

O 00 1 N D AW

—
(=]

20.01020
20.19739
20.47760
20.64489
21.00789
21.03404
21.08649
21.14710
21.15476
21.15793

1.396259
3.165850
4.021838
4.445898
4.344346
4.465176
4.520958
4.623754
4.620410
4.619407

0.312679
0.307984
0.360606
0.766984
1.072327
1.087115
1.156687
1.255587
1.299367
1.314446

98.29106
96.52617
95.61756
94.78712
94.58333
94.44771
94.32236
94.12066
94.08022
94.06615

Table 9 explains that oil price has a very small effect on the stock market. Consequently, it is understood
that in G7 economies, volatility in oil prices does not have an essential influence on financial development

and macroeconomic stability.
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4 DISCUSSION AND CONCLUSION

This study analyzes the impact of oil prices on financial markets and macroeconomic stability. The
mentioned study was carried out for G7 countries. The ratio of stock prices to GDP representing the
development in the financial market has been taken into consideration. On the other hand, the inflation rate
variable is used in relation to macroeconomic stability. In this study, 3 different models are established for
each variable with the help of VAR analysis. In this process, firstly, the delay length analysis was made.
After that, modeler was developed, and coefficient analyzes were made. In addition, it is aimed to reach a
detailed result by performing variance decomposition and impulse response analyzes.

As a result, it was determined that the change in oil prices for G7 countries did not have a serious effect on
stock prices and inflation. In other words, a possible increase in oil prices does not adversely affect financial
markets and macroeconomic stability in these countries. When these issues are taken into consideration, it
is seen that the financial and macroeconomic structure in G7 countries is sound. Therefore, volatility in oil
prices will not cause great damage to the economies of this country. This situation is a guideline for the
managers of this country on behalf of risk management.

The results obtained from this study are guiding the governments of this country in other matters. For
example, it will be more accurate to consider variables other than oil prices in policies to be implemented
for inflation. In parallel with this mentioned issue, if the financial system is aimed to be developed in these
countries or if the issues that affect these markets are analyzed, using variables other than oil prices may
yield more meaningful results. Therefore, it is thought that the results obtained from this study can
significantly support projects to be carried out on financial and macroeconomic stability in these countries.

In the literature, most of the studies identified that there should be a relationship between oil price volatility
and inflation rates. However, in this study, it is concluded that this relationship is not valid for G7
economies. It is obvious that there are also some studies in the literature which supported this view. As an
example, Salisu et al. [25] reached a conclusion that this relationship is not valid for oil exporting countries.
Similarly, Bec and De Gaye [26] also defined that oil price shocks do not have a strong effect on the inflation
in US, French and UK. Moreover, Choi et al. [27] made a comparative analysis for advanced and developing
economies and identified that this relationship is not valid for advanced economies.

The biggest constraint in this study is to examine the effect of oil prices on only two variables. Oil prices are
an important factor that can affect many different variables. Therefore, new studies can focus on different
variables. On the other hand, in this study, the impact of oil prices on financial and macroeconomic stability
has been taken into consideration only for G7 countries. The results of the analysis obtained may differ for
other country groups. Therefore, it is considered that similar analyzes will be beneficial for E7 countries and

energy importing countries.
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Abstract

This study aims to statistically analyze the effects of meteorological parameters on the spread of coronavirus in
Turkey and Italy. The multi-factor ANOVA for data analysis was used for the present study. The data of the
COVID-19 active cases were handled covering 55 days between March 10, 2020 (the first case incident) and May
3, 2020 for Turkey and covering 69 days between February 25, 2020, and May 3, 2020 for Italy. The parameters
of meteorology include average temperature (°C), humidity (%), wind (mph) and pressure (Hg) in this study.
The data of meteorological parameters were considered as the average of each factor’s data for the highest
populated cities of Turkey and the two most populous cities (Rome and Milan) in Italy. The analysis of variance
was significantly analyzed with COVID-19 pandemic (R?= 0.307; F-ratio=5.6581 prob >.0008 with 55 observations
for Turkey, and R?= 0.437; F-ratio=3.6581 prob > .0182 with 69 observations for Italy), with the highest level.
Among the parameters of the weather, average temperature (°C) has a significant impact on COVID-19
pandemic (t-ratio=3.12; p<0.05) and humidity (%) provisionally affects COVID-19 pandemic (t-ratio=-1.186;
p<0.10) for Turkey. In addition, both humidity (%) (t-ratio=-1,38; p<0.0172) and wind (mph) (t-ratio=-2,57;
p<0.0125) parameters have been found to play an important role in the COVID-19 outbreak for Italy.

Keywords: COVID-19; Anova; Temperature; Humidity; Wind; Pressure
Ozet

Bu calisma, meteorolojik parametrelerin Tiirkiye ve Italya iilkelerinde korona viriisiin yayilmasima etkilerini
istatistiksel olarak incelemeyi amaglamaktadir. Veri analizi igin ¢ok faktorliit ANOVA testi bu calismada
kullanilmistir. Tiirkiye igin COVID-19 aktif vakalarina ait veriler, 10 Mart 2020 (ilk vaka olay1) ile 3 May1s 2020
arasindaki 55 giinliik ve Italya icin COVID-19 aktif vakalarina ait veriler, 25 Subat 2020 ile 3 May1s 2020
arasindaki 69 giinliik verileri kapsamaktadir. Bu calismada, meteoroloji parametreleri olarak ortalama sicaklik
(°C), nem (%), riizgar (mph) ve basing (Hg) faktorleri ele alinmistir. Meteorolojik parametre verileri, Tiirkiye'nin
en kalabalik sehirlerindeki her bir parametreye ait verilerin ortalamasi ile Italya’nin en kalabalik iki sehrine
(Roma ve Milan) ait veriler dikkate alinmistir. Varyans analizi kullanilarak COVID-19 vakalarina ait verileri
(Ttirkiye igin R? = 0.307; F-oran1 = 5.6581 prob> .0008, 55 gbzlem ve 1talya i¢in R?= 0.437; F-ratio=3.6581 prob>
.0182, 69 gozlem) en yiiksek diizeyde onemli ol¢iide analiz edilmistir. Meteoroloji parametreleri arasinda yer
alan ortalama sicaklik (°C) (t-orani = 3.12; p <0.05) 6nemli 6lglide ve nem (%) faktorii (t-oran1 =-1.186; p <0.10)
sartli olarak Tiirkiye’deki COVID-19 salgimini etkiledigi gozlemlenmistir. Ayrica, Italya icin hem nem (%) (t-
ratio=-1,38; p<0.0172) hem de riizgar (mph) (t-ratio=-2,57; p<0.0125) parametrelerinin COVID-19 salgminda
onemli rol oynadigi tespit edilmistir.

Anahtar Kelimeler: COVID-19; Anova; Sicaklik; Nem; Riizgar; Basing
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1. INTRODUCTION

Described as a disease similar to pneumonia cases, the COVID-19 virus first appeared in Wuhan City, Hubei
Province, China, in December 2019 (Atalan 2020a; Nghiem et al. 2020; Saglietto et al. 2020; Tobias et al. 2020).
With the rapid increase in the number of cases, research showed that there is a new type of coronavirus that
has not been identified before. This virus has been named Coronavirus-2019, SARS nCoV-2 or COVID-19
by health organizations with its emergence in December 2019 (Paital, Das, and Parida 2020). Although there
are many reasons for the transmission of this virus from person to person, the main reason is transmitted
by air (weather) (Ministry of Health 2020). Furthermore, meteorological factors play an important role in
the rapid spread of this virus (Atalan 2020b; Chen et al. 2020; Liu et al. 2020; Shi et al. 2020; Tosepu et al.
2020). However, there is no clearly proven (still a controversial situation) study on whether meteorological
factors have a direct or indirect effect on the spread of COVID-109.

Factors such as temperature, humidity, pressure, wind speed, the amount of rainfall density that are
thought to be effective on coronavirus are widely discussed in the studies. Different statistical methods
were used for these factors in the literature (Cassaro and Pires 2020; Liu et al. 2020). Tosepu et al. determined
that temperature has an important effect on COVID-19 by using spearman’s correlation method by
considering temperature (°C), humidity (%) and the amount of rainfall (mm) (Tosepu et al. 2020). Shi et al.
Measured the effect of temperature and humidity on COVID-19 using the modified susceptible-exposed-
infectious-recovered method (M-SEIR) (Shi et al. 2020). They concluded that only temperature can have an
effect on COVID-19 with this method. Wang et al. found that high temperature and high humidity
significantly reduced COVID-19 pandemic with the linear regression analysis (Wang et al. 2020). Tobias et
al. have found a slowdown in spread of COVID-19 pandemic during rainy days (Tobias et al. 2020). These
studies show that meteorological factors have been emphasized to have a direct or indirect effect on COVID-
19.

Most studies have focused on the correlation between factors (Atalan 2018; Ayaz Atalan et al. 2020).
Calculating the correlation coefficients does not mean that a factor exerts its effect on a response variable.
A second analysis in statistics is needed to see the effect of factors on responses (Donmez and Atalan 2019).
In this study, Anova was performed besides the correlation test to measure the effect of temperature (°C),
humidity (%), wind (mph) and pressure (Hg) factors on COVID-19 for Turkey and Italy. Turkey has
announced the first COVID-19 case on 10 March 2020. The total number of COVID-19 cases is 126,045 until
May 3, 2020 (Ministry of Health 2020). The number of people who died due to COVID-19 is 3397 until May
3, 2020 (Ministry of Health 2020). The data of the COVID-19 active cases are handled for 69 days of data
covering between February 25, 2020 (The first day of the announcement of the COVID-19 case) and May 3,
2020 in Italy. In this study, deaths for both countries were not included in the statistical analysis.

This study includes four sections. The first section deals with the literature review of studies related to
COVID-19 pandemic. The second part gives detailed information about the methodology of the study. The
results obtained from the method mentioned in the methodology section were discussed in the third section.
In the last section, conclusion about the study has been provided.

2. METHODOLOGY

In this study, the most populous in terms of density cities in Turkey and Italy of the COVID-19 cases and
the meteorological parameters data were discussed. The data used in this study were handled as 55 days of
data covering between March 10, 2020 (the first case incident) and May 3, 2020 for Turkey. The number of
data collected is a sufficient rate for statistical analysis. In this study, the correlation test was employed with
the multi-factor Anova to measure the effect of factors on the number of the COVID-19 cases. COVID-19
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cases were defined as the output (or response) factor in the Anova analysis. Data of the regions covered
Turkey has a population of 83.15 million (Turkish Statitical Institute 2020). Turkey consists of 81 cities and
7 geographic regions which are Marmara, Aegean, Central Anatolia, Black Sea, Mediterranean, Southeast
Anatolia, and Eastern Anatolia. Turkey is also perceived as a bridge between Asia and Europe so the rate
of population permeability (being a transfer point especially in air transportation change) is too much.
Therefore, Turkey is considered as an autonomous region for COVID-19 studies.

The 55-day COVID-19 case data are shown in figure 1 (Worldometer 2020). According to Fig.1., the number
of COVID-19 cases should be examined in two parts. While the number of COVID-19 cases increased daily
before the 33rd day, the number of COVID-19 cases decreased after that date. The peak point of COVID-19
cases was recorded as 5138 on 11 April 2020 (temperature, 11.83 °C; humidity, 61.10%; wind, 7.07mph;
pressure, 28.30Hg in Turkey. The average number of cases was calculated as 2292.

6000 — Covid-19 Cases

Peak point; 5138
5250 \A Maximum
5138

4500
3750

3000

Average

2250 2291.782

The number of Covid-19 Cases

1500

750 Period of increase <¢——|—> Period of decline
0 Minimum
= NWEONOO = = NN NDNDNDD W GWWWoowas bbb o aoo 1
SINGROIUD DREROSUBICAREREEIBCEERERESIESS &

Days

Fig. 1. COVID-19 case numbers by days

The cases of COVID-19 pandemic data are used as 69 days of data covering between February 25, 2020, and
May 3, 2020, in Milan and Rome, Italy (Lab24 2020; Worldometer 2020) The daily cases of COVID-19 data
for Rome and Milan are shown in fig. 2. (Worldometer 2020). The city of Rome is located in the Lazio region
in Italy. The most populated city in Italy is Rome. Rome has an area of 5,363 km? and a population of 4.35
million (World Population Review 2020b). The city of Milan is located in the Lombardy region in the north
of Italy. The second most populated city in Italy is Milan. Milan has an area of 1,575 km? and a population
of 3.25 million (World Population Review 2020a) (See fig.3.).
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Fig. 2. Daily COVID-19 cases in Italy’s most crowded cities Rome and Milan

Milan

Date: Feb 25-May 3, 2020
Covid-19 Cases: 20068
Rate: 9.53% of overall
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Area: 1,575 km?

L ke ot , ............................ > Rome

Date: Feb 25-May 3, 2020
Covid-19 Cases: 4911
Rate: 2.33% of overall
Residents: 4.34 Million
Area: 5,352 km?

Fig. 3. The descriptive data of the cities in Italy

Meteorological parameters affecting the environmental balance can also be effective in the spread of the
COVID-19 virus. Four different weather factors, namely temperature (°C) humidity (%), wind (mph), and
pressure (Hg) were considered that we think are effective on COVID-19 case data. The data of the weather
parameters were calculated as the average value between the dates determined for the study. The average
value of daily weather data on the largest cities located in seven regions of Turkey were collected to
represent the entire region of Turkey. The reason for using this method is that countries with large borders
do not have daily average weather data. The cities of Istanbul for the Marmara Region, Ankara for the
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Central Anatolia region, Izmir for Aegean region, Adana for Mediterranean region, Samsun for Black Sea
region, Van for Eastern Anatolia region and Diyarbakir for Southeast Anatolia region were determined to
calculate the weather data for Turkey. The total population in these cities account for 38.48% of Turkey's
population. Istanbul (15.52 million) is the most crowded city in Turkey and approximately 60% of COVID-
19 cases is observed in this city. Fig. 4. shows the average value of the weather parameters of Turkey.
Temperature(°C) and humidity (%) rates are increased day by day, but wind speed (mph) and pressure
(Hg) values are stable.
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(a) Turkey (b) Italy
Fig. 4. Average values of meteorological parameters for Turkey (a) and Italy (b)

The peak of COVID-19 cases for Milan was observed as 868 COVID-19 cases on March 21, 2020 (with
temperature, 12.8 °C; humidity, 64.1 %; wind, 3.4 mph; pressure, 29.6 Hg on the date of the peak point in
Milan). The number of cases in Italy was recorded as 6557 daily new cases and 53578 total cases at the peak
date for Milan. The average number of daily new cases was calculated as 291. The peak of COVID-19 cases
for Milan was observed as 868 COVID-19 cases on March 22, 2020 (with temperature, 14.6 °C; humidity,
58.5 %; wind, 6.1 mph; pressure, 29.5 Hg on the date of the peak point in Rome). The number of cases was
recorded as 5560 daily new cases and 46638 total cases at the peak date for Rome in Italy. The average
number of daily new COVID-19 cases was calculated as 71 in Rome. Although Rome has a crowded
population, the number of COVID-19 cases is less than the number of COVID-19 cases occurring in Milan.

The data of weather for Italy showed temperature minimum of 6.16 °C (with the cases of COVID-19, 93),
the maximum temperature of 15.24 °C (with the cases of COVID-19, 2615), the lowest humidity of 56.67%
(with the cases of COVID-19, 4093), the maximum humidity of 83.30% (with the cases of COVID-19, 1704),
the lowest wind of 4.17 mph (with the cases of COVID-19, 3977), the maximum wind speed of 13.77 mph
(with the cases of COVID-19, 31), and the minimum pressure of 28.04 Hg (with the cases of COVID-19,
1670), the maximum pressure of 28.44 Hg (with the cases of COVID-19, 49).

3. RESULTS AND DISCUSSIONS

The data set used is not suitable for normal distribution according to Anderson-Darling (0.9160) and
Shapiro-Wilk (1.3412) tests. Therefore, ANOVA test was performed for this study, since many data sets that
were not significantly normal would yield perfectly suitable results for an ANOVA. The lognormal and
Weibull distributions provide a good fit for the cases of COVID-19 data for Turkey and Italy.
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Table 1 shows the correlation values of weather parameters with each other. The correlation value varies
between -1.00 and +1.00. The correlation value of a factor indicates that it has a negative relationship as it
approaches -1.00, and a positive relationship as it approaches +1.00. Anova model has a positive relationship
only with the wind (0.2125), while the model has a negative relationship with temperature (-0.2509),
humidity (-0.4969), and pressure (-0.9992) for Turkey and a positive relationship only with the temperature
(0.2430), while the model has a negative relationship with humidity (-0.5783), wind (-0.3973), and pressure
(-0.9994) for Italy. The strongest relationship with cases of COVID-19 number negatively is with pressure
for Turkey and Italy.

Table 1. Correlation values of meteorological parameters for Turkey and Italy

Country Correlation Model Temp (°C) Humidity (%) Wind (mph) Pressure (Hg)
Model 1,0000 -0,2509 -0,4969 0,2125 -0,9992
Temp (C) -0,2509 1,0000 0,2061 0,4816 0,2256
Turkey Humidity (%) -0,4969 0,2061 1,0000 -0,1423 0,4691
Wind (mph) 0,2125 0,4816 -0,1423 1,0000 -0,2308
Pressure (Hg) -0,9992 0,2256 0,4691 -0,2308 1,0000
Model 1,0000 0,2430 -0,5783 -0,3973 -0,9994
Temp (C) 0,2430 1,0000 -0,2788 0,1116 -0,2632
Italy Humidity (%) -0,5783 -0,2788 1,0000 0,3058 0,5600
Wind (mph) -0,3973 0,1116 0,3058 1,0000 0,3791
Pressure (Hg) -0,9994 -0,2632 0,5600 0,3791 1,0000

The correlation between parameters does not mean that these parameters have an effect on COVID-19.
Therefore, more than one analysis should be made in statistics. Table 2 shows that, the analysis of variance
was significantly analyzed with COVID-19 pandemic (R?>= 0.307; F-ratio=5.6581 prob > .0008 with 55
observations for Turkey, and R?= 0.437; F-ratio=3.6581 prob >.0182 with 69 observations for Italy), with high
level.

Among the parameters, temperature (°C) has the most important effect on COVID-19 cases based on F-ratio
and t-ratio (p=0.0037) for Turkey. We also can say that the humidity rate has a significant effect in terms of
significance for Turkey. Since significance of humidity (%) is less than the value of p=0.1, its effect on
COVID-19 is high. Tosepu et al. (2020) expressed the humidity (%) was insignificant correlated (Tosepu et
al. 2020). This is because the data they use in their studies are statistically insufficient. Wind (mph) and
pressure (Hg) parameters did not show a significant effect on COVID-19. Another study shows that
temperature and humidity have an important and consistent distribution in the spread of the virus (Chen
et al. 2020). Both Humidity (%) (t-ratio=-1,38; p<0.0172) and Wind (mph) (t-ratio=-2,57; p<0.0125)
parameters have been found to play an important role in the COVID-19 outbreak for Italy.

Table 2. ANOVA data of the parameters for COVID-19

Country Source Std Sum of t-Ratio F-Ratio Prob>F
Error Squares Prob > ||
Turkey = Temperature (C) 72899.42 19001496 3.04 9.2659 0.0037
Humidity (%) 109.5994 6933250 -1.84 3.3809
Wind (mph) 36.26466 6016.00 -0.05 0.0029 0.9570
Pressure (Hg) 98.15116 735691.0 0.60 0.3588 0.5519
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Italy Temperature (C) 1.882879 0.182000 -0,01 0,0001 0.9920
Humidity (%) 0.515344 3444.845 -1,38 1,9026 0.0172
Wind (mph) 2.055759 11974.693 -2,57 6,6137 0.0125
Pressure (Hg) 37.80559 412.66600 0,48 0,2279 0.6347

According to Prediction Profiler, the number of COVID-19 cases in the coming days will range from 2.2 to
4373.4. Temperature, humidity, wind, pressure values should be 15.24, 83.3, 13.77 and 28.001, respectively,
within these limits.

4. CONCLUSION

In this study, the effects of meteorological parameters on the spread of coronavirus have been analyzed
statistically in Turkey and Italy. The multi-factor ANOVA for data analysis was used for the present study.
The data of the COVID-19 active cases were handled covering 55 days between March 10, 2020 (the first
case incident) and May 3, 2020 for Turkey and covering 69 days between February 25, 2020, and May 3,
2020 for Italy.

The parameters of meteorology include average temperature (°C), humidity (%), wind (mph) and pressure
(Hg) in this study. The data of meteorological parameters were considered as the average of each factor’s
data for the highest populated cities of Turkey and the two most populous cities (Rome and Milan) in Italy.
The analysis of variance was significantly analyzed with COVID-19 pandemic (R?>= 0.307; F-ratio=5.6581
prob >.0008 with 55 observations for Turkey, and R?= 0.437; F-ratio=3.6581 prob >.0182 with 69 observations
for Italy), with the highest level.

Among the parameters of the weather, average temperature (°C) has a significant impact on COVID-19
pandemic (t-ratio=3.12; p<0.05) and humidity (%) provisionally affects COVID-19 pandemic (t-ratio=-1.186;
p<0.10) for Turkey. In addition, both humidity (%) (t-ratio=-1,38; p<0.0172) and wind (mph) (t-ratio=-2,57;
p<0.0125) parameters have been found to play an important role in the COVID-19 outbreak for Italy.
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Pandemi Siirecinde Altin Fiyatlar ile Kripto

Para iliskisinin Makine Ogrenme Metotlar1 ile
Incelenmesi

MEB, Dr. Ahmet SEL*
“Sorumlu Yazar, selahmet43@gmail.com
Ozet

Yatirimcilar i¢in borsa endekslerinin tahmini endeksin etkilendigi ¢cok fazla degisken olmasindan dolay1 zor
oldugu kadar ihtiyag duyulan bir konudur. Dogru tahminler yatirimcilarin elde ettikleri fayday1 en st
diizeye tasir. Pandemi siirecinde dalgalanmalar tiim piyasa ve yatirim araglarinda fazlasiyla gozlenmistir.
Bu calismada, pandemi siirecinde secili kripto para tiirlerinin altin fiyatlar: {izerindeki etkisi incelenmistir.
Uygulamalar Python programlama dili kullanilarak yapilmistir. Bagimsiz degiskenler Bitcoin, EOS, Tether,
TRON ve Ripple olmak iizere altin fiyatlar1 tizerinde iligkisi egitim ve test kiimeleri tizerinden makine
o0grenmesi gergeklestirilerek incelenmistir. Makine 6grenme modellerinden ¢ok degiskenli, karar agac,
destek vektor makineleri ve rasgele orman regresyon modelleri bir arada kullanilmistir. Sonug olarak; en
yliksek agiklama oranina (R2 =0,91) sahip olan destek vektdr makineleri yardimiyla altin fiyatlar: tizerinde
Bitcoin +0,755, EOS -0,596, Tether -0,122 ve Tron + 0,220 etkisi oldugu belirlenmistir. Elde edilen sonuglar
piyasada oynakligin fazla oldugu doénemlerde yatirimlarin yonlendirilmesinde karar vericilere yardimci
olacag diisiiniilmektedir.

Anahtar Kelimeler: Altin Fiyatlari; Kripto Para; Pandemi; Yapay Zeka; Makine Ogrenmesi
Abstract

For investors, forecasting stock market indices is a problem that is as important as it is challenging since the
index is affected by so many variables. The benefit that investors get is maximized by accurate forecasts.
Fluctuations were observed in all market instruments and investment instruments during the pandemic
process. The influence of selected cryptocurrency forms on gold prices during the pandemic process is
investigated in this research. The Python programming language is used to render applications. Via training
and test sets, the relation between the independent variables Bitcoin, EOS, Tether, TRON and Ripple on gold
prices was investigated by machine learning. The multivariate decision tree, help vector machines and
random forest regression models were used together for machine learning models As a result; with the help
of support vector machines with the highest explanation rate (R2 = 0.91), it has been determined that there
are Bitcoin +0.755, EOS -0.596, Tether -0.122 and Tron + 0.220 effects on gold prices. The results obtained will
assist decision-makers in directing their investments in times of high market volatility.

Keywords: Gold Price; Crypto Money; Pandemic; Artificial intelligence; Machine Learning

1 Bu calisma 1. Uluslararasi Uygulamali istatistik Kongresinde dzet bildiri olarak sunulmustur.
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1. GIRIS

Kripto para, yeterli altyap1 ve teknolojinin gelismesiyle birlikte 2010'lu yillarda uygulamaya girmeye
baslamistir. Matematigin bir dali olan sifreleme yani kriptoloji bilimi temeline dayanan bir para birimidir.
Kripto para veya diger adiyla sanal para, para gibi islev géren ama paranin aksine ulusal sinirlar ve merkez
bankalarindan bagimsiz bir degisim aracidir (Maese, vd., 2016, s. 133). Kripto para birimleri olarak bilinen
bu sifreli paralar; kriptografik para, sanal para, dijital para ya da elektronik para olarak da
adlandirilmaktadir. Kripto paralar hicbir hiikiimet, organizasyon veya banka tarafindan yonetilmedigi,
daha hizli ve giivenir oldugu i¢in kullanicilar tarafindan maden veya madenci terimleri ile birlikte de
kullanilmaktadir (Ates, 2016, s. 349). Ozellikle baz1 kripto paralarinin degerinin fazlasiyla artmasi insanlar
kripto para madenciligine yoneltmistir. Ancak sanilanin aksine kripto para {iretimi i¢in gereken ekipman
ve teknolojiler zahmetli ve masrafli olabilecegini gostermektedir.

Blok zinciri teknolojisiyle gelistirilmis ilk kripto para birimi Bitcoin (BTC)'dir. BTC, kullanicilara ait tiim
tasarruflarin korundugu, yapilan her islemin kayit altina alindigi, halka agik ve ucgtan uca calisan bir
elektronik deme sistemidir (Nakamoto, 2019). Ozellikle uluslararasi ticarette giivenilir ve yenilik¢i 5deme
yontemi olarak degerlendirilmistir. Devletlerin bu ticari islemlerin igerigini ve transferleri kontrol
edememesi eksi bir yon olarak kalmistir. Ancak diger para tiirleri gibi yatinm ve tasarruflarin
yonlendirilmesiyle tercih edilmeye baslanmistir. Kripto paralarda giderek artan talep ve islem hacmi yeni
kripto paralarin piyasaya girmesine neden olmustur. Yeni ¢ikan kripto paralar i¢in islem hacimleri yiiksek
olmamasina ragmen spekiilatif olaylara fazlasiyla acgik olduklar1 ve kisa siirede yiiksek oranda artis ve
azaliglar gosterdigi bilinmektedir.

Yatirim araglarindan basinda gelen altin, 6zellikle Tiirkiye’de “yastik alt1” yatirim tabiriyle birikimi oldukca
fazladir. Teknolojinin ilerlemesi ile daha ¢ok fiziksel olarak biriktirilen altin yerini dijital hesaplara
birakmistir. Yatirimailar igin portfdy sepetinin gézde elamani olan altinin yaninda risklerin azaltilmasi
adina cesitlendirme yoluna gitmektedirler. Bundan dolay1 sepet olusumunda yatirim araglarinin tamamai
i¢in fiyat tahminleri yatirimlarin yonlendirilmesi adina biiyiik 6nem tasimaktadir.

Aralik 2019’da ortaya ¢ikan koronaviriis (Covid-19) pandemisi piyasalarda oldugu gibi yatirim araglarinin
cogunda da olagan dis1 dalgalanmalara sebep olmustur. Ozellikle piyasa ve yatirim araglarinda ani diisiis
ve ylikselislerin goriilmesi yatirimcilar icin tam bir kafa karisiklig1 yaratmistir. Fiyatlarin tahmin teknikleri
ve modelleri ile belirlenmesi gercekgi karar alma adina yatirimcilar i¢in son derece 6nemlidir. Tahminin
dogrulugu basarili kararlar alinmasini saglar ve yatirimcilarin fayda maksimizasyonuna ulasmasina imkan
tanir. Yatirim araglari arasinda olagandisi durumlarin giivenli yatirim aract genellikle altin olarak tabir
edilmektedir.

Bu calismada, pandemi siirecinde altin fiyatlarinin belirlenmesinde kripto paralarin etkisi incelenmistir.
Altin fiyatlarimin tahmini ve yatinm araglar ile iliskisi konusunda literatiirde oldukga fazla calisma
olmasina ragmen makine 6grenme modelleri ve kripto paralarin etkilerinin arastirildigi calismaya
rastlanmamistir. Ayrica ¢alisma pandemi donemindeki iligkileri incelediginden dolay1 diger calismalardan
farklilasmaktadir. Calismada analizler Python programlama dili kullarularak makine ogrenme
modellerinden ¢ok degiskenli, karar agaci, destek vektor makineleri ve rasgele orman regresyon modelleri
bir arada kullanilmis ve en iyi sonug aranmistir. Elde edilen sonuglarin pandemi donemi gibi olagan dis:
durumlarda yatirimlarin yonlendirilmesi ve portfoy sepeti olusturmada yardimci olmasi beklenmektedir.
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2. LITERATUR TARAMASI

Yapilan literatiir arastirmalar1 kapsaminda zaman serileri yardimiyla yapilan arastirmalar incelendiginde;
Elmas ve Polat (2014), calismalarinda 1988-2013 yillar1 arasinda altin fiyatin etkileyen; doviz kuru, Dow
Jones Endeksi, faiz orani, enflasyon orani, giimiis fiyat1 ve petrol fiyat: faktorleri {izerine zaman serileri ile
incelenmistir. Altin fiyatlarini; petrol fiyatlari, giimiis fiyatlar: ve enflasyon oraninin pozitif yonde, doviz
kuru, Dow Jones Endeksi ve faiz oraninin ise negatif yonde etkiledigi tespit edilmistir. Elde edilen sonuca
gore faiz oran1 disindaki diger faktorlerin altin fiyatina etkisi anlamh bulunmustur. Giiltekin ve Hayat
(2016), calismalarinda altin fiyatlarimin Tiirkiye'de etkilendigi faktorleri zaman serileri i¢in kullanilan
Vektor Otoregresif Modeller (VAR) modeli ile aragtirmigtir. 2005:01-2015:04 igin aylik veriler ile Istanbul
Altin Borsasi’'nda (iAB) altin fiyatlari, faiz orani, TUFE, doviz kuru ve BIST 100 endeksi, altinin ons fiyati
ve petrol fiyati ile incelenmistir. Sonug olarak, IAB altin fiyat1 tahmininde en fazla oran ons ve petrol fiyatt
olurken en az faiz orani olarak belirlenmistir. Giile¢ (2018), calismasinda 6nde gelen kripto paralar
incelemistir. Calismada Bitcoin’in d6viz, emtia piyasalari, hisse senedi ve faiz ile olan iligkisi incelenmistir.
Veriler aylik olarak 2012-2018 donemini ele almaktadir. Inceleme yontemi olarak Johansen Esbiitiinlesme
ve Granger Nedensellik analizleri uygulanmistir. Sonug olarak; Bitcoin fiyatlar: igin artan bir trende ve
yiiksek bir volatiliteye sahip oldugu belirlenmistir. Karasu ve dig. (2018), ¢alismalarinda altin fiyatlarina
etki eden faktorleri incelemislerdir. 2003-2014 dénemi aylik veriler kullanilarak altin fiyatlarin etkileyen
petrol fiyatlari, mevduat faiz oranlari, enflasyon oranlari, giimiis fiyatlar1 ve reel doviz kurlar1 degiskenler
olarak secilerek esbiitiinlesme analizi uygulanmistir. Analiz sonuglarinda Tiirkiye’de enflasyon orani ve
glimiis fiyatlarinin altin fiyatlar: tizerinde etkisi oldugu belirlenmistir. Yildirim (2018), ¢alismasinda Bitcoin
ile altina arasindaki iliskiyi ADF Birim Kok Testleri, Hata Diizeltme Modeli, Johansen Koentegrasyon Testi
ve Diizeltilmis En Kiiciik Kareler Modelleri ile degerlendirmistir. Analiz sonuglarinda Bitcoin ve altin
arasinda kisa donem icin iliskisiz oldugu goriilmiistiir. Ayrica Bitcoin fiyatlarinin altini etkilemezken, altin
fiyatlarinin Bitcoin fiyatlarim1 uzun doénemde etkiledigi goriilmiistiir. Cing6z ve Kendirli (2019),
calismalarinda altin igin fiyat hareketinde BIST 100 ve dolar kurundaki degisimlerin iliskisi aragtirilmistir.
Altin fiyatlar {izerine BIST 100 ve dolar kurunun uzun vadede anlamli bir etkisi olabilecegi ancak kisa
vadede degiskenlerin altin fiyati tizerinde anlamli bir etkisinin olmadig1 sonucuna ulasilmistir. Klein ve
dig. (2018), calismalarinda Bitcoin ile altin arasindaki iliski incelenmistir. Calisma da kosullu varyans analizi
ile Bitcoin ve altinin Ozelliklerini analiz edip karsilastirilmis ve yapilarindaki farkliliklar1 bulunmustur.
Sonug olarak Bitcoin” in ile altinin ters iligkili oldugu ve hisse senedi piyasalarinda temelde farkli 6zelliklere
sahip oldugu gorilmiistiir.

Yapay sinir aglar ile yapilan ¢alismalar incelendiginde ise; Kocatepe ve Yildiz (2016), ¢calismasinda yapay
sinir aglar1 yardimiyla altin fiyatinda meydana gelen degisimler i¢in yon tahmini yapilmistir. Uygulama da
2007- 2015 doénemi aylik veriler ile Tiirkiye altin gram fiyat1 bagimli degisken iken bagimsiz degiskenler
ham petrol fiyati, dolar kuru, dolar endeksi, BIST100 endeksi, Standard&Poor’s 500 endeksi, Tiirkiye
enflasyon, faiz ve tahvil oranlari;, ABD enflasyon, glimiis ve bakir fiyatlar1 ele alinmistir. Sonug olarak
bagimsiz degiskenlerin altin fiyatindaki degisim yoniinii %75,24 oranina basarili olarak tahmin ettigi
belirlenmistir.

Portfoy sepeti olusturma konusunda yapilan calismalara bakildiginda; Okuyan ve Deniz (2019),
calismalarinda kripto paralarin portfdy sepetine olan etkileri degerlendirilmistir. Kripto para tiirlerinden
en gozde olan Bitcoin ve Etheryumun baglica iilkelerin ve Tiirkiye'nin borsa endeksleri ile altin, giimiis ve
platin fiyatlar: kullanilmistir. Elde edilen sonuglarda kripto para getirileri ile kiymetli maden ve hisse senedi
endeksi getirileri arasinda pozitif ve anlamli bir iliski bulunamamustir. Bu sonug kripto paralarin kiymetli
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maden ve hisse senedi portfdylerinde iyi bir se¢im olacaginm gostermistir. Giil (2020), ¢alismasinda kripto
paralar ile portfoy cesitlendirmesini arastirmistir. Bu amagla, 2015-2020 dénemi giinliik verileri yardimiyla
hisse senetleri, doviz kurlari, emtialar ve yatirim fonlari ile gesitli portfdyler olusturulmustur. Daha sonra
kripto paralar (Bitcoin, Ethereum, Ripple) portfoylere ilave edilerek performanslari degerlendirilmistir.
Analiz sonuglarinda, kripto paralar ile diger varliklarin arasindaki korelasyonlarin genellikle ters yonlii
yani negatif oldugu gortilmiistiir. Ayrica, portfdylere eklenen kripto paralarin ¢ogunlukla diisiik riskler ile
daha yiiksek getiriler elde edildigi goriilmiistiir. Bundan dolay1 portfoy cesitlendirmesinde kripto paralar
iyi bir arag olabilecekleri sonucu ¢ikmustir.

Pandemi doneminde altin fiyatlari {izerine yapilan ¢alismalar incelendiginde; Giilhan (2020), calismasinda
Kovid-19 pandemisinin altin fiyatlar: {izerindeki etkisini 6l¢mek amaciyla 22.01.2020-08.04.2020 tarihleri
aras1 giinliik verilerle ARDL modeli kullanmistir. Bagimh degisken olarak altin fiyatlarinin ele alindig:
calismada, Kovid-19 Tiirkiye vaka sayisi, Kovid-19 Diinya vaka sayisi, US dolar kuru, politika faizi ve
akaryakit fiyatlar1 bagimsiz degiskenler olarak analize dahil edilmistir. Analiz sonuglarina gore, kisa
donemde altin fiyatlari ile dolar kuru ve politika faizi arasinda negatif, akaryakit fiyatlari, Kovid-19 Diinya
vaka sayisi, Kovid-19 Tiirkiye vaka sayisi gecikme degerleri, altin fiyat1 gecikme degerleri arasinda ise
pozitif yonlii iligki tespit edilmistir.

3. YONTEM

Analiz sonuglarinin anlamli ¢ikmasi adina veriler dncelikle normallestirme iglemine tabi tutulmustur. X’
normallestirilmis deger olmak iizere her bir veri olan X igin u: ortalama ve o: standart sapma degeri ile
Denklem (1) uygulanarak normallestirme islemine tabi tutulmustur.

x ==t (1)

g

Elde edilen normallestirilmis veriler {izerinden egitim (%66) ve test (%33) kiimeleri olusturularak makine
ogrenmesi gergeklestirilmistir. Makine 6grenme siirecinin temel isleyis yapisi Sekil 1."de gosterilmistir.

Egitim
Kiimesi

L

Makine A S —

Oprenmesi Model
Algoritmasi ile Degerlendirme
Egitim -

Model
Tahmini

. Makine
(“}ms _ Ogrenmesi
Kiimesi | Algoritmasi

Sekil 1. Temel makine 6grenmesi siireci
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Egitim kiimesi ile makine 6grenmesi algoritmasi egitildikten sonra giris kiimesinde yer alan test degerleri
yardimiyla elde edilen model iizerinden c¢iktilar alinarak model degerlendirme islemine tabi tutulur.
Degerlendirme sonucunda elde edilen model yeterli performans: gostermesi durumunda model kabul
edilmis olacaktir. Calismada makine 6grenme modellerinde ise ¢ok degiskenli, karar agaci, destek vektor
makineleri ve rasgele orman regresyon modellerine ayr1 ayr1 uygulanarak en iyi performansi veren deger
arastirilmistir. Analiz islemleri sirasinda performans Slgiitleri olarak agiklayicilik (belirtme) katsayisi (R?),
kok ortalama kare hatasi (Root Mean Square Error ) (RMSE) ve ortalama mutlak hata (Mean absolute error)
(MAE) degerleri hesaplanarak olgiilmiistiir. Burada;

y; = Gozlem degerleri
y; = Gozlem degerlerinin ortalamast
¥, = Tahmin degerleri
n = Gozlem sayisi
olmak tizere;

T i-7)?
RZ =1- i=1\Vi 2
S i-7)? (2)

RMSE = |Em?” 3)
n

MAE - Zi:l(:i_ﬁ) (4)

seklinde hesaplanmaktadir. Burada R? igin 1’e en yakin degeri almas1 beklenirken RMSE ve MAE igin en
diisiik degeri veren tahmin basarili sayilacaktir.

3.1. Coklu Regresyon Analizi

Regresyon analizi, bagimsiz degisken/degiskenler ile bagimli degisken/degiskenler arasindaki iliskiyi
incelemek icin kullanilan bir yontemdir. Bagimsiz ve bagimli degiskenlerin modelde birer tane olmasi ile
tek degiskenli veya basit regresyon modeli, bagimli degiskenin tek iken birden fazla bagimsiz degiskenin
oldugu regresyon modeline de ¢oklu regresyon modeli olarak adlandirilmaktadir. Birden ¢ok bagimli ve
bagimsiz degiskeni bulunan modeller ise ¢cok degiskenli regresyon modeli olarak bilinmektedir. Bir tane
bagimli degiskenin i¢in bagimsiz degiskenin sayisinin ise iki ve daha fazla oldugu regresyon modeline
coklu regresyon modeli denir (Ozdamar, 2004:189).

Bagimli degiskenin bir tane ve bagimli degisken iizerindeki etkileri aranan bagimsiz degiskenin birden
fazla oldugu regresyon modeline ¢oklu regresyon modeli denir. Coklu regresyon modeli igin Y: bagimli
degisken olmak tizere i=1..n tanimlanan Xi'ler bagimsiz degiskenler icin (o: sabit iken (i'ler katsayilardir. n
degiskenli model i¢in Denklem (5) gibi yazilabilir.

Y =B+ BiXy + B Xy + o + frXn ©®)
3.2. Karar Agac1 Modelleri

Veri madenciligi calismalarinda kullanilan karar agaci yontemi, tahmin ve siiflandirmada bagvurulan
onemli yontemlerden biridir. Karar agaci, girdisi bulunmayan bir kék diigiim ve her biri ayr1 birer girdi
olarak degerlendirilen i¢ diigiimlerden meydana gelen yonlii bir agag¢ seklindedir. Diigiimler karar agaci

-89 -



Journal of Statistics & Applied Science, Volume - 1, Issue - 2
' ¥ : Istatistik ve Uygulamali Bilimler Dergisi, Cilt - 1, Say1- 2

modeli i¢in ¢iktilar: bir bagka diigiim i¢in girdi ise test ya da i¢ diigiimii, girdi degilse de yaprak diigtimler
seklinde tanimlanir (Maimon ve Rokach, 2010, s. 150). Karar agact modellerinin gorsel yapist Sekil 2.’de
gosterilmistir.

Sekil 2. Karar Agac1 Modeli

Karar agaci modelleri gdzetimli 6grenme modeli olmakla birlikte siniflandirma ve regresyon modellerinde
kullanilmaktadir. Karar agacinin her bir dali programlama da dilinde yer alan “eger” yapisina uygun olarak
ayrilmaktadir. Meydana gelen dallar yardimiyla analize konu olan veri tiim modele islenmis olur. Karar
agact modeli egitim verisi sonucunda egitilen modelin test verisi kullanilarak istatiksel olarak etkinliginin
belirlenmesinden sonra tahmin yontemleri i¢in kullanilmaktadir. Modelin yapisi 6zellikle simiflandirma
sonuglarinin gorsel olarak gosterimini kolaylastirmaktadir. Diger yontemlere nazaran karar agici
modellerinin hizli sonug vermesi ve veriler arasi iligkilerin yapisal olarak gosterilmesi tercih edilmesinde
onemli bir rol oynamaktadir.

Karar agaci algoritmasinin temel amaci karmagsik yapilardan ziyade kiigitk boyutlu ve az derinlikli
agaglarin olusturulmasidir. Karar agaci algoritmalar1 kullanilarak elde edilen karmasik ve biiyiik yapilar
genellikle diisiik basar1 diizeyine sahiptir. Bu sebeple, kiigiik boyutlu karar agaglar1 modelleri olusturmak
amaciyla bir¢ok farkli yaklasim Onerilmistir. Bu yaklasimlardan biri diigiimlerin olusturulmasi ve
ayrilmasinda ol¢iitlerin kullanulmasidir. GINI indeksi, bilgi kazanci, ki-kare istatistigi gibi Olctitler, baslica
kullanilan diigiim ayirma Slgiitleri arasindadir (Kothari ve Dong, 2001, s. 172). Karar agacinin olusturulmast
ve analiz kisminda farkli 6l¢titlerin kullanilmasi modelin bagar1 diizeyini de etkilemektedir. Bundan dolay1
tek bir Olgiit ile modelin basarisinin sinanmas: yerine farkli Olgiitler kullamilarak basari diizeyenin
karsilagtirilmasi 6nemlidir.

3.3. Rasgele Orman Modelleri

Rasgele orman algoritmasi topluluk 6grenme yontemlerinden biridir. Topluluk 6grenme yontemleri, farkli
modelleri birlestirerek sonuglar: iyilestirmeyi amaglar. Rasgele orman algoritmasi birden fazla karar
agaclarinin toplulugundan elde edilmektedir. Rasgele orman algoritmas: avantajlarindan biri hem stirekli
hem kesikli degiskenlerin birlikte kullanabilmektedir. Ayrica biiyiik kiigiik boyutlu veri setlerinde
kullanilabilmektedir. Rasgele orman ise dogrululuk oranmi diger algoritmaya gore yiiksek ¢ikmaktadir.
Dezavantaj olarak ise algoritma siyah kutu yani agac yapis1 goriilmemektedir (Breiman, 2001, s. 20). Rasgele
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orman yonteminin olusturdugu yapi Karar agaclari (KA) yapistyla meydana gelmektedir. Sekil 3.’te rasgele
orman modelinin yapisi goriilebilir.
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Sekil 3. Rasgele Orman Modeli Yapisi

Karar agaclarinin her birinden elde edilen sonuglarin ortalamalari1 tahmin degerini vermektedir. Ancak
karar agaglarinda oldugu gibi elde edilen modelin gorsellestirilmesi ¢ogu zaman sorun olabilmektedir.
Agac yapisini olusturan dallarin olusumunda en 6nemli adim meydana gelen dallanmalarin hangi kriter
ya da Oznitelik degerinin dikkate alinacaginin belirlenmesidir. Kaynaklar incelendiginde bu problemin
¢ozlimiinde kullanilan gesitli yaklasimlar oldugu goriilmektedir. Bunlardan en 6nemli olarak kabul
edilenler ise Gini indeksi, Twoing kurali, bilgi kazanci ve bilgi kazang orani ile Ki—Kare olasilik tablo
istatistigi yaklasimlaridir. ID3 algoritmasi tek degiskenli karar agaclarindan olmak iizere bilgi kazanci
yaklasimini kullanurken, C4.5 algoritmasi bilgi kazanci ve boliinme bilgisi kavramindan yararlanmaktadir.
Regresyon agaci ve smiflandirma yontemi olarak bilinen CART algoritmasi ise Twoing kuralin
kullanmaktadir (Breiman, Friedman, Olshen ve Stone, 1984:28).

Bagging yontemi, bir¢ok siniflama modeline uygulanabilmekle birlikte daha ¢ok karar agaglari igin
kullanilmaktadir. Bagging yontemi veri setinden simuf yapisim1 bozmayacak sekilde rastgele ornekler
secilerek (bootstrap) olusturulan ¢ok sayidaki karar agacinin yaptig1 smif tahminleri oylanarak en ¢ok oy
toplayan sinufi asil siif tahmini olacak sekilde belirleyen 6grenme yontemidir. Bagging yonteminde art
arda olusturulan agaglar 6nceden olusturulan agaglara bagimh degildirler ve agaglar orijinal veri setinden
bootstrap 6rnekleme yapilarak olusturulmaktadir.

Rasgele Orman (Random Forests) yonteminde sonradan gelen veriye ait tahmin yapilmasmin yaninda,
degiskenlerin 6nem derecesi de hesaplanmaktadir. Veri setinde ¢ok sayida degisken varsa, degisken 6nem
derecesinin hesaplanmasi model indirgemesi agisindan oldukga kullanighidir. Ornegin binlerce degiskenin
bulundugu veri setinde, Rasgele Orman yontemiyle elde edilen 6nem derecesine gore, kurulacak yeni
modelde 6nem derecesi yiiksek degiskenler kullanilarak daha etkin tahminlerin yapilmas: saglanabilir.

3.4. Destek Vektor Makineleri

1963 yilinda Vladimir Vapnik ve Alexey Chervonenkis tarafindan temelleri atilan Destek Vektor Makineleri
(Support Vector Machine) (SVM) istatiksel 6grenme teorisine dayal bir gézetimli 6grenme algoritmasidir.
Her ne kadar temelleri 60'l1 yillara dayansada 1995 yilinda Vladir Vapnik, Berhard Boser ve Isabelle Guyon
tarafindan gelistirilmistir (Akpinar, 2017). SVM modelleri asir1 6grenmeyi azaltan yapisi ile simiflandirma
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ve regresyon problemlerinin ¢dziimiinde uygulanan ve daha iyi sonuglar veren giidiimlii bir 6grenme
algoritmasidir (Panigrahi ve Mantri, 2015, s. 763). SVM algoritmasinda, regresyon i¢in Destek Vektor
Baglayicisi (Support Vector Regressor-SVR) ad1 verilen bir yap1 bulunmaktadir. SVR, regresyon hatalarini
en aza indirmek icin deneysel riskleri 6lger ve bunun i¢in de bir maliyet fonksiyonu kullanir (Yu, Chen ve
Chang 2016, s. 705). SVM algoritmasi, dogrusal olan ve dogrusal olmayan tiirlere sahiptir. Hiper
diizlemlerdeki en optimal noktay1 bulabilmek i¢in kernel ad1 verilen ¢ekirdek yapilar kullamilir (Lin ve
Wang, 2002, s. 465). Sekil 4."te SVR modelleri i¢in Radial Basis Function (RBF) metodu kernel yapisina gore
dogrusal ve polinomal egrilere gore daha basarili sonug verdigi goriilmektedir.

= RBF model

2.0 A ~— Linear model
- Polynomial model
1.5 data

0 1 2 3 4

Sekil 4. SVR (rbf)-Dogrusal-Polinomal Tahminler

SVM yo6nteminde dogrusal smiflanabilen veriler igin birbirinden ayirt edilmesi amaciyla dogrusal
fonksiyonlar arasindan, en biiyiik marjini olan fonksiyon secilmektedir. Eger siniflamada orneklerin
dogrusal bir diizlem ile ayristirilabilecek diizeyde degilse, yontemde kullanilan Kernel fonksiyonu
yardimiyla daha ytiiksek boyutlu bir uzaya aktarilmasi miimkiin olmaktadir. Bu sekilde marjini en yiiksek
olan hiper diizlemler bulunur. Sonug olarak veriler bu ayirt edici hiper diizleme gore simiflara atanir
(Cosgun ve Karaagaoglu, 2011, s. 185). Python programlama dili altinda bulunan SVR modeli kernel
yapilar1 {linear’, ‘poly’, ‘rbf’, ‘sigmoid’, ‘precomputed’} secenek olarak verilmektedir. Verinin yapis: ve
model basarisinin yiiksekligine gore bu yapilardan uygun olan1 modele uygulanr.

4. UYGULAMA

Uygulamada Python programlama dilinde numpy, matplotlib, pandas, sklearn.metrics ve statsmodels.api
kiitiiphaneleri kullanilmigtir. Bu kiitiiphanler yardimiyla makine 6grenme modellerinden ¢ok degiskenli,
karar agaci, destek vektor makineleri ve rasgele orman regresyon modelleri bir arada kullanilmis ve en iyi
sonug¢ aranmuigtir.

4.1. Veri ve Degiskenler

Analize konu olan degiskenlerin degerleri dolar cinsinden ele almarak agik erisim adresi olan
(investing.com) sitesinden elde edilmistir. Inceleme sirasinda piyasa da aktif olarak iglem goren 3855 kripto
para oldugu goriilmiistiir. Arastirmanin pandemi siirecini kapsamasindan dolay1 1/12/2019 ile 8/09/2020
tarihleri arasinda veriler incelenmistir. Analize veriler degerlendirmeye alinirken tarih araliginda ortak
olarak islem gordiikleri giinler dikkate alinmistir. Uygulamada kripto paralar arasindan en yaygin olarak
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kullanulan ve piyasa hacmi en az %0,5 yogunluga sahip olanlar kullanilmistir. Bagimsiz degisken olarak ele
alman 13 tane kripto para ve degerleri Tablo 1.’de gOsterilmistir.

Tablo 1. Piyasa Hacmi %0,5 ten Biiyiik Kripto Paralar

Kripto Para Sembol Fiyat(USD) Piyasa Hacmi
Tether USDT 1,00 38,39%
Bitcoin BTC 10591,9 24,23%
Ethereum ETH 340,45 14,12%
Chainlink LINK 9,54 2,16%
EOS EOS 2,48 1,66%
TRON TRX 0,03 1,45%
Ripple XRP 0,23 1,30%
Litecoin LTC 44,20 1,12%
Bitcoin Cash BCH 211,49 0,96%
Power Ledger POWR 0,08 0,93%
Neo NEO 21,78 0,79%
Bitcoin SV BSV 152,63 0,56%
Ethereum Classic ETC 491 0,50%

Kaynak: Kripto Para, link: https://tr.investing.com/crypto/

Tablo 1. Incelendiginde piyasa degerleri incelendiginde BTC, ETH ve BCH'nin ilk siralarda yer aldig
goriilmektedir. Ancak BTC'nin piyasa degeri USDT den ¢ok fazla olmasina ragmen piyasa yogunlugunda
ilk sirada yer almaktadir. Bagimsiz degiskenler arasi korelasyon matrisi Tablo 2.de gosterilmistir.

Tablo 2. Bagimsiz Degiskenler Arasi Korelasyon Matrisi

BCH BTC BSV LINK EOS ETC ETH LTC NEO POWR USDT TRX XRP

BCH 1,00

BTC 043 1,00

BSV 090 043 1,00

LINK 0,06 0,78 0,08 1,00

EOS 097 043 0,83 0,09 1,00

ETC 094 045 090 0,02 088 1,00

ETH 024 0,90 025 094 025 021 1,00

LTC 094 0,58 0,80 027 09 084 044 1,00

NEO 0,35 0,82 029 078 041 029 085 053 1,00

POWR 0,11 0,75 021 0,70 006 017 079 024 057 1,00

USDT -0,40 -0,61 -0,53 -028 -0,33 049 041 -0,35 0,39 -0,42 1,00

TRX 034 0,77 028 079 041 028 084 052 093 0,52 -0,36 1,00
XRP 0,72 0,76 057 059 077 058 071 0,87 0,72 0,36 -0,35 0,71 1,00

Bagimsiz degisken olarak alinan 13 kripto para igerisinden regresyon analizi sonuglarinda ¢oklu baglant:
sorunu olmamasi adina korelasyon degerleri hesaplanarak mutlak degerce 0,80’ den biiyiik olan degiskenler
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analizden ¢ikarilmistir. Elde edilen sonuglarda ise bagimsiz degiskenler Bitcoin, EOS, Tether, TRON ve
Ripple olmak iizere altin fiyatlar1 bagimli degisken olarak belirlenmistir. Bagimli degisken altin igin
pandemi siirecindeki fiyat degisimi Grafik 1."de gosterilmistir.

2200
6.08.2020; 2069.4
2000
1800
8.09.2020;
1600 Maoa.zozo; 1943.2
1400 1489.4
2.12.2019
1200 ;1493.1
) Q o Q o o Q o S o
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Grafik 1. Pandemi Siireci Altin Fiyatlari ($), (Kaynak:investing.com)

Grafik 1. incelendiginde altin fiyatlarinda 2 Aralik 2019 tarihinde baslayan artis trendi 19 Mart 2020
tarihinde dip seviyeye geldikten sonra artislar devam etmistir. Agustos 2020 basinda ise en yiiksek degerine
ulasmastir. Bitcoin fiyatlarmin pandemi siireci igerisindeki degisimi Grafik 2."de gosterilmistir.

17.08.2020;

12282.6

2.12.2019; 7298.2 12.03.2020; 4826

Grafik 2. Pandemi Siireci BTC Fiyatlari ($), (Kaynak:investing.com)

Bitcoin fiyatlarmin pandemi siirecinde degisimi izlendiginde 2 Aralik 2019 tarihinde itibaren artis trendi
Subat ortalarinda biterek 12 Mart 2020 tarihinde dip noktaya ulagmistir. Ancak 17 Agustos 2020 tarihinde
yaklasik 2,5 kat1 deger kazandig1 goriilmektedir. EOS icin pandemi siireci fiyat degisimi Grafik 3'te
gosterilmistir.
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Grafik 3. Pandemi Siireci EOS Fiyatlar ($), (Kaynak:investing.com)

EOS igin Grafik 3. Incelendiginde 12 Subat 2020 tarihinde pandemi basindaki degerinin 2 katina giktig
goriilmektedir. Ancak tam bir ay sonra 3'te 1 fiyatina inan EOS i¢in fiyatinin genel anlamda 2$-3$ bandinda

gezindigi soylenebilir. Tether icin fiyat degisimleri Grafik 4'te gosterilmistir.
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Grafik 4. Pandemi Siireci USDT Fiyatlar1 ($), (Kaynak:investing.com)

Tether fiyat degisimi icin Grafik 4. incelendiginde dikkat ¢eken nokta 12 Mart 2020 tarihinde en yiiksek

degerine ulagmasidir. Bunun disinda 1$ bandinda fiyatinin degiskenlik gosterdigi sdylenebilir.
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Grafik 5. Pandemi Siireci TRX Fiyatlari ($), (Kaynak:investing.com)
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TRON fiyat degisiminin 12 Mart 2020 tarihinde dip yaptig1 ve 3 Eyliil 2020 tarihinde ise tavan yaparak
yaklasik 5 katina ¢iktig1 goriilmiistiir.
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Grafik 6. Pandemi Siireci XRP Fiyatlari ($), (Kaynak:investing.com)

Ripple fiyatlarmin ise 14 Subat 2020 tarihinde tavan yaptigi goriilmiistiir. Genel olarak
degerlendirdigimizde bagimsiz degisken olarak alinan kripto paralar i¢in 12 Mart 2020 tarihinde Tether
tavan yapmasina ragmen digerleri dip fiyat noktalarina diismiislerdir.

4.2. Analiz Sonuglar:

Normallestirme islemine tabi tutulmus veriler {izerinden regresyon modelleri makine 6grenmesi
sonucunda elde edilen sonuglar ile kernel yapis1 Radial basis function (rbf) olarak secilen Destek Vektor
Makineleri yonteminin daha basarili oldugu goriilmiistiir.

Tablo 3. Makine Ogrenmesi Sonucu Modellerin Regresyon Basarilari

Regresyon Yontemi Rkare MAE RMSE
Cok Degiskenli 0,80 0,38 0,45
Karar Agac1 0,80 0,28 0,52
Destek Vektor Makineleri 0,91 0,25 0,35
Rasgele Orman 0,83 0,28 0,37

Destek Vektor Makineleri regresyon modeli sonucunda XRP anlamsiz oldugu i¢in modelden ¢ikartilmasi
sonucu elde edilen model asagidaki gibidir.

Tablo 4. SVM Regresyon Modeli Katsay1 Sonuglar1

Bagimsiz Katsay1 Standart Hata p(olasilik)
BTC 0,755 0,047 0,000
EOS -0,596 0,029 0,000
USDT -0,122 0,031 0,000
TRX 0,220 0,043 0,000
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Analiz sonucunda elde edilen regresyon modeli asagidaki gibidir.
Altin = 0,755 * BTC — 0,596 * EOS — 0,122 * USDT + 0,220 * TRX

Destek Vektor Makineleri regresyon modeli sonucunun Altin fiyatlar: tizerinde R?=0,91 olmak iizere Bitcoin
pozitif yonlii 0.755, EOS negatif yonlii 0.596, Tether i¢in negatif yonlii 0.122 ve Tron i¢in pozitif yonlii 0,220
etkinin oldugu belirlenmistir.

Yogunluk degerleri dikkate alindiginda Tether ilk sirada yer alarak negatif etkisi gozlenmistir. Bitcoin ise
ikinci sirada yer alarak pozitif yonde daha giiglii bir etkiye sahiptir. Yogunluk siralamasinda EOS ve Tron
yakin degerler almasina ragmen EOS negatif yonde daha giiglii bir etkiye sahip oldugu goriilmiistiir.

5. SONUC ve ONERILER

Tasarruf ile elde edilen paranin yatirim araglari yardimiyla biriktirilmesi gelir elde etmekten G&te
gliniimiizde deger kaybinun Onlenmesi amaciyla da gergeklestirilmektedir. Bu yiizden yatirimlarin
yonlendirilmesinde tahminlerin dogru ve yerinde olmasi yatirimei i¢in hayati 6nem arz etmektedir. Ancak
pandemi siirecinde piyasalarda meydana gelen biiyiik dalgalanmalar panik ortamini arttirmistir. Dogru
kararlar alabilen yatirimcilar igin biiyiik kar elde etme firsat1 dogmus olmasina ragmen bir o kadar da zarara
sebep oldugu goriilmiistiir. Kar ve zarar dengesini gozetebilmek adina portfoy sepeti uygulamasinda bu
calisma icin altin ve kripto paralar incelemeye alinmistir. Calismada pandemi siirecinde segili kripto para
tiirlerinin altin fiyatlar: tizerindeki etkisi incelenmistir.

Bagimsiz degiskenler Bitcoin, EOS, Tether, TRON ve Ripple olmak {izere altin fiyatlar: tizerinde iliskisi
egitim (%66) ve test (%33) kiimeleri {izerinden makine 6grenmesi gerceklestirilerek incelenmistir. Bitcoin
fiyatlarinin tahmin sonuclarinin regresyon performanslart1 R?, RMSE ve MAE degerleri hesaplanarak
Olciilmiistiir. Makine 6grenme modellerinden ¢ok degiskenli, karar agaci, destek vektdr makineleri ve
rasgele orman regresyon modelleri bir arada kullanilmistir. Sonug olarak; destek vektér makineleri icin
kernel yapist “rbf” icin agiklayicilik orani R?=0,91 olmak tizere altin fiyatlari tizerinde Bitcoin +0,755, EOS -
0,596, Tether -0,122 ve Tron + 0,220 seklinde etkisi oldugu belirlenmistir.

Klein ve dig. (2018), calismasinin sonucu olan Bitcoin ile altin arasindaki ters iliski ve Yildirim (2018),
calismasinda Bitcoin fiyat hareketlerinin altin fiyatlarini etkilemezken, altin fiyat hareketlerinin Bitcoin
fiyatlarini uzun vadede etkiledigini belirlemistir. Ancak pandemi siirecinde bu iligskinin pozitif yonlii olarak
gerceklestigi goriilmiistiir. Ayrica portfoy cesitlendirmelerinde Okuyan ve Deniz (2019) ile Giil (2020),
calismalarinda kripto paralarin hisse senedi ve kiymetli maden portfoyleri icin iyi bir gesitlendirme varlig
oldugunu gostermistir. Dolayisiyla, kripto paralarin portfdy gesitlendirmesi igin iyi bir ara¢ olabilecekleri
ve portfoy performanslarini olumlu etkiledikleri sonucuna varilmistir.

Kripto paralarin fazlasiyla etkin olmasina ragmen fiyat oynakliklarinin yiiksek olmasi yatirim konusunda
sinirlandirmaktadir. Ancak yapilan yatirimlarin piyasa iginde biiyiikliigii ve yiiksek getirilerinden dolay1
tercih edilmeleri giderek artmaktadir. SVM modelinin kripto para tiirleri ile altin fiyatlarini tahmin etmede
diger makine 6grenme modellerine gore daha tutarli sonuglar verdigi goriilmiistiir. Elde edilen sonuglar
piyasada oynakligin fazla oldugu dénemlerde yatirimlarin yonlendirilmesinde karar vericilere yardimar
olacaktir. Bundan sonraki calismalarda pandemi siireci sonrasi degerlendirilebilir ve donemsel olarak
yatirim araglar da gesitlendirilerek kripto paralar ile emtia iiriinleri aras iliskiler incelenebilir.
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Abstract

Energy is of great importance for the sustainability of social and economic life. Energy consumption in the world
has increased gradually depending on the economic development. Fossil fuels, which are frequently used in
energy production, cause environmental degradation. Therefore, countries have turned their attention to
renewable energy sources such as solar, wind and biomass. In this context, the relationship between economic
growth and wind energy use was analyzed for 23 developing countries using the data of 2004-2016 and the
Driscoll and Kraay estimator. The findings obtained as a result of the study prove that the increase in wind energy
has a positive and significant effect on economic growth in the mentioned countries.

Keywords: Macro Economics, Economic Growth, Renewable Energy, Panel Data Analysis.
Ozet

Sosyal ve ekonomik hayatin siirdiiriilebilmesi icin enerji biiyiik dnem tagimaktadir. Diinyada ise enetji tiiketimi,
ekonomik gelismeye bagli olarak giderek artmistir. Enerji {iretiminde sik kullanilan fosil yakitlarin ¢evresel
bozulmalara yol agmasindan dolayi ise iilkeler dikkatlerini giines, riizgar ve biyokiitle gibi yenilenebilir enerji
kaynaklarina ¢evirmistir. Bu kapsamda ¢alismada, 23 gelismekte olan iilke i¢in 2004-2016 yillar1 arasinda riizgar
enerjisinin ekonomik biiyiime {izerindeki etkisi Driscoll ve Kraay Tahmincisi araciligiyla tahmin edilmistir.
Calisma sonucunda elde edilen bulgular, belirtilen iilkelerde riizgar enerjisi artisinin ekonomik biiyiime tizerinde
pozitif ve anlamli bir etkiye sahip oldugunu kantlar niteliktedir.

Anahtar Kelimeler: Makro Iktisat, Ekonomik Biiylime, Yenilenebilir Enerji, Panel Veri Analizi.

1 INTRODUCTION

Energy is one of the most important factors in building a sustainable future. In this context, there are many issues
that are discussed about the future of energy resources. But three of these issues form the basis of energy
discussions. The first of these issues is the limited reserves of fossil energy resources and the possibility that they
will be exhausted at a later date. The second is that greenhouse gas emissions resulting from the use of fossil fuels
increase, causing global warming and climate change. Finally, in economies that are dependent on foreign energy,
in a possible energy crisis is the energy supply problem that will occur (Apergis and Danuletiu, 2014, p.578-579;
Caliskan, 2009, p.306; Giiltekin and Ugur, 2019: 326).

Fossil energy sources such as coal, oil and natural gas constitute the majority of the energy used in the world
today. In In this context, energy consumption according to its source and the shares of these resources in total
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energy consumption are expressed in Figure 1. In the light of the data obtained from Figure 1, oil is the most
consumed energy source in the world. This is followed by coal, natural gas, hydroelectricity, nuclear energy and
other renewable energy sources.

Figure 1: World Energy Consumption and Share of Global Primary Energy (1994-2019)
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Source: BP Statistical Review of World Energy Outlook, 2020

In the period between 1994 and 2019, although the use of fossil energy sources is at the top, the consumption of
renewable energy resources is increasing every year. So much so that, especially after the 2000s, with the
developing technology and the increased awareness of these resources, the interest in renewable energy has
increased. Increasing interest in renewable energy has brought with it more investment in this field. In this context,
between 2010 and 2019, approximately 2.6 trillion dollars (excluding large-scale hydroelectric) renewable energy
investments were made globally. Approximately 41% of this investment belongs to wind energy (Frankfurt
School-UNEP Center / BNEF. 2019).

Wind energy is one of the fastest developing completely environmentally friendly energy sources. In addition, it
is an energy source with low raw material cost. For example, the cost of electricity generated from wind energy is
50% of the cost of solar and nuclear energy, and approximately 25-30% of electricity produced from thermal power
plants operating with natural gas, coal and oil (Hayli, 2001: 10).
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Source: Wind Energy International, 2020 (https://library.wwindea.org/global-statistics/)
Figure 2: Global Installed Wind Energy Capacity (MW) between 2000-2019

Figure 2 shows the global installed power capacity of wind energy between 2000-2019. Accordingly, the installed
power capacity, which was approximately 18 thousand MW in 2000, reached approximately 650 thousand MW
by 2019. The most important factor in this increase in wind energy installed power capacity is the decrease in wind
energy-based electricity generation costs. In wind energy, while the cost reduction in onshore wind has been 39%

-100 -


https://library.wwindea.org/global-statistics/

CSNISTICS & App e

\Od &
N %,

& Z < Journal of Statistics & Applied Science, Volume -,1 Issue -2
d L ISSN 2718-0999

since 2010, there has been a 29% reduction in offshore wind (IRENA, 2020).

Figure 3 shows the top ten countries in wind energy generation as of 2019. Accordingly, China ranks first both in
terms of the wind energy capacity used in 2015 and the capacity added in 2016. China ranks first in wind energy,
as in other renewable energy sources. For many years, China has met its increasing energy need from fossil fuels
in parallel with its economic development. In this context, China is trying to eliminate this problem, which
gradually turns into energy security due to fossil fuel dependence, by turning to renewable energy sources (Turan,
2019). USA ranks second in wind energy production after China. Wind energy in the country provides more than
20% of the electricity production of 6 states (AWEA, 2020). Germany is third in the world in wind power
generation, India fourth and the UK fifth. Turkey ranks tenth in the world.
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Source: BP Statistical Review of World Energy Outlook, 2020
Figure 3: Top 10 Countries in Wind Energy Production as of 2019 (TWh)
2 LITERATURE REVIEW

Although there are many studies examining the relationship between renewable energy and economic growth in
the economics literature, the number of studies examining the effects of wind energy on economic growth remains
limited. At this point, this study is expected to fill the gap in the literature.
The effect of wind energy on economic growth is examined in the literature in two ways. The first of these
examines the effect of wind energy on economic growth in theoretical terms. The first of the studies mentioned
Kogaslan (2010), for the sustainable development objectives in Turkey conducted a study of the importance of
wind energy. Accordingly, in addition to being a completely domestic, renewable and environmentally friendly
resource, wind energy is a resource that will meet the total final energy consumption; It has reached the conclusion
that it will also contribute to the economic, environmental and social areas.
Pegels and Liitkenhorst (2014) compared wind power and solar energy in five different aspects, such as
competitiveness, innovation, job creation, climate change mitigation and cost, within the framework of the
German example. Accordingly, they concluded that wind energy meets these five substances better than solar
energy.
Khan and Erdogdu (2012), their study examined the economic benefits of wind energy for Turkey; In case of
generating energy from wind instead of fossil fuels, a total of 56.7 million tons less carbon dioxide will be emitted.
and that energy will be produced at around 56 million TL cheaper and stated that 112 thousand people will be
provided with employment opportunities.
The second study examining the effect of wind energy on economic growth is empirical.For example, Giiltekin
and Ugur (2019) investigated the macroeconomic determinants of wind energy consumption for OECD countries
with the help of panel data analysis for the years 2000-2015. In the study, government final consumption
expenditures, government activity, energy use per capita and GDP per capita were used as determinants of wind
energy. According to the analysis findings obtained, while public size is not a determinant in wind energy
consumption in any country, government efficiency and energy use are the determinants of wind energy in some
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Kog¢ and Apaydin (2020) analyzed the relationship between wind energy and economic growth with the data for
the period 1991-2017, using panel data for G-20 countries. According to the results of the analysis, a significant
and positive relationship was found between wind energy and economic growth.

Armeanu et al. (2017) measured the impact of renewable energy sources on economic growth in their study
including the Panel Data Analysis they conducted for 28 EU Member States in the period between 2003-2014. In
this study, they concluded that wind energy, which is one of the renewable energy resources, increased the
economic growth by 4%.

Ohler and Fetters (2015) examined the causality relationship between electricity generation from renewable energy
sources and GDP in their study using the Panel Error Correction model for the period 1990-2008 and 20 OECD
countries. According to the study, it was stated that electricity obtained from biomass energy has a decreasing
effect on GDP, while electricity obtained from wind energy and hydraulic energy has an increasing effect on GDP.
Sakarya and Yildirim (2017) used Monte Carlo Simulation (MCS) model in the evaluation of wind power plant
(WPP) investments in their study. By simulating various combinations of input variables affecting the RES
investment, determining the net present value (NPV) of the planned project, they concluded that RES investments
are economically profitable if appropriate conditions are met.

Atay (2016) analyzed the relationship between wind energy and economic growth in G-7 and G-20 countries with
a data set for 2003-2012. Accordingly, unit root tests, cointegration and causality tests applied with the help of
panel data set using wind energy consumption and economic growth rates were used in the study. According to
the results, a 1% increase in wind energy consumption increases economic growth by 6%

3 DATA SET AND METHODOLOGY

In econometrics-based empirical studies, three types of data are used: cross-section data, time series data and
mixed data, which is a combination of these two data sets. If the same section unit is examined in a certain time
period, such mixed data are called panel data (Gujarati, 1999). In other words, panel data includes the examination
of countries, firms or household units at a certain time scale (Baltagi, 2001: 1). The general equation used in panel
data analysis is expressed as follows:

Yi=a+Xw+ue  i=1,,,,,N t=1,,,,,,T (1)
In equation no 1, i = 1,,, represents the data of N number of firms, households or countries, while t =1,,, T
represents time. The term uit error is assumed to be independent of all units (Sandalcilar, 2012: 8).
Static models established with the help of panel data set mostly use fixed effect and random effect models (Cetin,
2013). In the fixed effects model, each unit that cannot be observed is assumed to be constant with respect to time,
while in the random effect model, it is assumed that there are time varying effects around a certain probability
distribution and that these effects are unrelated to the explanatory variables of the model (Baltagi, 2005).
Hausman (1978) test is used in the literature to choose between fixed and random effect models. In the Hausman
(1978) test, the null hypothesis expressed as Ho is set up to express the accuracy of the random effect model. As a
result of this test, it is concluded that if the Chi-Square probability value is lower than 1%, the model to be used
can be preferred as a fixed effect model (Baltagi, 2005). The variables belonging to the model created to examine
the effect of wind energy on economic growth are given in Table 2.

Table 2: Variables Used in the Model

Variables Defining Variables Source Expected Sign

GDP Real GDP World Bank-WDI

WIND Primary Use of Wind Energy International Renewable Energy +
Agency- IRENA

GFC Real Fixed Capital Investments =~ World Bank-WDI +
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LABOR Labor World Bank-WDI +/-

In this study, besides the primary use of wind energy, the effects of real fixed capital investments and labor
variables, which are among the important dynamics of growth, on economic growth were investigated. In this
context, the study was examined for 23 developing countries using annual data for the period 2004-2016. Countries
used in the study; Argentina, Brazil, Bulgaria, Chile, China, Colombia, Costa Rica, Croatia, Egypt, Hungary, India,
Iran, Mexico, Morocco, Peru, Philippines, Poland, Romania, Russia, South Africa, Sri Lanka, Turkey and Ukraine
. These countries are determined by whether they use wind energy or not.

3.1. Empirical Findings
In this study, the effect of wind energy use on economic growth will be analyzed with the help of the model given
below;
The model used in the analysis is expressed below.
LOGGDP:= ati + At + f1 LOGWIND:t + 2 LOGGFCit + 3s LOGLABOR:t + € (2)
In model number 2 i; t represents the country while t represents time. {3, estimation coefficients, ai, country fixed
effect, At is the time constant and ¢it stands for error term. Descriptive test statistics of the variables used in the
study are expressed in Table 3.
Table 3: Descriptive test statistics for variables

Variables Mean Standard Minimum Maximum
deviation

GDP 8.731003 0.677523 6.804615 9.620793

WIND 5.023556 2.498339 0 12.03605

GFC 24.92718 1.389702 22.42275 29.11586

LABOR 16.84755 1.445668 14.41239 20.48374

Before performing panel regression analysis, it is necessary to determine the appropriate model in the study. In
this context, first of all, in order to determine which of the fixed and random effects models to be used in the study,
it was decided according to the result of Hausman test, which is frequently used in the literature. According to the
results of the Hausman Test given in Table 4, it was seen that the most suitable method in this study was the fixed
effects model. Following the determination that the appropriate model was the Fixed Effects Model in the study,
the modified Wald Test for heteroskedasticity problem that could cause errors and deviations in the estimation
results, the Wooldridge autocorrelation test for the autocorrelation problem, and the Pesaran (2004) CD test to
determine the presence of cross-sectional independence were used in the study. According to the obtained test
results, it was determined that all three heteroskedasticity, autocorrelation and cross-sectional independence
problems exist in the model. According to the test findings, Driscoll and Kraay (1998) Standard Errors and Fixed
Effects Regression, which are used in the presence of all three of these problems and eliminate these problems,
were applied as the final model and the estimated results obtained are given in Table 4.

Table 4: Fixed Effects Model Results with Driscoll and Kraay Standard Errors

Variables Coefficients
Logwind 0.0254*** (0.00)
Loggfc 0.445* (0.00)
Loglabor -0.246* (0.056)

R2 0.84
Sample Number 299
F-statistic (W) 576.88
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Hausman Test statistic 16.86
Modified Wald Test statistic 9184(0.00)
Wooldridge Test statistic 67.31 (0.00)
Pesaran Cross-sectional Independence Test Statistic 4.785 (0.00)

Note: : () refers to the probability values of the variables. and *** p <0.01, ** p <0.05, * p <0.1 represent significance
levels

Table 4 shows Driscoll and Kraay estimator results.. According to Fixed Effects Model Results with Driscoll and
Kraay Standard Errors, R? value is estimated as 0.84. In other words, the power of independent variables to explain
the dependent variable is 0.84. The F statistic shows that the model is generally significant. The coefficients of all
variables were found to be statistically significant. According to the estimation results, the increase in wind energy
positively increases the GDP in accordance with the expectations. In other words, a 1% increase in the use of wind
energy increases the GDP by 0.02. Likewise, fixed capital investments have a positive effect on GDP as expected.
A 1% increase in fixed capital investments increases GDP by 0.44. On the other hand, the labor variable negatively
affects the GDP and a 1% increase in the said coefficient decreases the GDP by 0.24.

4 CONCLUSION

One of the dynamics of a sustainable economy that is thought to change the economic structure of the future is
wind energy. Unlike the fossil-based energy resources that are widely used in the world, countries have turned to
alternative energy sources in recent years. Wind energy, which is one of these alternatives, increases its importance
day by day.

In the study, the effect of wind energy on economic growth between 2004-2016 for 23 developing countries was
estimated by means of Driscoll and Kraay estimator. In addition to the primary use of wind energy, labor and real
fixed capital investments are also used in the model to measure the relationship between the use of wind energy
and economic growth, as they are the dynamics of growth.

In the study, the coefficient for the primary use of wind energy was found to be statistically significant and
positive. The demand for renewable energy has increased in recent years and wind energy, which is among the
renewable energy sources, is technologically more advantageous than its alternatives, the installation phase is
completed in a short time, it can be considered as a factor that increases economic growth due to social and
economic contributions in the region where it is established. In addition, wind energy will reduce foreign
dependency in energy and thus the decrease in energy import costs will cause an increase in GDP. Labor force,
which is another variable considered, constitutes the dynamics of growth. The increase in the labor force in a
growing economy is an issue in the economics literature. If productivity in the labor force is low and the wages
correspond to a relatively small proportion of the production cost of the firm that will invest in the country, the
abundant workforce in that country will not create an opportunity for the investing firm. In this context, 1%
increase in labor force in the study reduces economic growth by 0.24%.The last variable used in the study is real
fixed capital investments. Like other variables, this variable was found statistically positive and significant in the
study. In summary, the study concludes that the use of wind energy and fixed capital investments increase
economic growth, while the labor force reduces economic growth.

The rapid increase of the population in developing countries, and the supply of energy used as input in the
increasing production process, at high rates, from fossil-based energy sources make these countries highly
dependent on foreign countries. This foreign dependency constitutes one of the biggest obstacles to the
development of countries. The current account deficit, which is largely given when importing energy, prevents
countries from making new investments and causes a restriction on research and development expenditures to be
allocated to this field. In order to minimize this negative situation and solve the energy deficit problem, developing
countries should form their energy policies in favor of using renewable energy, just like developed countries.
Wind energy, on the other hand, is a good alternative for developing countries due to the fact that its installation
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and maintenance costs are less than other energy sources and the time it can pay off is very short.
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Abstract

Recently it was shown through simulations studies that Sub-D produces estimates
with unbiased and lower variance-covariance estimates than the ANOVA-based estima-
tor, except in case of random “one-way” balanced designs. In this designs the simulations
studies suggested that they have the same variance-covariance estimates. This paper
aims to compare the common ANOVA-based estimator to Sub-D in random “one-way”
designs with two groups of treatment and in random “one-way” balanced designs. The
comparison will be conducted through theoretical results and corroborated with simula-
tion studies. It will be proved that the ANOVA-base estimator and Sub-D have exactly
the same variance-covariance estimates in both above referred designs. The proof will be
given firstly for random “one-way” designs with two groups of treatment and then for
random “one-way” balanced designs.

Keywords: Sub-D, ANOVA, Variance Components, One-way Designs.

1. Introduction

Due to necessity of incorporate the amount of variations caused by certain uncontrol-
lable sources of variations in statistical designs with fixed effects, for example the amount
of variations within and/or between groups of treatments for that the experimenters are
not able to control and those whose the levels must be randomly selected, in research field
such as genetic, agriculture, animal breeding, and quality control and improvement, in
early 1960 several designs with both fixed and random effects terms were introduced and
widely investigated (see Khuri [4] and Silva [11]).

Among those designs we highlight the well known and widely discussed random
“one-way” designs:

Zijz;l/l—i—lki—i—eij,iZl,...,k}jZl,...,ﬂi, (1.1)

k is the the number of groups of treatment;

n; is the number of observations within the ith group of treatment;

u is the general mean (the fixed effect);

«; is the random effect due to the ith group of treatment;

€ij is the random error due to the jth observation within the ith
group of treatment.

where

It is assumed that:

a; ~ (0, 74), thatisa;’s arei.i.d. with mean zero and variance 7,;
€ij ~ (0, 7¢), thatis ¢;;’s are i.i.d. with mean zero and variance 7y;
cov(wj, €j) =0,i=1,... . kandj=1,...,n,
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When all groups of treatment have the same number of observations, thatis n; = n, the
model 1.1 is called random “one-way” balanced design. Otherwise it is called random
“one-way” designs.

Random “one-way” designs are useful tools for modeling repeated measured data
and, in particular, small sample and longitudinal data (see Wallace [15] and Khuri et
al. [5]). For this designs several techniques and tools focussing on variance components
estimation has been developed. Among than the most popular are those based on likeli-
hood and ANOVA (see Demidenko [1] and Pinheiro and Bates [7], for instance). Recently,
while doing research for his PhD Thesis, Silva (2017) developed a new estimator for vari-
ance components named Sub-D (see Silva [11], [12], [13] and Ferreira et al. [2]). On its
approach Silva constructed and applied a finite sequence of orthogonal transformations
(which he called sub-diagonalizations) to the covariance structure of the restricted design
producing a set of sub-models which he used to create pooled estimators for the variance
components.

Through simulations it was Shown that Sub-D produces very realistic estimative in
random “one-way” balanced and unbalanced designs (see Silva [12]); in nested and
crossed “two-way” unbalanced designs (see Silva [11]); and in nested “three-way” un-
balanced designs (See Silva et al.[13]). In fact, the numerical simulation show that Sub-D
produces reasonable and comparable estimates, sometimes slightly better than those ob-
tained with REML and mostly better than tose obtained with Anova. However, due to
the correlation between the sub-models on it’s foundation, the variability of estimates
produced with Sub-D is slightly greater then tose obtained with REML except in random
“one-way” balanced designs. But, when compared with Anova, Sub-D produces esti-
mates with unbiased and lower variance estimates than Anova-based estimator except in
case of random “one-way” balanced designs. In this case, simulations studies suggested
that Sub-D and Anova-based estimator has the same variance. Thus, this work aims to
prove through theoretical results that for this designs Anova-based estimator and Sub-D
have exactly the same variance. Moreover, this work also aims to propose a correction
for a result in the deduction of one of the Sub-D’s estimators for variance components
estimators given in Silva [12].

First section is devoted to the introduction, and the second one to the background.
Thirty section is reserved to prove that Anova-based estimator and Sub-D has exactly
the same variance-covariance in random “one-way” balanced designs. Forth section is
reserved to simulations studies, and the last one for the discussions.

From now on, the following notations will be used without any additional comments:

e Pr(x) denotes the projection matrix onto the subspace spanned by the columns of
a matrix X and Pg(x)7 the projection matrix onto the orthogonal complement of
the subspace spanned by the columns of X;
Y.(x) denotes the variance-covariance matrix of a random vector x, i.e
S(x)=Eb T
0,,» denotes an n x m matrix, while 0,, denotes a null vector of dimension 7; 1,, denotes
a vector of ones having both dimension #;
J,, denotes a n x n matrix of ones;
z ~ (w, ) denotes a random vector z with mean w, and variance-covariance matrix ¥;
z ~ N(w,X) denotes a random vector z with a normal distribution with mean w, and
variance-covariance matrix X;
r(A) denotes the rank of a matrix A;
tr(A) denotes the trace of a matrix A

Yizjdenotes YLy YL, fori # .
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2. The Estimators: Anova and Sub-D

In this section we introduce and briefly discuss Sub-D and ANOVA-based estimators
on design 1.1. Their MSE will be discussed. We will focus on case when the design has
two groups of treatment, i.e k = 2, as well as the case when the design is balanced, that
isn,=n,i=1,...,k.

2.1. ANOVA-based Estimator

The analysis of variance (ANOVA) method of estimating the variance components 7,
and 7. in model 1.1 consists of equating observed values of the between group mean
squares (MSg) and within group mean square (MSy) to their expected values, and solv-
ing the resulting equations for 7y, and .. This method produces unbiased estimators of
Y« and y.. Such estimators are respectively given as

A 1

No
1| 1 ¢ 1 G _
= mlzzlnl(zl. Zee)® — N—k;};(zl] Zis)”| and
A 1 k n; 5
i=1j=

ﬁ

NZ_Z/_CZ n2 k _ n Zii _ k n:
where 1, = N(kil_ll)lx N =Y, 11 Zie = Z]'lzl ,T'l] and zge = ) ;4 Zjlzl N-

Following Searle [8], [9] (see Sahai and Ojeda [3]) the variance of ANOVA estimators

72t and 774, are respectively given as

5 (%A> _ 273

k k 2 k
5 NZanﬁ—(Zn%) —ZNZn?
(Nz —yk, ”12) i=1 i=1 i=1
NTave 20eN*(N—D(k—1)
(NZ - Y n?) (NZ -y, ng)z (N —k)
_ 22
(7)) = 2.2)

Numerical studies carried out by Singh [14] and Caro et al. [6] for different configura-
tions of 7y, and 7. suggested that the unbalancedness of the data results in an increase

and

of variance-covariance of X (ﬂA) and X (@A). Khuri et al. [5] proved that X (ﬂA>
attains its minimum for all 7, and . when the data are balanced.

2.2. Sub-D
Lets take the matrix formulation of design (1.1):
z=uln+2Zp+e, (2.3)
where ) _
Tn, Ony Opy ... Oy w e
On, 1y, Opy, ... Op, 0 1
Z= 1|0 On Tng o Onyf B=|"| ande=| ."|, (2.4)
One One O v L k Sk
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with B ~ (O, valx), € ~ (On, veln) and B and € mutually independent. Thus the model
(2.3) may be rewritten as follow

z~ (,MIN/ Y ZZ" + %IN) . (2.5)

Let B be the N x (N — 1) matrix whose columns are the N — 1 orthonormal eigenvec-
tors associated to the null eigenvalue of % Jn, where Jy denotes an N x N matrix of 1’s.
Using B it is possible to define (see Silva [12]) a new design (a restricted one) by project-
ing the design (2.5) onto the orthogonal complement of the vectorial subspace spanned
by uly, as follow

y=B"z~ (u0n_1, YaM + veln_1),where M = B' ZZ"B. (2.6)

Now let A; be the matrix whose rows are the set of g; = r(A;) orthonormal eigenvectors

associated to the eigenvalue 6;,i = 1,...,h, of M; Let also ﬂs and %S denote the Sub-D
estimator of 7y, and 7., respectively. Thus, following Silva[5], we that

. 1 h h
T = s ;91‘ (hyTPiy — Z%yTPjy>
1= 7=
= y Ay, (2.7)

Al A

o and
1

2
where A, = - Y1, 6; (hp,- -~y Pj), W=hyl 02— (25;1 ei) ,and P, =

1 n h h
—S
Te = L0 <9i Ly Py—) eijpjy>
i=1 j=1 j=1

= y' Ay, (2.8)
where A = L Y1, 6; Z;-l:l (6; — 6;) P;.
2.2.1. The Correct Version of Sub-D. Unfortunately, it seems that the algebraic manipu-
lation at the time of Sub-D’s deduction did not work as well as Silva [12] wished since we

found that his deduction of 7¢° is wrong. The correct one is the one we presented here at
(2.8). It worth to remark that:

(1) The above elucidated error in the deduction of ?ZS at Silva[5] (Section 3) lies on

61 1
(the wrong) computation of (@'®)~!. Indeed, with® = | : :|, we found that
& p Do
0, 1
®@'e= [2?—1 07 L 91’] sothat (@7@) ! = - [ hoo X 91} (29)
Liafi Ok [RE Y ETI v R

h -y 91}

R RN YEL
for (@'©®) ! instead of the equation at right side of (2.9), which on it’s turn let to
a wrong deduction of 7z°.

(2) The miscalculation in the deduction of 725 did not reflected in the section "Numer-
ical Example’ of Silva[5], since the computation of (@"®)~! was done through a
software (R).

but unfortunately a miscalculation led Silva[5] to find hi* [

From now on we refer to the correct version of ?}S given in (2.8).
The next Theorem proposes the variance-covariance of both 7a> and 727
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S s—1 2 5—2
Theorem 2.1. Let Ay = h2 Y, 5 _on Yh ey i b <Zfl:1 91-) Y %, s =2,3,4.
Then:
—~ 2 2
@ T (7°) = Zhag + 225+ 255,

- Y 0:(6i-6;))
0= (7) = o | 4] (127 2v00 ),
Proof. (See Shayle et al. [10] for variance-covariance of a quadratic form) Part (a):

5 (ﬂs) — 2t (yTAay) = 2tr [(Aa(7aM + 7¢))?]

= 29%tr [(Aa M)Z} F Ayayetr [AeMA,) + 292tr [A2]

5 (A472 4+ 2A3707e + A272) . (2.10)

_ 2y ! “j ! (0. _n. ’ 4')’04')’6 ’
= kg (B 91)) YU By (29 )

j=196J] \i=1
72 i 1 (i )2
+ 5 — 0:(6; — 6,
(h*)? i=18i \i=1 !
2
h
2 h Zz:l Gi(el - 9])
- ()2 )3 ( < ) (7292+2w%9j+7§>. (2.11)
j=1 j
O

3. Estimation in Designs with two groups of treatments

It is not so evident a strict comparison between the variance-covariance of Sub-D and
Anova-based estimators, but when the design has a fixed k = 2 groups of treatment,
no matter the number of observation for each group, it seems that they are somehow
comparable.
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N2—(ni+n3)

Nz and so the ANOVA-based

When k = 2itfollowsthat N = ny +nyand ng =
estimators reduce to

%A = 7110 [m(zi. — Zee)2 4 112 (254 — Z:.)z)]
—”O(Nl_z) L; (=~ =)’ +]§ (227 — ZE.)2] and

11 12

= g | B E -]

j=1 =1

As we may easily conclude, their respective variance-covariance will be given as

2N N2(N —1)
S (mt) = 2+ 2and
('sz ) Yo+ (n1n2> YaYe + 2(mn2)2(N — 2) Ve an
A\ 297
z<%) = (3.1)

When k = 2, it follows that h = 2, that is M will only have two eigenvalues, 6; and 6,
and since (M) = k — 1 = 1 it follows that 6, = 0. Under these conditions we have that
A, =D 9_1 P and A, = Py, (3.2)
and therefore the estimators boils down to
T =y (1’19—11’2> yand 7° =y Pay.

The results for their respective variance-covariance follow as a consequente of Theo-
rem 2.1.

Corollary 3.1. Consider the conditions of Theorem 2.1, and let Let k = 2. Then,
(a) X (’)’a ) = 272 + 9, TaYe +2 (%;29% ) 762 ;
—~S\ __ Z'y%
) T (7:°) = 2.

Proof. Nothing that # = 2, and so g1 = 1 and 6, = 0, and applying Theorem 2.1 the
results follow. O

It worth to notice that since both Sub-D and Anova-based estimators are unbiased their
respective mean square error (MSE) are equal to their respective variance-covariance.
This remark allows us to infer about the quality of these estimators.

Remark 3.1. With MSE(§) denoting the MSE of an estimator § of a parameter q, we notice the
following:

e Sub-D: MSE (7;5) . (ﬁ) and MSE (@5) =¥ (@5);
e Anova: MSE (ﬂA) =% (ﬂA) and MSSE (@A> =X (%A).
The next result gives a comparative framework of the estimators in design with two
groups of treatment.
Proposition 3.1. Let k = 2. Then:
(a) MSE (7°) = MSE (7*);
(b) MSE (72°) = MSE (a*), if 0 = 222
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Proof. These results are consequences of Corollary 3.1. Indeed, since (M) = 1 we have
thatg1 =k—1=1and go = N - K= N — 2, so that

4 2 2N 2 1 N?(N —1
4 2m+m) _ and (82+2 ) _ (2 ) (3.3)
61 niny niny 8207 2 (mny)” (N —2)

provide 0; = 2;11:122 O

The condition #; = 242 for which MSE (@S) = MSE (ﬂA) imposed in Proposi-

ni+np
tion 3.1 consists in a measure to compare the quality of estimators, in the sense that if

0 < % it holds that Sub-D is better than Anova-based estimator for 7, and Anova

based estimator is better if 6; >
(see tables 1 and 2),

2nqny
nq-+nsy

. In fact, as we may see through simulations studies

2nqny
ni +np

whatever the values of n7 and 1, and so %S and ﬂA have exactly the same MSE.

For some combinations of parameters 1y, and . ranging over {0.1,0.5,0.75,1.0} we
simulated s = 10000 repeated designs, using B ~ N (0, 7,) and e ~ N(0, 7e), and
n1 = 101 and ny = 20. For each simulated design both estimators was applied and the
parameters 7y, and 7. was estimated. Next, the average of the estimated values for the
parameters was computed as well as the standard deviations of the respective estimated
values. See the results in Tables 1 and 2 and an R function for simulating both estimators
in tables 3. As we may see, independently of the configuration for the parameters 7, and
7e as well as the configuration for the number of elements in each groups of treatment, the
estimates and the respective standard deviations found are the same for both estimators.
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Table 1. Simulations for different values of 7, and 7. ranging over
{0.1,0.5,0.75,1.0}, with n; = 101, n, = 20 and s = 10000. Actual value de-
notes the actual values of the parameters; Estimate denotes the estimated values
of the parameters; Stand. Dev. denotes the standard deviations of the estimated

values.
| Sub-D Y« | v | ANOVA | 7« | 7
Actual value 0.5 1 AV 0.5 1
Estimate 0.50129 0.99912 Estimate 0.50129 0.99912
Stand. Dev. 0.75534 0.12768 Stand. Dev. 0.75534 0.12768
Actual value 1 0.5 AV 1 0.5
Estimate 0.99809 0.50001 Estimate 0.9980 0.50001
Stand. Dev. 1.42519 0.06520 Stand. Dev. 1.42519 0.06520
Actual value 0.75 0.5 AV 0.75 0.5
Estimate 0.756304 0.50095 Estimate 0.75630 0.50095
Stand. Dev. 1.08095 0.06576 Stand. Dev. 1.08095 0.06576
Actual value 0.5 0.75 AV 0.5 0.75
Estimate 0.50144 0.74989 Estimate 0.50144 0.74989
Stand. Dev. 0.75143 0.09628 Stand. Dev. 0.75143 0.09628
Actual value 0.5 0.1. AV 0.5 0.1
Estimate 0.49695 0.10004 Estimate 0.49695 0.10004
Stand. Dev. 0.71919 0.01301 Stand. Dev. 0.71919 0.01301
Actual value 0.1 0.5. AV 0.1 0.5
Estimate 0.10171 0.50099 Estimate 0.10171 0.50099
Stand. Dev. 0.16582 0.06458 Stand. Dev. 0.16582 0.06458
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Table 2. Simulations for different values of <7, and 7. ranging over
{0.1,0.5,0.75,1.0}, with n; = 20, n; = 101 and s = 10000. Actual value de-
notes the actual values of the parameters; Estimate denotes the estimated values
of the parameters; Stand. Dev. denotes the standard deviations of the estimated

values.
| Sub-D | 9 | Y | ANOVA | o | 7 |
Actual value 0.5 1 AV 0.5 1
Estimate 0.50746 1.00002 Estimate 0.50746 1.00002
Stand. Dev. 0.75025 0.12910 Stand. Dev. 0.75025 0.12910
Actual value 1 0.5 AV 1 0.5
Estimate 1.00721 0.50095 Estimate 1.00721 0.50095
Stand. Dev. 1.44209 0.06572 Stand. Dev. 1.44209 0.06572
Actual value 0.75 0.5 AV 0.75 0.5
Estimate 0.74427 0.50020 Estimate 0.74427 0.50020
Stand. Dev. 1.07430 0.06574 Stand. Dev. 1.07430 0.06574
Actual value 0.5 0.75 AV 0.5 0.75
Estimate 0.50204 0.75085 Estimate 0.50204 0.75085
Stand. Dev. 0.74323 0.09775 Stand. Dev. 0.74323 0.09775
Actual value 0.5 0.1. AV 0.5 0.1
Estimate 0.50690 0.09980 Estimate 0.50690 0.09980
Stand. Dev. 0.71661 0.01299 Stand. Dev. 0.71661 0.01299
Actual value 0.1 0.5. AV 0.1 0.5
Estimate 0.10217 0.49945 Estimate 0.10217 0.49945
Stand. Dev. 0.16710 0.06501 Stand. Dev. 0.16710 0.0650

Table 3. The R Code applied to Simulate and test Sub-D and ANOVA-based es-
timators in an unbalanced “one-way” random with two groups of treatments.
Tables 1 and 2 show some examples.

With regard to the optimality of design (1.1) Sub-D allows to set theoretical and con-
sistent results. Optimality designs provide accurate statistical inference by choosing the
number of groups of treatments and number of observations at each group in oder to

minimize the variance of estimating interested parameters, such as 72 and 7", which
is our case.

According with Corollary 3.1,
2(N—-1)

4
~S\ _ .2 |
z (w ) =27t 5 Vave + (N - 2)62

5 ve* and

= <%S> B z\ﬁgz (3.4)

2nqny
ny-+nsp

Noting that 6; depends on N through 11 and 17, and X=1 =~ 1 providing N is a large
natural number, results in (3.4) allow us to remark that the bigger is 6; the smaller are

recalling go = N —2and 6; =

z (ﬂ5> and X (ﬁzs) More over, it can be proved that 0; is not greater than the maxi-
mum of n; and 5.
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Proposition 3.2. Whatever ny and ny,
61 < max{ny,ny}.
2
Proof. Firstly, lets suppose n; = ny. Then 6 = % =ny.
Now, without lost of generality, let n; > n,. Then there exists a natural number b
holding 0 < b < 1y such that n; = ny — b. Thus,

2n? — 2bmy
6, = L —— 3.5
1 ST (3.5)
By contradiction, suppose 0; > 1y, i.e.
2n% —2b
u>1’11<—)—b1’11>0,
21’11 —-b
which is an absurd since by definition n; > 0 and b > 0. Therefore, 6 cannot be greater
than 1. For the case when 1, > n; we proceed identically. ]

The proof of Proposition 3.2 provide a robust tool to discuss the optimality of de-
sign (1.1) with respect to Sub-D. In fact, supposing (with out lost of generality) that

ny > nyandsony; =ny —band 6 = %, for some natural b, we easily prove that

0 — niasb — 0. (36)
In practice, this means the “more balanced” the model is the smaller the variances of

2n%72bn1
21’!1 —b 7

72> and 7¢° are. In order to do that lets consider the real function t(b) = 6; =

0 < b > njy. Thus, we found the following: since #'(b) = (z%ﬁ)z < 0 (meaning that 6,
—4n%

(2n1-b)3

concavity function of b), results (3.6) follows. #'(b) and " (b) denote the first and second

derivate of function t(b) at b, respectively.

is a decreasing function of b) and ¢’ (b) = < 0 (meaning that 6, is a face-down

4. Estimation in Balanced “One-Way” Designs

For random “one-way” balanced designs, that is the case when n; = n,i =,1...,k,
the ANOVA estimators for variance components 7y; and 7, are given as (see Sahai and
Ojeda [3]).

W= % [(kil> in(z}. —22)? - (k(nl—l)> ii(zg - Z?.>2]

k n
7 = () BRG0P o

with n = n;, zZj, = %27:1 zjj and zge = % 21-‘:1 27:1 zjj. The variance of the ANOVA

estimators 7,"'" and 7. are respectively given as

a2 4172 2k(n —1)73
Z(%‘ ) = o1 k- Teem k-1
—ar\ 297
Z(% ) ~ k(n—1) (42)

When discussing Sub-D for such a design, we found that M has only two eigenvalues:
61 = n with multiplicity ¢ = k — 1, and 6, = 0 with multiplicity go = N —k = k(n — 1).
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In this case the respective Sub-D estimators for variance components 7, and <y, be-
come:

7 =y (Aw)yand 7 =y (Aa)y, 43)
where
Al Ay AJ Ay AJ Ay
Agp=—A———2 Aep = ——2—. 44
W T = 1)  nkn—1) DA = 55,y (44)
As a consequence of Proposition 2.1 we find that:
~sb\ _ 2 o 4 2,2 2(kn —1) 2 _ v (=Ab
x () = e =) e B =1) = (72"") - and
s\ 27 o (—ab
2 (7) = g2y =2 (7). 0

and so, consequently, we have the following corollary.

Corollary 4.1. Let n; =n,i=1,...,k. Then:

—~
S EN}
~—  —

Ya

MSE (?5) — MSE (@A);
( (%)

MSE ﬂs) — MSE (7:4).

For simulation purpose, we toke the same combinations of the parameters 7, and .
ranging over {0.1,0.5,0.75,1.0}, and simulated s = 10000 repeated designs, using p ~
N(0, 74) and e ~ N (0, 7¢) and k = 10 and n = 23. For each simulated design, both
estimators are applied and the parameters 7y, and . was estimated. Then the average of
the estimated values for the parameters was computed as well as the standard deviations
of the respective estimated values. The number of groups of treatments and number of
observations for each groups was respectively chosen as k = 10 and n = 23. These
values was chosen with no reason other then the simulation purpose. As shown through
theoretical results the estimates for both estimators will be equal no matter the number of
groups and number of observations for each groups are taken. The results are in Table 4
and an R function to simulate both estimators in Table 5. As we may see, independently of
the configuration for the parameters <, and 7, the estimates and the respective standard
deviations found are the same for both estimators.
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Table 4. Simulations for different values of <7, and 7. ranging over
{0.1,0.5,0.75,1.0}, with k = 10, n = 23 and s = 10000. Actual value denotes
the actual values of the parameters; Estimate denotes the estimated values of the
parameters; Stand. Dev. denotes the standard deviations of the estimated values.

] Sub-D | % | v | ANOVA | 9 |  7e |
Actual value 0.5 1 AV 0.5 1
Estimate 0.49668 0.99980 Estimate 0.49668 0.99980
Stand. Dev. 0.25322 0.09545 Stand. Dev. 0.25322 0.09545
Actual value 1 0.5 AV 1 0.5
Estimate 0.99885 0.50044 Estimate 0.99885 0.50044
Stand. Dev. 0.47794 0.04757 Stand. Dev. 0.47794 0.04757
Actual value 0.75 0.5 AV 0.75 0.5
Estimate 0.75206 0.49970 Estimate 0.75206 0.49970
Stand. Dev. 0.36972 0.04706 Stand. Dev. 0.36972 0.04706
Actual value 0.5 0.75 AV 0.5 0.75
Estimate 0.50078 0.74935 Estimate 0.50078 0.74935
Stand. Dev. 0.25221 0.07101 Stand. Dev. 0.25221 0.07101
Actual value 0.5 0.1. AV 0.5 0.1
Estimate 0.50214 0.09996 Estimate 0.50214 0.09996
Stand. Dev. 0.23539 0.00954 Stand. Dev. 0.23539 0.00954
Actual value 0.1 0.5. AV 0.1 0.5
Estimate 0.10025 0.49985 Estimate 0.10025 0.49985
Stand. Dev. 0.05769 0.04768 Stand. Dev. 0.05769 0.04768

Table 5. The R Code applied to Simulate and test Sub-D and ANOVA-based es-
timators in random “one-way” balanced designs. Table 4 shows an example.

5. Discussion

As we may see in Silva et al. [2], Silva [12], Silva [11] and Silva et al.[13], through simu-
lations studies, Sub-D has proven its value. When compared to Anova-based estimator it
was shown that Sub-D produces estimates with unbiased and lower standard deviations,
except in case of random “one-way” balanced designs. In this sense we tough convenient
to investigate the performance of both estimators in such a designs; and we found that
not only they have the same performance in random “one-way” balanced designs but
also in random “one-way” designs with two groups of treatments. In fact this was proven
through theoretical results (see Proposition 3 and Corollary 4.1), corroborated with sim-
ulations studies (see tables 1, 2, and 3, regarding the random “one-way” designs with
two groups of treatments, and tables 4 and 5, regarding the random “one-way” balanced
designs.)
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