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Abstract 
In this study, it is aimed to determine the optimum bidding and operating planning of a Virtual Power Plant (VPP) in the energy 
market to obtain maximum profit. For this purpose, the VPP containing a Wind Power Plant (WPP), a Photovoltaic Power Plant 
(PVPP), and an Energy Storage System (ESS) is composed on the IEEE 6-bus test system with Distributed Generators (DGs). The 
bidding planning and operating scheduling of the components of the VPP participating in the Day-ahead Market (DAM) are decided 
hourly for a day. Thus, SGS is aimed to gain maximum profit. The proposed problem has been modeled as Mixed Integer Linear 
Programming (MILP) in GAMS software and solved with CPLEX solver to obtain optimum results. The obtained results show that 
the model is applicable and the method is valid. 
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1. Introduction 
 
Nowadays, the need for energy is increasing with the development of the technology. Due to environmental problems, renewable energy 
units are preferred in many countries for electricity generation. However, uncertain and variable generation of renewable energy units 
is a problem for electricity market participants. Combining renewable energy units with technologies such as conventional generation 
units, storage systems, controllable loads, and electric vehicles can be a solution to overcome these problems. It is possible with Virtual 
Power Plant (VPP) to operate as a single unit with combining individually operated different distributed energy systems. VPP operator 
decides optimum operation and bidding planning to be offered to the market with considering the operational constraints of VPP 
components in the electricity market. 
 
There are many studies that carry out research on the VPP energy management. Othman et al. (2017) have combined different 
optimization algorithms based on modification of big bang big crunch method for electrical energy management in an unbalanced 
distribution networks using VPP concept. They aim to minimize purchased energy from the grid. Abdolrasol et al. (2018) have presented 
a novel binary backtracking search algorithm for an optimal scheduling of VPP that consists of microgrids and distributed generation 
systems. Karimyan et al. (2016) have formed a VPP with the aggregation of distributed energy resources and determined the bidding 
strategy of it in the joint energy and reserve markets. Hannan et al. (2019) have formed a VPP in the IEEE 14-bus system including 
microgrids integrated with renewable energy sources and proposed a novel optimal schedule controller using binary particle swarm 
optimization. Wei et al. (2018) have proposed a bi-level scheduling model for virtual power plants including distributed thermostatically 
controlled loads and renewable energy. Vahedipour-Dahraie et al. (2020) have proposed a risk-based stochastic framework for energy 
and reserve scheduling of a VPP with considering demand response and uncertainties. Wozabal and Rameseder (2010) have presented 
a multi-stage stochastic programming approach to optimize the bidding strategy of a VPP which operates on the Spanish spot market. 
Gou et al. (2021) have presented a new optimal operation method for complex VPP that aggregates wind power, combined heat and 
power units, gas boilers and thermal and electrical loads by considering market transaction mechanism. Naval and Yusta (2020) have 
proposed a VPP model with the integration of water-energy management to maximize the annual operating profit of the VPP. They 
applied the model on a large irrigation system. Behi et al. (2020) have implemented a realistic VPP in Western Australia containing 67 
dwellings to compute costs and benefits. Sadeghi et al. (2021) have studied the optimal bidding strategy of a VPP in the day-ahead 
energy market and frequency regulation market. They applied a deep learning-based approach for uncertainties. Vahedipour-Dahraie 
et al. (2020) have presented the optimal bidding strategy problem of a VPP that participates in the day-ahead, real-time, and spinning 
reserve markets. They also demand response programs to minimize consumption costs of the customers. Lazaroiu et al. (2015) have 
optimized operation of a VPP owner participating in the day-ahead market and including distributed energy resources, energy storage 
systems, and generating units to maximize the overall profit. Rahimi et al. (2021) have proposed a stochastic scheduling problem for  a 
VPP model consisting of conventional generators, wind turbines, photovoltaic panels,  photovoltaic-thermal panels, energy storage 
systems, boilers, and combined heat and power. They studied on the IEEE 33-bus distribution test system and used GAMS 
software/CPLEX solver. 
 
In this study, a VPP model is presented to determine optimal bidding and operation strategy of it in a Day-Ahead Market (DAM). It 
aims to maximize expected profit of the VPP.  The VPP is applied on the IEEE 6-bus test system having Distributed Generators (DGs) 
by including a Wind Power Plant (WPP), a Photovoltaic Power System (PVPP), and an Energy Storage System (ESS). The problem is 
formulated as Mixed Integer Linear Programming (MILP) and modeled by GAMS software. The optimum results are obtained with 
CPLEX solver. 

2. Model Description 

The VPP increases the operational flexibility by combining different generation technologies in a single power system and provides 
performance improvement by combining individual distributed energy resources in the electricity market. The DAM is a system which 
energy transfer offers and trade are made the day before in order to balance the supply-demand and capacity energy in the electricity 
markets. The VPP owner participating in the DAM presents sold/purchased energy bidding and operates its components in a way that 
providing maximum profit. The VPP model and interaction with the electricity market is shown in Figure 1. 
 
The VPP model consists of the WPP, the PVPP, the ESS, and the DGs. The VPP owner participates in the DAM and aims to maximize 
its daily profit. It decides the amount of energy to sell or purchase (exchanged power) during the electricity market and optimum 
operation of the DGs and ESS. 
 
The VPP operator solves the optimal planning problem with respect to the meteorological data (wind speed, solar radiation, ambient 
temperature) and the data for market prices. By solving the problem, the bidding and operating scheduling of the VPP is determined to 
present in the electricity market. 
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Figure 1. The VPP Model in the Electricity Market 
 

3. Model Formulation 

In this section, the mathematical model of VPP components, objective function and power balance are explained. 
 
3.1. VPP Components 
Wind Power Plant 
Wind turbines can start to generate electrical energy at a certain wind speed known as the cut-in speed. They stop to generate electrical 
energy at the cut-out wind speed. At a determined wind speed for each wind turbine, the power obtained from the system reaches the 
highest value. This greatest power is called the nominal power and this wind speed is called the nominal speed. The output power of 
WPP is calculated by using Equation 1. 
 

                                         (1) 

 
where  is the output power of the WPP at hour t (MW),  is the number of wind turbines,  is the wind speed at hour t (m/s), 

 ,  ,  are the cut-in, rated and cut-out wind speeds, respectively (m/s),  is the nominal power of the wind turbine (MW). 
 
Photovoltaic Power Plant  
The output power of PVPP is calculated by using Equations 2-6. 
 

                                                                                   (2) 

                                                                          (3) 

                                                                                                    (4) 

                                                                                                                 (5) 

                                                                                   (6) 
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where  is the temperature of solar cell at hour t (oC),  is the ambient temperature at hour t (oC),  is the solar radiation at 
hour t (kW/m2),  is the PV nominal operating cell temperature (oC),  is the short circuit current of PV panel (A),  is the 
current temperature coefficient of PV panel (A/oC),  is the open circuit voltage of PV panel (V), is the voltage temperature 
coefficient of PV panel (V/oC),  is the fill factor of PV panel,  is the voltage at maximum power point of PV panel (V),  is 
the current at maximum power point of PV panel (A), is the number of PV panels in PVPP,  is the output power of PVPP at 
hour t (MW). 
 
Energy Storage System  
The operational constraints of the ESS are defined in Equations 7-13. 
             

                                                           (7) 

                                                         (8) 

                                                        (9)   

                                                               (10) 

                                                               (11) 

                                                                       (12) 

                                    (13) 

where  and  are the charging and discharging power of ESS (MW) at hour t,  and  are the maximum charging and 
discharging power of ESS (MW),  and  are the binary variables of charging and discharging status of ESS at hour t,  and 

 are the minimum and maximum energy stored in ESS (MWh),  and  are the initial and final energy level of ESS 
(MWh),  and  are charging and discharging efficiency of ESS, respectively.  represents the state of charge of ESS at hour 
t. 
 
Distributed Generators 
The operational constraints of the DGs are defined in Equations 14-18. The cost of DG unit is equal to the sum of production cost, 
fixed cost and stat-up cost. 
 

                                                      (14) 

                                                                        (15) 

                                                     (16) 

                               (17) 

                                                              (18) 

                                                                       (19) 

where  and  are the binary variables of the start-up and shut down status of the jth DG at hour t,  is the binary variable of the 
on/off state of the jth DG at hour t, and  are the minimum and maximum possible generation of the jth DG (MW),  is the 
generation of the jth DG at hour t (MW),  is the cost of the jth DG at hour t ($),  is the production cost of the jth DG ($/MWh), 

 is the fixed cost of the jth DG ($/h),  is the start-up cost of the jth DG ($),  is the total cost of DGs at hour t ($),  is 
the total amount of the generated power of the DGs at hour t (MW). 
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3.2. Objective Function 
The objection function of the presented model is the maximization of the expected day-ahead profit of the VPP as shown in Equation 
20. 
 

                           (20) 

where  is the exchanged power in the DAM at hour t (MW) and  is the electricity market price at hour t ($/MWh). 

The profit is equal to the exchanged cash flow between VPP and electricity market minus the cost of DGs including production, fixed 
and start-up costs. The total profit in one day is the sum of all profit amounts for 24 hours. 

3.3. Power Balance 
The electrical power balance is given in Equation 21. The sum of the generated power by WPP, PVPP and DGs, purchased power from 
the market and charged power in the ESS should be equal to the sum of the sold power to the market and discharged power in the ESS 
for each hour. 
 

                              (21) 

4. Case Study and Results 

The presented model is applied on the IEEE 6-bus test system with DGs by containing the WPP, the PVPP and the ESS as shown in 
Figure 2. The WPP comprises 10 wind turbines and the PVPP comprises 100 PV modules. The MILP problem with equality and 
inequality constraints is modeled in GAMS 25.1.3 software and solved by CPLEX solver. The daily expected profit is found as 
32042.695 $. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Schematic diagram of the modified IEEE 6-bus test system 
 
4.1. Input Data 
To test the model, it is considered that the WPP is in the province of Çanakkale and the PVPP is in the  in Turkey. 
The data of wind speed is necessary to compute the output power of WPP and the data of solar radiation and ambient temperature are 
necessary to compute the output power of PVPP. Therefore, the hourly data of wind speed for the province of Çanakkale and the hourly 
data of solar radiation and ambient temperature  for June 2018 is taken from the Turkish State Meteorological 
Service. The hourly average values of these data for June 2018 are used in this study. The used values in the study for wind speed, 
ambient temperature, and solar radiation for each hour are given in Table 1, Table 2, and Table 3, respectively. 
 

Table 1. The Data for Wind Speed 

Hour t=1 t=2 t=3 t=4 t=5 t=6 t=7 t=8 
 (m/s) 3.927 4.100 4.063 3.820 4.407 5.560 6.007 6.563 

Hour t=9 t=10 t=11 t=12 t=13 t=14 t=15 t=16 
 (m/s) 7.013 7.717 7.893 7.863 7.810 7.847 7.443 6.993 

Hour t=17 t=18 t=19 t=20 t=21 t=22 t=23 t=24 
 (m/s) 5.987 5.110 4.203 4.137 3.900 4.013 4.003 3.787 
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Table 2. The Data for Ambient Temperature 

Hour t=1 t=2 t=3 t=4 t=5 t=6 t=7 t=8 
 (oC) 17.307 16.743 16.267 16.040 17.580 20.003 22.303 24.283 

Hour t=9 t=10 t=11 t=12 t=13 t=14 t=15 t=16 
 (oC) 25.590 27.053 27.553 27.880 27.620 27.127 26.827 26.427 

Hour t=17 t=18 t=19 t=20 t=21 t=22 t=23 t=24 
 (oC) 25.070 23.090 21.590 20.660 19.913 19.227 18.363 17.990 

 

Table 3. The Data for Solar Radiation 

Hour t=1 t=2 t=3 t=4 t=5 t=6 t=7 t=8 
 (W/m2) 0.000 0.000 1.667 103.000 277.333 464.000 630.667 694.333 

Hour t=9 t=10 t=11 t=12 t=13 t=14 t=15 t=16 
 (W/m2) 735.000 699.000 683.000 592.000 481.667 425.333 318.000 128.333 

Hour t=17 t=18 t=19 t=20 t=21 t=22 t=23 t=24 
 (W/m2) 10.667 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

 
The values of parameters for wind turbines in the WPP and PV modules in the PVPP, and ESS are given in Table 4, Table 5, and Table 
6, respectively. 
 

                       Table 4. Values of Parameters for Wind Turbines (Ozerdem et al., 2016) 

Turbine type      

Enercon E-66 10 1800 kW 2.5 m/s 12 m/s 28 m/s 

 

Table 5. Values of Parameters for PV Modules (Hadayeghprast et al., 2019) 

       
100 21.98 V 5.32 A 0.00122 V/Co 43 Co 17. 32 V 4.76 A 

 
Table 6. Data of ESS (Sadeghian et al., 2019) 

       
1.5 MW 2 MW 0 MWh 10 MWh 0 MWh 0.96 0.95 

 

The characteristics of DGs are given in Table 7.  

                                                          Table 7. Characteristics of DGs ((Sadeghian et al., 2019) 

Units (MW)  (MW)  ($/MW) ($/h)  ($) 

1 4 7 47 61 98 

2 3 5 69 72 111 

3 3 5 57 57 103 

4 4 6 55 65 103 

5 2 5 69 72 111 

 

 The hourly electricity market prices are taken from the study (SoltaniNeja Farsangi et al., 2018) and given in Table 8. 
 

Table 8. Data for Electricity Market Prices  

Hour t=1 t=2 t=3 t=4 t=5 t=6 t=7 t=8 
($/MWh) 55.911 49.592 50.047 43.933 47.752 68.417 111.56 155.334 

Hour t=9 t=10 t=11 t=12 t=13 t=14 t=15 t=16 
($/MWh) 128.59 99.887 93.784 89.092 87.284 81.725 79.337 82.987 

Hour t=17 t=18 t=19 t=20 t=21 t=22 t=23 t=24 
($/MWh) 101.716 156.565 201.701 202.224 172.936 108.075 74.69 68.505 
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4.2. Results 
The calculated output powers of WPP and PVPP are shown in Figure 3. 
 

 
Figure 3. The Output Powers of WPP and PVPP 

 
The operation planning of the ESS is given in Figure 4. 
 
 

 
 

Figure 4. The Operation Planning of the ESS 
 

Figure 4 shows the operation mode of the ESS for each hour. The ESS is operated in the mode of charging at 1-6 and 12-16 hours. At 
these hours, 1.562 MW power is charged in the ESS. It is operated in the mode of discharging at 7-10 and 18-22 hours. At 7-9 and 18-
21 hours, the ESS discharges 1.900 MW. It discharges 0.950 MW at the 10 and 22 hours. The ESS is operated in the idle mode that is 
neither charging or discharging at the 11, 17 and 23-24 hours. It is operated in the charging mode when the electricity price is low. It 
stores the energy to sell when the electricity price is high. It is operated in discharging mode in high electricity prices to sell more 
energy to the market and increase its profit. 
 
The operation planning of the DGs is given in Table 9. 
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Table 9. The Operation Planning of the DGs 

Hours Generated Power (MW) 
 DG1 DG2 DG3 DG4 DG5 

1 0 0 0 0 0 
2 0 0 0 0 0 
3 0 0 0 0 0 
4 0 0 0 0 0 
5 0 0 0 0 0 
6 7 0 5 6 0 
7 7 5 5 6 5 
8 7 5 5 6 5 
9 7 5 5 6 5 

10 7 5 5 6 5 
11 7 5 5 6 5 
12 7 5 5 6 5 
13 7 5 5 6 5 
14 7 5 5 6 5 
15 7 5 5 6 5 
16 7 5 5 6 5 
17 7 5 5 6 5 
18 7 5 5 6 5 
19 7 5 5 6 5 
20 7 5 5 6 5 
21 7 5 5 6 5 
22 7 5 5 6 5 
23 7 0 5 6 0 
24 7 0 5 6 0 

 
Table 10 shows the amount of generated power of each DG for each hour. In general, DGs are operated at maximum capacity in order 
to sell more energy to the market when electricity prices are high. DG2 and DG5, which cost more than other DGs, are operated less 
hours than others. When electricity prices are low (at 1-5 hours), all of the DGs are not operated. 
 
The bidding scheduling of the VPP model is given in Figure 5. 
 

 
Figure 5. The Bidding Scheduling of the VPP Model 
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Figure 5 shows the amount of sold/purchased power in the market. The negative values indicate the amount of purchased power, and 
positive values indicate the sold power in the market. The VPP owner purchases power from the market at 1-4 hours due to low 
electricity prices. It sells power to the market by increasing generation of DGs when electricity prices are high. 

 
5. Conclusion 

In this study, the optimum bidding and operating planning has been established in order to obtain maximum daily profit for the VPP 
participating in the day ahead electricity market. The VPP model is formed on the IEEE 6-bus test system with DGs by including the 
WPP, the PVPP and the ESS. solar radiation and 
ambient temperature  are obtained from Turkish State Meteorological Service. The problem is 
modeled as MILP in GAMS software and solved by CPLEX solver. The optimum operating planning of VPP components and bidding 
planning that VPP owner presents in the energy market are determined. The numerical results demonstrate the effectiveness of the 
proposed methodology. It helps VPP owners to make profitable decisions in the electricity market.  
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Öz 

 sabit 

güç sisteminde yük-

pay 
isi (YAK YAK

ir. 

PID parametreleri belirlen
 

 
 

Anahtar Kelimeler 
, , Kaotik harita  

 
Abstract 
Variations in frequency in interconnected power systems cause instability in power systems. In order of the frequency to remain 
constant and not to oscillate, there must be a balance between the energy produced and consumed in the power system. In this study, 
a block diagram of the power system is created and a PID controller is used to perform load-frequency control in a single area power 
system. Two different test systems are used in the study. The first is a single area classical power system and the second is a power 
system containing the micro grid. Artificial bee colony (ABC) algorithm is used to determine the parameters of the PID controller. 
The Artificial Bee Colony (ABC) algorithm is a swarm-based algorithm that has been used frequently in recent years. ABC simulates 
the intelligent foraging behavior of a honey bee swarm. The chaotic map has been added to the ABC algorithm to improve the 
algorithm for this study. It has been observed that the frequency change is unstable for systems without a controller. The PID 
parameters are determined by the addition of both classical and chaotic maps of the artificial bee colony algorithm. It has been 
observed that the system becomes stable when a step load change is applied to the power system controlled by the PID controller. 
According to the results of the simulation studies, the ABC algorithm with the chaotic map was more successful. 
 
Keywords 

Load Frequency Control, PID Controller, Micro Grid, Artificial Bee Colony, Chaotic Map  
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1.  
 

 (Gözde, 2010).  
 

M

 
 

Üretilen ve tüketilen 

 (Union for the Coordination of the Transmission of 
Electricity) 8-50,2 .  

 

Kontrolü (Load frequency control, dir (Cam & Kocaarslan, 2002). B tek bölgeli veya çok 
bölgeli sistemlerin incelenmesi olarak literatürde mevcuttur.  
 

trelerinin 
kte 

-
(Chang & Fu, 1997). Du ve Li 

(Du & Li, 2006). Abdel-Magid ve Abide, kontrolör olarak PI ve I kulla  
r (Abdel-Magid & Abido, 2003)

. 
 

 si 
, 

(Sahu, Mishra, Prusty, & Panda, 2018)
lü kontrol  

daha iyi sonuç
ile  (Kayalvizhi & Kumar, 2017)
bölgede yük frekans kontrol parametrelerinin  
yapay Koyun a - (Xu, Li, Wang, Zhang, & Peng, 2018). Khalil ve 

urumunda yük frekans 
(Khalil, Rajab, Alfergani, & Mohamed, 2017)

emi ise 
(Khooban, 2017). (optikten esinlenen optimizasyon, bakteri 

optimizasyonu, gri kurt kolonisi optimizasyonu)
. 

Elde 
edilen - (Dash, 2020). 

(Kiliç, 
. 

 (B. Yildirim & Khooban, 2020). 
 

ekilde 
r (Rajesh, Dash, & Rajagopal, 2020): 
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 a yük atma yoluyla pik yükleri yönetebilir. 
  
  
 Kabul edilebilir standartlarda frekans ve güç kalitesi parametreleri kontrol edilmelidir.  
  
  

 
 

YAK
 

 
2. Yük Frekans Kontrolü 

 
nkron 

 
 (Bircan, 2006). Yük-

 
yöntemidir (Gözde, 2010).  

2.1. Yük-  
 

-
olup kon (Bircan, 2006).  
 

Sistem

Primer
Kontrol

Sekonder
Kontrol

Tersiyer
Kontrol

Sekonder rezervleri

Devreye girer

Devreye girerAktive eder

Aktive eder Primer rezevlerini

 

 

2.1.1. Primer Kontrol 
 santraller 

de aktif güç 

 ne kadar 
(Bircan, 2006; Saadat, 1999). 

 

                                                                                                                                                                                                  (1)  

; 
 f2: Yüksüz durumundaki frekans (Hz)  
f1  
PGN  
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2.1.2. Sekonder Kontrol 
Bu kontrolde merkezi müdahale 

tem 
dengeye getirilmektedir (Bircan, 2006; Pamuk, 2010; Saadat, 1999).  

2.1.3. Tersiyer Kontrol 
mik 

vi serbest 
hale getirmesidir. Tersiyer kontrol içinde merkezi müdahale tersiyer kontrol, 3-20 dk. içinde devreye girmektedir 
(Bircan, 2006; Pamuk, 2010; Saadat, 1999).  

2.2. Tek Bölgeli Yük-Frekans Kontrolü  
 
Tek bölgeli güç sisteminin incelenmesi için ki model  Bu model, generatör, yük ve 

- (Pamuk, 2010; Saadat, 
1999; Tiryaki & Gün).  
 

1

1gT s

1

1chT s

1

R

1

M s D

1P

refP +
-

+
-

 

 Tek bölgeli sistemde yük-  

2.2.1. Generatör Modeli  
nik 

Elektriksel ve mekanik g moment ile 
 M   ve 

(Pamuk, 2010; Saadat, 1999; Tiryaki & Gün).  
 

1

M s

eP

+
-

mP

 

 Elektriksel ve Mekanik Güç A  

1

2 H s

eT

+
-

mT
r

aT
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2.2.2. Yük Modeli  

(Pamuk, 2010; Saadat, 1999; Tiryaki & Gün). 
 

                                                     (2) 
  

 
  

D : yük sönüm sabiti 
    

 
 

1

M s D

eP

+
-

mP
r

 

  

2.2.3.  
Yük- -

ki  h  temsil etmektedir. Blok diyagramdaki 
g g 

(Pamuk, 2010; Saadat, 1999; Tiryaki & Gün).  
 

                                                                 (3)  

1

1gT s

1

R

+
-

refP
vP

 

  

2.2.4. Türbin Modeli  
B için buhar türbinlerinde  ch 

(Pamuk, 2010; Saadat, 1999; Tiryaki & Gün).  
 

1

1chT s TPvP

 

 Türbin modeli 

 
 
Örnek:  

 bölgeli 1000 MVA gücüne sahip enterkonnekte güç sistemi parametreleri 
 dir. Birinci bölgede 187.5 MW  (Glover, Sarma, & Overbye, 

2012).  
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Tablo 1. Güç sistemine ait  

 1. Bölge 2. Bölge 

 -Hz/MW-) 

Yük-sönüm sabiti (D-MW/Hz) 

Atalet sabiti (H -sn-)    

Bara gücü                                                               

g -sn-)                

Türbin zaman sabiti (Tt -sn-)                                                                   

          0.05 

          0.6   

          5   

          1000                                                      

          0.25 

          0.5                                                                       

                     0.0625 

                     0.9 

                     4 

       1000 

       0.3 

       0.6 

 

Çözüm: 
  
Per-  

 

 

 
 

 
 

 
 

 

 

 

 

3.  
 

, b
sezgisel bir algoritma    (Karaboga, 

2005).  
 

irirken 
.  
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A

B

EF1UF

EF1UF

UF

EF1

EF2EF2

EF2EF2

EF1

UF
EF1

EF1

R
R

Yiyecek

P

s

s

 

  

 yönlendirir. 
 

  (BATBAT & ÖZTÜRK, 2016; Karaboga & Akay, 2009; 
Kaya);  

  
 Tekrarlama  
  
 G  
 G  
 L  
 Ç dar tekrarlama  

 
 

2012; Küçüksille & Tokmak, 2011). 
 

                                               (4)  

  (-  
 

                                                          (5)  
 
Hesaplama sonucunda  
 

                                                             (6) 

 
  ( ) e  
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                                                            (7) 

 
 de ifade edilir. 

 

                   (8) 

 
Burada   
 

 
  
  
  
  
  
 Y  

 

3.1.  
 

b nda   
R  
Bu  e 

. 
 
Y  

temsil edilmektedir. 
 

                       (9) 
 

 ve   temsil etmektedir. 
 olur. 

 
                               (10) 

 

 

4.   

Bu 
içeren sistemdir. 

Tablo 2. Güç Sistemi Parametreleri 

      
Kg 

 
1.0 Kp 

 
120 Kfc 

 
0.01 

Tg 

 
0.08 R 

 
2.4 Tfc 

 
4 

Tt 
 

0.3 Kwtg 
 

1.0 Kdeg 
 

0.003 

Tr 
 

10 Twtg 
 

1.5 Tdeg 
 

2 

Kr 
 

0.5 Kae 
 

1.0 Kbess 
 

-0.003 

Tp 
 

20 Tae 
 

0.08 Tbess 
 

0.1 
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4.3. Test Sistemi 1 
ntral 

- ni 
belirlemede  lar 

 

Tablo 3.  

 
Kazanç   Klasik YAK Kaotik YAK 

Kp 2.6888 3 

Ki 2.9639 2.2911 

Kd 1.4447 1.0288 

 
 1.s  

 

9.   

4.4. Test Sistemi 2 
 türbin 

jeneratörü (wind turbine generator, WTG), elektroliz su jeneratörü (aqua electrolyzer, fuel cell, FC), dizel jeneratör 
(diesel engine generator, DEG) batarya enerji depolama sistemi (battery energy storage system,  
10'da gösterilmektedir (Lal & Barisal, 2017). 
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0.  

ndeki 
(Pwt)  

 

 

 11.  

1 s
 
YAK 

zamanda  . önerilen algoritmaya kaotik haritalar eklenerek benzetim 
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Tablo 4. Klasik ve Kaotik YAK için  

 
Sistem Kontrolör ve Optimizasyon 

Klasik YAK ile ayarlanan PID Kaotik YAK ile ayarlanan PID 

Termik Santral KP = 3 KP = 2.760 

KI = 1.538 KI = 1.2272 

KD = 1.317 KD = 1.4386 

Mikro  KP = 2.937 KP = 2.8393 

KI = 1.973 KI = 3 

KD = 2.684 KD = 0 

 
 

 

 
 

 Klasik YAK ve Kaotik YAK için  

5. Sonuçlar 
 

n bu 
a da önerilen YAK 

 
yla ayarlanan PID kontrolör ile  

örülmektedir. Bu durum r
 Gelecekteki eklenerek 

sistem lenmektedir. 
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Öz 

i tür ancak  internet 
nesnelerin 

olojileri 

  
 

Anahtar Kelimeler 
 

 
Abstract 
The concept of internet has been accepted since the day it is part of a human life, but with the technological developments 
experienced, it has emerged as the IoT concept. IoT, which has gained popularity in recent years and is preferred by prominent 
researchers; It has basic functions on objects by connecting to the internet such as managing, controlling, and transferring data. 
However, the application of IoT to different areas has increased day by day. This scope of work; a detailed literature review has 
been made in the field of IoT and the final point has been determined, the basic goal and concept of the IoT concept has been 
evaluated, its development from the past to the present has been examined, the evolution and steps of the Internet to IoT have been 
examined in detail, the communication and infrastructure technologies used in IoT are detailed and explained, The application areas 
and uses are investigated in detail, as well as clear issues, challenges and future research directions in IoT are identified. 
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Internet, Internet of Things, IoT  
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1.  
 

 
belirlenmesi 
eknolojinin 

i (internet-
of-things  
(Radio-frequency identification Wireless sensor network, WSN
(Near-field communication, NFC), Uzun Süreli Evrim (Long-Term Evolution

 
 

ir 

  

2. Motivasyon 
 

 
 etmektedir. 

Öy  
ür 

 
 

 
 

 
1-  
2-  
3- evrimi  
4- IoT'nin hedefleri  
5- Günümüz IoT    
6- IoT u   
7-   

 
 

 

3.  
 
IoT üzerine y  

Tablo 1.  

  konu 

The Internet of Things: A survey (Atzori, Iera, and Morabito 
2010) 

IoT 

 

A survey on Internet of Things (Agrawal and Vieira 2013) 
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Tablo 1 (devam).  

  konu 

Internet of Things (IoT): A vision, 
architectural elements, and future 
directions 

(Gubbi et al. 2013) 

 

Towards internet of things: Survey 
and future vision 

(Said and Masud 2013) V
  

Context aware computing for the 
internet of things: A survey 

(Perera et al. 2014) 
 

Internet of Things (IoT): A Literature 
Review 

(Madakam, Ramaswamy, 
and Tripathi 2015) 

IoT'nin temel gereksinimlerini, özelliklerini ve 

 

Internet of Things: A Survey on 
Enabling Technologies, Protocols, and 
Applications 

(Al-Fuqaha et al. 2015) 

üzerinde durul

teknikleriyle birlikte tasvir etmektedir. Son 

. 

The Internet of Things A survey of 
topics and trends 

(Whitmore, Agarwal, and 
Da Xu 2015) teknolojile

yeteneklerini  

Internet of Flying Things (IoFT): A 
Survey 

Internet of Flying Things 
(IoFT): A survey 

) 
 

A survey on privacy and security of 
Internet of Things 

(Ogonji, Okeyo, and 
Wafula 2020) gular ve 

belirler. 

Internet of Things in arable farming: 
Implementation, applications, 
challenges and potential 

(Villa-Henriksen et al. 
2020) 

analitik bir incelemes

n 
 

 
leri ve 

 

4.  
 

 yani Internet of Things ve IoT
göst iki terim için son 10  Google Arama T  Dünya genelinde 
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Son 10  Internet of Things" ve "IoT" anahtar kelimeleri için Google Arama  

 veya 
nternet 

protokolü üzerinden ses (Voice over Internet Protocol - 
 

 
IoT konsepti  ü (MIT) Auto-ID 

(Jia et al. 2012). 
(Welbourne et al. 2009).  

 

 
 

 

2. . 

 
 

en 
nci 

kavramlar 
-üretim, e-ticaret gibi uygula

lamalar 
 dönemde cihazlar 
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2. . 

5. IoT Evrimi 

mez bir araç 

rmek 
.  

Tablo 2. IoT Evrimi (Abou-Zahra, Brewer, and Cooper 2017; Evans 2013; González, Organero, and Kloos 2008; Hodges et al. 2013; 
Juels, Rivest, and Szydlo 2003; Khanna and Kaur 2020; Ma 2011; Meddeb 2016; Medeiros and Fravel 2003; Santucci 2010; 

Shajahan and Anand 2013; Tso et al. 2013; Weber and Weber 2010; Wilkinson 2014) 

  

1999   

  

2000 LG ilk b    

2003   

2005 
  

Ulus   

2008   

2010   

2011 IoT- -GSI) kuruldu  

2012 
  

2013  
hale getir  

2014 Drone, RFID gibi 3.   
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3. 2025) (Vinnter n.d.). 

6. IoT Hedefleri 

 r: 
 
1. lmesi 

hedeflenmektedir, 
2.  yer , birlikte 

veri  
3.   

3.1. Çok protokollü entegrasyon, 
3.2. Heterojen cihazlarla kendi kendine , 
3.3. IaaS, PaaS ve SaaS  
3.4.  
3.5.  

 

7. IoT'nin eknolojileri 

 

Tablo 3.  

 Teknoloji A  

1 RFID RFID sistemi; okuyucu ve RFID RFID etiketleri, belirli 
 RFID verileri aktarmak için radyo 

 Bu 

gömülüdür (Duan and Cao 2020). 

yöntemlerindendir. 
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Tablo 3 (devam).  

 Teknoloji  

2 IEEE 802.15.4 -WPAN'lar) için fiziksel katman ve 
(Rodrigues et 

al. 2013).  

3 Z-Wave Z-

 
 

4 LTE Günümüzde vazgeçilmez hale gelen 
 LTE; 

protokolüdür. Maksimum 100 MHz'e kadar destekler. Veri indirme ve yükleme 
 (Doppler 

et al. 2009). 

5 LoRa e

 
 (Centenaro et al. 2016). 

6 NFC NFC, RFID'ye . RFID okuyucunun bir 
cep telefonuna . 

(Bravo et al. n.d.). NFC, uzak konumlardan ndan, 
 

(He, Kumar, and Lee 2015).  

7 UWB  ancak 
. 

8 M2M M2M nolojisi; bilgisayarlar, 
etmektedir (Geng Wu et al. 2011).  

9 6LoWPAN (IPv6 Low-
power Wireless Personal 

Area Network) 
Protokol Wi-Fi ve IEEE 

standart, 

 
 

 teknolojileri ve teknik özellikleri 
 

Tablo 4.  (Al-Sarawi et al. 2017; Lea 2018) 

Teknoloji Standart  
 

Menzil (m)  

RFID Wireless 1973 100 Kbps 2 0.125 5876 
IEEE 802.15.4 6loWPAN 2003 250 Kbps 30 826 & 915 
Z-Wave Wireless 2013 100 kbit/s 30 868.42 & 908.42 
LTE 3GPP, LTE and 4G 1991 100 Mbps 35 400 1900 
LoRa Wireless 2012 0.3 37.5 (kb/s) 3000-5000 169, 433 & 868 (Avrupa) & 

915 (Kuzey Amerika) 
NFC ISO 18092 2004 106, 212 - 424 Kbits <0.2 13.56 
UBW IEEE 802.15.3 2002 11 55 Mbps 10-30 2400 
M2M 

 
1973 50 150 Mbps 5-20 1 20 

6loWPAN Wireless 2006 250 Kbps 30 915 
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8. IoT  

(Scully 2018)
5  

Tablo 5. (Scully 2018) 

 IoT Alan Oran 
1  %23 
2  %17 
3  %12 
4  %11 
5  %10 
6  %8 
7  %6 
8 Tedarik Zinciri %5 
9   %4 
10 Perakende %4 

 
Dünya 

genelinde zleme 

de yükselen bir trend 
göstermektedir. 

 
 

 
entegre olmaya   

9. IoT  

önetim 
Bu nedenle Tablo 6

üretilmesi gerekmektedir.  

Tablo 6. IoT  

   
1  

protokolleri desteklemektedir.  
2 Güvenilirlik 

için en büyük tehditlerden birisidir. 
3 Hareketlilik 

 
4  
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Tablo 6 (devam).  

   
5  

 
6 Ölçeklenebilirlik 

cihazlar etkilenmeden yeni cihaz eklenebilir hale gelmesi gerekmektedir. 

bir tanesidir. 
7  

senkronizasyon gerekecektir. Bu nedenle birlikte  IoT 
 

8 Güvenlik ve gizlilik 

 
9 Standardizasyon süreci 

 
 

 
 

1- SOA'daki en büyük zorluk hizmet  ve  
orunlu hale getirmektir. 

2- belirlenmesi: Bu noktada 
 öyle ki  durumda olsun. 

3- Verimli i   
 

4- be
teknolojisinin belirlenmesi. 

 

teknolo  (Khan et al. 2012) 
 

 
-  
- Kesintisiz operasyonel hizmet. 
-  
-  
-  
- Veri  
-  

 
talepleri 

nem arz etmektedir.  
 

1- IoT  
2- Yeni nesil bilgi sistemleri  
3- Yeni kavramlar  
4- G h  yönetecek ve yönlendirecek? 
5-  
6-  
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Özet 

i bir 
umu

Bu 
yüzden 

-
Multi Depth V-Net model ve V-

 ve tümör 
segmentasyonu için V-  

 
Anahtar Kelimeler 

Derin  Böbrek kanseri, Böbrek Tümörü, V-Net model  
 

Abstract 
Kidney cancer is an important type of cancer that spreads rapidly today. Although many treatment methods for kidney cancer 
have been developed in recent years, current studies are still ongoing. These studies enable treatment information that offers new 
hope to the lives of kidney cancer patients. When the studies are examined, it seems to be an important alternative in medical 
segmentation. Although the disease can progress insidiously, sometimes patients may not even have a serious complaint until the 
last stage. Therefore, segmentation is important for early diagnosis and diagnosis. In this study, it has been prepared in mind in 
order to help physicians. Here, successful results were obtained by making improvements on the Multi Depth V-Net model. The 
membrane coefficient of 0.949 and 0.944 for Multi Depth V-Net model and V-Net model kidney segmentation, and 0.841 and 
0.830 for tumor segmentation, respectively. In line with the data obtained, we can say that V-Net models for kidney and tumor 
segmentation can be applied and give accurate results. 

 
Key Words 

Deep learning, Renal Tumor, Kidney cancer, V-  
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1.  
 

%2-3'ünü 
 Renal Hücreli Kanser (Renal Cell Carcinom - kötü huylu böbrek 

tümörlerinin   (Jernal vd., 2010) matiktir yani belirti 
göstermemektedir. Bu nedenle tespit edilmesi zor ve genellikle tesadüfidir. 
semptomlar nadir de olsa görülmektedir. matik, küçük hacimli lokalize böbrek tümörlerinin, görüntüleme 

larak   (Chow vd., 1999).  
 
Böbrek tümörleri iyi huylu ve kötü huylu tümörler  

  
 
Böbrek kanseri denilen al bir kitle ile 

 -
Urography  CTU), - CT) 

anyetik Rezonans (Magnetic resonance  MR) ile konu  (Türk vd., 2020).  
 

mektedir.   
 

 
 

-  
ler

segmentasyon modelinin gerek , a  
-kod çözücü mimarisine ve yeniden 

tir. ANU-Net 
-Net modeli, %90,10'luk bir Zar Benzerlik K

 (Li vd., 2020). 
 
Nithya ve , yapay 
önermi . Ultrason görün  
vurgulayarak, ultrason görüntülerinde böbre

 , 
 %99,61'lik bir  (Nithya vd., 2020). 

 
Wenshuai Zhao ve , böbrek ve tümör segmentasyonu için 3D U- ler. Klinik analiz 

C
-

- , böbrek ve tümör zar  olan 0.969 ile 
0.805  buldular (Zhao vd., 2020). 
 
Isensee ve  ,  ile bölümleme görevlerine 

, -Net'i önermi . Bu model, 
 

zar rformans 
 Bu 

tirebil . Bu nedenle nnU-  
 

hale getirilmektedir. (Isensee vd., 2019). 

2. Materyal ve Yöntem 
 

2.1. Veri Seti  
arak hastalar

(Heller vd., 2019)
il r imaging archive 

üzerinden indirilebilir (Cancer Imaging Archive, 2020).  
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(a)                                         (b)                                 (c) 
 

. (a): Böbrek ve tümörlü veri, (b): (c): Sadece tümörlü veri 
 

2.2. V-Net Mimarisi 

 
 
 

. V-Net mimarisi 
 
 2  klasik V- il -

(Türk vd., 2020). U-Net mimarisinin bir türevi olan V-Net mimarisinin U-Net 
mimarisinden fark , C

 (Millietari vd., 2016). 
 
V-

  (residual blok) düzenlenmektedir.  
.  

 
V-Net'in kodlama bölümünde katlanmakta ve her katman, önceki katmandan iki kat 
daha yüksek özellik seti hesaplama . 

tmektedir, bu nedenle V-NET  . 
 

 yöndeki örnekleme ile girdi olarak iletilen verinin boyutu küçültülmekte mektedir (Zeiler&Fergus, 
2014).  A

katmandan iki kat daha yüksek 
 

 En son 
katman, 1 softmax fonksiyonundan 
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2.3. Multi Depth V-Net Mimarisi 

 
 

  Multi Depth V-Net mimarisi 
 

te Multi Depth V-
tahminler enjekte etmeyi ifade etmektedir. A

. Sonra  lirken, 
n en aza indirilmesi gerekir (Ronneberger vd., 2015).  

 
n yetersiz ol  görebilmekte ve 

 (Chengqin vd., 2019). 
 
 

 
 

 Çok derinl  
 

ni göstermekted
çizgi ise mektedir.)  Buradaki  

çekirdeklerinin  (Larson vd., 2016).  
 

 bir mektedir. 
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yeni özellik  hem yerel hem de küresel 
bilgileri içerecektir. basit bloklar yakalayabilmektedir. 

daha  
daha derin yollar daha iyi sonuçlar elde edebilir. 
 

edilmesi bölümündeki her katmandan sonra 
 ve kod  ise 

mektedir.  

maktad r (Sudre vd., 2017). 
 

 
 benzerlik  smilarity coefficient 

 (Chen vd., 2018). 
 

 

5.  

 

y 
(Heller vd., 2019) de . 

 

                                                                                                         (1) 
 

3. Ara  
 

 Veri kümesindeki BT görüntüleri 
 n ilme

böl . 
 
Veri seti toplam 210 hastadan hasta verisi , 15 hasta verisi ise test 

 
 olan . Uygulanan modelin 

(32 GB, NVLink) GPU'lu bilgisayar sisteminde y
özellikleri kullan . 
 

 ve test 
 Benzerlik K  (dsc) D   

V- -Net 
modelinin daha yüksek zar -net modelin görünmektedir. 
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Tablo 1.  

                             

 Model dsc val.  dsc test  dsc val.      dsc test                 Test 

V-Net   0.855   0.944    0.902    0.830 0.887 

Multi Depth  

V-Net 
  0.874   0.949    0.913    0.841 0.895 

 
 
V-Net ve Multi Depth V-Net modeller , maskeleri ve segmentasyon 

 V-  sonuçlar birbirine çok 
Multi Depth V-Net model

görülmektedir.  
 

 

  

V-Net ve Multi Depth V-Net modeller , maskeleri ve 
 Tümör tespitleri için manuel segmentasyon s  ile 

, Multi Task-V-Net modelinin V-  görülmektedir.  
 

 
  

4.  
 

V-Net modeli ile Multi Depth V-net modeller
Tasarlan model için   

120 saat süresince da  
 

görülmektedir. Multi Depth V-net model, klasik V-Net model  sayesinde böbrek ve tümör 
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 ormakta 
 Bunu engellemek için mevcut V-Net modelleri 

 daha yü  
cek modeller sayesinde esnek bir sistem mimarisinin elde 

edilesiyle  da ecektir. Çoklu organ ve doku 
 

 
D gibi 
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Anahtar Kelimeler 

 
 

Abstract 
Aim: 150 patients which aged 30 years and over were exposed to possible hypertension; age, gender, lipid profile, body mass 
index, triglyceride , cigarette use and uric acid data are collected and hypertension database are created. 65 people is healthy, and 
the remaining one is suffering from hypertension. It is aimed to estimate the hypertension disease from this database using the 
Principal Component Analysis. 
Material and Method: Decision Table, Naive Bayes, C4.5 and Multilayer Perceptron Network(MLP) classification algorithms 
are applied to this database, then the size of the hypertension database is reduced by applying Principal Component Analysis and 
the same methods are applied again and the results are compared. 
Results: The most successful result of the algorithms that were processed under the same conditions gave Naive Bayes classifier 
with 88% accuracy. Naive Bayes classifier was followed by the Decision Table algorithm with success rate of 85.33%, and ÇKA 
algorithms with success rate of 82.67%. If the TBA analysis is applied to the hypertension database and the same algorithms are 
re-processed under the same conditions and the TBA is compared to the untreated results, the C4.5 algorithm is normally the 
most successful algorithm with 4% more successful results. The Decision Table algorithm, which yielded C4.5 algorithm with 
2.67% more success rate respectively, and ÇKA which has a more successful result than 1.33%. 
Conclusion: Algorithms except the Naive Bayes algorithm, improved their classification accuracy rate. 

 
Key Words 

Hypertension, principal component analysis, data mining, decision tree logic,  
 

 



UMAGD, (2020) 12(3), s42-s51, Ünver et al. 

s43 

1  

lir. 

 (A global brief on hypertension | A global brief on Hyper tension, 
2013) . 
 

 (Carretero & 
Oparil, 2000). 
 

 
(Chae, Ho, Cho, Lee, & Ji, 2001). 
 

-
 (Almazyad, Ahamad, Siddiqui, & Almazyad, 2010). 

 
 (Ture, Kurt, Turhan Kurum, & Ozdamar, 2005), 

 
 
Siddiqui ve ark. (Siddiqui & Aljumah, 2014),  

k 

 
 
Türk ve ark.   

 
 

n   

 
 

 

2. Gereç ve Yöntem 

 (Alderman, 2004; Chalmers et al., 1999)

 
 

  
Body Mass Index (BMI): 

 
 

             (1) 

 
  

Ürik Asit:  
Lipid Profili: Lipid profile olarak trigliseri  
 

 

 (Demuth, Beale, Jess, & Hagan, 2014; Sancho-Gómez, García-Laencina, & 
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Figueiras-Vidal, 2009)
 (Haykin, 2007) ektedir.  

 

 

x1 

                                                                  
x2           

                                                             
x3 

                                                                                                                  
x4 

 

 

x8 

  

 
 

 (Bishop, 
1995). 
Gizli Katman

fonksiyonun  

kir. 

 
 

n

i
iijj FWNet

1

          (2) 

Burada jNet  - iF  birinci katmandan i-inci nöron

sinyalidir ve ijW   

 
 

karar 
 (Azuaje, 2006)  

 
 

 Hiçbir 
 

 
 (Sehn Körting & Sehn Korting).  

 
 

 (J. Wang, 2010). 
 

A ve B rastgele  
P(A | B) = P(B | A)P(A) / P(B)              (3) 

 
 

 

Hasta 

 Gizli Katman  
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re 

 (G. Wang, Yu, COMPUTERS, & 2002, n.d.). 
için 

 
 

 
-
 

 (Abdi & Williams, 
2010).  

4  
X  
 

i = 1, 2, ..., N olmak üzere,              (4) 

 
 

 

              (5) 

 
 

 
 

                (6) 
 

 
 
Son olarak ise  

3. Bulgular  

u 
faktörlerin; . 

 
acak verilerin 

. 
 

Tablo 1.  
 

  
 65 

Hasta 85 
Toplam 150 

 

 
 

Tablo 2, Tablo 3, 
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Tablo 2.  

a b  

38 10 a=Hasta 

3 24  

39 9 a= Hasta  TBA ile 

3 24 - TBA ile 

 
Tablo 3.  

a b  

34 14 a= Hasta 

4 23  

36 12 a= Hasta  TBA ile 

3 24 - TBA ile 

 
Tablo 4.  

a b Class 

41 7 a= Hasta 

2 25  

42 6 a= Hasta  TBA ile 

5 22 - TBA ile 

 
Tablo 5.  

a b Class 

41 7 a= Hasta 

4 23  

45 3 a= Hasta  TBA ile 

6 21 - TBA ile 
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k 
 

 
Tablo 6.  

 
TP 

 
FP 

 
Hassasiyet F-Ölçütü   

%82,67 

0,792 0,111 0,927 0,854 0,941 a=Hasta 

0,889 0,208 0,706 0,787 0,941  

0,827 0,146 0,847 0,83 0,941 
Ortalama 

%84 

0,813 0,111 0,929 0,867 0,942 
a=Hasta- 
TBA ile 

0,889 0,188 0,727 0,8 0,942 
- 

TBA ile 

0,84 0,139 0,856 0,843 0,942 Ortalama - 
TBA ile 

 
Tablo 7.  

 
TP 

 
FP 

 
Hassasiyet F-Ölçütü   

%76 

0,708 0,148 0,895 0,791 0,78 a=Hasta 

0,852 0,292 0,622 0,719 0,78  

0,76 0,2 0,796 0,765 0,78 
Ortalama 

%80 

0,75 0,111 0,923 0,828 0,819 
a=Hasta- 
TBA ile 

0,889 0,25 0,667 0,762 0,819 
- 

TBA ile 

0,8 0,161 0,831 0,804 0,819 Ortalama - 
TBA ile 

 

Tablo 8 (devam).  

 
TP 

 
FP 

 
Hassasiyet F-Ölçütü   

%88 

0,854 0,074 0,953 0,901 0,945 a=Hasta 

0,926 0,146 0,781 0,847 0,945  

0,88 0,1 0,891 0,882 0,945 
Ortalama 
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Tablo 8.  

 
TP 

 
FP 

 
Hassasiyet F-Ölçütü   

%85,33 

0,875 0,185 0,894 0,884 0,922 
a=Hasta- 
TBA ile 

0,815 0,125 0,786 0,8 0,922 
- 

TBA ile 

0,853 0,164 0,855 0,854 0,922 Ortalama - 
TBA ile 

 

Tablo 9.  

 
TP 

 
FP 

 
Hassasiyet F-Ölçütü   

%85,33 

0,854 0,148 0,911 0,882 0,9 a=Hasta 

0,852 0,146 0,767 0,807 0,9  

0,853 0,147 0,859 0,855 0,9 
Ortalama 

%88 

0,938 0,222 0,882 0,909 0,9 
a=Hasta- 
TBA ile 

0,778 0,063 0,875 0,824 0,9 
- 

TBA ile 

0,88 0,165 0,88 0,878 0,9 Ortalama - 
TBA ile 

 

 

Tablo 10.  

Algoritma  
TP 

 
FP 

 
Hassasiyet F-Ölçütü  

ÇKA %82,67 0,827 0,146 0,847 0,83 0,941 

ÇKA-TBA 
ile 

84 % 0,84 0,139 0,856 0,843 0,942 

C4.5 %76 0,76 0,2 0,796 0,765 0,78 

C4.5- TBA 
ile 

%80 0,8 0,161 0,831 0,804 0,819 

Naive 
Bayes 

%88 0,88 0,1 0,891 0,882 0,945 

Naive 
Bayes-TBA 

ile 
%85,33 0,853 0,164 0,855 0,854 0,922 
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Tablo 10 (devam).  

Algoritma  
TP 

 
FP 

 
Hassasiyet F-Ölçütü  

Karar 
Tablosu 

%85,33 0,853 0,147 0,859 0,855 0,9 

Karar 
Tablosu-
TBA ile 

%88 0,88 0,165 0,88 0,878 0,9 

 

 

 

 

nun 

n 
 k 

 (Abd El Baky Mahmoud, Shaaban, & Ali Ramzy, 2018; Li et al., 2018; Tang & Zhou, 2019). 

 (Türk et al., 2015)
, ürik asit düzeyleri ölçüldü, sigara 

 
 verilere 

rdan 

 

 (KÖKVER et al., 2014), 150 

 etki 
e

n 

 veri ile 
sistem t

 
 

5. Sonuç 

ipid 
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Öz 

Kablosuz sensör  her geçen gün önemli bir konu haline gelmektedir. Askeri uygulamalar, 
 gibi uygulamalarda sensörlerin en  bulmak çok önemlidir. 

Kablosuz sensör 
. 

(PSO), , Difer it  
arda konum belirleme sorununun çözülmesi hedefi ile . Ön

 asyon yöntemlerinden 
olan PSO, YA, DGA ve AA M  örnek  . 

 
Anahtar Kelimeler 

Konum belirleme,  
algo  

 
Abstract 

Positioning in wireless sensor networks is becoming an important issue in many areas every day. It is very important to find the 
location of the sensors quickly and with low error rate in applications such as military applications, emergency assistance, 
geographic tracking. In wireless sensor networks (WSN), location detection is cited as a multidimensional optimization problem. 
The efficiency of optimization methods varies ac s. In this article, Particle Swarm 
Optimization (PSO), Bat Algorithm (BA), Differential Evolution Algorithm (DEA) and Firefly Algorithm (FA) methods were 
compared with the goal of solving the positioning problem in WSN. The proposed methods are optimization methods that are 
inspired by the characteristics of living beings in nature. In this study, heuristic optimization methods PSO, BA, DEA and FA 
were applied to a sample node distribution in Matlab environment and the results were observed. 

 
Key Words 

Wireless sensor networks, Localization, Particle swarm optimization, Bat algorithm, Differential evolution algorithm, Firefly 
algorithm.  
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1. G  
 
Günümüzde KSA larda bulunan sensörlerin konum bulma yöntemi etkin bir inceleme lar , 
nem gibi çevredeki mleri izlemek için beraber hareket eden sensör  . , küçük 

 enerji tüketen sensör bulunur. Bu lerde,  ile 
tespit edebilme, bilgiyi  ve  özellikleri 

 birçok sensör bulunur. Bununla birlikte sensör ; anchor, 
çapa) denir. Referans dü . KSA larda sensör adedi çok yüksek 

 için GPS y  kull  bilinmeyen sensörler, referans 
sensörle   S

normal sensörlerden destek alarak yerlerini  emede yeni bir paradigmal metot olarak 
004; 

Aspnes vd., 2006). 
 
S  sensör d  tespit  . Bütün bu 

sensör dü  ortak özellikler gösterir. 
Konum belirleme probleminde, çözüm  sezgisel yöntemler de 

. Literatürde KSA larda konum belirleme problemini çözerken optimizasyon yöntemlerini uygulayan 
 

 
larda konum belirleme problemini çözerken, hassasiyeti  

  N. Bozkurt, (2015) yüksek 
lisans tezinde, KSA mesafe ölçme tekniklerinden birisi o
Signal Strength- RSS) yöntemini konum tahmininde k konum 
belirleme problemini Genetik Algoritma (GA) kullanarak incelediler. N. Barak vd.

A. Gopakumar ve L. Jacob, (2008) 
 P. Namin ve M. Tinati, (2011) 

J. Lv vd., (2012) 
 belirttiler. Kumar vd., 

(2012) H-Best Particle Swarm Optimization (HPSO) ve Biogeography Based Optimization 
(BBO) Kulkarni ve Venayagamoorthy, (2010) sensörlerin konumunu belirlerken 
PSO ve Bacterial Foraging Algorithm (BFA) Kulkarni vd., (2009) 
problemi için PSO ve BFA yöntemlerini incelediler. Shieh vd., (2016) GA, PSO, Grey Wolf Optimizer (GWO), Firefly Algorithm 
(FA) ve Brain Storm Optimization (BSO) yöntemlerini kullanarak konum belirleme problemini 
Kulkarni ve Venayagamoorthy, (2011) 
yöntemi ile incelediler.  PSO, GA ve DGA 

konum belirleme pr
 

 
tti. 

Demirdelen, (2018) kuru 
performans analizini , (2011)  

 
 (CSA) kullanarak 

 
 Bayrakdar, (2020) 

Bayrakdar, (2019a) 
  

ine 
 

 
 

  sensörle
 t

 
DGA ve AA yöntemleri  perform . 
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2. KSA larda Konum Belirleme Problemi 

KSA larda konum belirleme problemi mevcut bir KSA  sensörlerin yeri . 
KSA larda sensörlerin yerini .  ölçüm teknikleri 
kullan r. dir. Bu sensörün 

 sensör  bu sensörün yeri tespit edilebilir 
, 2019). 

 

 
1.   

KSA larda konum belirlenirken ler m adet ve hedef sensörler n adet kabul edilir. Referans 
( , )  olur. 
 

  (1) 
 

 , )  olur. 
 

  (2) 
 
Referans  
(x, y), i. referans ,   
 

  (3) 
 
Hesaplanan  )  sensör ile i. referans 

  
 

  (4) 
 

KSA larda konum tespiti bir optimizasyon problemidir. Hedef gerçek ile 
  (Aloor ve Lillykutty,  2008). 

 

  (5) 
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3.  

3.1. Optimizasyonu (PSO) 
k Sürü Optimizasyonu (PSO), Kennedy ve Eberhart  b

 esinlenen bir optimizasyon yöntemidir. Genellikle sürü z literatüre sunulduktan 
   

yöneliktir . 

amaç fonksiyon  optimizasyon 
 ilk  sadece lineer olmayan optimizasyon problemleri için çözüm 

bulunabiliyordu. Daha sonra a kompleks mühendisl  
 

  sürülerinin hareke , konumunu bilmedikleri 
bir cismi   çöz bu cismi 

. PSO temeli,    . Bu 
algoritmada bireyler ismi verilir. P gruba sürü denir (Kennedy ve Eberhart, 1995). 
  

 
istenen duruma gelinceye kadar devam eder.  2 de PSO  
 

 

2.  

roblem boyutu, popülasy gibi 
 

 (Çetin, 2011). 
 

 =  (6) 
 
Denklemde yer alan  ve , 0  rastgele ,  ve  

. 
 (Çetin, 2011). Pozisyon güncelleme denklem  ki gibidir. 

 
 =  (7) 

 
Pozisyon güncelleme  al bilir. S alt ve üst 

. 
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3.2.  
 

YA), Xin-
a 

e ekolokasyon denir 
 

 (Yang, 2010). 
 
Ekolokasyo

nesnenin 
konumunu belirler
(Ekinci, 2015): 

 
 veya tehlikeli engelleri tespit etmek için eko . 

(b) Yarasalar  için; iv  ix  pozisyonunda, sabit minf   r li dalga boyunda ve 0L  

. Hedef nesne ile  göre  . 
 r sinyal . 

(c)  sinyal  ve sinyal  . 

(d) iter
mL sinyal 0L   minL  . 

Optimizasyon boyunca her bireyin ix pozisyonu ve iv   t  t
ix   ve t

iv  güncel  

 . 
 

  (8) 
 

  (9) 
 

  (10) 
 

Denklem , 0 ile 1  bir vektörü, if i.  minf  ve maxf  en küçük ve en büyük 

 ve x  popülasyondaki en iyi . Hesaplanan sonuçlar içinden en iyi 
nda yeni uygunluk . 

 
  (11) 

 

Denklem , 1 ile -   ve tL tüm bireylerin t  ortalama 
ifade eder. Yarasal terasyon  ve belirlenen 

  gereklidir. S L ), birey   
r . 

 
 ,   (12) 

 

Denklem ,  bir sabit  ve  t  iken ses 0t
iL ve 0t

i ir r olarak 

.  e YA  
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3.  

3.3.  (DGA) 

D  (DGA) optimizasyon problemleri için Price ve S  
 

f   
 

 

  (Keskintürk, 2006) 
 

 kolay olmayan 
etkin  

eçilen amaç vekt  bir mutasyon 
yöntemi   güçlü  

 
 

 k yeni popülasyon  mutasyon ope . 
rulur

  
 

gibi parametreleri 

 
 

  (13) 

 
Denklem  yer alan    G jenerasyonunda i kromozomunun j geni,  ve  

 
 

ölçekleme 
gösterilmektedir. 
 

  (14) 
 

Çaprazlama, mutasyon sonucu elde edilen kromozom ile 
n 

küçük olursa gen mutas  Hedef belirlenen oranda genin 
 

 

  (15) 
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iyi ise deneme kromozomu mevcut kromozomun yerine popülasyona  
 

3.4. A) 

karakteristik özelliklerinden esinlenerek 2008 -She Y
si 

(Yang, 2008). 
 

ç

uygulanabilmektedir (Demirdelen, 2018). 
 

e

daha hassas 
 (Gandomi vd., 2011). 

 
 

nksiyon 
 

 
  (16) 

 
 ve  

 bireyin  
 

  (17) 
 

 
 

  (18) 

 
Denklemdeki    ve   

   
 

 

4.  
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5.  

 

4. Simülasyon 

larda sensörlerin konumunun belirlenmesinde PSO, YA, DGO ve AA sezgisel optimizasyon yöntemleri 
 

4.1.  
 2, 3 ve 4 te  ortak olan parametreler 

 

Tablo 1.  

Parametreler  

 2 

 20 

 1.5 

(c2) 2 

 (wdamp) 0.99 

 100 

  
Tablo 2.  

Parametreler  

 2 

 20 

Maksimum Frekans ( maxf ) 2 

L ) 0.8 

Sinyal Emisyon r ) 0.25 

 100 
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Tablo 3.  

Parametreler  

 2 

 20 

 ( ) 0.2 

Ölçekleme Faktörü üst  ( ) 0.8 

 0.2 

 100 

 
 

Tablo 4. Parametreleri 

Parametreler  

 2 

 20 

 ( ) 2.0 

 ( ) 1.0 

 100 

 

4.2. Hata  
KSA larda bir sensörün konumunu belirleyebilmek, o sensörün üç veya daha fazla referans 

 durumunda mümkün olabilir. Bu sebeple, daha çok sensörün yerini belirlemek için,  
mesafesi Bu  sensörlerin konumunu tespit etmek için optimizasyon 

. n 
için  13'teki hata fonksiyonu  
 

  (19) 

 
(N) hedef sensör ) tahmin edilen sensör ise gerçek sensör 

belirtmektedir. 

5. Bulgular 

birimlik referans  
tespiti PSO, YA, DGA ve AA  birim 

. Tüm   koordinatla   Simü ,  
 a da PSO için R=22  eri, 

 
  için 

  sonuçlar; 
 birimde verd  

 Simülasyon, R=22 PSO, YA, DGA ve AA için 
 

Tablo e görülmektedir.   
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(a)     (b)     (c) 

 
6. (a) R=22 (b) R=22 (c) R=22  

(a)     (b)     (c) 

 

7. (a) R=22 (b) R=22 (c) R=22  

(a)     (b)               (c) 

 
8. (a) R=22 için DGA (b) R=22 için DGA (c) R=22 için DGA  

(a)     (b)                (c) 

 

9. (a) R=22 için A (b) R=22 için A (c) R=22 için A  

 
 
 
 
 

Tablo 5. Ha  (10 adet simülasyon) 
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  PSO                               YA  DGA              AA 

 R=22 R=22 R=22 R=22 

Simülasyon 1 2,6294 2,962 2,6417 2,5877 

Simülasyon 2 2,7868 3,3285 1,8901 3,2843 

Simülasyon 3 3,0692 2,714 2,5328 2,2199 

Simülasyon 4 2,2885 3,2323 2,9424 1,8733 

Simülasyon 5 3,8974 2,8876 2,6629 3,1751 

Simülasyon 6 2,6631 2,2618 2,7089 2,9967 

Simülasyon 7 2,6077 3,303 3,2394 2,4364 

Simülasyon 8 2,721 3,2369 3,3009 3,159 

Simülasyon 9 2,3983 3,1865 2,6908 2,8278 

Simülasyon 10 2,959 2,4231 3,6857 2,9558 

Ortalama 2,80204 2,95357 2,82956 2,7516 

 
Tablo 6. 50 adet simülasyon için ortalama hata o tablosu 

 R=22 

PSO 2,622256 

YA 2,97842 

DGA 2,634152 

AA 2,595904 

6. Sonuç 

 hepsinde ortak olan boyut, popülasyon ve iterasyon 
A ortalama en   ve YA iyi 

 görülmektedir. Tablo 5  DGA ve PSO 
. Ancak, hem 10 simülasyon için, hem de 50 simü

algoritmadan daha iyi sonuç vermektedir. 
 

 
 konum belirleme nlenen optimizasyon 

on 
yöntemleri olan PSO, YA, DGA ve AA 

 
 

optimizasyon, yapay zeka ve analiz    
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Abstract 
Electronic document management systems are defined as the protection and management of the contents, formats and relational 
features of all kinds of documents created by an institution in the process of carrying out its activities. Storage areas are one of the 
important elements for electronic document management systems. With every transaction and activity transferred to electronic 
environment in institutions, the infrastructure and investments that should be allocated for Electronic document management systems 
storage areas increase and the forecast of this increase becomes more important over time. Artificial neural networks (ANN) 
approach has been used in many areas in recent years. Estimation studies in different fields have been made with ANN and it has 
been observed that successful results have been obtained. In this study, an ANN model is proposed to be used in estimating the 

t 
management systems data, different ANN models were created, the most suitable models were determined, and the required storage 
area was estimated for the future periods. 
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1. Introduction 
 
Records are the recorded information that is created to perform any individual or corporate business or constitutes evidence produced 
as a result of the work performed (Çiçek, 2009). Document is defined as records with a legally validated form that shows an action 
taken by the document manufacturer. Documents called corporate information are used to provide the necessary information for 
communication and decision making. Documentation is defined as a by-product carrying business activities and should be kept as long 
as it remains evidence of the business process (Dollar, 2002). 
 
Within the scope of document management studies, the concept of document has a legal quality. The document includes all kinds of 
written and printed materials that are evident and are not doubtful before the law. Physical format of documents, storage environment, 
production date, or the conditions under which it was produced are not decisive (Çiçek, 2009; Dollar, 2002). 
 
Documentation is to transform the information into text fixed on paper about the work done or planned to be made (Moses, 2005). This 
definition has undergone a natural change conceptually and structure in parallel with the developments in information technologies. 
Computer technology enables data sets that do not belong to any documentary format to be used in the business process and to be proof 

. 
 
The fact that the new environments are much more dynamic, updatable, conducive to new data entries and offering more sharing 
opportunities have led to the change of the concept of document format. It is also foreseen that technological developments will continue 
to change this concept constantly Shepherd and Geoffrey, 2003). 
 
Document management is a system implemented to ensure corporate communication, to make the right decisions of the management, 
to examine the retrospective applications and to provide institutional control easily. The document management system has a life cycle 
that includes the document production, editing, distribution, storage, archiving of the document for certain situations, and destruction 
when the document loses its importance (Külcü, 2007). 
 
Electronic document management system; is defined as the extraction of documents that may be evidence of corporate activities from 
all kinds of documentation created by institutions while performing their activities, to protect their content, format and relational 
features and to manage these documents in the process from production to destruction. 
 
Electronic document management system, by ensuring that both internal and external correspondence is made electronic-based, 
correspondence in accordance with the standard file plan,shortening the delivery, initials and approval periods, reducing costs (labor, 
time and stationery),the establishment of the corporate electronic archive is targeted. With this system: delivering documents to the 
right person at the right time in the shortest way, tracking the status of documents during circulation, filing documents quickly and 
archiving electronically, instant access to documents with various search criteria according to their level of authority, with a single 
click, simultaneous access to the same information and document from multiple points is provided. 
 
In a physical environment, performing the operations of a document during the life cycle causes serious costs. As a matter of fact, it 
has been found in researches that keeping a document, finding a wrongly filed document, re-preparing a lost document is equal to 20-
45% of the total costs of document-related transactions (Delmar, Davidsson and Gartner, 2003). In such a situation, it has become 
inevitable for corporate documents to be produced, used, transmitted and stored electronically. 
 
With the use of electronic document management system, savings are achieved in the following expenses: 

- Paper savings will increase as the number of required outputs decreases in document preparation, approval, distribution and 
use. 

- Courier and postage costs are reduced. 
- Document filing, archiving and storage expenses are minimized. 
- The cost of protection measures to be taken for increased security of documents and the cost of resources used to maintain the 

destroyed documents is reduced. 
- With the decrease in current affairs, the number of personnel is reduced ( . 

 
The electronic document management system actually triggered the formation of a paradox with facilitated the creation, processing, 
storage and sharing of a document. This paradox has made it necessary to determine how the documents created in the past years will 
be arranged, defined and put into use, as well as determining the methods to be followed in order to determine the potential amount of 
documents to be produced in the future (Çiçek, 2009). 
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ANN are defined as a technique that can be used successfully in the resolution of nonlinear problems and provide extremely dependable 
outcomes in line with the results obtained in the studies conducted (Öztemel, 2006). ANN are recognized as a technique established 
by demonstrating of the knowledge procedure, that is among the features of the human brain in electronic environment. This method 
is magnificently used in numerous topics such as creating estimation, new evidence, multiplexing, clustering, classification,  association 
and generalization (Fausett, 1994; Zhang, Patuwo and Hu, 1998).   
 
It will be meaningful to use ANN approach in estimating the number of potential documents to be produced in the future for the life 
cycle of documents, archiving processes and long-term retention periods (Çiçek, 2009). The structure of a simple cell created in 
artificial neural networks is as shown in Figure 1. This simple structure; consists of inputs, weight values, outputs, total function and 
activation function.  
 

 

Figure 1. Artificial Neural Network Cell 

Input is precise as data arrives the cell from other cells or external environments. These are strongminded by the instances that the 
system wants to learn. Weights are the defined values  indicate the outcome of the cell in the input or previous layer on the next process. 
The inputs are combined with the weight value through the total function and connected to the next cell.  
 
The total method presents the net input value to the cell. Dissimilar total method can be preferred at this stage. Weighted sum function, 
multiplication function, maximum or minimum functions and cumulative functions are examples of total functions. The most 
commonly used sum function is the weighted sum. Each incoming input value is multiplied by its own weight. Thus, net input to the 
cell is found. The weighted sum function is as given in Equation 1. 
 

                              (1) 
 
Values gained because of the total method are passed through a nonlinear or linear differentiable method. This function is called the 
activation function. The net output of the cell is obtained as a result of the activation function. General equation representation is as in 
Equation 2. For activation functions, sigmoid function, step function, sinus function and hyperbolic tangent function can be given as 
examples. 
 

             (2) 
 
In ANN, various network representations have been created with the connections of layer elements, numerous aggregation and 
activation functions used, different learning strategies and different topologies resulting from learning rules. Perceptron, Adaline, 
Multilayer perceptron, Learning vector quantization, Hopfield, Self-organizing map, Cognitron, Adaptive resonance theory, Probability 
neural network are just a few of these ANN models created. Some of these artificial neural network models are used for classification 
operations (LVQ, ART, PNN, Counterpropagation), some others are customized for data association testing (Hopfield, Boltzmann). 
The MLP model is the most broadly selected model for estimation among these network constructions (Öztemel, 2006; Basheer and 
Hajmeer, 2000). 
 
In multi-layer perceptron (MLP), cells - neurons are organized in stages. In this graded structure, there are intermediate layers in 
addition to the input and output layers. These layers between two layers are called hidden layers. MLP networks can be designed to 
contain one or more hidden layers. Figure 2 shows the general structure of the multi-layer perceptron. 
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Figure 2. Multilayer Perceptron Model 

Since it is understandable and precisely provable, back-propagation process is preferred in the training of MLP systems. This procedure 
is named back-propagation for it attempts to decrease errors by transmitting errors from output to input. The back-propagation 
procedure has a consulting learning (learning with teacher) structure and is the mostly preferred learning algorithm used in numerous 
developments (Fausett, 1994) 
 
In teacher knowledge procedures, through the training of the net, a trial dataset consisting output values conforming to input and input 
values is assumed to the network. In consulting learning algorithms, weights in the learning phase are planned by minimizing the error 
function given in Equation 3. 
 

                  (3) 

 
In equivalence, yk shows the output manufactured by system, and tk shows the definite output value. In order to minimalize the error 
value of the net, weights between connections are rearranged and updated. Therefore, the system is envisioned to propagate the output 
nearby to the real output values ( Zhang, Patuwo and Hu, 1998).   
 
Technically, the elementary job of an ANN is to study the assembly in the trial dataset and oversimplify to perform the chosen job 
(Fausett, 1994). ANN has been extensively preferred in practically every field for the purpose of prediction in last years. Especially in 
non-linear time series, ANN's superior success compared to classical methods has been an significant issue in choosing this technique 
(Lewis, 1982). 
 
EL-Saba and El-Amin (1999) have estimated long-term energy sales, total energy and peak load demand using artificial neural 
networks. This study shows that the information required for managers to make effective resource planning decisions can be provided 
by ANN and can be used for long-term forecasts with minimal error. 
 
In Liu et al's (2003) study, an artificial neural network (ANN) technique was proposed as an effective way to model water demand in 
urban areas and formulate domestic water demand. Considering the data obtained from the study, it is seen that the correlation 
coefficients of the water demand prediction model using the artificial neural network are more than 90% for both training data and test 
data. 
 
In a study by Çetinkaya and Erdal in 2019, an ANN-based model was proposed that predicts the daily food demand for students and 

rate and high 
performance. 
 

ure prices of used vehicles with ANN. To see the prediction 
accuracy of ANN, the results are compared with time series analysis methods. The fact that ANN gives more successful results in all 
data sets has shown that this method can be an alternative to classical statistical methods. Studies in different fields have shown that it 
is possible to use artificial neural networks for demand estimation. 
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2. Metarial and Metod 
 

forefront, where speed of access to information and 
information reliability are important. For this reason, it required an advanced document management system and EBYS was launched 
as a solution in January 2015. With EBYS, it was ensured that the documents were collected in a central structure, their processes 
were accelerated, they were followed up, reported and managed. In addition, by creating data standards, all necessary data has been 
made compliant with these standards and archived in a secure way, enabling this information to be accessed quickly and effectively. 
 
In-institution and out-of-institution documents issued at the university, documents coming to the university and all reports that have 
the characteristics of documents have started to be prepared through this system. This situation brings with it the need for a serious 
storage area as well as the benefits it provides. 
 
The purpose of this study is to estimate the storage area that will be needed for the electronic document management system used in 

number of documents to be produced in the future, using artificial neural networks. 
 
In the study, the factors that will affect the need for storage space were determined first. The first of the effective factors is school 
periods. In the Fall and Spring school periods, it is seen that the documents produced are higher compared to the Summer period, thus 
the need for storage increases. Other factors determined are as listed below. 
 

 Number of Academic Staff 
 Number of Administrative Staff 
 Number of students 
 Documents issued for in institution 
 Documents issued for out of institution 
 Documents come from out of institution 

 
The data gained as a result of determining the effective features are adapted to the assembly of the system so that they can be relocated 
as input to the ANN model. Data should be standardized to avoid needless data duplication and limit the data to a specific band. 
 
Different methods are used in the literature for the normalization process. These can be list as: Min - Max rule, Median rule, Sigmoid 
normalization and  Z-Score normalization (Jayalakshmi and Santhakumaran, 2011). One of these methods is the min-max method, 
which is the normalization method that finds the most common usage. The general formula of the min-max method used in the 
normalization process is given in Equation 4. 
 

           (4) 

 
Here v: real value,  v_max: maximum input value, v_min: minimum input value, max_target: the upper limit of 
value, min_target: the lower limit of value.  
 
In the min-max method, data entries are normalized within a predefined range. These range values are usually applied as [0, 1]. In 
this study, the input values to be normalized are preprocessed in the range value [0, 1]. The min-max method equation for the range 
values [0, 1] is as shown in equation 5 (Shalabi and Shaaban, 2006; Sola and Sevilla, 1997). 
 

                   (5) 

 
After the normalization process of the data, ANN models were created, and the training-test process was started. MATLAB was 
preferred to carry out processes. Harmonized with the active issues, the number of input neurons of the ANN was strongminded to be 
7 neurons. So as to regulate the most appropriate ANN prototypical, different artificial neural network models were created by 
changing the number of hidden layers and the number of neurons used in the hidden layer, and the performance values were compared.  
 
In the study, monthly storage area amount data between January 2015 and April 2020 were used. Records that are far from normal or 
have missing data are separated from these data. 80% of the data gained as a result of the cleaning of noise data was used for education, 
and 20% was earmarked for testing. 
 
In the study, many different ANN systems were created, and the training data prepared by pretreatment were presented to these 
networks. Test data was used to test the network models in which the learning process was carried out. 
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The designed artificial neural network models were evaluated using two different criteria. The first criteria is the mean square error 
(MSE) that reveals proximity difference between the predicted and the true value. It is desirable that this value be as small as possible. 
 
The other evaluation criterion was chosen as the correlation coefficient (R). It reveals the closeness of the predicted values with the 
linear line formed by the real values. If the difference between the predicted and actual value is small, another 
closer to 1 the designed model is considered to have done well. 
 
The models designed with ANN, is include 7 neurons in the input layer, 1 neuron in the output layer and the hidden layers prepared by 
using different number neurons for reduce the error rate. These models and the results obtained from these models are shown in Table1. 
 

Table 1. Result obtained with using normalized data between [0,1] 

 

Model 
Number of 
Neurons 

Training R Validation R Test R All MSE  

1 7-3-5-1 0.88787 0.98975 0.96271 0.91949 0.00029254 

2 7-3-7-1 0.96455 0.9857 0.96455 0.96037 0.00017394 

3 7-3-8-1 0.86507 0.96346 0.97286 0.89123 0.00025499 

4 7-3-10-1 0.96387 0.98994 0.97531 0.97812 0.00010108 

5 7-5-5-1 0.92154 0.97738 0.89395 0.9201 0,0037697 

6 7-5-7-1 0.96214 0.94995 0.95155 0.90736 0.0030171 

7 7-5-8-1 0.96563 0.96894 0.93549 0.95104 0.00056888 

8 7-5-10-1 0.84566 0.97257 0.83179 0.88206 0.00022034 

9 7-7-7-1 0.73371 0.98858 0.84732 0.78773 0.00021507 

10 7-7-10-1 0.94104 0.97766 0.96748 0.96119 0.00017227 

11 7-8-8-1 0.95044 0.9226 0.96328 0.95596 0.00079471 

12 7-8-10-1 0.91235 0.87792 0.96494 0.90418 0.0013207 

13 7-10-5-1 0.80051 0.9376 0.87948 0.81794 0.0009469 

14 7-10-7-1 0.73948 0.87411 0.8311 0.75942 0.0005859 

15 7-10-10-1 0.819 0.98726 0.96496 0.89336 0,0087203 

 
lt is the 

ANN model with numbered 4. This ANN model has 7-3-10-1 network structure and MSE value is the smalest with 0.00010108. 
Looking at the R values of the models, it is seen that the best results belong to the 4th model with Training R: 0.96387, Validation R: 
0.98994, Test R: 0.97531 and All: 0.9781. 
 
The MSE value, which is used as a performance criterion in artificial neural networks, was calculated ones again with using the test 
data allocated at the beginning of the study in order to quantity the analytical performance of the network constructions defined in the 
study. Mean Absolute Percent Error (MAPE) equation is used to determine performance and evaluate the best result. Performance 
criteria formulas are as presented in Equation 6 (Lewis, 1982). MSE and MAPE values obtained by using test data to determine 
performance criteria in the created ANN systems are given in Table 2. 
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            (6) 

 
y1: actual value, y2: estimated values, n: number of samples 
 

Table 2. MSE and MAPE values obtained using test data 

 

Model Number of Neurons MSE MAPE 

1 7-3-5-1 0,00059 10,86376 

2 7-3-7-1 0,000333 6,642618 

3 7-3-8-1 0,000428 11,26686 

4 7-3-10-1 0,000112 3,210506 

5 7-5-5-1 0,003125 27,93325 

6 7-5-7-1 0,003128 29,04445 

7 7-5-8-1 0,001011 11,76617 

8 7-5-10-1 0,000445 10,5565 

9 7-7-7-1 0,000375 10,56968 

10 7-7-10-1 0,000304 7,673828 

11 7-8-8-1 0,00089 13,24089 

12 7-8-10-1 0,00111 14,3777 

13 7-10-5-1 0,000812 13,17937 

14 7-10-7-1 0,000654 11,94267 

15 7-10-10-1 0,002892 15,42667 

 
There is an evaluation scale in the literature for the MAPE value. According to this scale, if the MAPE value is below 10%, the model 
is evaluated as "very good". If the MAPE value is between 10% and 20%, the model is called "good", and the models between 20% 
and 50% fall into the "acceptable" class. If this value exceeds 50%, the models are called "false" and are not evaluated. 
 
3. Conclusion 
 
In this study, it is suggested to use Artificial Neural Network based prediction models used in many fields in estimating the storage 
area, which is increasingly important for Electronic Document Management Systems and is necessary for the effective use of this 
system. Different artificial neural network models were created in the storage area estimation study usin
Electronic Document Management Systems data. The data separated as training and test data were processed with ANN models created 
using the MATLAB program. The results obtained are shown in tables. When these results are examined, it has been observed that the 
ANN model, which consists of an input layer with 7 neurons and an output layer with 1 neuron, with 3 - 10 neurons in its hidden layers, 
gives better results than other models. Mean square error value was found as 0,000112 and the MAPE value was calculated as 3,210506. 
According to the evaluation scale in the literature for the MAPE value, it was observed that the value obtained as a result of the study 
was less than 10% and entered the group defined as "very good". As a result of this study, it was seen that artificial neural networks 
can be used effectively with high accuracy in the problem of storage space estimation required in electronic document management 
systems. 
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Abstract 
The growth of photovoltaic power plants is continuously rising, this growth would not be possible without safety, monitoring, and 
fault detection systems. In this paper, the common faults of a typical photovoltaic power plant that may occur in a photovoltaic 
module are 
conditions applied on a specially designed module that measures the output current of each substring by utilizing sensitive Hall 
Effect sensors. After obtaining the electrical characteristics under faults, using machine learning, two decision trees classifier models 
are trained, the first classifier is trained to detect and recognize faults. However, this classifier may confuse the partial shading case 
with several other faults. Hence, the second decision tree classifier is trained to distinguish the exact fault type when the module is 
operating under partial shading condition by applying a short-circuit test on the photovoltaic module. This design can be achieved 
by connecting current sensors in the junction box of a typical photovoltaic module. 
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1. Introduction 
 
Due to the continuous population increase and industrial growth, the energy demand increases proportionally. Today, more than 80% 
of the energy around the globe is produced from fossil fuel and nonrenewable energy resources, oil, coal, and natural gas being the top 
of the list (Key world energy statistics, 2019). living standards opened the door to renewable 
energy ropower, has reached 
1179 GW (BP Energy, 2019). According to data gathered from the 
(EPDK) (EPDK, 2018) and Turkey Electricity Transmission Company ( ) , Turkey's total installed capacity and 
power generation have increased from 44,761 MW in 2009 to 91,267 MW in 2019, and from 194,813 GWh in 2009 to 303,655 GWh 
in 2019, respectively. In other words, Turkey  installed capacity and power generation have increased from 2009 to 2019, 103% and 
56% respectively. 
 
Due to the geographical location of Turkey, it has a high potential for solar power, according to the Solar Energy Potential Atlas 
(SEPA), which was provided by the Ministry of Energy and Natural Resources, the estimated annual sunshine duration is 2,737 hours 
(7.5h daily), this leads to an annual solar power of 1,527 kWh/m2 (SEPA, 2018). As of the end of October 2020, the total solar energy 
power plants in Turkey has reached 7,104 power plant with a total capacity of 6,454 MW . 
 
This growth in solar power plants would not be possible without monitoring, safety, and fault detection systems in Photovoltaic (PV) 
power plants. By realizing that among the most important reasons affecting the output power rate of a PV panel is, dirt-dust, partial 
shading condition, line-to-line fault, arc fault, open circuit fault, bypass diode failure (Mellit et al., 2018)(Triki-Lahianiet al., 
2018)(Köntges et al., 2018) and similar factors that prevent to the panel from producing the rated output power. Along with these 
possible faults, determining the performance of the PV power system, identifying faults, and tracking energy efficiency are among the 
main objectives of a monitoring system. Today's monitoring systems are usually done at the PV array level and on the inverter and 
Maximum Power Point Tracking (MPPT) unit sides (Rezk et al., 2017). Since there are too many panels in a medium and large PV 
plant, it is important to identify and locate the fault accurately and quickly in the event of a failure (Guerrieroet al., 2013). In PV 
systems, fault detection methods can generally be categorized as thermal, visual, and electrical methods (Andò et al., 2015). The 
approaches of electrical-based fault detection methods are, in turn; Approaches that do not need meteorological data such as irradiance 
values and temperature data, approaches in which the current and voltage characteristics of the PV power system are analyzed, 
approaches where the maximum power point is followed and using machine learning technics (Chine et al., 2016). In recent years, the 
use of machine learning and artificial intelligence techniques in fault detection in PV systems has been increasing.  
 
The most common PV system faults are line-to-line fault, ground fault, open-circuit fault, soiling, partial shading, and bypass diode 
fault (Alam et al., 2015). A ground fault in PV systems is in short, an accidental connection between one point in the PV array and the 
ground, this connection leads to a significant current passing from the PV array to the ground. Ground faults occur due to cable 
insulation damage, ground fault inside the PV modules, short-circuit in the connection box, etc. when a ground fault occurs and the PV 
arrays are not well-grounded, it might lead to an electric shock. while line-to-line fault occurs due to a low impedance path or a short-
circuit between two points in the PV arrays, in some cases, it may lead to a fire incident due to the reverse current flow (Duke Energy, 
2011). The reasons for the line-to-line fault are basically the same as the ground fault . Basically, the line-to-line fault and the 
ground fault can be represented as short-circuit fault. Partial shading can be defined as non-uniform irradiance in the PV system, the 
main causes of this condition are heavy dust or leaves, bird dropping, and other natural factors. Partial shading causes hotspots that 
may accelerate the aging of PV modules, besides decreasing the power efficiency. Overcurrent and ground fault protection devices, as 
well as arc-fault circuit interrupters, are used in PV systems to reduce the risk of catastrophic disasters (Alam et al., 2015), (Zhao et al., 
2014). However, these protection devices and technics may not be triggered by some of the moderate faults in PV systems, as these 
faults will reduce the power efficiency and the lifetime of PV arrays due to the nonlinear output characteristics of PV arrays and the 
current-limiting nature (Zhao et al., 2012). Therefore, PV arrays still need to be monitored continuously along with periodic 
maintenance to maintain the rated efficiency, lifetime, and safety. However, conventional checking methods and maintenance of a PV 
system tend to be time-consuming, subjective, have low accuracy, and potentially critical to the operators (Chouder & Silvestre, 2010), 
(Hernandez & Vidal, 2009). During the past decade, automatic fault detection and monitoring technics of PV systems have drawn the 
attention of researchers and engineers and become one of the major topics of research in the field of photovoltaic systems (Spagnuolo 
et al., 2015). In recent years, many kinds of monitoring and fault detection methods and diagnostic techniques of PV systems have been 
proposed, these approaches can be categorized into conventional threshold identifying methods, and machine learning and artificial 
intelligence approaches. 
 
Several thresholding fault detection approaches have been proposed previously based on the analysis of output electrical characteristics 
(power, current, and voltage). For instance, Drews et al. (2007) proposed an approach based on satellite-derived irradiance inputs, these 
inputs are inserted into a simulation of a grid-connected PV system (Drews et al., 2007). The yields from the simulation then are 

tputs 
are analyzed for failure detection. Gokmen et. al. (2013) proposed a method for short-circuit and open-circuit fault detection and also 
differentiate them from the partial shading condition, by calculating the ambient temperature and the operating voltage of the PV string 
(Gokmenet al., 2013). This method assumes that the PV array is operating under maximum power point (MPP). However, the operating 
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point is not the actual MPP, due to the continuously varying irradiance and temperature, as well as the limited ability of the maximum 
power point tracking (MPPT) unit of keeping the array operating under MPP. In addition provides 
a small amount of data, which could be insufficient for locating and detecting a failure, and that might extremely alter the fault detection 
performance. Ali et. al. (2017) developed a real-time fault diagnosis and monitoring method by obtaining the voltage and current 
readings from the faulty PV panel and compare them with its accurate model, by identifying some specific characteristics and 
deformations on the I-V curve that differentiate each fault on the PV panel. This technic recognizes interconnection resistance faults 
and some different shading conditions (Ali et al., 2017). However, this method is still based on identifying a threshold for normal 
operation and PV panel operating under fault. The measurements were done under ideal conditions to define the normal operation and 
under fault conditions, as mentioned in the literature the PV panel operates under different uncontrollable conditions such as solar 
irradiance and ambient temperature. Mekki et. at. (2016) introduced a fault diagnosis method for partially shaded PV modules. This 
technic uses an artificial neural network to estimate the output power of a PV module under different conditions. The method relies on 

he 
measured data yields together achieves useful information on the operating status of the PV module (Mekki et al., 2016). However, the 
observed data cannot differentiate the fault type and the location of the fault in the PV system. 
 
In this paper, based on the voltage and current output characteristic of the PV module, a decision tree classifier is trained to analyze the 
output of each substring current in the PV module and the overall output voltage to differentiate the type of fault in real-time. The 
trained model is able to identify automatically several different common faults in a PV system, including degradation fault, open-circuit 
fault, short-circuit fault, object or dirt on the PV panel, and different kinds of partial shading including soiling recognition. By 
connecting a Hall Effect sensor to each substring to measure the output current under several tests to identify and locate the fault in 
real-time. The proposed method operates under the ch as 
degradation and soiling, the trained model inters to diagnosis mode, where it operates the PV module under short-circuit tests for 
fractions of a second to estimate the location and the type of the fault on substring levels. In this paper, a practical simulation of each 
fault is presented and carried out on a custom-made PV module for deep studying the electrical characteristics of a PV module operating 
under several different faults. 

2. Practical fault simulation 
 
To illustrate the impact of the faults on the output current and voltage of the studied PV module, these fault simulations are carried out 
by observing the changes of the four outputs, SS1, SS2, SS3, and Voltage . The PV 
module is operating under 500 W/m2 irradiance at 25 °C temperature. 

 

Figure 1. The electrical scheme of the PV module. 

2.1 Dirt test simulation 
This experiment is carried out by placing an object above one PV cell only. Shading one cell in a substring leads to a reverse bias on 
the behavior of the shaded cell (Jung et al., 2013). Figure 2 shows the effect of the shaded cell on the overall current of the substring 
that contains the shaded cell. also, a voltage drop is noticed due to the series connection of the substrings. 
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Figure 2. The dirt simulation applied to the PV module. 

2.2 Shading test 1 simulation 
In this experiment, an object is placed in front of the PV module shading partially several PV cells while operating under MPP load. 
Figure 3 shows the scheme of the PV panel along with the shaded PV cells. 

 

Figure 3. Partially shading the PV module under MPP load. 

2.3 Shading test 2 simulation 
This test illustrates the impacts of soiling of a PV module, where a tinted transparent sheet is placed above the PV module to represent 
a dusty PV panel, as shown in Figure 4, the scheme of the PV module completely shaded by a transparent sheet. 
 

 

Figure 4. Scheme of the PV module shaded by a transparent sheet to simulate soiling condition. 
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2.4 Degradation test simulation 
Degradation fault in this simulation represents the interconnection failure in the ribbons of the PV cell, increase of the series resistance 
of a PV cell (Chen et al., 2017), and delamination of the front encapsulant (Triki-Lahianiet al., 2018). In this test, the degradation fault 
is achieved by adding a resistor in series to one of the substrings, this increases the series resistance Rs of the PV cells since it is more 
common and has a -ohm resistor in series to 
substring 1 as shown in Figure 5. 
 

 

Figure 5. Degradation simulation test by connecting the resistor R = 4 ohm. 

2.5 Bypass diode failure test simulation 
This experiment is simulated by short-circuiting the terminals of the bypass diode which is connected in parallel with a substring. In 
this case, the short- increased, and the output power is decreased significantly as the substring is 
considered completely canceled. Figure 6 illustrates the scheme of the PV module under the bypass diode fault. 
 

 

Figure 6. Bypass diode failure simulation test, Bypass Diode 1 is neglected. 

2.6 Short-circuit fault test 
It can be simply simulated by short-circuiting the terminals of the PV module as presented in Figure 7. 
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Figure 7. Short-circuit simulation on the PV module. 

2.7 Open-circuit fault test 
It can be achieved by simply disconnecting the load from the PV module. 

3. Decision tree model training 
 
This model is trained using 4 electrical parameters from the PV module including SS1, SS2, SS3, and Vout, SS refers to the output current 
from a substring along with the number of the substring.  
A decision tree classifier has been trained on over 3,500 sets of input data, the decision tree classifier has a solid advantage of using 
different decision rules along with feature subsets at a different level of classification (Du & Sun, 2008). The training process was 
achieved through 4 major steps: 
 
Step 1: acquiring parameters from the PV module under different types of faults and conditions, the acquired parameters are SS1, SS2, 
SS3, and Vout.  
Step 2: classifying data according to each fault type, and certainly classifying the Normal condition when the PV module is operating 
under no-fault. 
Step 3: dividing the data samples randomly into two data sets, training data sample, and testing data sample. The decision tree classifier 
is trained through the training data set, while the testing data set is utilized to validate the trained model. 
Step 4: obtaining the trained decision tree model and insert it into the real-time data acquisition program for further testing. 
 

he second 
branch consists of fault detection using a short-circuit test. Figure 8 represents the flowchart of the fault detection process using two 
training data sets, one for MPP condition and one for short-circuit test. 
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Figure 8. The work flow of the fault detection process. 

 The reason behind utilizing the short-circuit test is to identify the degradation fault and the soiling fault and to distinguish these two 
faults from the partial shading fault in case the PV module is shaded by an object. As is degradation or soiling cases, the first model 
will acquire a partial shading fault continuously, and in this case, the second model will be deployed to identify the fault and initiate 
the short-circuit test on the PV module. In literature, the degradation fault cannot be detected using the conventional measurement 
technics of the voltage and current of a PV module under the short-circuit test (Chen et al., 2017). However, the novelty of the proposed 
fault detection and recognition method is abbreviated by using measurements in substring levels that can distinguish the current 
differences from each substring under the short-circuit test. Figure 9 and Figure 10 shows the trained decision trees of normal operating 
condition and operating under the short-circuit condition. 
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Figure 9. Fault detection decision tree of the trained model. 

  

 

Figure 10. The decision tree of the diagnosis trained model for partial shading condition. 

 

4. Results 
 
After training the model using MATLAB Classifier Learner Application and optimizing the fault recognition, a confusion matrix is 
generated for each trained model. As shown in Figure 11. 
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Figure 11. Confusion matrix of the fault detection trained model. 

As for the second trained model that analyzes the continuous shading condition to distinguish the degradation and soiling faults, the 
Figure 12. 

 
 

 

Figure 12. The confusion matrix of the trained diagnosis model. 

In Figures 13 to 20, the data charts collected from the PV modules along with fault recognition results are shown. The results are 
obtained during real-time data acquisition and real-time fault detection. 
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Figure 13. The PV module is operating normally under no fault condition; the prediction is shown in the colored box as: Normal. 

 

Figure 14. The PV module is operating under dirt condition by covering one PV cell from substring 1. 
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Figure 15. Shading test 1 results, (a) before activating the diagnosis model. (b) After activating the diagnosis model while the PV 
module is operating under short-circuit test. 

 

Figure 16. Shading test 2, (a) the fault detection model detecting shading. (b) fault diagnosis model recognizing soiling condition. 

 

Figure 17. Degradation test results. (a) Degradation misread as shading by fault detection model. (b) Degradation recognized by the 
diagnosis model. 
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Figure 18. Bypass diode failure test recognized by fault detection model. 
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Figure 19. Short-circuit test detected by fault detection model. 
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Figure 20. Open circuit fault detected by fault detection model. 

 

Figure 21. The PV module while applying the test, (a) Short-circuit test, (b) Normal operation, (c) Bypass diode failure, (d) Dirt 
shading test. 

5. Conclusion 
 
In this paper, based on the electrical characteristics of a PV module operating under fault and Decision tree classifier, a novel fault 
detection and recognition approach is proposed to accurately detect and identify some of the most common faults in a typical PV 
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module. including short-circuit fault, open-circuit fault, bypass diode failure, degradation fault, and specifying the partial shading cases 
whether it is soiling, shaded by dirt, or shaded by an object. The fault detection and recognition Decision tree classifier is validated 
based on data sets acquired from an actual PV module operating under different conditions. The proposed model of the PV module can 
be achieved by connecting current measuring devices to the bypass diodes in the junction box of a typical PV module. It has proven its 
reliability in detecting and diagnosing the most common faults. This model can be improved by adding irradiance and temperature 
sensors to the module to increase the efficiency and reliability of the trained model. 
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Abstract 
In the interconnected power system, frequency is one of the most important criteria determining system stability. Since 
interconnected systems consist of more than one region, load frequency control (LFC) is very complicated. For this reason, load 
frequency control analysis has been performed for interconnected power systems consisting of two and four regions in this article. 
Vortex Search Algorithm (VSA), Salp Swarm Algorithm (SSA) and Sine Cosine Algorithm (SCA) are used to determine the filter 
coefficient proportional-integral-derivative controller (PID-N) parameters of these interconnected systems. The results obtained are 
analyzed for overshoot (OS), undershoot (US) and settling time (ST) values for each region. It is observed that different system 
performances are obtained using by these methods. In addition, all system performances are significantly improved with the selected 
methods.    
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1. Introduction 
 
Depending upon the best industrial revolution as it increases, the energy consumption is also increased rapidly. In addition, the level 
of development of countries and the amount of electrical energy consumed per person draws an increasing graphic. While energy 
consumption is increasing, the quality of energy is also because an important issue. Mainly system frequency and voltage determine 
the power quality. It takes longer time to control the frequency than the voltage. Thus, frequency control in the power system should 
be controlled first. In this power system, the frequency can remain constant with the active power balance, as the rated frequency 
depends on the active power balance produced and consumed.  
 
If the change in the frequency of the power system exceeds the acceptable level, it can cause significant instability problems. It may 
stop the power plants in the system and even crash the system. For example, the system crash that occurred in Turkey in 2015 and 
affected 77 million people. This clearly shows how important load frequency control is for electric power systems. Fixed frequency 
values 49.2-50.8 Hz for Union for the Coordination of Transmission of Electricity (UCTE) and 50 Hz for Turkey as it is determined 
(UCTE, 2004). Changes in the active power balance lead to changes in frequency. Because the frequency is effective at every point of 
system, it is noticeable in the entire system. 
 
Deviations in frequency can occur if the active power balance in the system exceeds the demanded power. The speed of the generator 
increases, so it increases the system in frequency.   Conversely, the frequency decreases if the amount of production is less than the 
demanded power. Because of this, the mismatch between generated energy and the demanded energy causes deviations in frequency. 
Although the frequency deviation that occurs is not the desired situation, it is not possible for this situation to not occur. 
 
Deviations in the frequency of the system are fixed by controlling the generator. Generators feed loads so ensuring regular operation 
of the system. Load control of the generator is provided by load frequency control. As a result, adjusting generated electricity and 
frequency according to the demanded electricity and frequency is  
 
PID-based controllers are often used to reduce the continuous state error occurring at frequency. Different optimization algorithms 
have been used to determine the optimal values of these control parameters for LFC. Particle Swarm Optimization Algorithm (PSO) 
(Gözde, et al., 2010), Harmony Search Algorithm (HSA) (Omar, et al., 2015), Bacterial Foraging Optimization Algorithm (BFOA) 
(Ali&Abd-Elazim, 2011), Ant Colony Algorithm (ACO) (Omar, et al., 2013), Artificial Bee Algorithm (ABC) (Rathar,et al., 2011), 
Central Force Algorithm (CFO) (Formato, 2007), Firefly Algorithm (FA) (Naidu, et al., 2013), League Championship Algorithm 
(LCA) (Kashan, et al., 2009), Group Search Optimization (GSO) (He, et al., 2009), Gravitati , et 
al., 2018), Teaching-Learning-Based Optimization (TLBO) (Sahu, et al., 2015),  methods are some of them. In this study, PID-N 
controller is used to perform load frequency control of two and four region power systems. The optimal control parameters of PID-N 
controller are determined comparatively by VSA (Dogan,et al., 2015), SSA (Mirjalili,et al., 2017) and SCA (Mirjalili, et al, 2016). 
Obtained results are examined by taking into account different system performances. 
 
The remainder of the article is as follows: In the section 2, using comprehensive model for LFC is expressed and also some 
definitions are given. In the section 3, information about the PID-N controller is given. In the section 4, the methods used to adjust the 
controller parameters (VSA, SSA and SCA) are briefly described. In the section 5, obtained results for selected interconnected 
systems are given and in the section 6 main outputs of the study are expressed as the Conclusions. 
 
2. Load Frequency Control 
 
Load frequency control is divided into three main parts. These are primary frequency control, secondary frequency control and 
tertiary frequency control. 
 
When the demanded and generated electrical energy is not equal, the frequency deviates and following the primary control ensures 
the stability of the frequency by keeping the frequency deviations at an acceptable level. Frequency deviation is ±200 mHz  according 
to UCTE criteria (Yalç  et al., 2016). If the frequency deviation exceeds the specified value, the primary frequency control is carried 
out by the speed regulator located in the production center of the power systems. 
 
Since sudden load changes may occurred in power systems, only primary frequency control cannot keep the frequency at rated value. 
In this case, it causes permanent state error. To eliminate the permanent state error, secondary frequency control is activated and 
controls the flow of power between systems. Area Control Error (ACE) information is obtained by collecting information on the 
frequency and connection line. Secondary frequency control returns the frequency to the rated value using Area Control Error 
information. As a result, primary frequency control intervenes suddenly and urgently to frequency deviation, while secondary control 
literally intervenes. 
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In tertiary frequency control, it is achieved by having secondary reserves by increasing/decreasing in the power of generators or by 
providing controlled loads in frequency distortions occurring due to other reasons. In addition, the other purpose of this control is to 
provide the power generation of each unit with the most economical way of demanded electricity. 
 
In an interconnected power system, the stable operation of system can be achieved by keeping the frequency deviation in specific 
limits. In order to keep the frequency specific band width, the energy produced and the energy consumed must be equal. However, 
the frequency decreases as the load increases in the system and the frequency increases as the load decreases. The process of 
adjusting the changing load in the system to the generated power is called speed regulation (Karyeyen, et al. 2009).  In this case, it 
causes the generator and turbines to go beyond the nominal frequency. It can cause the system breakdown. 
 
Multi-region power system models can be thought about combination of a lot of single-region power system models. In the case of a 
load change in the first region, the load in frequency  is shown in equation (1). Where R stands for speed regulation, D for load 
damping constant and  load disturbance. 
 

                                                                                                                                                                          (1)         

The power deviation   that will occur on the connecting line of a multi-region power system is shown in the equation (2). 
 

                                                                                                                                                                          (2) 

 

Figure 1. Multi-region power system model 



UMAGD, (2020) 12(3), s89-s106,  

92 
 

Area control error is an important parameter to realize secondary frequency control. ACE (3)  are obtained by collecting power and 
frequency deviation. This can be expressed in the following equation: 
 

                                                                                                                                                    (3) 

 
represents the frequency polarization coefficient. 

 

                                                                                                                                                                                          (4) 

Calculated ACE values are used as the input data of the recommended PID-N controller. Thus, the optimal values of the controller 
parameters are determined and ACE is minimized. 
 
The transfer function of the blocks in the considered LFC model are expressed in the following equations. 
 
Governor changes the position of the control valve to adjust the steam flow to the turbine. The transfer function is given in equation 
(5). Where TG stands for speed regulator time constant. 

                                                                                                                                                                                                (5)                                                   

 
The part diving the generator in the turbines is the drive unit. The transfer function is given in equation (6). Where TT stands for 
turbine time constant. 
         

                                                                                                                                                                                                    (6)                                                         

 
Generator/Load transfer function is expressed in equation (7). Where KP stands for system gain and TP system time constant. 

 

                                                                                                                                                                                                      (7)                                            

 
Tie-Line connects the two spate areas. Transfer function is expressed in equation (8). Where Tij stands for synchronization 
coefficient. 

 

                                                                                                                                                                                                      (8)                                                    

 
Intermediate-Heater transfer function is expressed in equation (9). Where KR stands for Intermediate heating gain and TR for 
intermediate heating gain. 
 

                                                                                                                                                                                                  (9)                                                    

 
Hydro turbine transfer function is expressed in equation (10). Where TW stands for hydro turbine. 

  

                                                                                                                                                                                              (10)                                                    

 
Where  stands for T2 and T3 synchronization coefficient. 

  

                                                                                                                                                                                                    (11) 

 
                                                                                                                                                                                                              
3. PID-N Control 
 

lem in low order and linear systems. However, PID adjustment is slow in the changes that occur in 
nonlinear power systems. Also, frequency adjustment is difficult in multi-region power systems. PID controller may not give desired 
system performances in multi-region systems. For this reason, PID-N controller is proposed and its parameter values are found with 
VSA, SSA and SCA methods in this study. PID-N controller can be illustrated as follows: 
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Fig. 2. PID-N controller model (Sahu, et al., 2014) 

The increase or decrease of the power as a result of the changes in the load is carried out by speed regulators. The speed regulator is 
adjusted by the controller. Load frequency control is performed by adjusting the parameter values of the PID-N controller. The PID-N 
controller consist of four parameters KP, KI, KD and N. PID-N controller is defined as follows: 
  

                                                                                                                                                                             (12)     

 
Definitions of LFC system parameters are given following table: 

                                                            Table 1. Abbreviations 

         Symbols 

Speed regulation (Hz/MW)               R 

Load damping constant (MW/Hz) 

Turbine time constant (sn) 

Speed regulator time constant (sn) 

Intermediate heating gain                                

System time constant 

System gain 

Synchronization coefficient 

Integral constant 

Hydro turbine 

Proportional constant 

Derivate coefficient 

Filter coefficient of controller 

Filter polarization coefficient 

Frequency change 

Tie-line load flow change 

Area control error 

Load disturbance (MW) 

Intermediate heating time constant 

              D 

               

              TG 

              KR 

              TP 

              KP 

              Tij 

              KI 

              TW 

              KP 

              KD 

              N 

             

             

             

              ACE 

        

              TR 
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4. Using Methods to Set Controller Parameters 
 
Vortex Search Algorithm (VSA) has good balance between exploration and exploitation. Salp Swarm Algorithm (SSA) has important 
features of adaptability, robustness and scalability. It is also easy to apply. Sine and Cosine Algorithm (SCA) ensures high 
reconnaissance and avoidance of local optima. For these reasons, VSA, SSA and SCA are selected and applied to multi region LFC 
systems. 
 
4.1. Vortex Search Algorithm 
The vortex search algorithm is a single solution based mete-heuristics method related to global optimization problems. The algorithm 

x model 
of the stirring liquids (Dogan, et al., 2015). 
 
The vortex pattern in two dimensional space is modeled by nested circles (Dogan, et al., 2015). Center and radius are determined the 
first biggest circle according to the problem dimension and upper-lower limits. Solutions are generated in the circles. Every iteration, 
the best solution is selected as next circle center and decreased the radius of circle. This process continues until the termination 
criteria are met.  
 
Using equation (13), the first center  can be calculated. 
 

                                                                                                                                                                           (13) 

The lower limit and the upper limit in the equation (13) express the boundaries in d-dimensional space problems. VSA initial radius is 
found by the following equation (14) where for  large value should be chosen. Thus, the full coverage of the search space is 
provided in the first step. 
 

                                                                                                                                                  (14) 

 
Before the selection phase, candidate solutions must be within the search limits. If solution exceed boundaries, equation (15) is 
shifted to expressed boundaries. 
 

                                                                    (15)       

 
where radius are uniformly distributed random numbers. In the VSA algorithm, the last radius is 
reduced. The inverse of the gamma function is used in the halftone reduction. The disadvantage of using this method to set the radius 
is that the speed of convergence depends on the number of iterations. As the number of iterations (step size decreases) the search 
increases in the solution. In some cases, it may be advantageous to investigate the relevant search space extensively. 
 

                                                                                                                                                             (16) 

                                                                                                                                                             (17) 

                                                                                                                                                                                    (18) 

 
 is chosen as  to ensure full converage of the search space in the first iteration. t is the iteration index and the MaxItr is the 

maximum number of iterations.  is the initial radius calculated from equation (16). 
 
Pseudo code and flow diagram of VSA are given in Table 2 and in Figure 3 respectively. 
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Table 2. VSA for Pseudo Code 

Initial 
Determines the population size 
Determines the number of iterations (t) 
Set upper and lower limits for KP, KI,KD,N 

Initial center  with   

Initial radius with  

Fitness of the best solution which is found so far gmin=inf 
t=1; 
Repeat 
          Generated solution set C(s) with Gaussian distribution in the search space of radius  centered  
          C(s) check boundaries values 
          Iteration has the best solution itrBest=C(s) 
          if  itrBest < gmin 

 gmin=itrBest; 
 gbest=itrBest; 

     end 
Center is always shifted to the best solution which is found so far =gbest 
Decrease the radius 
t=t+1; 
Until the maximum number of iterations is reached 
Output best value found so far gbest 

 
 

Fig. 3. VSA algorithm flow diagram 
 

4.2. Salp Swarm Optimization Algorithm 
SSA is one of the recently proposed algorithms. It was proposed by Mirjalili in 2017 (Mirjalili, et al., 2017). This algorithm is 
inspired by the fusing behavior of salps.  Salp have a transparent barrel shaped body. In addition, salps belong to the Salpidae family. 
They are similar to the tissue of a jellyfish and act like a jellyfish. Salps form swarm in deep oceans. The formed herd is called the 
salp chain (Sayed, et al., 2018). This algorithm has shown by Mirjalili to be more efficient compared to other meta-heuristic methods. 
The SSA population is divided into two groups. These are leaders and followers. The leader is at the front of the chain. The remaining 
salps are known as followers. 
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In the SSA algorithm, firstly the population size, number of iterations and maximum number of iterations are determined. Population 
upper and lower boundaries are randomly generated. The value of each individual is found using the objective function. The best 
solution found is assigned. The value of the parameter is updated to eliminate the imbalance between exploration and exploitation. 
The solutions of the leaders and followers are updated. If an undesirable situation occurs during the update in the algorithm, the range 
of the problem is returned. The iteration number is increased until the maximum iteration is reached, the search process is terminated. 
As a result of the algorithm, the best solution is produced. 
 
Pseudo code and flow diagram of SSA are given in Table 3 and in Figure 4 respectively. 
 
Salp position is expressed by y. F is expressed as the target food source. In the SSA algorithm, the leader position is updated with the 
following equations: 
 

                                                                                                   (19) 
 

                                                                                                   (20) 
 

 are random numbers.  is found by the following equation (21). Also  strikes the balance between explorer and 
exploitation. 

 
Table 3. SSA for Pseudo Code 

Initial 
Set search agents 
Determine upper and lower limits 
Calculate the fitness value of each salp; SalpPositions=Positions 
The best value of salps position; FoodPosition 
Fitness of the best salps found so far FoodFitness=inf 
t=1; 
while t < maximum iteration+1 

          The value of r1 is updated ( ) 
          for  i=1:SalpPositions 
 if i=SearchAgents/2 
    Update the position of the leader salps 
 else 
                     Update the position follower salps 
                  end 
 end 
Check the boundaries values of the salp position 
end 
t=t+1; 
Until the maximum number of iterations is reached  
Output best value found so far ; FoodPosition and FoodFitness 
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Fig. 4. SSA algorithm flow diagram 

                                                                                                                                                                                       (21) 
 
where t is the number of iterations and T is the maximum number of iterations.  indicates whether the position should be at negative 
or positive infinity. The positions of the follower salps are updated using the following equation. 
 

                                                                                                                                                                                (22) 

 
 i. dimension and j. refers to the positions of the followers.  denotes the initial speed and l is time. 

 

                                                                                                                                                                                               (23) 

 
                                                                                                                                                                                                 (24) 

 
Taking , the followers at i. its position in dimension is updated by the equation (25) as stated below. 

                                                                                                                                                                                (25) 

 
4.3. Sine and Cosine Algorithm   
Sine and cosine algorithm is math-based metaheuristic algorithm. SCA has proposed by Mirjalili in 2016 (Mirjalili, et al., 2016). It 
uses a mathematical model based on sine and cosine functions. In the solution space, candidate solutions are initially launched 
randomly. Candidate solutions are also constantly updated. The updated individuals fluctuate outward or towards the global optimal 
solution. After getting the best solution in the algorithm, it is saved and never lost. The sine and function range are updated as the 
number of iterations increases. In this case, exploitation is guaranteed. Optimization is terminated when the number of iterations 
obtained in the algorithm exceeds the maximum number of iterations. The optimization process in SCA consist of two stages. These 
are exploration and exploitation. SCA ensures high reconnaissance and avoidance of local optimum. Also, the result is found in the 
shortest time. 
 
Pseudo code and flow diagram of SCA are given in Table 4 and in Figure 5 respectively. 
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Position is updated using the following equations (26, 27) in the SCA algorithm: 
 

                                                                                                                                              (26) 
 

                                                                                                                                             (27) 
 
Where i is the dimension and t is the number of iterations.  are random numbers. are  random numbers that take values 
in the range [0 1].   indicates the location of the destination in i dimension.  is used to balance exploration and axploitation and is 
found by the following equation (28). 
 

                                                                                                           (28) 

 
where T is the maximum number of iterations,  is constant value. 
 

Table 4. SCA for Pseudo Code 
Initial 
Set search agents 
Determine upper and lower limits 
Fitness of the best solution found so far gmin=inf 
Generate random value 
t=1; 
while t < maximum iterations 
         Check the boundaries  
         The best values are determined 
 if  itr_best < gmin 
     gmin=itr_best 
     gbest=gmin 
      end  
r1, r2, r3 and r4 values are updated 
The results obtained are updated  
end 
t=t+1 
Until the maximum number of iterations is reached 
Output best value found so far gbest 
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Fig. 5. SCA algorithm flow diagram 
 

5. Results and Discussion 
 
This section has been performed by choosing two and four-region power systems. These systems are analyzed for settling time (ST), 
overshoot (OS) and undershoot (US). 

5.1. Two Region System 
PID-N controller gains obtained with VSA, SSA and SCA on the two-region power system model have simulated in Matlab-Simulink 
program. System parameters are given in Table 5 (Gozde, et al., 2010): 

                                                           Table 5. Parameter Value of Two-Region Power System 

Parameters Value 

KP1=KP2 

TP1=TP2 

120 

20 

TG1=TG2 0.08  

R1= R2 

                                                                

T12 

KR 

TR 

Tij 

2.4 

0.425 

0.3 

0.5 

10 

0.3          

 
The control parameters obtained are given Table 6: 
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Table 6. Values of Control Parameters Used in Two-Region Power System 

Method         (Gözde, et al., 2010) VSA SSA                  SCA 

KP1                     0.00007 16.4262 23.9057 11.3284 

KI1                      0.1268 19.9072 24.9998            24.9998 

KD1                0 

Nfilt1               0 

KP2                      0.0007 

KI2                 0.1268 

KD2                0         

Nfilt2               0 

2.9967 

317.0536 

18.9853 

9.0294 

12.9482 

291.9494 

3.8080              2.5202 

294.3674          563.3867 

9.6062              0.0097 

3.1111              0.0012 

1.6594              2.5510 

367.3446          409.1876 

 
System performances are given in Figure 6 for region first and second region and Figure 7 for tie line. 
 
 (a)                                                                                                       (b) 

 
                                                        

Fig.6. (a) Graph of the first region; (b) Graph of the second region 
                                                      
                                                             

 
 

Fig.7.  Graph of the tie-line 
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Table 7. System Performance Results 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Comparative system performance results for two region power systems are given in Table 7. In this power system, settling time (ST) 
band with range is taken as 0.005%. The PID-N value obtained with VSA, SSA, SCA and compared with (Gozde, et al., 2010). 
Minimum overshoot (OS) values is decreased with SCA and obtained minimum settling time with SSA. Minimum undershoot (US) 
values have observed in SCA for the first region, VSA for the second region and SSA for the tie line. 
 
5.2. Four Region System 
PID-N controller gains obtained with VSA, SSA and SCA on the four-region power system model. System parameters are given in 
Table 8 (Karyeyen, 2009). 
 
 

Table 8. Parameter Value of Four-Region Power System 
Parameters Value  

KP1=KP2=KP3 

KR1=KR2=KR3 

TP1= TP2=TP3 

120 

0.333 

20 

 

TG1=TG2=TG3 

TR1=TR2=TR3 

TT1=TT2=TT3                                         

0.2 

10 

0.3 

 

R1= R2=R3=R4 

T1 (4. Region)                                                              

T2 (4. Region) 

T3 (4. Region) 

T4 (4. Region) 

Tij 

TP4 

KP4 

2.4 

48.7 

0.153 

10 

1  

0.0707 

13 

80     

 

 
The control parameters obtained are given in Table 9: 

 

 

Area 1 

Method ST                      OS                         US 

(Gözde,et al., 2010) 37.199                0.0004016             -0.02591 
VSA 4.630                  0.0001591             -0.00264 
SSA 3.750                  0.001306               -0.004713 
SCA 4.139                  0.0000854             -0.0001713 

Area 2 

Method ST                    OS                     US 

(Gözde,  et al., 2010) 40.889               0.0001918            -0.02934 
VSA 5.350                 0.0000913            -0.0005923 
SSA 1.695                 0.00004698          -0.001576 
SCA 1.970                 0.00004313          -0.001082 

Tie-Line 

Method ST                    OS                      US 

(Gözde,  et al., 2010) 53.552              0.0002558             -0.007548 
VSA 2.230                0.0000365             -0.002322 
SSA 1.663                0.00002052           -0.0004298 
SCA 1.835                0.00001642           -0.0005066 
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Table 9. Values of Control Parameters Used in Four-Region Power System 

Method                 (Karyeyen, 2009)             SCA                             SSA                          VSA 

 KP1                        0.02                                   24.9998                        22.7441                     10.7030 

 KI1                         0.06                                  1.3433                 1.2470 0.6977 

 KD1                        0                                       11.8886                 12.0715 13.8990 

 Nfilt1                       0                                       675.8056    892.3414 357.4373 

 KP2                        0.02                                  15.6959                 15.1698 2.8929 

 KI2                        0.06                                   0.0021                  3.5469 5.1408 

 KD2                        0                                       0.0089     24.7105 22.4857 

 Nfilt2                       0                                       1.0000e-03                     522.1013                  85.9580 

 KP3                        0.02                                  14.8205                  6.5847 14.7548 

 KI3                         0.06                                  0.00333                  16.0118 4.3478 

 KD3                        0                                       0.1491                  18.4338 3.7061 

 Nfilt3                       0                                       400.9137                 413.8440                  900.2058 

 KP4                         0.02                                  0.2879                 0.7230 2.9002 

 KI4                          0.06                                 10.8305                          5.2919 6.2792 

 KD4                         0                                      20.4070           3.3301 7.6561 

 Nfilt4                        0                                      999.9900     942.6775 22.6250 

                          
System performances are given in Figure 8 for region 1, region 2, region 3 and region 4, in Figure 9 for tie line of region 1,  tie line of 
region 2, tie line of region 3 and tie line of region 4. 
 
(a)                                                                                                       (b) 

 
(c)                                                                                                       (d)           

 
 

Fig.8. (a) Graph of the first region; (b) Graph of the second region; (c) Graph of the third region; (d) Graph of the fourth region 
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 (a)                                                                                                          (b)                                                                                                 

 
 
 (c)                                                                                                          (d) 

 
 
 

Fig.9. (a) Graph of the tie-line 1; (b) Graph of the tie-line 2; (c) Graph of the tie-line 3; (d) Graph of the tie-line 4 
 
Comparative system performance results of frequency deviation for each region are given in Table 10: 
 

Table 10. System Performance Results of Frequency Deviation 
Area1   

Method ST        OS                    US 

(Karyeyen, 2009) 

VSA 

SSA 

SCA 

           140.592 

           6.360 

           3.024 

           2.840 

       0.008348          -0.03016  

       0.0002351        -0.004702 

       0.001170          -0.004895 

       0.001394          -0.004926 

Area2   

Method             ST        OS                     US 

(Karyeyen, 2009) 

VSA 

SSA 

SCA 

            136.150 

            6.868 

            3.300 

            3.070 

       0.002600           -0.02090  

       0.001532           -0.001492 

       0.001661           -0.001586 

       0.001692           -0.001612 
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Table 10 (Continued). System Performance Results of Frequency Deviation 
Area3   

Method             ST        OS                     US 

(Karyeyen, 2009) 

VSA 

SSA 

SCA 

            139.700 

            6.003 

            3.511 

            3.315 

        0.002123          -0.02128  

        0.00008331      -0.002190 

        0.00004604      -0.002379 

        0.00005147      -0.002460 

Area4   

Method             ST         OS                   US 

(Karyeyen, 2009) 

VSA 

SSA 

SCA 

            129.000 

            6.400 

            2.481 

            2.390 

        0.002466         -0.02279  

        0.0001121       -0.002041 

        0.0001619       -0.001411 

        0.000161         -0.001329 

 
Comparative tie line power deviation for each region are given in Table 11. 
 

Table 11. System Performance Results of Frequency Deviation 
Tie Line 1                                  

Method         ST OS                           US  

(Karyeyen, 2009) 

VSA 

SSA 

SCA 

        304.642 

        5.089 

        0.909 

        0.855 

0.003153                 -0.01347  

0.00007001             -0.001139 

0.00003981             -0.001189 

0.00003736             -0.001189 

 

Tie Line 2    

Method         ST OS                           US  

(Karyeyen, 2009) 

VSA 

SSA 

SCA 

        315.779 

        8.257 

        1.670 

        1.516 

0.005824                 -0.002057  

0.001188                 -0.000006034 

0.0009585               0.000e+0000 

0.000941                 0.000e+00 

 

Tie Line 3    

Method         ST OS                           US  

(Karyeyen, 2009) 

VSA 

SSA 

SCA 

        329.633 

        1.480 

        1.100 

        1.070 

0.005231                 -0.004688  

0.0002645               -0.0005791 

0.0002808               -0.0005304 

0.0002829               -0.0005149 

 

Tie Line 4    

Method         ST OS                           US  

(Karyeyen, 2009) 

VSA 

SSA 

SCA 

       146.619 

       0 

       0 

       0 

0.004449                 -0.002919  

0.0003766               -0.0001541 

0.0003938               -0.0001528 

0.000394                 -0.000147 

 

 
In this power system, settling time (ST) band with range is taken as 0.05%. Minimum settling time is obtained with for SCA for all 
regions. In addition, mostly minimum OS and US values are obtained with VSA for regions. For considered tie line performances, 
SCA mostly give better outputs than VSA and SSA (Karyeyen, 2009). 
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6. Conclusions 
 
In this study, load frequency control of two different interconnected power systems consisting of two and four region has been 
performed. The results obtained using the same model of (Gözde, et al., 2010) two region and (Karyeyen, 2009) for four region are 
compared. The population size is taken as 50 in the algorithms. Optimal parameter values of the proposed PID-N controller have been 
found by VSA, SSA and SCA methods. The results found are presented comparatively graphically and numerically. System 
performance results are compared in Table 7 for two region interconnected power system and in Table 10 for the four region 
interconnected power system. SSA gives lower settling time for two region and SCA gives lower settling time for four region.  
However, different techniques gives better results for different regions for overshoot and undershoot values. When analysis all 
numerical results, it can be said that SCA shows generally better performance compared with the other techniques. 
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Abstract 
Since energy production and consumption are simultaneous in the classical network structure, the balance of generation and 
consumption must be taken into consideration instantly. In particular, the fact that renewable energy facilities have an intermittent 
generation profile and cannot be produced in certain situations has accelerated the studies for energy storage systems to use 
renewable energy-based generation throughout the day. Energy storage systems are planned to be used throughout the network 
primarily at the research level to meet various needs in the network. With this study, the applications of energy storage systems at 
the network level were tried to be explained and a methodology was tried to be presented for the selection of energy storage 
technology suitable for these applications. 
 
Keywords 

Energy Stotage Systems (ESS), Energy Storage Applications at Grid Level, Storage Technologies, Technology Selection  
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1. G  
 

iz 

, 
yönetim  daha fazla elektrik ni 

hem   sebep 
ol

 
 

talep (demand) 
yenilenebilir enerj

eminde 
meyda

 (Amin SM, 2006).  
ofilinin 

talep nin 
lama 

e 
 uygun 

teknoloji seçimi için  

2.  
 

arak, 
ihtiyaç d

kontrol 
i 

, e 
-Q 

, 
gelmektedir. Bu bölge içerisinde  

m için de tesis edilse de 
ana kontrol birimi ile  birimlerin 

 
 

Kontrol Merkezi

Depolama
Durumu

P, Q Ayar

Kontrol Birimi

Konverter

BYS Batarya

Uzaktan Okunan
Veriler/ Ölçümler

 
1 -  

talep kendini en 
enerji depolayan sistemlerdir (Denholm P, 2010). 

 (Koohi-Kamali S, 2013). Bunlar; 
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  talep yüke 
 

  

verebilmelidir. 
 Verimlilik:  

3.  
 

n 
talep kontrolü, güç kalitesi 

 
 

 
 

3.1  

rj 

gösterilebilir (M. Uddin, 2018). 

 

2 - Puant Yük Limitleme Operasyonu 

 

 
-Grid) sistemler olara

 Burada 

-
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3 - -   

PV üretimini, 
. 

verilmemekte, sistemin PV den beslenememesi 
 

 (Z. Cheng, 2018)
 

kalitesinin sürekli ö
 

3.3 Güç Kalitesi D  
lmesi için 

 (D. A. Sbordone, 2016) lim regülatörleri, 
B

r. gulamalar 
(D. A. Sbordone, 2016). 

 

4 -  

Burada ç 
. Bu gibi 
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3.4  
Bu uygulama,  

 (K. Spiliotis, 2016). Ölçek olarak burada takip edilen 
 

ritma ile 

 ve bu 
yüzden enerji depolama s  
 
3.5 Yan Hizmetler 

 (L. Maeyaert, 2020).  

isteminin 
oton

(M. Delfanti, 2014). 

 
5 -  

3.5 Yenilenebilir Entegrasyonu 
ptir. Bunun 

 
 

ri benzersiz olanaklar 
 

önünde bulundurularak 
(Kemiwatt, 2020). 
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6 -  

4. Enerji Depolama Sistemleri için En Uygun Konum, Boyut ve Teknoloji Seçimi 
 

rji 
depolama sistemleri, tepe 

a 
 

 
Metodolojinin 

 

Belirlenmesi

En uygun Konum, Boyut ve 

Depolama Teknolojilerinin 

Profillerinin Modellenmesi

En uygun Konum ve Boyut 
Belirlenmesi

Teknolojilerinin Belirlenmesi

 
7 -  
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(World Energy Council, 
2004). 

 

8 -  

 

 

 

Kullan  - 
 

mektedir: 

  
 Uygulama tipi 
  
 bilirlik Faktörü 

   

)  
 

tipten birine ay
etkiler. 

 Tip 1   
 Tip 2  

 
 Tip 3  Depolama sistemine nadiren  
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nde daha 
da fazla olacaklard  

- Birden fazla uy
ilir. 

 
a 

nda kullanabilir. 

 

4.2 Teknoloji Seçimi 
eteneklere 

sahiptir. Hem kontrol edilebilir bir yük hem de dinamik bir generatör olarak hareket edebilmeleri nedeniyle, 
 

dir. Bu sebeple 
kesin p 

ma 
 

seçilerek her bir enerji depolama sistemi teknolojisi için uygulama skoru belirlenir. Teknoloji uygulama skoru belirlenmesi için 
 

Hedef 
Uygulamalar

Teknoloji 
SkoruDepolama Teknolojisi 

Depolama Teknolojisi Skoru

 

9 -  

4.2.1 Depolama teknolojisi karakteri  
i 

   (Mohammed, 2016). Bu yöntemde, her bir 
 

 karakteristikler Tablo-  (Mohammed, 2016): 
 Depolama teknolojisi 
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Tablo 1 - Depolama Teknolojisi Karakteristikleri 
D

ep
ol

am
a 

Te
kn

ol
oj

is
i 

 

 
 

 
Yü

ks
ek

 

Sp
es

ifi
k 

En
er

ji 
(k

W
h/

to
n)

 
 

Sp
es

ifi
k 

En
er

ji 
(k

W
h/

to
n)

 
Yü

ks
ek

 

(k
W

h/
m

3)
 

 

(k
W

h/
m

3)
 

Yü
ks

ek
 

N
om

in
al

 G
üç

te
 v

e 
%

80
 

D
oD

'd
e 

Ve
rim

 
 

N
om

in
al

 G
üç

te
 v

e 
%

80
 

D
oD

'd
e 

Ve
rim

 
Yü

ks
ek

 

Te
pk

i S
ür

es
i 

 
 

 
Yü

ks
ek

 

Lityum-  LIB-p 0,25 1 70 120  60 90 0,85 0,99 ms 40 60 

Lityum-  lIB-e 1 4 150 240  90 130 0,85  0,99  ms 18 26 

Nikel Bataryalar (NiCd, 
NiZn, NiMH) 

Ni-batt 0,3 3 45 120 60 210 0,7 0,8 ms 26 93 

 LA-adv 2 5 30 50 50 80 0,70 0,90 ms 33 45 

 VRLA 2 4 18 25 30 60 0,68 0,78 ms 25 35 

Vanadyum Redox Batarya VRFB 3 10 10 30 16 33 0,60 0,85 ms 37 55 

 
A-VRFB 3 6 17 21 25 30 0,65 0,7 ms 17 33 

Çinko Bromür ZnBr 2 10 30 50 30 60 0,60 0,75 ms 9 19 

Sodyum Sülfür NaS 6 7 150 240 150 250 0,70 0,90 ms 4 5 

Sodyum Nikel Klorür NaNiCl 2 4 100 150 170 190 0,82 0,87 ms 8 11 

Çinko Hava Batarya ZnAir 5 6 130 170 300 500 0,65 0,77 ms 5 6 

 
 

len 
 (Mohammed, 2016); 

 Depolama teknolojisi 
  
  
  
  

Tablo 2 -  

D
ep

ol
am

a 
Te

kn
ol

oj
is

i 

 

%
80

 D
oD

 Ç
ev

rim
 Ö

m
rü

   
  

 

%
80

 D
oD

 Ç
ev

rim
 Ö

m
rü

   
  

Yü
ks

ek
 

%
10

 D
oD

 Ç
ev

rim
 Ö

m
rü

   
  

 

%
10

 D
oD

 Ç
ev

rim
 Ö

m
rü

   
  

Yü
ks

ek
 

(k
W

h/
yr

/k
W

)  
 

(k
W

h/
yr

/k
W

)  
Yü

ks
ek

 

G
ar

an
ti 

M
al

iy
et

i 
($

/y
r/

kW
)  

 

G
ar

an
ti 

M
al

iy
et

i 
($

/y
r/

kW
)  

Yü
ks

ek
 

D
ep

ol
am

a 
Bi

rim
 

M
al

iy
et

i (
$/

kW
)  

 

D
ep

ol
am

a 
Bi

rim
 

M
al

iy
et

i (
$/

kW
) 

Yü
ks

ek
 

Lityum-  LIB-p 5000 7000 50000 110000 110 250 7 35 800 1200 
Lityum-  lIB-e 3500 6000 50000 100000 120 250 7 25 2500 3500 
Nikel Bataryalar (NiCd, 
NiZn, NiMH) 

Ni-batt 300 1000 1000 3000 150 500 2,25 40,5 500 1500 

 LA-adv 200 300 20000 30000 250 900 10 30 2200 3900 
 VRLA 600 1000 2000 4000 300 900 10 40 1600 2500 

Vanadyum Redox Batarya VRFB 6000 8000 160000 200000 300 875 9 15 2200 3100 

 
A-VRFB 6000 8000 160000 200000 100 300 10 14 2000 2500 

Çinko Bromür ZnBr 1500 2500 15000 25000 570 670 10 30 700 2500 
Sodyum Sülfür NaS 2500 4000 40000 50000 200 625 15 60 1000 3000 
Sodyum Nikel Klorür NaNiCl 3000 5000 50000 100000 85 145 10 22 2000 3000 
Çinko Hava Batarya ZnAir 5000 10000 10000 20000 540 750 15 40 1200 1400 
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4.2.2 Depolama teknolojilerinin derecelendirilmesi 

belirlenebilir: 

 Teknoloji olgunluk seviyesi 
  
  
  

 
depolama teknolojileri   . 

 

10 - Enerji Depolama Teknolojileri Olgunluk Seviyeleri 

Enerji depolama teknolojilerinin uygulama gereklili

 
 bu 

l 12'de gösterilmektedir. 

 

11 - Enerji Depolama Sistemleri için Dört Uygulama Grubu 
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12 -  

. 

4.2.3 Çoklu  
k için aritmetik ortalama yerine geometrik ortalama tercih edilir. 

Aritmetik Ortalama = (S1 + S2 n) / n  

Geometrik Ortalama = (S1 x S2 n) (1/n) 

Burada, S1, S2 n 

aritmeti
lite 

ometrik 
ortalama tercih edilir.  

 

1
a x S2

b x S3
c  

1 2  

, n
 

 

 

13 -  

Uyg.1 Uyg.2 Uyg.3 Uyg.4 Uyg.5 Uyg.6
Uygulama Gereksinimleri Skor Skor Skor Skor Skor Skor Skor

Konum Gereksinimleri Skor Skor Skor Skor Skor Skor Skor
Maliyet Skor Skor Skor Skor Skor Skor Skor

Olgunluk Skor Skor Skor Skor Skor Skor Skor
Toplam 

Fizibilite 
Skoru

Uygulama Grubu

- Ortalama Uygulama Skoru
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Öz 

uygulama 
birçok 

-integral-türevsel (PID) Genetik Algoritma (GA) ile 

Simülasyon  
 

Anahtar Kelimeler 
quadratör, pid, genetik algoritma, kontrol 

 
Abstract 
Unmanned aerial vehicles (UAVs) have found wide application areas in civil and military. Their low-cost physical structure and less 
complex control structures compared to their counterparts have made these devices the target of many researchers. In this study, the 
coefficients of the proportional-integral-derivative (PID) controller that controls the vertical movement of four-motor UAVs have 
been optimized with the genetic algorithm (GA). GA is coded in Matlab / Script language. Mathematical model of Quadrotor was 
developed in Matlab environment. The simulation results show that the GA has successfully optimized the coefficients of the PID 
controller. 

 
Key Words 
quadrotor, pid, genetic algorithm, control 
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1.  
 

-
çiftleri bulunur. 

. 
Quadratörün modellenmesinde iki koordin

i ile gösterilir.  

 
 
                                                                     
 

arka m tirilir. 
 kuvveti sabit tutularak, quadratörün dikey eksend ün dikey 

 

zaman türevleri, quadratö  
 

 Denklem 1 ve 
den de 

 
 

 (Li & Li, 2011), 
(Goodarzi et al., 2013)  (Raffo et al., n.d.), predictive kontrol (Abdolhosseini et al., n.d.), (Bouffard et al., n.d.), backstepping 
kontrol (Madani et al., n.d.), sliding mode kontrol (Xu et al., n.d.), LQR kontrol (Reyes-Valeria et al., n.d.), dynamic surface kontrol 
(Shao et al., 2018), adaptive kontrol (Dydek et al., n.d.), neural network kontrol (Nicol et al., n.d.), fuzzy kontrol (Santos Peñas et al., 
2010) ve bu   . 
 
Bunlarla birlikte hala klasik PID kontrol b

-
Nichols (ZN)  
 
2. Quadratörü  
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Burada x, y, z hareketsiz eksende cisim m  ise quadrotor ekseninin hareketsiz eksene göre 

, quadrotorun kütlesi,  
mesafedir. , motorun eylemsizlik momenti,  x, y, 
z lmektedir.   ise 
motorlar t  

  
 

 

 
atörü  

                                                                           Tablo 1. Quadratörün Parametreleri 

Parametre  

Sembolleri 

 Birim  

 0.0086   x  ekseni eylemsizlik momenti 
 0.0086  y ekseni eylemsizlik momenti 

 0.0172  z ekseni eylemsizlik momenti 
   motor eylemsizlik momenti 
    
    
 0.4794  quadratörün kütlesi 
 0.225  quadratör  

 
n 

dikkate al  
ol  
 

           (3) 

 
 
 
 
 
 

(1) 

(2) 
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3. Genetik Algoritma (GA) 
 

 
Genetik algoritmada o sa da 

ikili 
 

bireyleri takip ederek, e makta ve um veya maksimuma 
 kontrol etmektedir  bir minimum  veya maksim  karar verirse çaprazlama ve 

mektedir um veya maksimum maktad  
 
Seçim 

 
kadar 

 
 
Çaprazlama 

 ve temel  yüksek uygunlu
mektedir  yöntemi seçimi ile GA 

sürede . Çaprazlama 
uzmana 

- seçilen a  %90 olarak a
. 

algoritma popülasyonun en iyi bireylerini takip etmektedir
da  

k belirlen ir.  
 
Uygunluk Fonksiyonu 
Genetik algoritmada, popülasyondaki her maktad

  
 

           (4) 
                                                                                                                    
4.  
 
PID kontrolör 

 -oransal-integral-türevsel kontrol yönteminde,  sinyali,   
sinyalinin türevi,   sinyalinin integrali de,   kontrol 

  görülmektedir. 
 
PID-oransal-integral-türevsel 
 

        (5) 

 

.  
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5.  
 

sn dir ve olarak 
.  ile  ile , sapma 

 ile   . Simülasyon süresince quadratör 20 sn içinde z ekseninde (istenen_z) 0 
ZN yöntemi ile belirlenip, si

Daha sonra Matlab/Script dilinde kodlanan genetik algori
  

 

                                                                             Tablo 2.  

 kp ki kd 
Ziegler-Nichols 30 30 7 
Genetik Algoritma 67 56 99 

   
GA, 100 iterasyon 

 
 

 
                                                                              
 
GA ve ZN k - 4 

 
 

 
                            (a)                                                                          (b) 

                                                                                  
 

ir. Bu 

gecikme süresidir. 
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