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Phthalocyanine compounds have several impor-
tant chemical properties due to their chemical 

structures. Nowadays, phthalocyanine compounds 
have great attention from scientists around the world 
because of their explicit applications including pho-
todynamic treatment [1], sensors [2], pigments [3], 
chemotherapy treatment and enzymatic inhibitors [4, 
5]. Around the world, a great number of human be-
ings suffer from deadly carcinoma, and many people 
die every day due to cancer [6]. It is reported in the 
literature that cancer is a very critical health prob-
lem worldwide, and it is expected that it will keep 
causing the deaths of numerous people in the near 
future [7]. Due to these reasons, chemotherapy tre-
atment and studies on preventing cancer have gained 
great importance. Therefore, designing cancer drugs 
is a fundamental concern for overcoming this fatal 
disease. Recently, there has been significant progress 
in treatments against cancer cells. On the other hand, 
this progress has not yet reached the desired level. 
As stated in the recent literature, many researchers 
have particularly focused on the cell cycle and DNA 
molecule [7, 8]. The interaction between therapeutic 
drugs and DNA may change DNA’s structure and 
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transcription of the DNA molecule [9, 10]. Binding 
is considered to be where the major binding mode of 
tiny healing biological molecules with the DNA takes 
place via the intercalation and non-intercalation bin-
ding modes [10, 11].

Recently, various studies have been carried out 
on the binding of phthalocyanines to DNA molecules. 
Various phthalocyanine-containing groups could bind 
to DNA molecules by either of intercalation and non-
intercalation mechanisms [12]. The reactivity of phtha-
locyanines may be modified by changing their periphe-
ral ligands [13]. For instance, it was reported that the 
phenoxy-acetamide-substituted metal phthalocyanine 
complex is a biologically active compound. The phtha-
locyanine metal complex with octakis phenoxy aceta-
mide ligands could have potential applications in cancer 
treatment [14] and antibacterial healing [14, 15].

The binding of phthalocyanines to the DNA can 
inhibit the spread of cancer cells, and this health issue 
has gained great attention. Many interesting studies 
have been conducted in this field. Phthalocyanine com-
pounds could be very useful therapeutic agents for inc-

A B S T R A C T

The DNA binding activity of previously synthesized and characterized 2(3), 9(10), 
16(17), 23(24) –Tetrakis 4-(4-(2-phenylprop-2-yl) phenoxy) phthalocyanine com-

pound (PcF) with CT-DNA was studied using UV/Vis, emission spectroscopic titrations, 
the melting temperature, viscosity measurement, and agarose gel electrophoresis methods 
in a Tris-HCl buffer solution at a pH of 7.1 at room temperature. The absorption titration 
spectra studies of PcF showed that absorbance intensities were decreased with increasing of 
concentrations of CT-DNA and the finding proved that the compound interacts with the 
DNA. Addition to absorption titration study, emission spectroscopic titration, the melting 
temperature, viscosity measurement, and agarose gel electrophoresis methods were also 
performed to investigate the binding activities of PcF with the DNA. The results of these 
methods confirmed the findings of absorption spectra study that the compound interacts 
with the DNA.

INTRODUCTION 

Keywords: 
Absorption spectra; Fluorescence spectroscopy; DNA binding; Phthalocyanines.

http://orcid.org/0000-0003-1296-2066


A
. A

rs
la

nt
as

 e
t a

l./
 H

itt
ite

 J 
Sc

i E
ng

, 2
02

0,
 7

 (2
) 8
1–
87

82

The synthesis of PcF compound

In this study, PcF compound was prepared according to 
literature [16].

DNA binding experiments

In CT-DNA binding experiments, the changes in inten-
sities of absorption spectrum are associated with the 
interaction between such compounds and DNA becau-
se of the packing of the aromatic part with DNA bases 
[17]. The DNA interaction of PcF at varied amounts were 
investigated based on absorption titration in the buffer 
solution at pH of 7.1 at controlled room temperature. PcF 
displayed absorbance peaks at around 675 nm, 640 nm 
and 340 nm. Adsorption spectroscopy was used the wa-
velength of 260 nm for calculating the molar extinction 
constant of the DNA molecule for preparing CT-DNA 
samples. The experiment showed that CT-DNA was 
protein-free [18]. UV/Vis titration spectra were analyzed 
from 300 to 800 nm. The findings from the experiment 
were compared to the control absorption titration spect-
ra with Tris-HCl instead DNA for determining the dilu-
tion effects [18]. The binding constant of the PcF com-
pound was computed with Wolfe-Shimmer formula [19]. 

Fluorescence spectra experiments

In this research, CT-DNA interactive properties of PcF 
using the fluorescence spectroscopy technique were stu-
died in a Tris-HCl buffer at a fixed pH of 7.1. In this study, 
the calf thymus DNA (CT-DNA) sample was used to 
examine the interactive activities of PcF. The concentra-
tion of the compound (20 µM) was kept constant during 
titration with the increasing amounts of the DNA. The 
mixture consisted of PcF and the calf thymus DNA in 
a Tris-HCl and NaCl buffer at a pH 7.1. Firstly, the ex-
citation of PcF compound was performed, and then, the 
emissions of the compound were recorded. The solution 
of CT-DNA and PcF was permitted to attain the equi-
libration for a certain time before the experiments were 
conducted [20, 21].

Thermal melting experiments

To verify CT-DNA interactive activities of PcF, thermal 
denaturation experiments were conducted by absorption 
spectroscopy of the DNA at varying concentrations in a 
Tris-HCl buffer at a constant pH 7.1. The melting tempe-
rature measurements were conducted at a constant wa-
velength [22-25] by using absorption spectroscopy. The 
sample of CT-DNA and PcF in the buffer solution at a pH 
of 7.1 containing sodium chloride were increased tempe-
rature from 25 to 95 °C every 5 mins. The values of ab-

reasing the scope of anticancer research. In this study, the 
DNA binding activities of previously synthesised 2(3), 9(10), 
16(17), 23(24)–tetrakis4-(4-(2-phenylprop-2-yl)phenoxy) 
phthalocyanine compound  as shown in Fig. 1[16] with calf 
thymus-DNA (CT-DNA) were analyzed by use of absorpti-
on spectral titration, fluorescence emission spectra, melting 
point temperature, agarose gel electrophoresis and viscosity 
studies.

MATERIAL AND METHODS

Materials

This study used the 2(3), 9(10), 16(17), 23(24)–tetrakis 
4-(4-(2-phenylprop-2-yl) phenoxy) phthalocyanine com-
pound [16] to examine its DNA binding activities. Tris-
Hydrochloride and calf thymus DNA reagents were supp-
lied owing to Aldrich and Sigma firms. Sodium chloride 
was provided by the Merck company and the entire re-
agents calf thymus- DNA, DNA ladder, TBE, Tris-HCl, 
NaCl, milli-Q water and DMF solvent were of bioche-
mical grade. Hence, these reagents were utilized without 
further purification. The samples of calf thymus DNA 
were produced by using Tris-HCl and NaCl buffer solu-
tion. All the solutions were prepared with milli-Q water. 

Absorption titrations for DNA binding activities of PcF 
were carried out with an Agilent Technologies Cary 60 UV/
Vis spectroscope, while fluorescence titration experiments 
were conducted with a Perkin Elmer LS Fluorescence Spect-
roscope. A Thermo Scientific Owl Electrophoresis System 
was utilized for gel electrophoresis. Thermal melting tem-
peratures were studied at 260 nm with UV/Vis spectroscopy. 
Ubbelohde viscometer experiments were carried out for vis-
cosity measurement.  The entire analyses were conducted 
in a Tris-HCl buffer solution at pH of 7.1 at controlled room 
temperature.

Figure 1. Chemical structure of the PcF compound.
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sorption titrations were obtained after successive heating 
of the CT-DNA and PcF solution. 

Viscosity measurement experiments

In this study, the viscosity studies were conducted the 
with Ubbelohde viscometer. The viscometer was sub-
merged into a water-filled bath at a fixed temperature 
approximately 30 °C. The concentrations of PcF and et-
hidium bromide were increased to identify the DNA bin-
ding properties of PcF. The flow time was obtained by 
measuring the sample three times. The viscosity of the 
solution was obtained from ηi = (ti−t0)/t0 equation. ηi rep-
resents the DNA viscosity and ti belongs to the time of 
flow of PcF and CT-DNA. t0 indicates the flow time of the 
Tris-HCl buffer at pH of 7.1. Recorded values are shown 
for (η /η0)

1/3 against [PcF]/[CT-DNA]. The η represents 
the viscosity of DNA in the presence of EB and PcF, and 
η0 shows CT-DNA viscosity [26].

Agarose gel electrophoresis experiments

The binding of PcF to the DNA was investigated by the 
electrophoresis in a TBE buffer solution. In these expe-
riments, the concentration of the compound was kept 
fixed at 20 µM, but the amounts of the DNA were incre-
ased from 0 to 25 µM and the results are shown in Fig. 5. 
CT-DNA samples (0, 5, 15, 25 µM) and PcF (20 µM) were 
loaded with the dye. Agarose gel electrophoresis experi-
ments were conducted at 80 volts during 3 hours in the 
buffer solution, and the CT-DNA bands were then mo-
nitorized with a UV lamp. Agarose gel electrophoresis 
system from Thermo Scientific Owl company was used 
for this study [27-31].

RESULTS AND DISCUSSION

Absorption spectra experiments

Phthalocyanine compounds have two characteristic 
electronic spectra. One of these spectra appears appro-
ximately between 300 and 400 nm for the B-band and 
the other band is at about 600-780 nm for Q-band. For 
PcF, the typical Q-bands appeared at around 675-700 
nm and B-band of PcF appeared approximately at 345 
nm. The increase in the concentration of phthalocyanine 
compounds causes aggregation that is easy to observe in 
the absorption spectra of Q-band. In the present study, 
PcF exhibited aggregation in THF at varying amounts 
of PcF due to the large molecular structure of 2(3), 9(10), 
16(17), 23(24)–tetrakis 4-(4-(2-phenylprop-2-yl) phenoxy) 
phthalocyanine [32].

The UV/Vis spectroscopy procedure is widely appli-

ed to investigate the binding of chemical complexes by the 
DNA. Generally, the interaction of tiny biomolecules to CT-
DNA pertains to the change in hyperchromicity, hypoch-
romicity, blue shift or redshift in wavelength of electronic 
titration spectra [33]. The binding mode of intercalation is 
generally associated with hypochromicity and redshift [32]. 
Absorption titration is a very much helpful method in in-
vestigating the binding activities of phthalocyanines on the 
DNA molecules. The interaction of tetracationic zinc and 
phthalocyanine were reported in the literature [34]. The re-
sults of previous studies indicated that the quaternary Zn(II) 
and metal-free phthalocyanine compound interact with the 
DNA molecule [34, 35]. Another study on the morpholine 
zinc (II) phthalocyanine complex demonstrated that phtha-
locyanine complex binds to DNA molecule with intercala-
tive mechanisms [36]. The findings of other studies showed 
that positively charged phthalocyanines interact with DNA 
by non-intercalation mode [37]. A study on Cu(II), Mn(III)  
and Zn(II) phthalocyanine complexes demonstrated that 
phthalocyanine complexes bind to the DNA molecule by an 
intercalative mechanisms [38]. Cu(II) bearing hexamethyle-
neimino-ethoxy phthalocyanine complex was also studied, 
and the finding showed that it has a strong interaction by 
DNA [34]. Additionally, the interactions of a cationic cobalt 
and palladium phthalocyanine complexes with the DNA 
were also reported. The results of the investigation demons-
trated that the phthalocyanine complex interacts with the 
DNA molecule [39]. The absorption titrations of the 2(3), 
9(10), 16(17), 23(24) –tetrakis4-(4-(2-phenylprop-2-yl)phe-
noxy) phthalocyanine compound at various concentrations 
of CT-DNA are displayed at Fig. 2. In the absence of CT-
DNA, the electronic titration spectra of PcF (20 µM) was 
performed from 300 to 800 nm. PcF indicated two particu-
lar electronic spectra, which are at around 675 and 640 nm 
for Q-bands and approximately 340 nm for the B-band as 
shown in Fig. 2. The electronic titration experiment of the 
DNA binding activities with PcF compound was conduc-
ted in a Tris-HCl buffer at pH of 7.1 in the presence of the 
DNA. The absorption titration of PcF showed decreasing in 
absorbance intensities by increase in the concentrations of 
CT-DNA. The changing in the electronic titration spectra 
of PcF during titration by the DNA are indicated in Fig. 2. 
The results showed that PcF had hypochromicity with reds-
hift as shown in Fig. 2. The hypochromicity that appeared 
proved that PcF binds to the DNA with intercalative mec-
hanisms. It is accepted that redshift in absorption spectra is 
related to the decreasing of energy from HOMO to LUMO 
of the ring of phthalocyanine, but hypochromicity refers to 
the binding between chemical complexes and the bases of 
CT-DNA molecule [40-42]. The changing in hypochromi-
city indicates that PcF interacts by the DNA through the in-
tercalation binding mechanisms. The results of this method 
proved that PcF compound binds to the DNA by intercala-
tive binding. The additional, method described over, the Kb 
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constant of PcF by the DNA was obtained by using the Wol-
fe-Shimer formula. The Kb was calculated as 1.03 × 106 M−1. 
The value demonstrated that PcF has a binding activity to 
the DNA by the intercalative binding[35].

Fluorescence spectra experiments

Fluorescence spectroscopic titration procedure is often 
applied to search the DNA interaction activities with 
chemical compounds. The emission titration technique 
provides a significant amount of understanding on the 
interaction among chemical compounds and the DNA 
molecule. Recently, in the literature, there have been se-
veral fluorescence titration studies that aimed to inves-
tigate the interaction between DNA and small chemical 
compounds [43]. In the present study, the emission titra-
tion experiments were conducted to study the interaction 
of PcF with CT-DNA in the buffer at a pH of 7.1. PcF ge-
nerated fluorescence spectra with forming a peak around 
445 nm in a Tris-HCl solution at a pH of 7.1 in the absence 
of the DNA as indicated in Fig. 3. In the buffer solution 
at a pH of 7.1, the fluorescence emission spectra of PcF 
were studied in the presence of the DNA as shown in Fig. 
3. The arrow indicates the change in the intensities upon
increase in concentrations of CT-DNA. When the amo-
unts of CT-DNA was increased, the intensities of peaks of 
fluorescence emission gradually increased. This finding
indicated that PcF interacts with CT-DNA by intercala-
tion mechanism as the molecular structure of DNA was
shifted with a chemical compound [44]. The increasing
concentrations of DNA caused the increasing in the in-
tensity of the emission spectra of PcF. This result specifi-
ed that PcF has binding activities to CT-DNA.

Thermal denaturation profile experiments

A melting temperature (Tm) experiment was performed 
on the DNA samples for analyzing the binding proper-
ties of PcF. Thermal denaturation experiments of DNA 
produce a substantial amount of information about the 

activities of DNA based on the changes in temperature 
at a 260 nm wavelength [45].  The intercalation binding 
mechanism of biochemical complexes by DNA molecu-
le enhances the thermal melting because of the impact 
of the interaction mode, but thermal melting tempera-
tures of the non-intercalative binding mechanism for 
some chemical compounds with DNA either decrease or 
do not change [43]. The thermal melting temperature of 
the DNA was conducted by electronic spectra titration 
in the presence of a buffer at a pH of 7.1. The findings of 
melting temperature experiments were shown in Table 1. 
The temperature of the thermal denaturation of the DNA 
was observed to be 73.57 ºC. In the presence of PcF, ther-
mal denaturation temperature was observed as 81.64 ºC. 
These findings demonstrated that PcF interacts with the 
DNA by intercalation mechanism because of the enhan-
cement of melting temperature.

The study of agarose gel electrophoresis

The Agarose gel electrophoresis method [46, 47] was uti-
lized to investigate the interaction of phthalocyanine on 
CT-DNA in a Tris-HCl at a pH of 7.1 at 25 °C. The bin-
ding of PcF (20 µM) to CT-DNA (5, 15, 25 µM) was studi-
ed to verify the effect of CT-DNA on PcF (20 µM). Lane C 
represents the control DNA and lanes 1, 2 and 3 belong to 
the DNA and PcF mixtures. Lane M shows the DNA mar-
ker. Fig. 4 shows the DNA bands which were visualized 
under UV light. These findings clearly demonstrated that 
the band intensities of DNA significantly reduced when 
the concentrations of CT-DNA increased. There was a 
decline in the band intensities of CT-DNA after the inte-
raction of PcF with CT-DNA because of the distortion of 

Figure 2. The electronic titration spectra of PcF (20 µM) in the buffer 
solution at a pH of 7.1 with increasing concentrations of the DNA. Arrows 
show absorption spectral shifting with increasing amounts of the DNA.

Figure 3. Fluorescence emission spectra of PcF compound in a Tris-
HCl solution at a pH of 7.1. The arrow shows the increase in the inten-
sity of fluorescence titration spectra with increasing amounts of DNA..

Sample Melting temperature (Tm)

CT-DNA 73.57 °C

CT-DNA+ PcF 81.64 °C

Table 1. Thermal denaturation temperatures (Tm) of CT-DNA in Tris-
HCl at a pH of 7.1. 
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the DNA’s double helix [48, 49]. The results of this analy-
sis verified that PcF interacted with the DNA molecule. 

The change in intensities in CT-DNA bands appeared 
in lanes 1, 2 and 3 in the comparison of the DNA bands to 
the C DNA as shown in Fig. 4. When the interaction ability 
of PcF with the DNA was aligned with control DNA, 

the findings showed that PcF had a strong interaction 
with CT-DNA. It was found that the control DNA sho-
wed no significant change. In a conclusion, the results of 
agarose gel electrophoresis study proved that PcF has a 
binding activity to CT-DNA.

Viscosity measurement experiments

The viscosity measurement procedure is widely applied 
to investigate the DNA binding characteristics of compo-
unds based on increases and decreases in DNA viscosity 
based upon an increase in concentrations of chemical 
compounds. An increasing of viscosity indicates that 
chemical complexes bind to the DNA molecule with in-
tercalative mechanisms that cause deformation and en-
largement of the DNA. In contrast, a decrease in viscosity 
values demonstrates that the molecules interact by the 
DNA molecule through the non-intercalation mecha-
nism.

The stacking of the ligands of compounds betwe-
en DNA bases cause significant changes in the molecular 
structure of DNA [50, 51]. Viscosity measurements were 
performed to prove the binding activities of drug for treat-
ment of DNA molecule for PcF compound at a constant pH 
of 7.1 as demonstrated in Fig. 5. Firstly, the relative viscosity 
measurements of ethidium bromide (EB) were carried out. 
Secondly, viscosity experiments of the DNA and PcF were 
performed in the presence of EB as given in Fig.  5. The inc-
reasing in the viscosity of CT-DNA was gradually enhanced 
when the concentration of PcF increased. The viscosity ex-

periment demonstrated that PcF interacts with the DNA by 
partial intercalative binding.

CONCLUSION

In this study, the previously synthesised 2(3), 9(10), 16(17), 
23(24)–tetrakis 4-(4-(2-phenylprop-2-yl) phenoxy) 
phthalocyanine compound was reported in the literatu-
re. The binding activities of the DNA for PcF compound 
were examined by electronic titration spectra, fluores-
cence spectra, thermal melting and the study of visco-
sity in the buffer at a pH of 7.1. The results of absorption 
spectra, fluorescence spectra, thermal melting and the 
study of viscosity methods verified that the compound 
binds to CT-DNA through an intercalative mechanism. 
In addition to above methods, the DNA interaction acti-
vities of PcF were also studied by the electrophoresis on 
calf thymus DNA. The result of the electrophoresis expe-
riment showed that the compound binds to calf thymus 
DNA through an intercalative mechanism. These results 
suggested that PcF could be a potential therapeutic agent. 
Therefore, further studies are necessary to prove it as a 
therapeutic drug for the treatment of diseases such as 
cancer due to its DNA interaction characteristics.
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Cephalosporins are β-lactam antibiotics which 
their main core is formed by cephem derivati-

ve of 7-amino-cephalosporanic acid [1]. Due to the-
ir similar antimicrobial indications with penicillin’s, 
this group of antibiotics are widely used in treatment 
for penicillin resistive bacteria. Further, they have 
been prescribed safely for penicillin allergic patients. 
Cephalosporins show bactericide effect against va-
rious microbial organisms-bacteria and they have 
been classified into generations depending on their 
spectrum of activity. Specifically, ceftizoxime so-
dium (CFX), belonging to third generation of semi-
synthetic cephalosporins, has broad-spectrum resis-
tance against β-lactamases [2] (Fig. 1). The most im-
portant features of third-generation cephalosporins 
(except Cefoperazone) includes the increased effici-
ency to gram-negative bacteria, high stability against 
hydrolysis by β-lactamases and in particular, being 
free of serious side effects in patients. Furthermore, 
some of them are known to overcome the blood-bra-
in barrier [3]. CFX shows high antibacterial effect 
against a broad range of gram positive and negative 
bacteria such as Staphylococcus pneumoniae, Hae-
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mophilusinfluenzae, Escherichia coli, and Neisseria 
gonorrhoeae by penetrating into bacterial cell wall 
and consequently leading to effective destruction of 
bacteria [4]. CFX, with a relatively long elimination 
half-life (3-4 h), is administered through the oral ro-
ute for the treatment of moderate bacterial infections 
[5]. It is active against putrefaction and clinically ef-
fective in eradicating bacteria causing urinary tract 
infections, acute pharyngitis, otitis media, tonsillitis, 
gonorrhea and pneumonia [3]. Given it’s pharmaco-
logical significance and extended use, quantitative 
analysis of CFX in biological fluids has great clinical 
value in order to reveal biochemical processes that 
occur in the drug metabolism and also in pharmace-
utical formulations to assure drug quality.

Up to now, analysis of CFX in various matrixes, 
such as human and animals, biological materials, food, 
waters and pharmaceuticals have been studied by seve-
ral chromatographic and spectrometric methods [6–10]. 
Although they provide very efficient analyses for the 
sensitive detection of CFX, these methods have some 
handicaps such as high cost instrumentation, long 

A B S T R A C T

In this study, gold nanoparticles (AuNPs) were deposited onto graphene oxide (GO) mod-
ified pencil graphite electrode (PGE) in order to construct a disposable sensor platform 

for the electrochemical detection of ceftizoxime (CFX). Initially, electrode surface was 
covered with GO by physical adsorption and then AuNPs were deposited on the surface by 
electro-deposition method. Morphological feature of the developed sensor was investigated 
by scanning electron microscope. The parameters effecting the experimental conditions 
such as adsorption time of graphene oxide, deposition time of gold nanoparticles, support-
ing electrolyte pH, pre-concentrating potential/time were optimized. Under optimum ex-
perimental conditions, good linearity was obtained for CFX response in the range between 
0.02-2.0 μM of CFX concentrations with a low detection limit (0.442 nM) by stripping 
voltammetry. The AuNPs/GO modified PGE was implemented to pharmaceutical samples 
with good recovery values. This study results proved that developed disposable sensor is a 
good alternative for the practical application of CFX analysis.
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remarkably important surfaces owing to their excellent 
conductivity, high surface area and biocompatible pro-
perties [21]. To obtain highly electro-catalytic surfaces, 
AuNP’s combined with other nanomaterials have widely 
been used in various analyses and catalysis [22–25] app-
lications. 

Hence, in the present study, AuNPs combined with GO 
modified PGE was constructed for the stripping analysis of 
CFX. AuNP/GO modified PGE was considered as an att-
ractive platform from the stand point of easy use, cheapness 
and simple modification. Owing to considerable synergy 
between the AuNP and GO, anodic oxidation signal of 
CFX increased remarkably. The electrode surfaces were 
examined microscopically to prove the success of the mo-
dification. The experimental parameters such as adsorption 
time of graphene oxide, deposition time of gold nanopartic-
les, supporting electrolyte pH, pre-concentrating potential 
and time were optimized. Anodic stripping voltammetry 
(SWASV) measurements of CFX demonstrated good linear 
response with a low limit of detection (LOD) as 0.442 nM.  
The practical use of the sensor system was tested for com-
mercial pharmaceutical tablets by standard addition met-
hod. The proposed sensor system has offered a low detecti-
on limit with respect to other studies in literature and also 
other parameters were comparable with the literature data. 

MATERIAL AND METHODS

Reagents and Materials

Ceftizoxime sodium, gold (III) chloride trihydrate and 
graphene oxide (GO) were provided from Sigma Aldrich 
and Nanograf, respectively.  0.5 M of HAuClO4 was pre-
pared in 0.5 M of H2SO4. Britton-Robinson (B-R) buffer 
solution (0.04 M) was prepared by mixture of boric acid, 
acetic acid and phosphoric acid which was applied as a 
supporting electrolyte. Stock solution of CFX (10-2 M) 
was prepared in double distilled water and stored at +4 

ºC. More diluted solutions were prepared daily.

Instruments

CV, EIS and SWASV were recorded by Gamry interface 
1000 model potentiostat/galvanostat. AuNP/GO modifi-
ed PGE served as a working electrode. Pencil leads were 
purchased from local store in Turkey (0.5 mm diameter, 
Tombow). An Ag/AgCl (3M KCl) electrode was used as 
the reference and a platinum wire as the counter elect-
rode. The surface morphology of the developed sensor 
was characterized by Zeiss Evo 60 EP-SEM. Besides, the 
AuNP/GO modified graphite surfaces were characteri-
zed by Energy-dispersive X-ray spectroscopy (EDX, Tes-
can/Czech Republic).

analysis time, including the need for specialized staff. 
Since CFX is an electroactive molecule, electrochemistry 
is a promising approach for the analysis of CFX due to 
its benefits such as being simple, sensitive, fast and re-
quiring portable and low-cost systems as well as being 
suitable for on-site detection. Up to now, only a few 
studies on the oxidation behavior and detection of CFX 
have been reported based on different electrochemical 
methodologies using solid electrodes. Jain et al., offered 
a fullerene based glassy carbon electrode (GCE) for the 
reduction of CFX in solubilized system and applied for 
the pharmaceutical tablet samples [11]. In another study, 
silver nanoparticle with nano graphite-diamond modifi-
ed GCE was developed to determine the CFX in blood 
serum and commercial pharmaceutical tablet [12]. Nic-
kel particle decorated on Poly(o-anisidine) sensor plat-
form was constructed to detect CFX by Ojani et al. [13]. 
On the other hand, single-use sensor technologies offer 
some considerable advantages to design sensor platforms. 
Specifically, pencil graphite electrode (PGE), as a carbon 
based electrode, have extensively been applied in elect-
roanalysis due to its benefits such as commercial availa-
bility, good electrochemical reactivity and mechanical 
resistance, feasibility for modification, as well as enabling 
disposable manipulation which eliminates the need for 
electrode surface cleaning steps [14]. Functionalization 
of the electrode surfaces with nanomaterials is crucial in 
order to significantly improve the electrochemical res-
ponse. Standing out as an advanced material, graphene is 
a suitable nanomaterial for the electrochemical analysis 
due to its high electrical conductivity, high surface area, 
low cost and biocompatibility [15]. Graphene oxide (GO) 
is a valuable derivative of graphene which contains oxy-
gen functional groups as distinct from the graphene [16]. 
Due to the outstanding features of GO, it has been exten-
sively employed for the electrochemical determination of 
different analytes such as heavy metals [17], pathogens 
[18],  pollutants [19] and drugs [20] etc. Metal nanopar-
ticles have been used as a functional nanomaterial for the 
modification of electrochemical sensor surfaces. Especi-
ally, gold nanoparticle (AuNP) modified sensors are 

Figure 1. Chemical structure of Ceftizoxime.
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Fabrication of AuNP/GO/PGE sensor

Firstly, 1 cm of pencil leads were immersed in graphene 
oxide (GO) solution for 30 minutes. Afterwards, the le-
ads were soaked in double distilled water for 5 seconds 
to remove the excess of GO attached on the surface. The 
GO modified electrodes were allowed to dry for 5 min at 
room temperature. Potential controlled electrolysis was 
used at - 0.3 V (vs. Ag/AgCl) for the electro-deposition of 
AuNPs on GO/PGE in 0.5 M HAuClO4 solution (in 0.5 M 
H2SO4). The optimum electro-deposition time was found 
as 100 seconds.

Preparation of Drug Samples

Five tablets of Cefizox® (400 mg CFX per tablet) were we-
ighed and pulverized in a mortar. Then, an average of 1 
tablet weight was taken from this powder and dissolved 
in 100 mL double distilled water by ultrasonication for 
1 hour. Upon centrifugation at 5000 rpm for 5 min, the 
supernatant was diluted in double distilled water.

Analytical Procedure

Electrochemical characterizations were performed by 
CV (between -0.2 V and 0.6 V (vs. Ag/AgCl)) and EIS (in 
the frequency range of 0.01–100,000 Hz) in redox pro-
be solution (0.5 mM Fe(CN)6

3-/4- prepared in 0.1 M KCl). 
The electrochemical determination of CFX was carried 
out in 10.0 mL cell and BR buffer (pH 2.5 as optimum pH) 
was used as the supporting electrolyte by CV at potential 
from 0.7 V to 1.1 V (vs. Ag/AgCl). Square wave anodic 
stripping voltammetry (SWASV) was recorded from 0.6 
V to 1.0 V (vs. Ag/AgCl) after a pre-concentrating step of 
300 seconds at 0.6 V (vs. Ag/AgCl) accumulation and de-
position time, respectively. After this pre-concentration 
step, stirring was stopped and 15s was waited as a release 
time. The pulse amplitude 4 mV, pulse size 50 mV and 
frequency 50 Hz were used as parameters of SWASV. Be-
fore the all electrochemical measurements, supporting 
electrolyte was purged with the nitrogen gas for 5 minu-
tes. 

RESULTS AND DISCUSSION

Morphology and Electrochemical 
Characterization of AuNP/GO modified PGE

In order to reveal the gradual changes on the electrode 
after the modifications, surface morphology of bare and 
modified pencil graphite electrodes (PGEs) were investi-
gated with scanning electron microscopy (SEM). Fig. 2.a 
showed that bare PGE surface displayed irregular graphi-
te layers with highly rough structure, as expected. When 

graphene oxide (GO) was deposited onto PGE surface, it 
was observed that single or few-layers of GO nano-sheets 
with high amount of wrinkles due to GO sheets were en-
tangled with each other (Fig. 2.b). The nanosized AuNPs 
which were deposited by potential control electrolysis, 
were in a form of spherical structure uniformly distri-
buted over the bare electrode surface and over the GO 
layers, respectively (Fig. 2.c,d). The morphology of the 
AuNP/GO modified PGE showed more even structure. 

As it was shown in Fig. 2.g-h, the main elements of GO 
including carbon, and oxygen were all observed in EDX 
spectrum as expected [26]. Also, the presence of gold which 
resulted from the AuNPs on the surface of GO/PGE was 
confirmed with EDX analysis (Fig. 2.h). The carbon and 
oxygen peaks were observed on the bare graphite surface 
in Fig. 2.e-f. These results clearly suggested that AuNP/GO 
were successfully coated on the graphite surface.

Figure 2. The scanning electron micrographs of a) Bare PGE, b) GO 
modified PGE, c) AuNP modified PGE, d) AuNP/GO modified PGE 
(Scale bar: 1 µm). EDX mapping of e) PGE (The colors: Blue:C; Yellow:O) 
and g) AuNP/GO/PGE (scale bar: 100 µm. The colors: Red:O; Blue:C; 
Yellow: Au) and corresponding elementel compositions of f) PGE and  
h) AuNP/GO/PGE.



G
. B
ol
at

 e
t a

l./
 H

itt
ite

 J 
Sc

i E
ng

, 2
02

0,
 7

 (2
) 8
9–
97

92

To investigate the electrochemical behaviour of deve-
loped disposable nanosensor platform, cyclic voltammetry 
and impedance spectroscopy were employed in redox probe 
solution. Fig. 3.A depicts the decrease in anodic/cathodic 
peak currents of redox pairs at GO/PGE compared to bare 
PGE (Fig. 3.A.b and 2.A.a, respectively). Besides, peak-to-
peak separation increased due to the negatively charged car-
boxyl groups of GO. When the medium pH is high enough, 
carboxyl groups in the GO structure are negatively charged 
and repel the negatively charged Fe(CN)6

3-/4- redox pair from 
the surface with electrostatic effects. Hence, the presence 
of GO on PGE impeded the electron transfer and reduced 
the peak currents [27]. When AuNP electrodeposition was 
performed onto GO film, AuNP/GO/PGE showed a well-
defined CV, with approximately equal and reversible peaks 
(Fig. 3.A.c). The highest peak current values indicated a 
faster electron-transfer than the GO modified PGE. This 
was realized by the catalytic effect of AuNPs and increased 

electrode surface area, accordingly. The corresponding re-
sults were summarized in Table 1. 

To support this behavior of AuNP/GO/PGE, EIS met-
hod was utilized and obtained Nyquist diagrams were pre-
sented in Fig. 3.B. The charge transfer resistance (Rct) values 
were calculated from the obtained spectrum using Rand-
les circuit at the electrode/solution interface (Fig. 3.B inset). 
The Rct values of bare and GO/PGE were calculated as 260 
Ω and 440 Ω, respectively. The increased Rct can be expla-
ined by the restriction of electron transfer due to GO modi-
fication. The resistance of AuNP/GO modified electrode at 
the electrode/solution interface decreased, due to increased 
charge transfer, so, AuNP/GO/PGE had the lowest Rct (43 
Ω) as expected. These results proved that modification of 
PGE surface was performed successfully.

The influence of modification of PGE on the 
electrochemical behavior CFX 

The voltammetric response of CFX was examined at bare 
and modified surfaces (Fig. 4).  All the CVs revealed an 
oxidation peak at about 0.9 V (vs. Ag/AgCl) and no re-
duction signal was recorded in the reverse scan due to 
irreversible nature of the electrode process for cephalos-
porins [28]. 

As previously reported, the oxidation of amino group at 
aminothiazole substituent to imino radical was responsible 
for the electrode process of this group of antibiotics [12] (Fig. 
5). 

Electrode Ipa 
(μA)

Ipc 
(μA)

Epa 
(V)

Epc (V) ΔEp 
(V)

PGE 336.0 323.0 0.306 0.173 0.133

GO/PGE 288.2 268.8 0.343 0.166 0.177

AuNP/GO/
PGE

461.7 468.6 0.292 0.175 0.117

Table 1. Anodic/cathodic peak currents (Ipa/Ipc) and peak potentials 
(Epa/Epc) at bare, GO modified and AuNP/GO modified PGEs.

Figure 3. a) CVs showing a) bare, b) GO/PGE and c) AuNP/GO/PGE in 
5 mM Fe(CN)6

3-/4- /0.1 M KCl at 50 mVs-1. B) Nyquist diagrams of a) bare, 
b) GO/PGE and c) AuNP/GO/PGE in 5 mM Fe(CN)6

3-/4- /0.1 M KCl. (E: 
0.2 V, Frequency: 100000-0.1 Hz). Inset: equivalent circuit for EIS spect-
rum. Rs: the electrolyte resistance, Cdl: double-layer capacitance, Rct:
the electron transfer resistance, Zw: the Warburg impedance.

Figure 4. CVs for 50 µM of CFX in pH 3.0 B-R buffer solution at a) 
bare, b) GO modified, c) AuNP modified, d) AuNP/GO modified PGE. 
e) CV for AuNP/GO/PGE in the absence of CFX. (Scan rate: 100 mVs-1 
vs. Ag/AgCl).

Figure 5. Electrochemical oxidation reactions of CFX.
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As previously reported, the oxidation of amino group at 
aminothiazole substituent to imino radical was responsible 
for the electrode process of this group of antibiotics [12] (Fig. 
5). 

The recorded CVs for 50 µM of CFX in pH 3.0 B-R buf-
fer showed that maximum peak current intensity was provi-
ded by GO/AuNP/PGE surface. The oxidation peak current 
was 3.5 times higher and the peak potential appeared 
at more negative potentials with respect to bare PGE. 
This can be ascribed to larger effective surface area and 
improved catalytic activity of the modified sensor surfa-
ce. Thus, it was concluded that AuNP/GO modified PGE 
sensor system was suitable for sensitive CFX detection. 
In order to understand the effect of several experimen-
tal parameters, optimization studies were performed as 
below.

Effect of Scan Rate

The effect of scan rate was examined in the range of 
10-400 mVs-1 at AuNP/GO/PGE (Fig. 6). The plot of oxi-
dation peak current vs square root of scan rate showed
excellent linearity. This linearity was given as follows
(Eq1.)

I A( ) . . ..µ ϑ= + =5 085 12 28 0 9900 5 2          R                     (1)

This behavior demonstrated that the electro-oxidation 
reaction of CFX was a typical diffusion controlled electro-
catalytic process at AuNP/GO/PGE [11]. 

Effect of Electrolyte pH

The voltammetric behavior of CFX on the sensor was 
studied in BR buffer solutions of different pH values since 
the electrochemical characteristics is strongly dependent 
on the pH of the medium.  Highest peak current was ob-
served with the pH value of 2.5 and decreased up to pH 
value of 5.0 (Fig. 7). Thus, optimum pH value was deter-
mined as 2.5. 

Effect of AuNP and GO deposition time 

After it was clearly demonstrated that the anodic oxida-
tion of CFX increased when the modifying agents were 
combined together, AuNP/GO/PGE was employed in 
order to obtain improved electrochemical signal of the 
analyte. The dependence of response enhancement 
on GO and AuNP deposition time was examined. The 
physical adsorption time of GO was investigated between 
15-90 minutes and the maximum oxidation peak current
was obtained at 30 min (Fig. 8.a). After this adsorption
time, peak current decreased which might have been due 
to electron transfer restriction with the increase of GO
layer thickness. So, the optimum adsorption time of GO
was used as 30 min.

After determining the optimization of physical adsorp-
tion time of GO, the bulk electrolysis time of AuNP onto 
GO/PGE was studied in the range of 25-300 s as deposition 
times (Fig. 8.b). The maximum peak current was obtained 
with deposition time of 100 s which promoted the electron 
transfer between the CFX and the electrode, and higher 
deposition times induced hinderance of the transfer. The-
refore, 100 s of AuNP electrodeposition time was applied for 
further studies.

Effect of Pre-concentration Step

The pre-concentration of stripping analysis has two main 
steps; namely deposition potential and deposition time 
of the analyte. The deposition potential was changed at 
fixed concentration of CFX in the range of 0.0 to 0.7 V 
(vs. Ag/AgCl) at AuNP/GO modified PGE and stripping 
voltammograms were recorded. As shown in Fig. 9.a, ac-
cording to the plot for applied deposition potential vs. the 
oxidation current of CFX, the measured peak current 
increased from 0.0 V to 0.6 V (vs. Ag/AgCl), and a roll-off 
rate was observed on the peak current after this value in-
dicating that at more cathodic potentials which are close 
to oxidation potential of the analyte, CFX molecules are 

Figure 6. Scan rates from bottom to top: 10-400 mVs-1 for 50 µM CFX 
in pH 2.5 B-R Buffer.

Figure 7. The current response of 5 µM CFX at AuNP/GO modifi-
ed PGE at different pH (2.0, 2.5, 3.0, 3.5, 4.0, 5.0) BR buffer. Conditi-
ons: frequency: 15 Hz; step amplitude: 30 mV; pulse amplitude: 4 mV; 
Edeposition(Edep): 0.5 V; tdeposititon (tdep): 30 s.
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not strongly adsorbed on the electrode surface. Therefo-
re, the optimum deposition potential was determined as 
0.6 V (vs. Ag/AgCl). 

To identify the optimum deposition time of CFX, diffe-
rent durations (60-420 s) at the optimum deposition poten-
tial were examined (Fig. 9.b). Up to 300 s, the peak currents 
increased and further increase in accumulation time yiel-
ded to almost stable response. This result proved that the 
sensor surface was saturated at 300 s deposition time. So, 
the optimum deposition time was selected as 300 s.

Analytical performance of the AuNP/GO/PGE

Since stripping analysis provides more sensitive measure-
ments, it has frequently been applied for various drug de-
termination studies [29–31]. Hence, under the optimized 
conditions, SWASV was performed for the quantitive de-
tection of CFX (Fig. 10). The well-defined oxidation peak 
currents with respect to the increasing CFX concentra-
tions were monitored and the measured peak currents 
increased linearly with CFX concentrations in the range 
of 0.02-2.0 µM. The corresponding calibration graph was 
illustrated in Fig. 10 (inset). 

The obtained linear equation was (Eq.2),

I A C( ) . ( M) .µ µ= +45 21 3 412    R =0.99852 .             (2)

As a result, based on 3σ/m equation (σ is standard de-
viation of the analytical signal for the blank solution (n=3), 
m is the calibration curve slope), the LOD and LOQ were 
determined as 0.442 nM and 1.32 nM, respectively. When 
compared with other reported electrochemical studies abo-
ut CFX (Table 2), the proposed sensing system had compa-
tible results. 

Furthermore, the intra/inter-day reproducibility of the 
AuNP/GO modified surface was examined by SWASV. To 
estimate reproducibility of the electrode, six AuNP/GO/
PGE were fabricated independently and the RSD values 
for these electrodes were 2.43% (n=3) and 2.26% (for 6 
days). The developed AuNP/GO/PGE showed good rep-
roducible results. The interference study results showed 

Figure 8. a) Effect of GO adsorption time onto PGE, b) Effect of elect-
rodeposition time of AuNP to electrochemical response of 5 µM CFX. 
(Under the same SWASV experimental conditions).

Figure 9. a) Effect of deposition potential and b) deposition time on 
the oxidation peak current of 0.5 µM CFX. (Under the same SWASV 
experimental conditions).

Figure 10. SWASV curves at AuNP-GO modified PGE in BRT contai-
ning 0.02; 0.05; 0.1; 0.5; 1.0; 1.50 and 2.00 µM (down to up) of CFX. (Inset: 
Linear calibration graph for CFX).
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that 250 fold concentration of ascorbic acid, 150 fold con-
centration of glucose and 150 fold concentration of lido-
caine had no significant influence on the measured 0.5 
µM CFX peak current (RSD values less than 5%).

Real Sample Analysis

The commercial CFX tablet was used to show the prac-
tical application of AuNP/GO modified PGE. The tablet 
samples were analysed by standard addition method and 
the recovery values of different concentrations of spiked 
CFX were given in Table 3.

The recovery and precision values confirmed that the 
adjuvants of the drug did not show important interference 
on the voltammetric response of CFX. These results clearly 
proved that this sensor system can be used in real samples 
for the detection of CFX with high accuracy. 

CONCLUSION

A simple and an effective disposable sensor system based 
on AuNP/GO was developed for the electrochemical de-
tection of CFX for the first time. When PGE surface was 
coated with AuNP/GO, the oxidation peak of CFX impro-
ved remarkably due to a synergistic effect. The optimum 
conditions were examined for the detection of CFX by 

SWASV. The described ultra-sensitive detection strategy 
had good sensing performance and exhibited comparab-
le results with the literature. To demonstrate the success 
of the practical application, the developed sensor system 
was applied to the commercial CFX tablet and the obtai-
ned recovery values showed that the proposed system can 
be used in real matrixes with high accuracy. The dispo-
sable modified sensor offers favourable features for the 
electrochemical detection of CFX in terms of high sensi-
tivity, rapidness, simplicity and cost-effectiveness.
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Nowadays, the competition of the companies con-
tinues rapidly and each of them tries to make 

the best decisions. Decision making in all sectors sho-
uld be made according to the different criteria at the 
same time. Multi-criteria decision making problems 
can be handled in different areas such as construc-
tion sector. The decisions should be made by trying 
to optimize each criterion but some of them conflict. 
Therefore multi-criteria decision making (MCDM) 
approaches can be used in these problems. 

Aggregates which constitute the undercarriage of 
concrete, the most widely used load bearing structure 
material, are used in amounts of 1600 to 1900 kg in 1 m3 

of concrete mixture based on varying factors. While the 
physical (petrographic structure, granulometric combi-
nation, density and water absorption ratio, unit weight, 
organic and washable material ratio, alkaline aggrega-
te reactivity, abrasive strength, etc.) and mechanical 
(compressive strength, modulus of elasticity, Poisson’s 
ratio) properties of aggregate effect the concrete’s 
strength, durability, stability in time, appearance, we-
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ight and workability, they also play an important role 
in the unit material cost of the concrete. For example, 
the elasticity module of the concrete is controlled by 
the elasticity module of the mixture and aggregate, and 
therefore, aggregate choice becomes important in cases 
where portion calculations and fineness are important. 
Additionally, the aggregate’s physical properties are 
important in choice of methods in concrete mixtu-
re design [1]. In case of strong, quality aggregate with 
constant water absorption ratio, the design is based on 
a constant water/cement ratio. In this case, the standard 
deviation of compression strength becomes smaller. If 
the aggregate has high water absorption ratio, it comes 
from different sources or there are fluctuations in its 
granulometric composition, the design of the mixture is 
prepared based on constant settlement. Preference and 
control of the aggregate are also important for quality 
control. The main properties preferred for concrete agg-
regates are the following:

•	 Suitable granulometrics
• Exclusion of harmful materials
•	 Sufficient strength

A B S T R A C T

One of the main problems of our country is inability to select the right materials of high
quality in production. Decision making based on multiple criteria has an important role 

to do the right selections in each sector. One of these sectors is construction. Construction 
sector develops rapidly and using the right material is an important issue. Using the right 
material in this period when construction sector develops rapidly has a great importance. In 
the construction sector, the building material which has been used the most widely from past 
to present is concrete. In this study, a knowledge-based system via TOPSIS approach was 
proposed to generalize the multi-criteria decision making problems of fine aggregate mate-
rial selection in concrete production. In addition, six different mortar series were produced 
by using the fine aggregates which were obtained from various plants used in the production 
of ready-mixed concrete in Kütahya and CEN Standard sand. The methylene blue, physical 
and mechanical tests were carried out on the produced mortars in order to get an idea for the 
strength and durability of concrete. The purpose of the study was to determine which of the 
five different fine aggregates had characteristics that are the closest to those of CEN Stand-
ard sand based on defined these multi criteria. It was found that the best fine aggregate series 
was A based on the defined criteria by considering the results of the experiments, assigning 
weights based on importance and analyzing these with TOPSIS approach.

INTRODUCTION
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ge-based system can be used to evaluate different materials. 

TOPSIS AND KNOWLEDGE-BASED 
SYSTEM FOR MATERIAL SELECTION
Material selection problem is one of the important mul-
ti criteria decision making problems for the production 
processes in the sectors and also the environmental im-
pacts in the world. The problem has been studied in the 
literature in different aspects. Jahan et al. [7] studied on 
a literature review and presented that TOPSIS, ELECT-
RE (Elemination and Choice Translating Reality English) 
and AHP (Analytic Hierarchy Process) have been the 
most prevalent techniques in material selection con-
text. Warren Liao [8] presented two interval type 2 fuzzy 
multi-attribute decision making methods that based on 
TOPSIS for material selection problem. Yazdani and Pa-
yam [9] analyzed for different applications of microelect-
romechanical systems electrostatic actuators, based on 
the actuation voltage and force, speed of actuation and 
electrical resistivity, and selected the most appropriate 
materials by using TOPSIS and VIKOR (VlseKriteri-
jumska Optimizacija I Kompromisno Resenje). Kaspar et 
al. [10] presented a formalized approach to support the 
material selection decisions. The approach is part of an 
overall material-oriented development methodology that 
considers production process and material information. 
Mousavi-Nasab and Sotoudeh-Anvari [11] used a simp-
le and comprehensive MCDM-based framework to sol-
ve a material selection problem with TOPSIS, COPRAS 
(Complex Proportional Assessment) and DEA (Data En-
velopment Analysis). Zhang et. al. [12] studied on how 
to select a suitable material in multiple bone transplant 
replacement materials with similar properties by a TOP-
SIS method. Maghsoodi et al. [13] studied on a material 
selection problem by applying a hybrid decision-making 
approach supported on the Step-Wise Weight Assess-
ment Ratio Analysis (SWARA) method and COmbinative 
Distance-based ASsessment (CODAS) technique conta-
ining target-based attributes. A case-study for selecting 
the optimal cement material type based on a real-world 
conceptual dam construction project in Iran has been 
analyzed. 

In the literature, it can be seen that TOPSIS with infor-
mation systems has been studied in some fields. Papathana-
siou et al. [14] presented an implementation of a web-based 
decision support system that incorporates TOPSIS and 
VIKOR and allows decision makers to compare the results. 
Ploskas and Papathanasiou [15] studied on a decision sup-
port system for multiple criteria alternative ranking using 
TOPSIS and VIKOR in fuzzy and non-fuzzy environments. 
Kwok and Lau [16] studied on a decision support algorithm 
entitled as Vague Set TOPSIS to help travelers to rank the 
hotel options. Konstantinos et al. [17] proposed a methodo-

•	 Suitable grain shape
•	 Strength against frost

Based on the place where the concrete will be used and 
conditions of usage and environment, some of the proper-
ties mentioned above may be more important, while some 
may be less important. While choosing the source of aggre-
gate, these properties are determined by conducting labo-
ratory analyses, investigating reports of previous analysis 
and consulting other users who supply aggregates from the 
same source. In addition to these, capacity of the furnace, 
uniformity of the material, organization and the order of 
working are also considered. After determining potential 
sources, concrete mixture trials are made and technical and 
economic tests are conducted. Quality is also constantly 
controlled during production.

Decision makers may encounter multi-criteria prob-
lems in every area and they aim to find the most suitable so-
lutions to these problems in the shortest possible time. For 
this problem in CEN (European Committee for Standardi-
zation) standard sand with different aggregates, methylene 
blue, compressive strength, ultrasonic pulse velocity, water 
absorption by weight, flexural strength, capillarity coeffici-
ent and modulus of dynamic elasticity values were obtained 
and the most suitable aggregate series was obtained. There-
fore, TOPSIS (Technique for Order Preference by Similarity 
to Ideal Solution) approach, which is one of the methods of 
multi criteria decision making, was used with this purpose. 
On the other hand, a knowledge based system for TOPSIS 
was proposed to generalize the MCDM problems in mate-
rial selection.

TOPSIS approach was developed by Hwang and Yoon 
in 1981 to solve multi criteria decision making problems 
[2]. The logic of the approach is based on determining the 
option that is the closest to the positive ideal solution and 
farthest from the negative ideal solution [3]. Its application 
in different fields may be seen in the literature. These fields 
include energy, strategy, production/engineering [4], supply 
chain management and logistics, marketing, human reso-
urces, environment and resource management [5], financial 
performance analysis [6].

In this study, a knowledge-based system was proposed 
to find out the optimum aggregate serial. Based on this opi-
nion, some experiments were made in order to obtain the 
methylene blue values and physical and mechanical proper-
ties of fine aggregates used as fine materials in the ready-
mixed concrete plant in the province of Kütahya. According 
to the experiment results, it was aimed to determine the 
sample with properties that are the closest to those of CEN 
Standard sand, accepted as the ideal, by considering multi 
criteria via TOPSIS approach. Also, the proposed knowled-
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logy which is the combination of a MCDM and GIS (Geog-
raphic Information System) in order to determine the most 
suitable locations for wind farms installation. The calcula-
ted locations are then ranked with TOPSIS to rank the loca-
tions based on installation suitability.

In this study, a knowledge-system with TOPSIS was 
proposed for fine aggregate material selection problem in 
the production of ready-mixed concrete. To determine the 
contributions of the series in the concrete is an important 
issue and the problem can be recurrently solved based on 
the problem with an interactive way. Therefore a knowledge 
based system was proposed in the study. 

The steps in the application of TOPSIS are given as 
the following: 

Step 1. Formation of the decision matrix
Step 2. Formation of the standard decision matrix
Step 3. Formation of the weighted standard decision 

matrix

Step 4. Formation of the ideal ( A* ) and negative ide-

al ( A− ) solutions
Step 5. Calculation of the criteria of alternation
Step 6. Calculation of the relative proximity to the 

ideal solution

The interface of the knowledge-based system is gi-
ven in Fig. 1. Matlab was used to design the system. The 
evaluation can be done by entering  the number  of  criteria
and series firstly, then the definitions can be made and 
after calculations the ranks can be given by the system. 

Step 1.Enter the number of criteria and series 
Step 2.Define the criteria and series
Step 3.Enter the decision matrix 
Step 4.Enter the weights of the criteria
Step5. Define the objectives’ directions such as ma-

ximization or minimization
Step6. Select the TOPSIS type for the analysis and 

push ‘Results Report’ button.

The calculation details for TOPSIS are given with a 
case study in the fine aggregate material selection prob-
lem part.

MATERIALS AND EXPERIMENT 
RESULTS
The study consisted of four stages as methylene blue, sample 
production, physical and mechanical experiments.

Materials
The study used CEM I 42.4 R cement, produced by a ce-
ment factory. The chemical properties of this cement are 
given in Table 1. As water mixture, the city of Kütahya 
mains water with 5.8 mg/lt sulphate content, 3.9 mg/lt 
hardness and pH 6.3 was used. For the mixture series to 
be prepared, CEN Standard sand was used in the control 
series. In the remaining mixture series, fine aggregates 

obtained from different ready-mixed concrete facilities 
in Kütahya and designated as A, B, C, D and E were used.

Criteria
In the study, the methylene blue values of the fine mate-
rials were determined before starting mixture producti-
on. Methylene blue experiment starts with preparing a 
methylene blue solution. For the solution, 10 gr of meth-
ylene blue powder is added onto 50 ml of distilled water at 
40°C in the beaker. It is stirred until the powder dissolves 
and cooled down to 20°C. The solution in the beaker is 
transferred to a 1-liter volumetric flask. Distilled water is 
added to fill it up to 1 liter and it is transferred to a lightly 

Figure 1. Interface of the proposed knowledge-based system

While using TOPSIS in the knowledge-based system, 
the following steps were applied to evaluate the materials 
by the proposed system.

Table 1. Properties of the cement

CEM I 42.5 R

20.74

5.68

4.12

63.70

1.22

0.17

0.53

2.29

0.019

1.34

0.57

1.29

3.14

Properties

SiO2

Al2O3

Fe2O3

CaO

MgO

Na2O

K2O

SO3

Cl

Loss ignition 

Insoluble residue 

Free lime

Specific gravity 

Specific surface, cm2/gr 3450

28 days compressive 
strength, MPa 48.5
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colored protective glass bottle. After the methylene blue 
solution is prepared, stain experiment starts. To form a 
suspension, the dried part of experiment sample (200 gr 
of sand passed through 2 mm sieve) is added to 500 ml of 
distilled water by stirring. The suspension is mixed in the 
speed of 600 cycles/min for 5 minutes. Then 5 ml of stain 
solution is added, and the process continues at 400 cycles/
min. After 1 minute of mixing, a drop is taken from the 
mixture by a glass rod and dropped on filter paper. The 
filter paper should be placed on a beaker or a suitable 
support so that its surface does not contact any solid or 
liquid. Mixture is continued after adding another 5 ml of 
stain. Again, after 1 minute, a drop is added on the filter 
paper. It is expected that a light blue circle surrounding 
a blue central accumulation will form. Otherwise, the 
same process is repeated by adding 5 ml of stain again. 
Stain experiment and stain addition is continued with 1 
minute intervals until a circle is formed. After 5 minutes, 
the process is continued by adding 2 ml of stain instead 
of 5. In the case of circle formation, it the circle can be 
sustained for 5 minutes, the experiment is considered po-
sitive and ended. The amount of stain added until circle 
formation is recorded.  The light blue circle’s thickness 
should be about 1 mm for the accumulation between 8 
mm and 12 mm [18].

In this study, mixture preparation was made based on 
TS EN 196-1 [19]. Based on TS EN 196-1 [19] materials were 
determined by mass as one-part cement, three-parts stan-
dard sand and 1/2-part water (water/cement ratio of 0.50). In 
amounts sufficient for three experiment containers with di-
mensions of 40x40x160 mm, 450±2 g CEM I 42.5 R, 1350±5 
g aggregate and 225±1 g water were prepared for each mix-
ture series. Cement, aggregate, water and devices were kept 
in the temperature of the laboratory environment.

A cement mixer suitable for TS EN 196-1 [19] was used 
for mixture preparation. The mixture is obtained as a re-
sult of mechanical mixing for 4 minutes. While the mixer is 
working, the water is poured into the mixing container and 
cement is added. Then the mixer is used in low speed, and 
after 30 seconds, the aggregate is added for 30 seconds by 
constantly stirring. When all materials are combined, the 
mixer is set to high speed and used for 30 more seconds. 
The mixer is stopped after 1 minute and 30 seconds. The 
parts of the mixture accumulated on the sides and base of 
the container are collected by a plastic scraper for 15 se-
conds and gathered in the middle. It is covered by a damp 
cloth and let rest for 75 seconds. Mixing is continued for 
another 60 seconds in high speed. The prepared mixture is 
added onto the molds with dimensions of 40x40x160mm in 
two steps, containing 60 free falls in each step on the vibra-
tory table unit. The mixture series prepared in this way, af-
ter flattening the mixture surface at the end, were laid to rest 
for 24 in the climatization cabin with 90% relative humidity. 

The samples removed from the molts were kept in lime-sa-
turated water at 20±2°C for physical and mechanical tests 
till the 7th and 28th days, and their physical and mechanical 
characteristics were determined in the following stage.

Results of the Methylene Blue Experiment
A methylene blue analysis experiment was run for the 
aggregates used in the study. The purpose of this experi-
ment is to determine the content of clay-based materials 
in the fine aggregate. This is because humic and organic 
materials in fine aggregates distribute finely and damage 
the hardening and compression strength of the concrete, 
or distribute in grains and lead to changes in color or te-
aring on the surface of the concrete by expanding. It has 
been observed that aggregates with the same rate of fine 
materials provide very different methylene blue values. 
Fig. 2 shows the filter paper as a result of methylene blue 
in the sand E. The methylene blue results of other aggre-
gates and relative analysis results obtained by taking the 
standard sand series representing CEN Standard sand 
as a reference are given in Fig. 3. Methylene blue values 
change in the range of 0.1-0.350 ml/g in series. The hig-
hest methylene blue value was in sand C, with 250% inc-
rease on the reference series. The lowest value was seen 
in sand A with 125% increase over the reference series. 
There were significant changes between the methylene 
blue values of the series and the reference value. In order 
to predict concrete behavior, there is a need for meth-
ylene blue experiment, which provides information about 
the quality of fine materials. Including this experiment 
in continuous quality control plans is useful to guarantee 
the sustainability of the quality of the aggregate, and the 
concrete produced with it.   

Figure 2. Determining the methylene blue value of sand 

Figure 3. Relative methylene blue values 
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Physical and Mechanical Experiment Results
Unit weight, ultrasonic pulse velocity, water absorption 
by weight, capillarity, flexural strength and compressive 
experiments were conducted at the end of the 7th and 
28th days on mixture samples prepared according to TS 
EN 196-1 [19]. Unit weights, ultrasonic pulse velocities, 
modules of dynamic elasticity, water absorption rates by 
weight, capillarity coefficients, flexural strengths and 
compressive strengths were calculated for the samples. 
In the analyses made in varying durations of curing, the 
results of relative values obtained by calculations taking 
the sample age of all samples of the standard sand series 
as a reference were explained.

Fig. 4 shows the changes in unit weight in series com-
posed of different fine aggregates in different ages. The unit 
weights in the produced mixture series change between 
2.12 and 3.15 g/cm3. The unit weight of the standard sand 
series changes in the range of 2.23-2.25 g/cm3. When the 
produced series were compared among each other especi-
ally in further ages, an average of 1% increase was seen in 
their unit weights. However, when their unit weights were 
analyzed in relation to the standard sand series, sands C and E 
had values that were 3% and 2% lower respectively. There-
fore, it is concluded that the composition of the aggregates 
in these series were lower.

Figure 4. Relative unit weight values

    
calculated relative ultrasonic pulse velocities of the series. 
The values of ultrasonic pulse velocity changed between 
4.98 and 2.94 km/s. At the end of the 7th and 28th days, the 
ultrasonic pulse velocities of the standard sand series were 
4.73 and 4.98 respectively. The highest velocity values in dif-
ferent curing times were obtained from the standard sand 
series. Based on the results at the end of the 28th day, the 
standard sand was followed in order by sands C and A. It 
was observed that, as a result of two different curing times, 
all samples had ultrasonic pulse velocities over 3 km/s, ex-
cept the 7th day value of the sand D. The ultrasonic pulse 
velocities of sand A and C series changed between 3.09 and 
3.86 km/s at the end of two different curing times. Conside-
ring the change in velocities between the series’ own values 
in two different curing times, the highest increase was seen 

in sand A by 9%. The highest rate of decrease based on the 
standard sand series was seen in sand D by 28%. This shows 
that porosity increased in sand D series.

Fig. 6 shows relative modulus of dynamic elasticity va-
lues calculated using the results of ultrasonic pulse velocity 
and unit weight. Modulus of dynamic elasticity (Edin) was 
calculated using Equation (1).

5 210
9.81
xV xEdin ∆

=             (1)

In Equation (1), “V” is the ultrasonic pulse velocity in 

units of km/s, “ ∆ ” is the unit weight in units of kg/lt, and the 
unit of Edin is GPa [20]. Modulus of dynamic elasticity valu-
es changed between 20.14 and 51.90 GPa. Considering the 
results, the changes in modulus of dynamic elasticity of 
sands A and C relative to the standard sand series were lo-
wer than those of other series. The highest decrease was fo-
und as 31% in sand E series in the 28th day.

Fig. 7 shows the tensile strength values calculated using 
the results of the flexural strength experiments conducted 
on mixture series. The tensile strength values changed bet-
ween 2.47 and 4.51 MPa at the end of the 7th day. At the 
end of the 28th day, they changed between 6.28 and 4.00 
MPa.  Considering the tensile strengths at the end of the 
7th day, tensile strength values of the series of sands A and 
B were higher than that of the standard sand series by 38% 
on average. At the end of the 28th day, it was observed that 
tensile strength values of all series except B were lower than 
that of the standard sand series.  The increase in the tensile 
strength of sand B was 6% in relation to the standard sand 
series. The highest amount of decrease in relation to the 
standard sand series was seen in sands C, D and E by 23%. 

Figure 5. Relative ultrasonic pulse velocity values

Figure 6. Relative modulus of dynamic elasticity values

 In the ultrasonic pulse velocity experiment, the veloci-  
ties were found between 32.1 and 52.4 µ s. Fig. 5 shows the
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Fig. 9 shows the samples’ water absorption by weight 
values. No very large differences were seen in the values of 
the series for different curing periods. The water absorption 
by weight values changed in the range of 7-11.15%. The stan-
dard sand series had the lowest water absorption by weight 
value. All other series had higher values. After the 7th day, 
the highest increase in water absorption by weight value was 
seen in sand D by 21%. A 3% decrease was observed in sand 
B series. However, in the water absorption by weight values 
calculated at the end of the 28th day, the highest increase 
was found again in sand D by 56%, and the lowest was found 
in sand C by 27%. It was followed by sands B, A and E with 
very small difference. The increase in the water absorption 
values is an important factor in understanding the permea-
bility and therefore durability of the concrete in cases where 

physical characteristics are important. It is preferred that 
this value is not too high.

Fig. 10 shows the capillarity coefficients calculated 
using the capillary absorption experiments conducted on 
mixture samples. Capillarity coefficients changed between 
1.79 x 10-6 and 7.64 x 10-6 cm2/s. In the analyses conducted 
by taking the standard sand series as reference, the capilla-
rity coefficients of all series were found low at the end of the 
7th day. In the capillarity coefficients obtained at the end of 
the 28th day, there were increases in sands B and D by 6% 
and 20% respectively. The highest amount of decrease was 
found in the sand E series by 45%. This series was followed 
by the sand A series by 29%, and the sand C series by 24%. 
As opposed to the case in other properties, these series had 
lower capillarity coefficients in relation to the standard sand 
series. This is a preferred situation in cases where physical 
properties are important. This is because, due to the good 
distribution of aggregate grains in these series, the distances 
among grains are shorter, the connective mixture is used 
on an optimal level, the interface connections between the 
aggregate and the mixture are stronger, and a higher quality 
outer surface is formed.

Fine Aggregate Material Selection Problem
In this study, a fine aggregate material selection prob-

lem in concrete production was studied by designing a 
knowledge-system to obtain an interactive decision making 
environment. A case study for concrete production was 
analyzed with TOPSIS based knowledge system as in the 
steps below [2] and the most suitable series was proposed.

Step 1. Formation of the decision matrix
In the experiment results, methylene blue (ml/gr) (C1), 

Figure 7. Relative tensile strength values

Fig. 8 shows the relative compressive strength values of 
the produced fine aggregate mixture samples. Compressive 
strength values were between 23.08 and 54.80 MPa. The 7th 
and 28th day values of the standard sand series were 38.7 
and 54.80 MPa respectively. Compressive strengths of other 
series came out to be lower than those of the standard sand 
series. It was observed that only the compressive strength 
values of sands A and B were higher than that of the stan-
dard sand series by 10% and 5% respectively at the end of 
the 7th day. The sand A had a 10% lower value in relation 
to the standard sand series at the end of the 28th day. These 
series were followed by sand C (24%), sand E (37%) and sand 
D (43%). When the increase in strength of the series is consi-
dered within their own values, the highest increase from the 
7th to the 28th day was seen in sand B by 44%.

Figure 8. Relative compressive strength values

Figure 9. Relative water absorption by weight values

Figure 10. Relative capillarity coefficient values

The decrease in the series of sand A was approximately 10%.
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compressive strength (MPa) (C2), ultrasonic pulse velocity 
(km/s) (C3), water absorption by volume (%) (C4), flexural 
strength (MPa) (C5), capillarity coefficient (10-6 cm2/s) (C6) 
and modulus of dynamic elasticity  (GPa) (C7) were used as 
criteria and the decision matrix in Table 2 was formed.

In the proposed knowledge-based system, the decision 
matrix was obtained by using the data entry interface and 
definitions of series as given Fig. 11 and 12. The decision 
matrix can be seen in Fig. 13.

Step 2. Formation of the standard decision matrix
All criteria were converted to the maximization form 

and the standard decision matrix was formed using the aij 
values in Table 3 as in the Equation (2).

Table 2. Decision matrix

C1 C2 C3 C4 C5 C6 C7

Standart sand 0.10 54.80 4.98 7.00 5.91 3.20 51.90

A sand 0.23 50.28 3.54 9.23 5.29 2.28 29.55

B sand 0.25 48.62 3.37 9.14 6.28 3.42 26.97

C sand 0.35 41.76 3.79 8.95 4.01 2.44 34.12

D sand 0.28 31.30 3.15 11.15 4.01 3.87 22.76

E sand 0.28 34.84 2.98 9.44 4.00 1.79 20.49

Figure 11. Data entry interface

Figure 12. Definitions of criteria and series

Figure 13. Decision matrix

(2)

While compressive strength, ultrasonic pulse velocity 
and flexural strength were criteria for maximization, others 
were criteria for minimization. All criteria were represen-
ted for maximization for calculations. While the weights of 
methylene blue, compressive strength and capillarity coef-
ficient were 0.20 in the analyses, others’ weights were 0.10. 
The weighted standard decision matrix in Table 4 was for-
med by multiplication of criterion values with the defined 
weights.

	

C1 C2 C3 C4 C5 C6 C7

Standart sand 0.795 0.503 0.550 0.725 0.481 0.216 0.648

A sand 0.397 0.462 0.391 0.335 0.431 0.514 0.369

B sand 0.318 0.446 0.372 0.351 0.511 0.145 0.337

C sand 0.000 0.383 0.418 0.384 0.326 0.462 0.426

D sand 0.222 0.287 0.348 0.000 0.326 0.000 0.284

E sand 0.238 0.320 0.329 0.298 0.326 0.673 0.256

Table 4. Weighted standard decision matrix	

C1 C2 C3 C4 C5 C6 C7

Standart sand 0.159 0.101 0.550 0.073 0.048 0.043 0.065

A sand 0.080 0.092 0.039 0.034 0.043 0.103 0.037

B sand 0.064 0.089 0.037 0.035 0.051 0.029 0.034

C sand 0.000 0.077 0.041 0.038 0.033 0.093 0.043

D sand 0.045 0.058 0.035 0.000 0.033 0.000 0.028

E sand 0.048 0.064 0.033 0.030 0.033 0.135 0.026

Figure 14. Weights

Figure 15. Objective directions

Step 4.  Formation  of  the  ideal  ( A* ) and negative ideal 
( A− ) solutions

The ideal solution set is formed by choosing the highest 
ones among the weighted analysis criteria. Formation of the 
ideal solution set is shown in Equation (3).

Step 3. Formation of the weighted standard decision 
matrix

The weights and the objectives were also entered to the 
proposed system as given in Fig. 14 and 15. On the other 
hand, the interface of the proposed system with data can be 
seen in Fig. 16.
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           (3)

The set calculated using the Equation (3) may be shown 

as  
**

2
*
1

* ,...,, nvvvA = .

The negative ideal solution set is formed by choosing 
the smallest ones among the weighted analysis criteria. For-
mation of the negative ideal solution set is shown in Equa-
tion (4). 

(4)

The set calculated using the Equation (4) may be shown 

as  nvvvA ,...,, 21 .
Step 5. Calculation of the criteria of alternation

The Euclidean distance approach is used in the TOPSIS 
approach to find the deviations from the positive ideal and 
negative ideal solution sets of the analysis criteria value of 
each series. The deviation values of the determined series 
are defined as positive ideal alternative ( *

iS  ) and negative 

ideal alternative ( iS −  ) criteria. Calculation of the positive 

ideal alternative ( *
iS  ) criterion is given in Equation (5), whi-

le calculation of the negative ideal alternative ( iS −

) criterion 
is given in Equation (6).

(5)

(6)

Step 6. Calculation of the relative proximity to the ideal 
solution

Ideal and negative ideal alternative criteria are used in 
calculation of the relative proximity of each series to the ide-

al solution, *
iC . The values of proximity to the ideal solution 

were calculated using the Equation (7) and the rank of the 
series among themselves based on the considered criteria is 

given in Table 5. The results of the problem by the proposed 
knowledge-based system can be also seen in Fig. 17.

(7)

• Results of methylene blue experiment showed
that aggregates with the same fine material ratio had very 
different methylene blue values. The sand A series had
the closest methylene blue value to that of the CEN Stan-
dard sand. Methylene blue experiment, which shows the

	

*
iS iS − *

iC Series

Standart sand 0.091 0.192 0.677 1

A sand 0.100 0.139 0.582 2

B sand 0.152 0.087 0.364 5

C sand 0.173 0.104 0.375 4

D sand 0.201 0.045 0.182 6

E sand 0.134 0.146 0.512 3

Figure 16. Interface of the knowledge-based system with data

Figure 17. Interface of the analysis results

CONCLUSION
In the study, a decision making problem with multiple 
criteria in selection of the most suitable aggregate series 
in the construction sector was studied. In this case, dif-
ferent related criteria were evaluated and tried to be op-
timized. TOPSIS approach was used to determine which 
of the five different aggregates used in concrete produc-
tion as fine aggregate had properties that are the closest 
to those of CEN Standard sand, which was assumed to 
be ideal. The study utilized methylene blue experiments 
on fine aggregates in the series, and physical and mec-
hanical experiments on mixture samples obtained using 
these aggregates. The outcomes of these experiments are 
given below:

Considering these proximity values, the standard sand 
had the first place in the order of proximity to the ideal value. 
This situation is expected due to the fact that the standard 
sand was taken as ideal, while the aggregate series in the se-
cond place belonged to sand A.
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quality of fine material, is needed to predict the behavior 
of the concrete. It is recommended that aggregate produ-
cers should make improvements based on methylene blue 
experiment results.

• Based on the unit weight experiment results,
the sand D series had a unit weight value higher than all
other series.
• According to the ultrasonic pulse velocity ex-
periment results, which provide information regarding
the pockets in the mixture or the concrete, the highest
values after those of CEN Standard sand belonged to
sands C and A.
•	 According to the modulus of dynamic elasticity 
results obtained by using the unit weight and ultrasonic
pulse velocity values, again, the series of sands C and A
had the highest values following those of CEN Standard
sand.
• The highest tensile strength value among the
ones obtained as a result of flexural strength experiments 
was found in the series of sand B.
• In one of the most significant properties of
concrete, the highest compressive strength was seen in
sand A, after CEN Standard sand.
• While the physical property of water absorpti-
on by weight value is one of the preferred properties in ca-
ses where the concrete’s strength against external factors 
is important, the series of sand C was found to have the
lowest water absorption by weight value.
• While the capillarity coefficient is one of the
most important physical properties that provide infor-
mation on permeability, which is the most significant
reason for problems in durability, the lowest value of ca-
pillarity coefficient in the study belonged to the series of
sand E.

As the purpose of the study was to determine which of 
the five different fine aggregates had characteristics that are 
the closest to those of CEN Standard sand based on defined 
these multi criteria, it was found that the best fine aggregate 
series was A based on the defined criteria by considering 
the results of the experiments, assigning weights based on 
importance and analyzing these with TOPSIS approach. 
The ranks of the other series were as sand E, sand C, sand 
B and sand D. On the other hand, different criteria may be 
analyzed by using TOPSIS approach and different results 
may be obtained by changing the weights of the criteria in 
the future studies.

Considering all these issues, choice of materials and 
properties of such materials may be significant for the de-
sired qualities of workability, strength and durability in 
concrete and technology of concrete. It may be difficult to 
make a decision in material selection when all properties are 

considered and there is a question of ranking the importan-
ce of certain criteria. Hence, it can be recommended to use 
multi criteria decision making techniques like TOPSIS in 
the selection or usage of materials to achieve more accurate 
results. On the other hand, as an extension of this study, it 
is thought that it would be beneficial for the sector to carry 
out study involving the solution of a problem in which all of 
the basic materials that make up concrete, such as cement, 
aggregate and concrete admixture, are included and cost in-
formation is added.
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Wastewater is polluted with severe concentration 
of dyes in industries such as textile, cosmetic, 

paper, leather, food, etc. and this causes a critical 
environmental and health public issue [1, 2]. Ac-
cordingly, many studies have been reported for the 
removal of these colored effluents from wastewater 
using different methods such as physicochemical 
treatments, chemical methods, advanced oxidation 
processes (AOPs), and biological methods [3-8]. The 
application of the physicochemical treatments are 
limited because of the formation of sludge to be dis-
posed of or the need of regeneration of the adsorbent 
materials. Although, biological methods are envi-
ronmentally friendly and inexpensive, they are not 
effective to degrade the dyes in wastewaters and thus 
uncompleted degradation can cause secondary pollu-
tion. Even if ozonation is an effective process for the 
decolorization of dyes, this method causes very high 
operating costs [2, 9-11].
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Among AOPs, heterogeneous photocatalysis in 
which a semiconductor, such as TiO2, ZnO, SnO2, etc. 
is used as a photocatalyst is an effective alternative met-
hod to conventional methods. TiO2 photocatalysis is 
based on the formation of photogenerated charge car-
riers on the surface of titanium dioxide. Photocatalytic 
mechanism is initiated with the excitation and transfer 
of an electron from the valence band to the conduction 
band of TiO2 and positively charged holes are formed 
in the valence band at the same time. These generated 
electron-hole reacts with water and O2 or OH- to form 
extremely reactive oxygen species (ROS) such as supe-
roxide anions, and hydroxyl radicals. During the pho-
tocatalytic process, hydroxyl radicals react with surface 
adsorbed pollutants and leads them to degrade. Subse-
quently, further reactions with ROS could mineralize 
the organic matter to carbon dioxide and water [3, 4, 12].

A B S T R A C T

In various advanced oxidation processes, photocatalysis is a promising and efficient way? 
to remove natural organic matter consisting of humic acids and fulvic acids. The princi-

ple of this method involves both usage of a semiconductor photocatalyst and O2 for the gen-
eration of radicals. Among them, TiO2 photocatalysis is the most popular and studied one 
since TiO2 has unique properties such as being chemically inert, photocatalytically stable, 
cheap, non-toxic, environmentally benign and exhibiting high oxidative power. However, 
despite all the advantages of using TiO2 as a photocatalyst, there is a major disadvantage. 
Since TiO2 has a broad band gap, its usage widely under solar light is limited and only al-
lows to be active under UV light.  Doping is one of the most popular methods to enhance 
the photocatalytic activity of TiO2 via using metal or non-metal species as dopants. In 
this respect, solar light sensitive TiO2 photocatalyst, C, N, S, Se doped and S/N codoped 
TiO2 photocatalysts were synthesized by using wet-impregnation method. These doped 
photocatalysts were characterized by Raman spectroscopy to determine the crystal surface 
morphology. Moreover, methylene blue was used to investigate the photocatalytic perfor-
mance of prepared doped TiO2 photocatalysts in the presence or absence of  organic matrix.  
Photocatalytic experiments were performed using a solar light simulating photoreactor. 
Humic acid characterization was monitored by UV-vis and f luorescence spectroscopy.

INTRODUCTION 

Keywords: 
Raman spectroscopy; Metal/non-metal doped TiO2; Humic acid; Photocatalysis.
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18]. In incipient wet-impregnation method, 0.50% dopant 
agents in 15 mL water was added to 10 g TiO2 Evonik 
P25 and stirred for 1 h at room temperature. Afterwards, 
doped photocatalysts were washed with distilled water, 
dried in air oven at 378 K for 24 h, and calcined at a pre-
determined temperature and time which were given in 
Table 1. Finally, the obtained samples were ground and 
passes through a sieve (32 Micron) to achieve a more ho-
mogeneous size distribution.

Solar Photocatalytic Experiments

Atlas-Suntest CPS+ solar simulator was used for the pho-
tocatalytic experiments [16].  The solar  degradation of  
MB (20 mg/L) using doped TiO2 specimens under solar 
light with 60 min irradiation time in presence and absen-
ce of HA (20 mg/L) was investigated. After the photoca-
talytic process, TiO2 was removed by a filtration process. 
The photocatalytic experiments were carried out without 
pH adjustment (pH~5.5).

Characterization 

Absorbance of filtered MB solutions at λ=662 nm was 
monitored by UV-vis spectrophotometry (Perkin Elmer 
lambda 35). EEM fluorescence spectra was measured by 
a Luminescence Spectrometer (Perkin Elmer LS 55). The 
detailed procedure was given in our previous work [16]. 
Raman spectra were acquired by a Thermo Scientific 
NXR FT-Raman spectrometer using Ar+ laser excitation 
at λ=532 nm, with a laser power 10 mW and a resolution 
2 cm-1.

RESULTS AND DISCUSSION

Raman Spectroscopy

Raman spectroscopy was employed for the characteri-
zation of the surface structure and identifying the phase 
transformation of doped TiO2 photocatalysts. Moreover, 

TiO2 is the most popular and promising photocatalyst 
with great photosensitivity and chemical stability. More-
over, it is non-toxic and a low-cost material. Nevertheless, 
TiO2 with wide and gap of Ebg=3.2 eV limits its photo-
catalytic activity under solar light (This sentence needs 
correcting). Thus, doping method  by using metal ions 
i.e. Cu, V, Se, Fe, etc., non-metal elements i.e. B, C, S, N,
etc. and co-doping with metals and non-metals (N/S, N/
Se, etc.) has been used to improve the photocatalytic ac-
tivity of TiO2 as an effective strategy under visible light
[5, 7, 12-18].

In this study, C, N, S, Se doped and N/S codoped TiO2 
photocatalysts were synthesized by wet-impregnation met-
hod. Crystal surface morphology of the doped TiO2 pho-
tocatalyts was determined by using Raman Spectroscopy.  
Photocatalytic acitivity of these specimens were investiga-
ted using methylene blue (MB) as a basic dye   under simula-
ted solar light in presence and absence of humic acid  (HA) .  

MATERIAL AND METHODS

Materials

Commercial HA (humic acid sodium salt) was purchased 
from Aldrich. TiO2 Evonik P25 was used as the photoca-
talyst for doping procedure. Doped TiO2 photocatalysts 
were synthesized via an incipient wet-impregnation met-
hod using C6H12O6 (glucose), CH4N2O (urea), NH2CSNH2 
(thiourea), SeCl4 (selenium tetrachloride) and CH4N2O 
coupled with NH2CSNH2 (urea and thiourea) as C, N, 
S, Se and S/N sources, respectively. All doping sources 
and MB were purchased from Merck. Distilled water was 
used for the preparation of the solutions. The chemical 
structures of MB and HA are given in Fig. 1.

Preparation of Doped TiO2 Photocatalysts

Dopant concentration was selected as 0.50% wt. for all 
photocatalysts as it was determined in previous work [13-

Figure 1. Chemical structures of MB and Steelink’s proposed unit 
structure of HA [19].

Table 1. Calcination time and temperature for the prepared photoca-
talysts.

Photocatalyst Synonym Temperature 
& Calcination

1 C-doped TiO2

C-350-3-TiO2
C-500-3-TiO2

350oC 3h
500oC 3h

2 N-doped TiO2

N-350-3-TiO2
N-500-3-TiO2

350oC 3h
500oC 3h

3 S-doped TiO2

S-350-3-TiO2
S-500-3-TiO2

350oC 3h
500oC 3h

4 Se-doped TiO2
Se-350-3-TiO2 350oC 3h

5 N/S-codoped TiO2
N/S-350-3-TiO2 350oC 3h
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the effect of different dopant agents and different calci-
nation temperatures on the transformation of crystal-
lographic phases were identified. The FT-Raman spectra 
of the doped TiO2 samples calcined at 350°C for 3h are 
displayed in Fig. 2.

Raman peaks were acquired at 144 (Eg), 197 (Eg), 397 
(B1g), 515 (A1g, B1g), and 637 (Eg) cm−1 in the spectra of each 
sample, indicating the presence of anatase phase [16, 20]. 
Similarly, Raman spectroscopy of the samples calcined at 
500°C for 3h (Fig. 3) revealed the presence of only anatase 
phase. 

Any phase transformation from anatase phase to rutile 
phase and any significant shift in the Raman bands were not 
observed as expected. The reason could be explained by  the 
anatase phase transformation to rutile phase starting at 
550°C [21].

Photocatalytic Experiments

Photocatalyst performances were estimated by the remo-
val percentage values of MB in the absence and presence 
of HA. Removal percentages were determined from Equ-
ation (1), where C0 is the initial concentration of MB and 
C is concentration at time t of MB.

Re %
-moval C C
C

x= 0

0

100   (1)

In Fig. 4 (a), removal % values of MB by using doped 
TiO2 photocatalysts under solar light at 60 min are shown.  
Se-350-3 and N-350-3 TiO2 photocatalysts exhibited the 

highest removal of MB as 87.30% and 89.31%, respectively. 
It was found that N/S-350-3 TiO2 has the lowest ability for 
the decolorization of MB compared to other doped photo-
catalysts. Moreover, the effect of calcination temperature on 
the anion doped photocatalysts (C-doped TiO2, N-doped 
TiO2 and S-doped TiO2 photocatalysts) were investigated 
and shown in Fig. 4 (b). N-doped and C-doped TiO2 pho-
tocatalysts almost exhibited the same removal efficiency, 
while S-doped TiO2 samples performed a lowered photoca-
talytic activity with increasing calcination temperature. The 
reason may be explained by its having a large surface area 
compared to  N-doped and C-doped TiO2 samples which 
were reported in our previous work [13]. A larger surface 
area could promote an increment on the photogenerated 
electrons and photocatalytic activity [22]. For this reason, a 
further study is needed to investigate the removal per-
centage of anionic dyes by using anion doped TiO2 pho-
tocatalysts.

In Fig. 4 (c), the removal % efficiency of MB with the 
presence of HA is shown. HA caused a retardation effect 
on the photocatalytic system. The reason of this retardation 
could be explained by two assumptions. 

i)HA could reduce the light transmittance thereby ef-
fects photo-oxidation process.

ii) The competition between HA and MB for the active 
sites of TiO2 surface [23].

Fig. 5 displays the UV-vis spectra of MB solution with 
the absence and presence of HA after 60 min for doped 
TiO2 photocatalysts. The spectrum of MB was characte-

Figure 2. FT-Raman spectra of doped TiO2 samples calcined at 350°C for 3h.
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rized by an absorption band λ=662 nm and a shoulder at 
612 nm in visible light region. This absorption band was 
attributed to a chromophore including an elongated con-
jugate system. The absorption bands located in the UV 
region at 292 nm and 245 nm were corresponded to the 
conjugated system of the benzene ring structure [24, 25].

In Fig. 5 (a) and (b), the characteristic absorption peak 
of MB solution at 662 nm was significantly lowered in inten-
sity with solar light irradiation and the shoulder was disap-
peared. Furthermore, a decrease in the intensity of benzene 
rings after irradiation, confirmed that decolorization and 
degradation of MB occurs at the same time. Among all do-
ped TiO2 photocatalysts, N-TiO2 was the most effective one 
and decolorize approximately 87-89% of MB after 60 min. 
In Fig. 5 (c), the presence of HA effected the disappearance 
of hump at 612 nm after irradiation. Besides, the intensity of 
aromatic peaks and maximum absorption peak were dec-
reased as expected after 60 min. However, the retardation 
effect of HA caused an adverse impact by decreasing the 
intensity of peaks compared to the peaks in absence of HA 
spectra.

EEM Fluorescence Contour Plots

Regional specification of the EEM spectra of HA was exp-
ressed in four regions. Region I, II and III were defined as 
aromatic proteins I, aromatic proteins II and fulvic-like 
in the excitation wavelength region of λexc=200–250 nm 
with emission wavelength regions of λemis =280–332 nm, 
λemis=332–380 nm and λemis=380–580 nm respectively. 

Figure 3. FT-Raman spectra of doped TiO2 samples calcined at 500°C for 3 h.

Figure 4. The removal % values of MB (a) 350oC 3h, (b) 350oC and 
500oC 3h, (c) the retardation effect of HA.
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Region IV and V were expressed by microbial bypro-
ducts and humic-like in the excitation wavelength region 
of λexc=250–470 nm with an emission wavelength region 
of λemis=280–380 nm and λemis=380–580 nm respectively 
[26].

In Fig. 6, EEM contour plots of HA and MB subsequent 
to photocatalysis of 60 min using doped-TiO2 samples are 
shown. It is notable from the figure that humic-like featu-
res decreased in all spectra after 60 min irradiation, but the 
most significant changes were observed in the presence of 
N-TiO2, C-TiO2, and Se-TiO samples. The humic-like regi-
on was slightly decreased in S-TiO2 and N/S-TiO2 samples 
compared to anion doped TiO2 samples.

CONCLUSION

In this study, C, N, S, Se doped and N/S codoped TiO2 
photocatalysts were prepared using wet-impregnation 
method. It was found that Se-350-3 and N-350-3 TiO2 

photocatalysts exhibited the highest removal of MB.  The 
removal efficiency % was decreased in HA medium beca-
use of the retardation effect of HA on the photocataly-
tic system. In Raman spectra, any phase transformation 
from anatase phase to rutile phase was not observed due 
to different calcination temperature as expected. The 
results in Raman spectra confirmed that all doped TiO2 

photocatalysts exhibited anatase phase. In accordance 
with removal data, the change of EEM spectra with a dec-
rease in intensity of the humic-like region was noticable 
after 60 min irradiation especially in anion doped TiO2 

photocatalysts.

Figure 6. EEM contour plots of HA and MB with respect to irradiation 60 min using doped TiO2.

Figure 5. UV-vis spectra of MB dye solution by doped TiO2 photoca-
talysts (a) 350oC 3h, (b) 350oC and 500oC  h, (c) presence of HA.
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Photogrammetry has been widely used for acqui-
ring field data, which has much more better spa-

tial resolution than remote sensing. Also, close range 
aerial photogrammetry by using unmanned plat-
forms is a new concept considering other techniques 
and methods. Using that technique is mainly based 
on the necessity for low-cost and less labor applicati-
ons. Aim is to extract geo-referenced information of 
the interested objects and/or regions in a wide range 
of data diversity by automated processing with the 
help of stereo aerial imagery [1-7].

Considering the aim and purpose, model from a 
UAV flight can procure accurate data in a wide range 
of small to large scaled projects (Fig. 1) [1, 4]. In this 
concept, requirement and applications of UAV photog-
rammetry vary from agriculture to forestry, archeology, 
geology and even specific activities like measurement of 
the tree heights for monitoring the development of the 
forestland, soil displacement and such civil engineering 
applications [1-6, 8].

Nowadays, there are several types of those UAV 
platforms (fixed or rotary wings, etc.) with mounted di-
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gital sensors for different purposes that allow to model 
ground truth by using multiple scene data in a short-
time window. Also, UAVs for photogrammetric app-
lications generally include a GNSS (Global Navigation 
Satellite System) sensor combined with an INS (Inertial 
Navigation System) unit for automatic take-off and lan-
ding, acquiring images, calculating precise position of 
the imagery sensor and certain parameters at the time 
of the photo-shoot. Those information are inputs for 
constitution of an accurate photogrammetric model of 
the scenery. UAV platforms generally have a mounted 
digital camera to acquire photos but in some cases, that 
camera type can be rearranged to have a LIDAR (Light 
Detection and Ranging) or multispectral image sensors 
according to the pre-determined conditions of the study 
[1, 3, 6, 9].

A UAV-based photogrammetric model is based on 
some certain steps like a flight trajectory plan, obser-
vation of common points (on the ground and images), 
creating a point cloud and constitution of 3D models, 
respectively. As a result, final outputs of a UAV flight 
can be used for creating ortho-images, digital terrain 
models, gathering metric information and even 3D mo-
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Those UAV-based photogrammetric models requires a 
pre-field study if the scenery information is essential with 
the ground coordinate system. That process is generally 
realized by using common points (Ground Control Po-
ints - GCPs) both available on the images and on the gro-
und. A GCP is a pre- or post-observed point used for image 
transformation between image-ground coordinate systems, 
which can be defined as manual key points. Their coordi-
nates can be estimated before or after the flight and can be 
chosen as distinct objects or can be manually established 
on the ground by the user [15]. General approach to acquire 
the position of the GCPs are related with RTK (Real-time 
kinematic) or network-based GNSS observations nowadays 
to increase the accuracy of the model. Later on the process, 
multiple GCPs are used for geo-referencing and scaling the 
mosaic overview of the interested area. But a more recent 
advance is to use a UAV with combined RTK-GNSS and 
INS modules which allows to estimate the coordinates of 
the photo-shoot point and orientation parameters on board 
[1, 5, 7, 10, 11, 16].

In general, main issue to acquire data from scene pho-
tos is to establish a correlation between the photo-plane and 
the ground truth and that can be realized by using GCP data. 
In the constitution of the final 3D model, all photos from the 
imagery sensor evaluated together by using bundle-block 
adjustment, which can eliminate systematic errors with the 
help of a minimum number of GCPs on the scene. That step 
includes a coordinate transformation and there should be at 
least 3 known points at both images and the ground to gat-
her information later from the photos. The number of GCPs 
can be increased if the elevation of the region has abrupt 
changes [1, 4, 5, 11, 17].

For traditional photogrammetry, the link between tho-
se coordinate systems requires parameters such as interior 
orientation values for the camera (calibration report) and 

del of the area. Another benefit of UAV platforms is that they 
can adopt to certain changes on the field because of their 
quick response time and model constitution [1, 3, 6, 10].

METHODOLOGY FOR A UAV-BASED 
PHOTOGRAMMETRIC MODEL

Important variables should be considered before a UAV 
flight. Those are important parameters and may vary 
from scene to scene and should be adopted according to 
the analysis of the study area (Fig. 2):

- Aim of the project (emergency situation or precise mo-
del constitution),

- Required ground sampling distance (GSD) based on
the subject,

- Size of the area,
- Flight trajectory and energy consumption of the plat-

form,
       -  Overlap ratios for the photos [1, 5, 7-8, 11-13],

- Data process time.

Figure 1. Available techniques and sensors for data acquisition and UAV 
based photogrammetric model in the manner of number of points in the 
point cloud and magnitude of the project area (from [1]).

Figure 2. Workflow of a UAV based photogrammetry [2, 5, 14].

Figure 3. Relationship between a ground point (Q), camera center 
(C) and the orientation of the photo plane regarding the terrestrial 
coordinate system [18].
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certain features (GCPs) both visible and observable on the 
image and on the ground for the exterior orientation vari-
ables [1, 5, 11] (Fig. 3).

It can be derived from Fig. 3 that XYZ axes are the gro-
und coordinate system and xy axes are photo plane system. 
Also, c represents the principal distance, qp is the principal 
point and X0, Y0, Z0 are the coordinates of the camera center 
in terrestrial coordinate system [18]. Regarding the position 
of the camera and its orientation, the collinearity equation 
can be written as follows:

( ) ( ) ( )
( ) ( ) ( )

11 0 21 0 31 0

13 0 23 0 33 0
p

r X X r Y Y r Z Z
x x c

r X X r Y Y r Z Z
− + − + −

− = −
− + − + −

 (1)

( ) ( ) ( )
( ) ( ) ( )

12 0 22 0 32 0

13 0 23 0 33 0
p

r X X r Y Y r Z Z
y y c

r X X r Y Y r Z Z
− + − + −

− = −
− + − + −

(2)

In the equation:

- x, y : Coordinates of the image point (q)
- X, Y, Z : Coordinates of the ground point (Q)
- xp, yp : Coordinates of the principal point
- X0, Y0, Z0 : Coordinates of the camera center in terrest-

rial coordinate system
- r11 – r33 : Angular orientation matrix along 3 axes bet-

ween photo-ground coordinate system [11, 19].

However, with a bundle-block adjustment approach, 
all required parameters can be computed automatically 
with high precision. That procedure is known as “Structure 
from Motion (SfM)”, an automated model constitution from 
images, and such software solutions can combine SfM with 
bundle-block effectively. That allows using multiple ima-
gery from different platforms and does not require specific 
camera orientation parameters or precise position [1, 11, 5, 
14, 8, 20].

The next step, image assessment, involves the analysis 
of every image from the scene and estimating the common 
features or points to link and chain all data. That is estab-
lished by calculating the camera positions and orientation 
parameters for each image simultaneously which is derived 
from SfM approach. Point cloud data in that stage does not 
have a scale or orientation, but that procedure is completed 
by using a minimum number of GCP variables [5, 7-8].

The final output of a UAV-based photogrammetric mo-
del generally includes an ortho-mosaic view of the scene and 
a 3D model which may used for metric calculations such as 
distance, volume, base map construction, etc. Accuracy of 
the constructed photogrammetric model may vary, but is 
up to centimeter-decimeter level according to the scenery 
variables(flight altitude, camera specifications, etc.). Such 
regulations limit the position accuracy to a certain level, but 

necessary precision can be derived by a UAV model [1, 6-9, 
14, 21].

MATERIAL AND METHODS

Model Area

In this study, the research area is located in the Osmancık 
campus of Hitit University in Çorum, which consists of a 
main building with two playfields, recreational areas and 
parks. Vegetation is sparse considering wood density and 
area is suitable for both geodetic observations and UAV 
flights, with no significant flight obstacles around. Cam-
pus area is about 0.05 km2 in total and land elevation ran-
ges between ~420 – 445 m. That gives a height difference 
roughly above 20 m and 5% slope at its maximum, thus 
the area can be defined as low-pitched (Fig. 4).

We focused on the main structure at the center of the 
campus. That is a double-floored concrete building and has 
a height around 7 m, but it is not a classical 4-cornered bu-
ilding. It looks like a tilted “H” and has deep corners. We 

Figure 4. Location of the study area and Hitit University Osmancık 
campus general overview (after [22]).
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established two different field observations to acquire the 
field data for the characteristic points of that structure. First 
one is the terrestrial observations (joint GNSS and angle-
distance surveying) and the second one is based on 3 diffe-
rent photogrammetric model flights with different altitudes. 
After acquiring the coordinates of characteristic points with 
two different methods, we made an evaluation considering 
both results (Fig. 5).

Data Acquisition

Terrestrial Observations

There are 9 benchmarks established on the field and 
geodetic observations are based on those points (Fig. 6). 
Location data for all the corners of the main building is 
derived using GNSS and total station observations, res-
pectively. Because, obstacles are covering the open sky 
view (mainly caused by the building and fringes) and 
make it almost impossible to estimate the coordinates of 
the structure by GNSS observations.

At first, we used a Spectra SP80 GNSS receiver for 2 
sessions to calculate the average coordinates of the benc-
hmarks in the area. After that, we conducted observations 

with a total station for final 3D coordinate acquisition of the 
building’s characteristic points. The specifications of GNSS 
device and the observations are given at Table 1.

The locations of the benchmarks which are based on 
the network-RTK observations are given in Fig. 6. GNSS 
observations on those points completed by using TUSA-
GA-Aktif, a continuously operating GNSS network. It has 
158 control points all around Turkey and allows the GNSS 
receivers to obtain real-time coordinates of any point on the 
terrain which has open sky view for satellite transmissions 
[24]. The positioning accuracy of the real-time GNSS obser-
vations are below ±3 cm in horizontally and ±5 cm vertically 
while using this network [25-26].

We concentrated our observations on the main 
building’s corners and deep corners. Moreover, we acquired 
a total of 20 points’ coordinates (Fig. 7). We used the benc-
hmarks at appropriate locations around the structure with 
a Spectra Focus 8 total station. That device has a 2’’ ang-
le and (2 mm ± 2 ppm) distance precision and suitable for 
data acquisition and the construction of base maps [27]. We 
used that device because it also has the capability to make 
observations using a laser beam without a reflector and 
allow direct targeting to the interested points (corners of 
the structure) which eliminates the offset error. Thus, data 
acquisition for interested points were mainly based on the 
combined angle and the distance measurements with that 
instrument.

Photogrammetric Data Acquisition

We used a DJI Phantom 4 Pro UAV for photogrammetric 
model construction, which has a 20 M resolution camera 
with 1’’ CMOS, the ability to take-off/land vertically and 
a Satellite Positioning System that works with both GPS 
(Global Positioning System) and GLONASS (Global Na-
vigation Satellite System) [28].

Figure 7. Main structure at the center of the campus from above. 12 
red dots are regular corners (C), and 8 white dots are deep corners (DC).

Figure 5. Main building of the campus from the parking lot at the north 
side. Fringe(yellow) and one of the deep corners(blue) are marked on the 
figure.

Figure 6. Location of the benchmarks used in data acquisition of the 
main structure in the campus with terrestrial observations.
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We evaluated the field data with Pix4D software and it 
is advised that there should be well-distributed 5-10 GCPs 
in the working area by the manufacturer [5, 17]. Thus, be-
fore the flight, we established 6 temporary GCPs around 
the sampling area according to that initial information. The 
locations of GCPs are selected to have a normal distributi-
on on the field as far as possible which might have a great 
influence on the accuracy of whole model [8, 14]. The coor-
dinates of those points were acquired by using Spectra SP80 
GNSS receiver with network-RTK method and their locati-
ons and ground materials are given at Figs. 8 and 9.

We conducted 3 different flights at different altitudes 
and selected different side and front overlaps for each tra-
jectory (Table 2).

1st flight’s front overlap ratio differs from the other 
flights due to the improper photo-shoot point of the UAV at 
deep corners. There should be at least 2 photos for each cor-
ners to estimate actual coordinates, however, at 30 m height 
with lower front overlap (80%), that condition did not match 
due to the flight trajectory of the UAV. Thus, we increased 
the front overlap ratio to 90% for that altitude (Fig. 10).

A drawback with photogrammetric flight plan occurs 
that the main construction in the campus has deep corners 
which makes them hard to observe from all angles at the 
flying altitudes of the UAV. Additionally, the building has a 
low fringe height (~6 m). This is another drawback for data 
acquisition because they can completely or partially block 
the view of the flying platform due to improper photo-shoot 
point/flight plan, height or front/side overlap ratios of the 
UAV. Thus, we rearranged the flying trajectories and altitu-
des to eliminate those concerns.

We evaluated the final data with Pix4D software, which 
uses the photos from UAV and GCP data as input within 
several steps, based on aerial triangulation and bundle block 
adjustment [1, 29]. Results of the Pix4D process for each 
flight are given at the Table 3.

Table 1. Specifications of the GNSS receiver and observation limitations [23]. Used GNSS satellites are marked with (*).

Receiver type Spectra SP80 Multi-frequency GNSS receiver
(compatible with GPS*, GLONASS*, BeiDou, Galileo, QZSS, SBAS, IRNSS)

Precision in Network RTK 8 mm ± 0.5 ppm horizontal 15 mm ± 0.5 ppm vertical

Satellite cut-off angle 10°

Number of epochs for both sessions/point 20

Epochs/second 1

Gap between sessions >1 hour

Final coordinates Average coordinates of 2 sessions

Datum ITRF96 Mean meridian 36 Zone width 3°

Ellipsoid GRS80 Reference epoch 2005.0

Observation mode Network RTK (VRS) Connected network TUSAGA-Aktif

Table 2. Front and side overlap ratios for 3 different f light altitudes of 
the UAV.

Flight No Height Front overlap Side overlap Number of photos

1 30 m 90% 70% 500

2 45 m 80% 70% 111

3 60 m 80% 70% 65

Figure 9. One of the temporary GCPs established on the ground for 
each flight. Image on the left is from actual photo of the feature and the 
right one is obtained from densified point cloud.

Figure 8. Location of the GCPs around the model area.
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After the full process of each flight, the characteristic 
points of the main structure were digitized using Pix4D in-
terface and coordinates were acquired for further evaluation. 
There is a total of 20 points from the terrestrial observations 
and they were all matched with the Pix4D digitizing process.

At this phase, the corners are more visible in the photos 
(5-31 photos) then the deep corners (2-8 photos) as expec-
ted (Table 4&5), but visibility highly depends on the envi-
ronmental conditions. In order to produce coordinate data 
from the photogrammetric model, all corners should be 
observed from at least 2 photos. Considering the flights, all 
corners are visible and match that condition. However, from 
three different models, we evaluated that fringes, improper 
photo-shoot position of the UAV, vegetation, sun light ref-
lection on the white edges and even shadows prevent a clear 
view and digitizing of the characteristic points of the struc-
ture (Figs. 11 and 12). But those obstacles were obviated by 
using multiple photos of the interested points.

Figure 10. Flight plan for 3 different altitudes, (a) 30 m, (b) 45 m, and 
(c) 60 m, respectively. Red dots represents every photo-shoot point of
the UAV during the flight and green lines indicates the trajectory of the 
platform.

Table 3. Pix4D processing results for 3 f light plans.

Flight No 30 m flight 45 m flight 60 m flight

Average Ground Sampling 
Distance (GSD) 0.71 cm 1.12 cm 1.53 cm

Model Area 0.020 km2 0.027 km2 0.031 km2

Number of images/
calibrated images 500/500 111/111 65/65

Error for GCPs 
georeferencing (mean RMS) 0.011 m 0.012 m 0.012 m

Mean reprojection error for 
Bundle Block Adjustment 0.164 pixel 0.161 pixel 0.16 pixel

Table 4. Characteristic points of the building and their visible number of 
photos from different altitude UAV flights (C: corner, DC: deep corner).

Point No
Visible in number of photos

30 m flight 45 m flight 60 m flight

C1 17 5 5

C2 31 11 11

C3 25 13 12

C4 24 9 8

C5 24 8 7

C6 24 8 7

C7 8 8 6

C8 15 9 10

C9 31 12 14

C10 16 7 7

C11 20 9 8

C12 22 9 10

DC1 6 4 4

DC2 6 4 4

DC3 6 4 2

DC4 7 3 2

DC5 6 2 3

DC6 4 4 2

DC7 8 4 4

DC8 6 6 5

Table 5. Average number of photos for each flight.

30 m flight 45 m flight 60 m flight

21.4 9.0 8.8

6.1 3.9 3.3

0.29 0.43 0.37

Average number of photos 
for corners (C)

Average number of photos 
for deep corners (DC)

Number of photos for DC/C

Overall number of photos 
for DC/C 0.36
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in mean error in 2D (0.039 – 0.049 m) and in 3D (0.051 – 
0.069 m) and in the manner of RMS in 2D (0.038 – 0.064 m) 
and in 3D (0.055 – 0.084 m).

RMS values for each flight at Table 7 indicates the stan-
dard deviation of the residuals for the positioning of each 
point. That might give us an overlook for the results in ge-
neral. 

Values are below 0.07 m in 2D and 0.09 m in 3D positi-
oning for all flights. These can be considered as statistically 
valid if the positioning errors are in a predefined limit. For 
that reason, there should be some limitations and regula-
tions to eliminate the error sources and take the results to 
a certain confidence level. Considering the construction of 
base maps, in specific, Turkey has strict rules for that purpo-
se [21]. After completing a photogrammetric model, values 
derived from it, can be controlled in such ways to find out 
the consistency of the observations. General process for that 

Figure 11. Challenges acquiring data from photogrammetric model. 
Shadow of the manmade structures and/or vegetation may prevent a 
proper positioning. At DC5, shadow of vegetation around the corner 
partially block the view and makes it harder to assess the actual location. 
Green cross represents the estimated location and yellow circle is the 
error estimation for the point.

Figure 12. Challenges acquiring data from photogrammetric model. At 
C12, color of the building over-radiated at the time of photoshoot and 
may lead to a poor positioning assessment. Green cross represents the 
estimated location and yellow circle is the error estimation for the point.

The coordinates of the characteristic points of the in-
terested structure were all estimated by before mentioned 
methods. Thus, we finally had 1 set of data from terrestrial 
observations and 3 sets of data from 3 different photogram-
metric models for further evaluation.

RESULTS AND DISCUSSION

We  interpreted  final  data  in  the  manner  of  location ac-
curacy and evaluated every  photogrammetric  model  results 
separately with terrestrial observations in 2D and 3D (Table 6 
and 7).

Results indicate that the position differences ranges 
between 0.005 – 0.138 m in 2D and 0.02 – 0.181 m in 3D, 
considering all flights. In addition, the maximum positio-
ning error at 60 m altitude is greater than other flights in 2D 
and 3D positioning and those differences occur especially at 
deep corners. At points DC1, DC3, DC4, DC5 and DC6 for 
60 m flight, 2D and 3D positioning errors are roughly above 
a decimeter. Considering Table 4, those corners are visible 
only from 2 – 4 aerial photos, thus that might lead to esti-
mate the position of the point poorly [5]. We evaluated that 
those certain errors may arise from certain features such 
as higher flight altitude and/or lower resolution due to that 
trajectory. However, considering overall performance of all 
photogrammetric models, there is no significant difference 

Table 6. Cross-validation of coordinate differences at each point between 
terrestrial observations and photogrammetric model results (C: corner, 
DC: deep corners).

Point No
30 m 45 m 60 m

2D pos. 
dif.(m)

3D pos. 
dif.(m)

2D pos. 
dif.(m)

3D pos. 
dif.(m)

2D pos. 
dif.(m)

3D pos. 
dif.(m)

C1 0.068 0.073 0.056 0.060 0.090 0.090

C2 0.030 0.034 0.037 0.037 0.011 0.016

C3 0.035 0.068 0.027 0.028 0.020 0.020

C4 0.035 0.045 0.026 0.032 0.009 0.017

C5 0.057 0.058 0.058 0.068 0.091 0.091

C6 0.037 0.068 0.023 0.067 0.024 0.031

C7 0.018 0.045 0.009 0.054 0.013 0.052

C8 0.014 0.036 0.014 0.034 0.029 0.068

C9 0.020 0.038 0.021 0.024 0.024 0.066

C10 0.046 0.082 0.049 0.052 0.037 0.068

C11 0.050 0.056 0.059 0.068 0.042 0.060

C12 0.024 0.060 0.024 0.025 0.041 0.062

DC1 0.009 0.020 0.005 0.036 0.069 0.111

DC2 0.029 0.057 0.042 0.048 0.020 0.026

DC3 0.085 0.092 0.054 0.074 0.138 0.181

DC4 0.057 0.088 0.036 0.076 0.080 0.120

DC5 0.045 0.094 0.027 0.090 0.115 0.131

DC6 0.061 0.093 0.052 0.056 0.093 0.111

DC7 0.014 0.085 0.027 0.043 0.025 0.043

DC8 0.042 0.048 0.029 0.040 0.008 0.017

Table 7. Statistics for each flight considering terrestrial observations.
30 m model 45 m model 60 m model

2D 3D 2D 3D 2D 3D

Min. (m) 0.009 0.02 0.005 0.024 0.008 0.016

Max. (m) 0.085 0.094 0.059 0.09 0.138 0.181

Mean (m) 0.039 0.061 0.034 0.051 0.049 0.069

RMS. (m) 0.045 0.066 0.038 0.055 0.064 0.084
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purpose is established by comparing the photogrammetric 
results with terrestrial observations (GNSS, etc.). Actually, 
we have conducted that condition in our study. 

While controlling our model accuracy, we used Table 6 
as an outcome. According to the regulations in Turkey, co-
ordinates of a certain percentage of detail points in a base 
map, derived by photogrammetry, should be controlled or 
compared by GNSS or total station observations. That pro-
cess includes 2D position and height differences separately 
and leads the photogrammetric model to offer certain er-
rors below those limits:

( )6 2
, 1,665 10 0,01745 1,166X YRMS S S−< ± − × × + × −   (3)

, 1,33Z X YRMS RMS< ± × (4)

where S is the denominator of the scale of the base 
map [21]. Considering the equations above, RMS values can 
be calculated for a 1/500 scale base map as ±0.071 m and 
±0.095 m, respectively. From Table 7, derived RMS values for 
each flight are below those calculated limitation values in 
both 2D and 3D positioning. Our photogrammetric models 
have positioning errors, but according to the results, they 
can supply adequate accuracy comparable with terrestrial 
observations. And considering the RMS values derived in 
this study, a photogrammetric survey model can offer high 
accuracy during the construction of base maps; not in only 
rural areas, but also in highly populated/constructed zones.

On the other hand, there is no clear evidence for an 
improvement in positioning when we lowered the flight al-
titude from 45 m to 30 m. Additionally, 45 m flight gives 
better performance than 30 m in this study for mean error 
(0.051 m/0.061 m) and RMS (0.055 m/0.066 m) values at the-
ir maximum. That might indicate that lowering the flight 
altitude may not contribute a significant difference in pho-
togrammetric modeling in every situation.

In this study, we evaluated 500, 111, and 65 photos for 
30 m, 45 m and 60 m flights, respectively. That is an impor-
tant issue while planning the photogrammetric model be-
cause there should be much more photos with lowering the 
flight altitude. That concludes a significant increase in both 
flight and software processing time and might be an impor-
tant issue if the final data is crucial in a short time window.

Main issue in this study was to estimate the proper 
locations of the deep corners. They are visible from a mi-
nimum number of photos considering regular corners and 
data acquisition might lack of accuracy at those points. Du-
ring our UAV flights, we evaluated that the deep corners can 
only be observed with less then ~36% view angle from the 
sky (Table 5). Thus, for gathering full view of every struc-
ture corners, we recommend increasing the side and front 

overlap ratios during the flight or widening the model area 
with longer flight trajectory. By that way, UAV can have 
more photo-shoot points while advancing through the ed-
ges of the flight trajectory. Although our study area is not in 
a highly populated region, one might notice that this condi-
tion might emerge in every residential territory which has 
squeezed constructed regions.

During this study, we planned the altitude of the UAV 
almost 4, 6 and 8 times of the interested building height (~7 
m). Heights of the structures might differ at different regi-
ons, but if there are certain features which has deep corners 
like our study, we recommend the flight altitude to not ex-
ceed ~45 m for a UAV flight on the field, if the specifications 
of the device is similar to ours [28].

In addition, positioning accuracy might depend 
strongly in some conditions, such as over radiated corners 
due to sunlight or view block by vegetation or their shadows. 
Our study conducted under those circumstances and we 
recommend to choose flight time-window during shorter 
shadows and lower vegetation if possible.

In conclusion, all the results indicate that UAV photog-
rammetry can provide high positioning accuracy as far as 
terrestrial observations. That condition might occur even 
in a highly populated and/or constructed regions while pro-
ducing base maps and can reach to a centimeter and roughly 
decimeter level accuracy in 2D and 3D data acquisition.
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Recently, quadrotors gained popularity due to the-
ir high maneuverability, cost and vertical take-

off/landing capabilities. Nevertheless, they also have 
disadvantages such as they have a limited flight time 
and small payload capabilities. In addition to these, a 
major part of the energy of a quadrotor is spent aga-
inst gravity for hovering. Still, they are one of the most 
adopted air vehicles for commercial and research 
purposes. Most of the time UAV’s (Unmanned Aeri-
al Vehicles) are used in outdoor applications such as 
surveillance, search/rescue and patrolling. Recently, 
UAV’s started to find uses in indoor environments. 
Material handling in manufacturing and inspection 
in harsh environments are to name a few[1] of these 
applications. One of the most promising applications 
is to utilize them in urban relief and disaster operati-
ons where a UAV moves autonomously avoiding obs-
tacles in GPS-denied buildings to help human opera-
tors for rescue operations.

In order to navigate in an indoor environment, a 
map of the environment is needed. However, in most 
of the cases either the map is unknown or some partial 
information about the environment is available. Indo-
or mapping process can be performed by using seve-
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ral methods. SLAM technique is usually employed for 
mapping. SLAM (Simultaneous Localization and Map-
ping) is the process of simultaneous map extraction 
and robot localization. The difficulty of this process is 
inherent in its definition. A map is required for correct 
localization, while an accurate localization is required 
for mapping [2]. In indoor environments, ground-based 
robots were commonly employed for map extraction 
[3]. In studies with ground robots, while LIDAR (Laser 
Imaging Detection and Ranging) and IMU (Inertial 
Measurement Unit) were mostly used, Omara et al. [4] 
used a Kinect sensor for exploration and mapping of the 
environments using SLAM methods. Different sensors 
were utilized when UAV’s were used for mapping. John 
son [5] used IMU, optic flow sensors and a camera to 
navigate autonomously in indoor environments. Due 
to unreliable attitude estimations with inertial sensors, 
Hough transform was adopted for attitude estimation 
of the quadrotor.  Ahrens et al. [6] also used a quadrotor 
equipped with IMU and  a camera to navigate in indoor 
environments with obstacles. They used ”good features 
to track” detector for feature tracking and use these 
features for navigation and mapping. Roberts et al. [7] 
developed a quadrotor capable of navigating in indoor 
environments autonomously using and IMU, an ultra-
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in different tasks most of which are performed in outdoor environments. Still, there 

is a great potential to use quadrotors in indoor tasks such as urban relief and disaster 
operations. In this paper, we developed a framework and a novel target-based navigation 
algorithm for mapping of an unknown 2D environment with a quadrotor using an ultra-
wideband system. The target-based navigation algorithm aims to explore map of the en-
vironment by moving the border between the discovered and undiscovered areas. It uses 
A* search algorithm for path planning if there is an obstacle present in the environment. 
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We improved the state-of-the-art in two different aspects: 
First, to the best of our knowledge, this is the first imple- 
mentation of a UWB system with a UAV for mapping an 
indoor environment. Second, we proposed a novel indoor 
navigation algorithm for mapping with a UAV and compa-
red its performance with the two well-known algorithms. 

MATERIAL AND METHODS

First, we present the localization and mapping techniques. 
Following that the three different navigation algorithms 
including our novel navigation algorithm are discussed. 
Lastly, the experimental setup is introduced.

Localization and Mapping

The most important and challenging part of this study is 
to obtain the location of the UAV and  the map of the en-
vironment simultaneously. The aim of the SLAM process 
is to update the position of the robot by exploring the en-
vironment. SLAM operation consists of several stages. In 
general, odometry information calculated from the IMU 
is used to estimate the position of the UAV. However, this 
information is inaccurate due to noise and drift in IMU’s. 
Therefore, we used a UWB localization system to estima-
te the position of the UAV. A LIDAR is also used both to 
reduce the error in position estimation and to detect the 
walls and obstacles in the environment. During mapping, 
the walls and obstacles present in the environment are 
extracted and observed. When the robot moves, obser-
vations are redone at the new position of the robot. Then, 
the robot tries to associate the new observations with the 
previous ones. Reobserved landmarks are used for upda-
ting the position estimation while the new landmarks are 
stored and used in the next steps. The UWB localization 
system is used together with the SLAM process and it is 
responsible for updating the position of the robot and the 
map of the environment.

Navigation Algorithms

In this section, the three navigation algorithms including 
our novel navigation algorithm are introduced.

Wall Following Algorithm

Wall following algorithm is a simple but highly effective 
method used for exploring and mapping of indoor envi-
ronments [16]. Details of the wall following algorithm is 
discussed in a related study [17]. There are two different 
versions of the wall following algorithm in which the ro-
bot moves to the right or left of the wall. In this study, we 
employed the right version of the algorithm as detailed 
in Algorithm 1.

sonic sensor and four infrared sensors. The system mana-
ged to fly indoors with success. Mohamed et al. [8] proposed 
an indoor navigation system to estimate the position and 
orientation of the UAV. In this system, three laser diodes 
were integrated to the body of the UAV and they generate 
three dots on the ground. These dots were captured by the 
camera and their coordinates were determined using Scale 
Invariant Feature Transform algorithm, hence the position 
and orientation of the UAV were determined. Achtelik et 
al. [9] developed a method for autonomous navigation and 
exploration in indoor environments. They used an odo-
metry algorithm with Extended Kalman Filter to estimate 
the position of the quadrotor and they employed a SLAM 
algorithm and a mission planner for building the map of 
the environment. Parallel to Achtelika’s work, Grzonka et al. 
[10] performed mapping and exploration tasks using a UAV,
an IMU and a LIDAR. A mirror was used to reflect laser
beams to the ground and height  of the air vehicle was de-
termined accordingly. Wang et al. [11] presented a method
for navigation and control for a UAV operating in an indoor 
environment. The quadrotor was equipped with an IMU, a
downlooking camera, a barometer for height measurement,
and a LIDAR to get distance information. The robot was
able to estimate its position and velocity using Kalman filter, 
and fly in the room without colliding any walls. Wall follo-
wing was used for navigation.

In the studies discussed so far, IMU and LIDAR were 
mostly used for localization. However, in some recent stu-
dies, wireless localization systems started to be employed. 
One of the widely used wireless localization technology for 
indoor environments is the UWB(Ultra-wideband) systems. 
UWB is an old radio technology used for short-range wi-
reless communication that utilizes frequencies from 3.1 to 
10.5 GHz and supports a bandwidth of 500 MHz. Due to its 
high bandwidth, very high data rates can be achieved with 
UWB systems. The only drawback of UWB is its limited 
communication range. Recently, due to the advances in 
technology, UWB is started to be used for real-time loca-
lization and tracking of objects in indoor environments by 
making time of flight measurements. In UWB-based loca-
lization, trilateration technique is used where a UWB tag 
is placed on the robot and at least three UWB anchors are 
placed at known positions in the environment [12]. In this 
way, the robot calculates its position with respect to the anc-
hors [13,14]. UWB-based localization systems are capable 
of detecting robots with a 10 cm accuracy that are moving 
at a speed of 20 km/h. Barral et al. [15] developed a system 
for tracking forklifts using UWB technology in an indoor 
environment. They tested various real world scenarios on 
Gazebo simulator by defining different modes of operation.

The aim of this paper is to develop a framework and 
propose a method to obtain the 2D map of an unknown in-
door environment with a quadrotor using an UWB system. 
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Exploration Algorithm

The purpose of this algorithm is to explore a closed area 
while avoiding collisions and covering the minimum pos-
sible distance. The total velocity of the UAV is obtained 
by the vectorial addition of the velocity contributions 
from the opening detection and obstacle avoidance be-
haviours [17].

The opening detection behaviours is used to identify 
the openings in the environment and to select the next des-
tination point accordingly. The opening points are obtained 
by comparing the proportions of distances obtained from 
two consecutive angles over the entire scanning area. The 
distance of the opening from the station where the robot 
stops is found using the following formula:

i
corner

i

rr = max , i = 1,2,3...,270
r +1

(1)

where ir  and 1ir+  are two consecutive laser scans while 
cornerr  is the detected distance from the station.

Since the UAV’s orientation, estimated position, UWB 
data, distance to the corner point and angle information 
are known, the position of the corner point can be obtained 
using Eq. 2 and Eq. 3.

( ) corner UAV cornerx x r cos ψ θ= + +     (2)

( )corner UAV cornery y r cos ψ θ= + +    (3)

where, cornerx  is the x coordinate of the destination point 
and cornery  is the y coordinate of the destination point, ψ 
and θ refer to the heading angle and the angle between 
corner and quadrotor, respectively. Then, the angle bet-
ween the target and the UAV is selected to be 10o away 
form the corner compared to the the angle between the 
corner point and the UAV. While the UAV’s orientation 
is always towards the target, its forward speed is adjusted 
according to its distance from the target as calculated in 
the Eq. 4. Here, forwardv  is the forward velocity. K0 and Kp 
represents the predefined velocity gain coefficients and l 
is the distance to destination point. The reason why using 

the cube root of the distance is to obtain smoother velo-
city changes as quadrotor gets closer to the destination.

3
0forward pKv K l= + (4)

The speed contribution required to move around the 
obstacles safely and to move around the walls without colli-
sions is calculated using the information obtained from the 
laser range finder at each angle. Using laser scans at each 
angle, velocity vectors are generated such that the magnitu-
de is inversely proportional to and opposite to the distance 
as:

^

i i
i

Kv r
r

= (5)

where, K is the predefined obstacle avoidance gain and 
vi is the obstacle avoidance velocity. By summing the ve-
locity vectors from the opening detection algorithm and 
obstacle avoidance algorithm, the velocity of the UAV is 
calculated.

Target-Based Navigation Algorithm

Target-based navigation algorithm is based on ”Frontier-
based Probabilistic Approach” algorithm [18]. This algo-
rithm aims to explore map of the environment by moving 
the border between the discovered and undiscovered are-
as.

Basically, the target-based navigation algorithm cre-
ates an occupancy matrix by using data coming from the 
sensors. In this matrix, unknown areas take ”-1” value and 
known regions take a value between ”0” and ”100” according 
to the occupancy rate. The Algorithm 2 first finds potential 
points to move using the Algorithm 3 and adds these points 
to a list. Then, it selects the nearest destination point and 
creates a path from the UAV to the target point. If the tar-
get point is reachable, UAV flies directly to that point as in 
the Algorithm 4. If there is an obstacle between the current 
position of the UAV and the next destination point, it uses A* 
algorithm to find the shortest obstacle-free path to the des-
tination point. The algorithm monitors if the UAV reaches 
the destination point, and gives the next destination point 
until all the region is explored.

Algorithm 1. Pseudocode for Wall Following Algorithm [17].

Algorithm 2. Pseudocode for Navigation Controller Algorithm Main 
Function.



O
. O

ra
l e

t a
l./

 H
itt

ite
 J 

Sc
i E

ng
, 2

02
0,

 7
 (2

) 1
25

–1
34

128

A* search algorithm [19] calculates the cost of each ad-
jacent point by using an heuristic evaluation function as in 
Eq. 6. After all the calculations are done, it creates a suitable 
path by combining the points with minimum cost.

F(n) = G(n) + H(n) (6)

In Equation 6, n is the previous point of the path, G(n) 
is the cost of the path from the start point to the adjacent 
point, and H(n) is the heuristic that estimates the cost of the 
lowest cost path from n to the target point. In our case, H(n) 
is the Euclidian distance between corresponding point and 
target point.

Experimental Setup

In this section, the software packages and the hardware 
used are introduced.

Software Packages

In this paper, ROS (Robot Operating System) is used as 
the middleware for controller development [20]. ROS 
speeds up controller development considerably due to 
its readily available libraries. Recently, it has been widely 
adopted in the robotics literature [21, 22]. ROS provi-
des convenient low-level features such as device control, 
hardware abstraction, and management of packages, as 

well as many libraries for mapping and localization, navi-
gation and perception.

Gazebo is used as the simulation environment. Gaze-
bo is a physics-based 3D simulator used widely in robotics 
studies. It uses different physics engines such as ODE and 
Bullet. OGRE is used as the graphics engine. ROS can seam-
lessly be integrated to Gazebo that eases the development of 
controllers in Gazebo. In the simulations, a PC with Ubuntu 
16.04 LTS(Xenial Xerus) is used running ROS Kinetic Kame 
distribution and Gazebo 7.1.

Quadrotor

The Hector quadrotor model is used as the quadrotor 
platform [23]. "Hector SLAM" package including ”Hector 
Mapping, Hector IMU Tools and Hector Nav Msgs” for 
simultaneous localization and mapping, which is develo-
ped especially for indoor environments, are used.

The laser range finder "Hokuyo UTM-30LX LIDAR 
[24]" is selected and mounted under the UAV. A sonar sen-
sor is used to measure the height of the quadrotor from the 
ground. An IMU is used to measure the angular velocity 
and acceleration of the UAV. Lastly, a UWB sensor is used 
for localization. A tag is mounted on the quadrotor and anc-
hors are placed on the walls of the environment as shown 
in Fig. 2. A new plugin named ”Gazebosensorplugin” that 
is developed by Barral et al. [15] is adopted for reading the 
senors. The Hector Quadrotor model is shown with the in-
tegrated laser range finder in Fig. 1.

Algorithm 3. Pseudocode for Navigation Controller Algorithm FindO-
penSpaces Function.

Algorithm 4. Pseudocode for Navigation Controller Algorithm Select-
NextDestination.

Figure 1. Hector Quadrotor [23].

Figure 2. Maps Used for Simulations. UWB anchors are shown with white spheres on the walls. (a) Map 1 [25] (b) Map 2 with Obstacles
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EXPERIMENTAL PROCEDURE

In Gazebo, two maps are developed with different comp-
lexities. On these maps, the aforementioned navigation 
algorithms are tested. The size of Map 1 is set to be app-
roximately 280m2 and there are no obstacles present on 
this map [25]. Similarly, a more challenging map is de-
signed with a size of 850m2 having different sized and 
shaped obstacles such as standing man, cube and barrier. 
The corresponding maps are shown in Fig. 2.

All three algorithms are tested on Map 1. However, 
exploration algorithm failed on Map 2 since it is not smart 
enough to carry out navigation and mapping on huge maps 
with obstacles. Therefore, only two algorithms are tested on 
Map 2. The quadrotor is released from ten different posi-
tions in order to check the repeatability of the algorithms. 
Simulations are completed after the entire map is explored.

Performance Metrics

All described algorithms perform the same task that is 
to obtain the map of an unknown indoor environment 

without colliding with any obstacles. It is required to 
determine some criteria in order to measure the effec-
tiveness of algorithms in different scenarios. Hence two 
performance metrics are defined.

Distance

The distance travelled by the robot is recorded. The smal-
ler the distance is, the more successful the algorithm is. d 
represents the distance of the robot in meters.

Time

This criterion is the total time spent throughout the map-
ping process of an unknown indoor environment. Time 
is indicated by t and it is measured in seconds.

RESULTS AND DISCUSSION

Simulations

The results of the simulations performed in Map 1 are 
shown in Fig. 3 for the exploration, target-based naviga-

Table 1. Performance Comparison Table for Map 1 (σExp, σTar and σW all denote the standard deviation of distance and time for the exploration, target-
based and wall following methods, respectively.).

Exploration 
Algorithm

Target-Based Navigation 
Algorithm

Wall Following 
Algorithm σExp σTar σWall

d [m] 38 36 45 7,8 5,9 8,2

t [s] 253 247 312 52 40 57

Figure 3. Navigation Algorithms for Mapping on Map 1. (a) Navigation with the Target-Based Navigation Algorithm (b) Navigation with the Wall 
Following Algorithm (c) Navigation with the Exploration Algorithm
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tion and wall following algorithms, respectively. In Fig. 
3, the map is explored with five stops for the explorati-
on algorithm while it is explored with six stops for the 
target-based navigation algorithm. On the other hand, 
number of stops is four for the wall following algorithm 
and it is equal to number of corners since wall following 
algorithm stops if it encounters a wall.

Figure 4. Time-Dependent Performance of the Navigation Algorithms on Map 1. Points show the mean and error bars show the variance. Time 
measurements are taken at some stop points of the corresponding algorithm as shown in Figure 3. For instance, quadrotor stops four times during 
navigation for the wall following algorithm while it stops five times for the exploration algorithm.

The performance of each algorithm on Map 1 are 
shown in Fig.s 4, 5 and Table 1 for time and distance, respec-
tively. Target-based navigation algorithm performs better in 
terms of time and distance travelled when compared to the 
other two algorithms.

Figure 5. Path-Dependent Performance of the Navigation Algorithms on Map 1. Points show the mean and error bars show the variance. Distance 
measurements are taken at some stop points of the corresponding algorithm as shown in Figure 3. For instance, quadrotor stops four times during 
navigation for the wall following algorithm while it stops five times for the exploration algorithm.
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The results of the simulations performed in Map 2 with 
obstacles are shown in Fig. 6 for target-based navigation and 
wall following algorithms, respectively. In Fig. 6, number of 
stops decreases for the target-based navigation algorithm 
due to the presence of obstacles in the environment. The 
wall following algorithm performs almost the same way as 
the previous map. However, longer distance is travelled with 
the wall following algorithm due to the larger size of Map 2.

The performance of each algorithm on Map 2 are 
shown in Fig.s 7, 8 and Table 2 for time and distance, res-
pectively. Target-based navigation algorithm is far more 
superior than the wall following algorithm in terms of all 
performance measures.

Discussion

In this study, performance of different navigation algo-
rithms on two different maps have been investigated ba-
sed on time and travelled distance. The exploration al-
gorithm makes the UAV to move to the corner points. It 
is successful on relatively small environments. However, 
it fails on the large ones. The simulation results of this 
algorithm was not shown in Map 2 since it failed  on this 
map. The number of destination points visited is directly 
proportional to the number of corners as seen in Fig. 3. 

The algorithm revisits the discovered areas since it does 
not keep the positions in its memory. Major changes are 
observed in time and distance travelled values when the 
initial position of the robot is altered (see Fig.s 4 , 5 and 
Table 1). This indicates that the algorithm has poor repe-
atability performance.

Wall following is a well-known algorithm to navigate 
in indoor environments. Although it is known as a simple 
and effective algorithm, it has some drawbacks. If the size of 
the map increases, the distance travelled and the time spent 
also increase. It explores the map in similar ways. Thus, 
starting from different points for navigation does not affect 
the repeatability performance(see Fig. 4, 5, 7, 8 and Tables 
1, 2). It does not check whether the map is explored or not 
since the only reference is wall tracking. It may obtain suc-
cessful results in the indoor environments with continuous 
walls. However, it fails if there are multiple continuous walls 
in the environment.

The target-based navigation algorithm assigns targets 
and generates obstacle free paths. This algorithm is able to 
explore both Map 1 and Map 2 for each case. Although the 
target-based navigation algorithm performed similar to the 
other two algorithms on Map 1, it outperformed the two 
on Map 2.

Table 2. Performance Comparison Table for Map 2 with Obstacles (σTar and σW all denote the standard deviation of distance and time for the target-
based and wall following methods, respectively.).

Target-Based Navigation 
Algorithm

Wall Following 
Algorithm σTar σWall

d [m] 103 182 14,1 6,68

t [s] 812 1393 110 51

Figure 6. Navigation Algorithms for Mapping on Map 2 with Obstacles (a) Navigation with the Target-Based Navigation Algorithm (b) Navigation 
with the Wall Following Algorithm
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In addition, with the target-based navigation algorithm 
similar results are obtained regardless of the initial position 
of the UAV since it has a consistent target generation algo-
rithm as shown in Fig.s 4, 5, 7, 8 and Tables 1, 2. Therefore, 
repeatability performance is superior compared with the 
other navigation algorithms.

All in all, the exploration and the wall following algo-
rithms move by using the details such as corners, walls and 
obstacles in the indoor environment. Therefore, they do not 
check whether the map has been discovered. On the other 
hand, the target-based navigation algorithm directly uses 
the explored areas to select the next destination. This featu-
re guarantees that the map is explored.

Figure 7. Time-Dependent Performance of the Navigation Algorithms on Map 2. Points show the mean and error bars show the variance. Time 
measurements are taken at some stop points of the corresponding algorithm as shown in Figure 6. For instance, quadrotor stops fourteen times during 
navigation for the target-based navigation algorithm while it stops twenty two times for the wall following algorithm.

Figure 8. Path-Dependent Performance of the Navigation Algorithms on Map 2. Points show the mean and error bars show the variance. Distance 
measurements are taken at some stop points of the corresponding algorithm as shown in Figure 6. For instance, quadrotor stops fourteen times during 
navigation for the target-based navigation algorithm while it stops twenty two times for the wall following algorithm.
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In addition, comparisons show that the target-based 
navigation algorithm gets better results than the other na-
vigation algorithms.

CONCLUSION

In this study, a novel navigation algorithm was developed 
for a quadrotor in order to obtain the map of unknown 
indoor environments. Two different navigation algo-
rithms that were presented in the previous studies were 
used to compare the performance of the proposed novel 
algorithm using different performance metrics. LIDAR-
based SLAM method was used in all algorithms. UWB 
localization was applied to the exploration algorithm and 
the novel algorithm by using anchors placed on the walls 
and a tag mounted on quadrotor. In this way, local po-
sitioning system was formed. Local positioning was not 
used for the wall following algorithm since it does not 
require localization. Wall following is an old and well-
known navigation algorithm. It is suitable for mazelike 
environments but it can also be used for any indoor en-
vironment. However, it performs poorly when time and 
distance travelled are important. In addition, it does not 
succeed in indoor environments with large empty spaces. 
The exploration algorithm uses corners and open spa-
ces to find destination points. Even if it is considered as 
successful in small indoor environments, it fails in large 
indoor environments with obstacles. Different than this, 
the novel algorithm guarantees to obtain the whole map 
since it directly uses the explored areas by composing a 
matrix. Navigation system of the wall following and exp-
loration algorithms is not based on explored map. The 
map of an indoor environment is explored unconsciously 
by these algorithms since they just use the features of the 
environment without checking whether the map is exp-
lored or not. In addition, novel algorithm may be applied 
for any robots including aerial robots, ground robots and 
underwater robots.

The performed simulations showed that the novel al-
gorithm mostly beats the opponents. Exploration algorithm 
directly failed in large indoor environments including diffe-
rent obstacles. Although wall following algorithm managed 
to obtain map of indoors, it wasted time and travelled a lon-
ger distance. Moreover, repeatability analysis indicates that 
performance metrics come out with close values for novel 
algorithm. In other words, navigation with novel algorithm 
raises similar results regardless of the robot’s initial position.

As a future work, the navigation algorithms can be tes-
ted in physical environments by setting up the maps in real 
world. Instead of LIDAR based SLAM method, camera ba-
sed SLAM method may be used easily by taking advantage 
of generic novel algorithm. In addition, several quadrotors 

can be released from different points simultaneously in or-
der to reduce the discovery time  of the map and communi-
cation among quadrotors can be established using wireless 
technologies. Furthermore, the novel algorithm can be tes-
ted using various aerial, ground and underwater robots.
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Diesel engines or CI engines have been taken 
into consideration to be a vital and important 

power source all over the world for various areas 
such as transportation (land, air, and sea), agricul-
ture, power generation, industrial activities, and 
construction engineering sectors because they have 
high-performance features [1-3]. Diesel engines pos-
sess also capacity in terms of supplying higher torque, 
higher power outcome, higher durability and supe-
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rior fuel conversion efficiency in comparison with 
the spark ignition engines [4]. The aforementioned 
characteristics, therefore, showed that diesel engines 
are preferable selection as compared to the gasoline 
engines considering the widespread area of applicati-
ons [5]. Unfortunately, diesel engines are largely de-
pended on the fossil-based fuels. The pollutants rele-
ased from the engines have been increased worldwide 
owing to the production as well as consumption of 

A B S T R A C T

A lcohols are significant alternative and renewable fuel candidates for the utilization in the 
internal combustion engines due to encouraging favorable environmental and economic 

outputs. Long-chain alcohols have various advantages over short-chain alcohols because of 
their larger energy content, elevated cetane number (CN) and preferable blending properties, 
etc. The objective of the present experimental research deal with the exploring and compare 
the inf luence of the ternary fuel mixtures of petroleum-based diesel fuel, cottonseed oil me-
thyl ester (COME) and long-chain alcohols of isopropanol (Pr), 1-butanol (Bt), and isopen-
tanol (Pt) on the performance and emission characteristics of a single-cylinder, four-stroke, 
naturally-aspirated, direct-injection compression-ignition (CI) engine. As the prepared test-
ed fuel samples, four different blends were as follows on a volume basis: B20 (20% COME 
+ %80 diesel fuel), B20Pr20 (20% COME + %20 isopropanol + %80 diesel fuel), B20Bt20
(20% COME + %20 1-butanol + %80 diesel fuel), and B20Pt20 (20% COME + %20 iso-
pentanol + %80 diesel fuel). The engine trials were carried out at various loads (0-1250 W)
and under a constant speed (3000 rpm) to observe the aforementioned behaviors. Based on
the experimental outcomes, brake specific fuel consumption (BSFC) values of B20Pr20 ex-
hibited higher than those of other ternary blends at all loads. Brake thermal efficiency (BTE) 
values for B20Pt20 were observed as larger than those of ternary blends. B20Pt20 had higher 
exhaust gas temperature (EGT) values than those of B20Bt20 and B20Pr20. The infusion of 
long-chain alcohols to COME/diesel blend caused to reduce NOX emissions meanwhile iso-
propanol, 1-butanol, and isopentanol were the most to least inf luential alcohol types, respec-
tively. Besides, with the addition of alcohol, a substantial decrement was noticed in smoke
opacity at entire loads owing to the excess amount of oxygen content and lesser ratio of C/H
of the alcohols. However, CO and HC emissions rose by infusion of long-chain alcohols to
the blends. Finally, it can be concluded that higher alcohols could be a possible fuel additive
for the fractional replacement for petroleum-based diesel fuel and biodiesel in the blends for
CI engine practices.
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fuel [16]. Biodiesel can be briefly described as the mixture 
of the mono-alkyl esters of long-chain fatty acids synthesi-
zed from different raw materials like vegetable oils, animal 
fats and their wastes, etc. [17]. Although there are different 
techniques (dilution, pyrolysis, transesterification, micro-
emulsion) to obtain biodiesel, the transesterification met-
hod has been mostly used by researchers [18, 19]. One of 
the most significant characteristics of biodiesels is to being 
possess lesser emissions in comparison with mineral diesel 
fuel. Biodiesel is an alternative, renewable, non-toxic, envi-
ronmentally-friendly, sulfur-free, and clean fuel [20, 21]. Bi-
odiesel fuels have not only direct use in diesel engines but 
they can be also used by mixed with conventional diesel fuel 
at any concentrations [22]. However, the diesel engines have 
not been operated with pure biodiesel up to 100% out of any 
engine alteration because of its higher density and viscosity 
values. In addition, the worse low-temperature properties 
for biodiesel fuels are limited in terms of direct usage. The 
above mentioned worse characteristics of biodiesel can be 
eliminated with blending alcohols [23, 24]. Alcohol can be 
synthesized from renewable raw materials like biomass, 
thus, it is an important renewable fuel [25]. On the other 
hand, alcohols have a few substantial disadvantages like low 
CN, high latent heat of vaporization (LHV). It can be clearly, 
therefore, stated that the alcohols could not be preferred as 
a fuel in CI engines directly [26].

As known, the fuel properties of biofuels have to be 
enhanced and brought closer to the traditional diesel fuel 
before using in the diesel engines. Many fuel specifications 
like viscosity and density can be developed with the supple-
mentation of various types of alcohols to biodiesel or diesel 
fuel/biodiesel mixtures [27, 28]. When the present literature 
was surveyed, such researches performed and the focus on 
the point of these investigations has generally been related 
to the diesel fuel/biodiesel mixtures and the infusion of par-
ticular alcohols into those blends [29-31]. The researchers 
have been the most commonly tested biodiesel produced 
from various vegetable oils and ethanol (C2H5OH) as re-
newable, sustainable, and alternative fuels in CI engines at 
several proportions [32, 33]. Ethanol leads to separation of 
phase above 10°C when it is mixed with biodiesel or diesel 
fuels to power the CI engines [34]. Besides that, ethanol can-
not be blended with pure diesel fuel with high proportions 
due to less CN resulting in ignition delay (ID), low energy 
content and worse lubricity characteristic of ethanol [35]. 
Noteworthy, it has been considered that alcohol can be more 
smoothly blended with biodiesel and diesel fuels regarding 
the increase of carbon atoms in the chemical bonds of the 
alcohol. Moreover, the rise of the carbon atom number insi-
de the alcohol causes to boost CN, energy capacity, viscosity, 
and density while decreasing the excessive amount of in-
herent oxygen content. Concerning the quantity of carbon 
atoms in the chemical bonds of long-chain alcohols such 

fossil-based fuels. By all means, most of the pollutants 
have been spread because of the utilization of diesel fuel 
[6, 7]. The portion of contaminants in the overall atmosp-
heric air pollution brought about by transportation vehic-
les powered by diesel engines has been augmenting along 
with the rise of these vehicles in the world [8]. From those 
issues, it is to be noted that alternative, renewable, susta-
inable and clean fuel resources for diesel engines have to 
be searching because of the motivating parameters rela-
ted to the fluctuations in the petroleum prices, concerns 
with global warming, toxic pollutants released from the 
engines and strict emission legislation [9-13].

Alternative fuel resources have commenced acquiring 
higher popularity by countries owing to their capability in 
the reduction of greenhouse gasses, presence in nature and 
availability, less dependency on petroleum imports, etc. [14, 
15]. Among the above-mentioned sources, biodiesel and 
alcohols have great potentials in the countries where have 
a higher amount of biomass capacity. Also, they are come 
up with alternative candidates for replacement over diesel 

Nomenclature

BSFC Brake specific fuel consumption (g/kWh)

BTE Brake thermal efficiency (%)

CA Crank angle (degree)

COME Cottonseed oil methyl ester

CN Cetane number

CI Compression-ignition

Pr Isopropanol

Bt 1-butanol

Pt Isopentanol

B20 20% COME + %80 diesel fuel

B20Pr20 20% COME + %20 isopropanol + %80 diesel fuel

B20Bt20 20% COME + %20 1-butanol + %80 diesel fuel

B20Pt20 20% COME + %20 isopentanol + %80 diesel fuel

D100 Diesel fuel

EGT Exhaust gas temperature (oC)

TDC Top dead center

EGR Exhaust gas recirculation

NaOH Sodium hydroxide

CO Carbon monoxide (%)

LHV Latent heat of vaporization (kJ/kg)

HC Unburned hydrocarbon (ppm)

ID Ignition delay (degree)

NOx Oxides of nitrogen (ppm)

NO2 Nitrogen dioxide (ppm)

NO Nitrogen monoxide (ppm)

CO2 Carbon dioxide (%)

R Dependent factor

X Independent variables

W Uncertainty value



137

M
. K

. Y
eş

ily
ur

t/
 H

itt
ite

 J 
Sc

i E
ng

, 2
02

0,
 7

 (2
) 1

35
–1

48

as propanol-C3H7OH, butanol-C4H9OH, and pentanol-
C5H11OH have higher energy contents, densities, viscositi-
es, CN, flame speeds even though they have lower LHV, risk 
of corrosion, and ignition temperature [36, 37]. When the 
literature was comprehensively evaluated, there is a limited 
number examination with respect to the investigation of 
propanol with blending biodiesel and diesel fuels on the inf-
luences of the engine characteristics involving performance, 
emissions, and combustion [38-41]. No doubt that the re-
cent literature has exhibited numerous papers investigating 
the butanol blends with diesel and biodiesel [4, 25, 42-49]. 
However, the researches that use of many pentanol isomers 
as alternative additives for diesel fuel and biodiesel have not 
been enough. For instance, Campos-Fernández et al. [50], Li 
et al. [51, 52], Yang et al. [53], Santhosh et al. [54] and Sridhar 
et al. [55] studied the effects of pentanol on the engine per-
formance, emissions, and combustion behaviors of different 
types of diesel engines.

Based on the aforementioned studies conducted by va-
rious researchers, butanol and pentanol might be tested to 
be as oxygenated fuel additives for diesel fuel, biodiesel, and 
their blends out of any major alteration on the engine. In ad-
dition to this, these researches have approved that the hig-
her-order alcohols such as butanol and pentanol have been 
found to be more powerful additives than short-chain alco-
hols in terms of improving the fuel properties of biodiesel, 
and hence, they can be accepted as next-generation biofuels 
owing to the above-mentioned potentials. In spite of the fact 
that there are many researches regarding the higher-order 
alcohols as referring above, as far as the author knows that 
there is a skimpy number of papers in the recent literatu-
re for the assessment of propanol, butanol, and pentanol in 
the identical test engine. Some of them were summarized 
as follows: Atmanli [8], for instance, performed compara-
tive analyses of waste oil biodiesel/diesel fuel and propanol, 
n-butanol or 1-pentanol blends in a CI engine to observe the 
performance and emissions levels. The researcher found 
that the supplementation of the above-mentioned higher-
order tested alcohols to the biodiesel/diesel fuel blend ins-
pired to enhance the cold flow specifications. BSFC for ter-
nary blends increased owing to the lower calorific values of 
the alcohols in the meantime BTE augmented. All the tested 
long-chain alcohol fuel samples boosted CO emissions me-
anwhile NOX emissions decreased in contrast to the diesel/
biodiesel fuel blend. Jin et al. [9] scrutinized the impacts of 
the different kinds of propanol (n-propanol, iso-propanol), 
butanol (n-butanol, iso-butanol, sec-butanol, tert-butanol), 
and pentanol (n-pentanol, iso-pentanol, tert-pentanol) on 
the solubility of alcohol/diesel mixtures. Kumar and Sara-
vanan [36] reviewed the usage of higher-order alcohols in 
the CI engines comprehensively. Kumar et al. [41] optimized 
the performance and emission features of a DI diesel engi-
ne fueled with the blends of diesel/n-propanol, n-butanol or 
n-pentanol applying statistical approach such as response 

surface methodology. The best engine configurations were 
monitored for diesel/n-propanol as injected at 25o crank 
angle (CA) before top dead center (TDC) with 30% exha-
ust gas recirculation (EGR) and for others, as injected at 
24o CA before TDC with 10% EGR. Ghadikolaei et al. [56] 
scrutinized the performance, combustion, and emission 
patterns of a CI engine running on diesel/biodiesel/alcohol 
(methanol-C1, ethanol-C2, propanol-C3, butanol-C4, and 
pentanol-C5) blends. Interestingly, the researchers ensu-
red the blends with the same oxygen concentration as 5%. 
They concluded that the methanol blend exhibited the best 
performance with least emission profiles amongst the tes-
ted fuel blends. Yilmaz et al. [57] experimented the influ-
ence of the several higher-order alcohols such as propanol, 
n-butanol, and 1-pentanol addition into the methyl ester 
obtained from waste oil on the performance and emission 
properties of a CI engine under diverse engine loads (0, 3, 
6, and 9 kW) and a constant speed of 1800 rpm. As a result, 
they highlighted that 10% (by volume) alcohol addition into 
the waste oil methyl ester seems reasonable to accept as an 
alternating to traditional fossil-based diesel fuel taking into 
account their higher BSFC figures. Atmanli and Yilmaz 
[58] examined the combustion features of a CI engine un-
der the semi-low temperature fuelled condition with was-
te oil biodiesel/alcohol (propanol-C3, n-butanol-C4, and 
1-pentanol-C5). They marked that all of the tested alcohols 
in the experiments have been found to be candidates for 
diesel engines in the reduction of harmful gases released 
from the engine. As observed, currently published papers 
in this subject figured out many outcomes on the influences 
of higher alcohols concerning the performance and exhaust 
gas pollutants in the CI engine. The present experimental 
examination was performed so as to complete the above-
mentioned gap since the comparison of performance and 
emission characteristics of the handled alcohols have not 
been scrutinized in detail.

In the present work, as alternative and clean fuels, the 
long-chain alcohols of isopropanol, 1-butanol, and isopenta-
nol were blended with diesel fuel and COME as a fractional 
substitution in CI engine applications. The methyl ester na-
mely alternative biodiesel fuel from the cottonseed oil was 
produced via implementing a single-step transesterification 
reaction using methanol in the presence of NaOH. For pre-
paring the tested fuel samples, 20% (by volume) isopropanol, 
1-butanol, and isopentanol was added into the diesel/COME 
blend to obtain B20Pr20, B20Bt20, and B20Pt20. In order to 
evaluate the performance and emission characteristics of a 
single-cylinder, four-stroke, DI diesel engine, the trials were 
conducted on under five dissimilar engine loads (0-1250 W) 
with a fixed speed (3000 rpm) for each tested fuels. After-
ward, the results coming from the experiments were meti-
culously compared with the reference fuels those are diesel 
and diesel/COME blend.   
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i.e., 20% (by volume) decreasing the diesel concentration in 
the blend. These blends are called as B20Pr20 (20% COME + 
%20 isopropanol + %80 diesel fuel), B20Bt20 (20% COME + 
%20 1-butanol + %80 diesel fuel), and B20Pt20 (20% COME 
+ %20 isopentanol + %80 diesel fuel). Some of the physicoc-
hemical specifications of the chosen alcohols in the current
study and the key fuel characteristics of the tested fuel spe-
cimens used in the engine trials were presented in Table 1.

The diesel engine experiments were executed at several 
loads such as 0 W, 500 W, 750 W, 1000 W, and 1250 W un-
der the fixed speed (3000 rpm). To eliminate the errors, all 
of the fuel specimens were tried under almost identical wor-
king conditions. All of the parameters coming from the en-
gine tests were compared with the reference D100 and B20. 

The diagrammatic appearance of the experimental la-
yout was technically illustrated in Fig. 1. The engine trials 
have been achieved in a single-cylinder, DI diesel engine. 
This diesel engine was mounted on a generator and the se-
ries of electrical resistance components were placed to load 
this test engine. The technical properties of the diesel power 
generator were given in Table 2. The engine experiments 
were performed without any engine modification. Besides, 
all data were recorded during the tests whenever the tes-
ted engine attained the conditions of steady-state. For this 
purpose, the engine had been operated at least 15 minutes, 
before each experiment commenced.

The emission patterns (carbon monoxide, carbon dio-
xide, unburned hydrocarbon, and nitrogen oxides) and smo-
ke opacity data of the fuels used in this study were measured 
with the assistance of a gas analyzer and opacimeter (Italo 
Plus-Spin type). Table 3 showed the range of the measure-
ment and accuracy values of the exhaust gas analyzer and 
opacimeter. Prior to the emission measurement, the gas 

Table 1. The key fuel characteristics of the tested fuel samples

No Property Unit D100 B20 B20Pr20 B20Bt20 B20Pt20 Isopropanol 1-butanol Isopentanol

1 Density at 15oC kg/m3 825 838 830 834 835 784 807 812

2 Kinematic viscosity 
at 40oC mm2/s 2.539 3.011 2.857 2.955 3.088 1.769 2.258 2.923

3 Lower calorific 
value kJ/kg 43571 42306 39322 40192 40540 28652 33002 34741

4 Cetane number - 52.30 51.04 42.98 43.98 44.58 121 171 201

5 Carbon wt. % 87.05 84.64 79.23 80.20 80.87 60.00 64.87 68.18

6 Hydrogen wt. % 12.95 12.96 13.04 13.07 13.10 13.33 13.51 13.64

7 Oxygen wt. % 0 2.40 7.73 6.73 6.03 26.67 21.62 18.18

8 Carbon/Hydrogen 6.722 6.531 6.078 6.136 6.174 4.501 4.802 4.999

9 Water content ppm 23 118 230 185 279 580 350 820

10 Latent heat of 
evaporation1 kJ/kg 270-375 - - - - 727.88 581.4 308.5

11 Copper strip 
corrosion2

Degree of 
corrosion la la la la la - - -

1 These values were adopted from Kumar and Saravanan [36]
2 3 h at 50oC

MATERIALS AND METHODS
In this experimental research, the influences of different 
kinds of alcohol infusion into the biodiesel/diesel mix-
ture on the engine performance and emissions patterns 
have been explored elaborately. For the aforementioned 
intent, diesel fuel, cottonseed oil methyl ester (COME), 
and alcohols (isopropanol-C3, 1-butanol-C4, and 
isopentanol-C5) have been used during the experiments. 
Isopropanol (99.7% purity) and 1-butanol (99% purity) 
were bought from Emir Chemical (Ankara-Turkey) whi-
le isopentanol (>98% purity) was supplied from Tekkim 
Laboratory Chemicals (Bursa-Turkey). During the engine 
test, commercially available diesel fuel purchased from 
a regional oil station (Yozgat- Turkey) was experimented 
in order to get the baseline data. Diesel fuel was called 
as D100.

The biodiesel fuel was produced by implementing a la-
boratory-scale single-step transesterification process in the 
Biofuel Laboratory, Mechanical Engineering Department, 
Yozgat Bozok University (Yozgat-Turkey). The transesterifi-
cation technique using methanol (99.8% purity) and sodium 
hydroxide (NaOH) pellets (99% purity) was used to prepare 
the COME. Cottonseed oil was taken from a local market 
(Ankara, Turkey). In order to produce the COME, the op-
timum transesterification reaction conditions were applied 
as follows: reaction temperature of 60oC, methanol to oil 
molar ratio of 6:1, reaction duration of 60 min, and catalyst 
concentration of 0.6%. More detail about the production of 
biodiesel from cottonseed oil can be also come across in the 
previous work of the author [59].

COME was mixed with pure diesel at the proportion of 
20% on a volume basis and coded as B20 (20% COME + %80 
diesel fuel). Later, the above-mentioned higher-order alco-
hols were mixed with B20 at the same ratio with biodiesel, 
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Figure 1. The schematic diagram of the experimental setup

sensors of the device were calibrated thanks to the standard 
gases so as to keep away from the faults. To get each exhaust 
gas emission findings and to avoid unsteadiness, the mea-
surements were carried out at least five times at a similar 
interruption and their averages were calculated and presen-
ted in this study.   

To measure the EGT values for the tested fuels, a 
K-type thermocouple was embedded on the exhaust pipe. 
As observed from Fig. 1, the consumption of the tested fuel 
samples was assigned in mass using a stopwatch and an 
electronic precision scale. As a measure, the fuel consump-
tion of all the fuel samples, the initial and final mass was 
recorded each 15 minutes duration at each engine load ope-
rating condition. 

As is well known that, the probability of errors occurring 

Table 2. Technical specifications of the diesel power generator

Diesel engine Generator

Manufacturer Katana Manufacturer Katana

Model Km 178Fe Model KD 4500E

Cylinder number Single-cylinder Maximum 
power 4.2 kVA

Cycle number Four Power 3.6 kVA

Bore x Stroke 78 mm x 62 mm Phase 1

Volume of cylinder 296 cm3 Voltage 230 V

Power output 
(Continuous) 6 hp Frequency 50 Hz

Power output 
(Maximum) 6.7 hp

Speed 3000 rpm

Compression ratio 18:1

Injection system DI

Cooling system Air-cooled

Injection timing 31obTDC

Injection pressure 200 bar

Intake system Naturally-
aspirated

Injector nozzle 
number 4

in any examination is high in the course of whole investi-
gations. Indeed, many errors form from the side of the re-
searcher though some of them are randomly comprised. 
In plenty of cases, the uncertainty of the investigation is 
commonly overcome by exerting the increase of the ex-
perimental run. On the other hand, sometimes there may 
be no chance of repeating experiments owing to the par-
ticular conditions that high-cost studies may be executed. 
Accordingly, the researchers should be meticulous and 
attentive in order to ensure the experimental findings for 
reducing the errors. With this intend, the uncertainties of 
the used apparatuses in the present research like exhaust 
gas emission sensors, temperature sensor, etc. were con-
sidered [60]. It is to be noted that the uncertainty values 
of the findings of the current work can be estimated in 
accordance with the square root method by using Equ-
ation (1) [61-63]. The values of the uncertainties as per-
centages for the detected parameters have been shown 
in Table 4.

1/222 2

1 2
1 2

R n
n

R R Rw w w w
x x x

     ∂ ∂ ∂ = + +…+     ∂ ∂ ∂       
           (1)

where;
• R: Dependent factor,
• x: Independent variables,
• w: Uncertainty value.

As a result, the entire uncertainty value coming from the 
types of equipment used in the experiments was calcula-
ted as ±2.74% applying the formula given underneath. It 
can be concluded that this value is well within the accep-
table limits [64, 65].

2

2 2 2

2 2 2
2

{( )
( ) ( ) ( )
( ) ( ) ( )
( )

Overall uncertainity Squareroot of uncertainityof BSFC
uncertainityof BTE uncertainityof CO uncertainityof NOx
uncertainityof HC uncertainityof CO uncertainityof smoke
uncertainityof EGT

=

+ + +

+ + +

+ 2}

  (2)

Table 3. Technical properties of the exhaust gas analyzer and opacimeter

Parameter Unit Range Accuracy

CO % 0-9.99 ± 0.06

CO2 % 0-19.99 ± 0.05

HC ppm 0-2500 ± 12

NOx ppm 0-2000 ± 5

Smoke opacity % 0-99 ± 2

EGT 0C 0-750 ± 1

Operating 
temparature

0C 5-40

Storage temperature 0C (-20)-(+60)

Feed voltage V DC 12
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( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

2 2 2 2

2 2 2 2

1.4 1.4 0.4 0.9
    

0.5 0.6 1.0 1.0
Squareroot of

 + + + =  
+ + + +  

                    (3)

(4)= 2.74%

RESULTS AND DISCUSSION
The performance and emission patterns for all the tested 
fuels (D100, B20, B20Pr20, B20Bt20, and B20Pt20) have 
been detected under different engine loads from 0 W to 
1250 W and at a fixed speed (3000 rpm). In the course 
of the research, great deals of parameters have been eva-
luated and the aforementioned experimental outcomes 
have been taken into account so as to compare with the 
conventional baseline D100 and B20 fuel blend. In additi-
on, these findings were comprehensively discussed con-
sidering the recent literature in this section which was 
presented underneath.  

3.1. Engine performance characteristics
The BTE, BSFC, and EGT have been regarded the prin-
cipal factors which have been benefited to identify the 
engine performance properties of a test engine while it 
is being run on the suited fuel samples. These major pa-
rameters are discussed in the below subsections point by 
point.

3.1.1. Brake thermal efficiency
BTE is summarized as being the efficiency of chemical 
energy conversion to the effective work obtained from 
the internal combustion engine. BTE is depended upon 
the net calorific value of the used fuel in the test engine 
since it is the rate of the output power to the heat en-
sured from the fuel [66]. Change of BTE values for the 
D100, B20, B20Pr20, B20Bt20, and B20Pt20 against the 
engine load was shown in Fig. 2. As it is obvious from the 

Table 4. Uncertainties values of the measured parameters	

No Instrument Uncertainty (%)

1 Load indicator ± 0.5

2 Temperature sensor ± 1.0

3 Speed ± 0.2

4 Smoke meter ± 1.0

5 Precision scales ± 0.5

6 Digital stop watch ± 0.2

7 Exhaust gas analyzer

CO ± 0.4

CO2 ± 0.6

HC ± 0.5

NOx ± 0.9

graph, BTE rises along with a promotion in load and the 
maximum results have been appeared under the highest 
condition operating condition. This case can be explai-
ned with much more fuel is spent at the higher loads able 
to generate a higher output of power in the engine [67]. 
The peak BTE values were observed by D100 all of the 
loads that are owing to its highest content of the energy 
of 43.571 MJ/kg. In contrast to D100, the lowest BTE 
values were obtained by B20Pr20 at all loads. It can be 
predicated to the fact that the net calorific value namely 
energy content of isopropanol (28.652 MJ/kg) is the least 
among the tested fuel samples, as seen in Table 1. Besides, 
B20 blend fuel shows lower values than that of pure D100 
because of worse viscosity and atomization characteris-
tics of the biodiesel fuel [68]. Actually, the B20Pt20 fuel 
blend is displayed by comparatively higher BTE values 
than those of ternary blends as a result of the existence 
of D100 that satisfies a reduction in the energy content 
of COME. At the maximum load, BTE values of D100, 
B20, B20Pr20, B20Bt20, and B20Pt20 were found to be 
at 23.83%, 21.51%, 18.24%, 19.75%, and 20.36%, respecti-
vely. As expected, all the ternary blends figure lesser BTE 
values than that of B20 at entire loads. This is because of 
the tested alcohols in the blends which they have less net 
calorific value than diesel fuel resulting in the reduction 
of calorific value of the blend [69]. Isopentanol has the 
highest net calorific value than those of other alcohols 
used in the present study. Moreover, similar trends have 
been indicated by Ning et al. [29] and Silintonga et al. [70]

3.1.2. Brake specific fuel consumption 
BSFC infers a comparison amongst the fuel quantity ex-
tinguished in any engine and the corresponding power 
generated by the engine. Indeed, it is an important indi-
cator for the efficiency of the fuel consumed of an engine, 
and therefore, it permits the comparison of fuel effici-
ency for various engines directly [4]. Fig. 3 portrays the 
change of BSFC values as a function of load for the tested 
fuel samples. It is to be noted that BSFC declines with 
the promotion of the load because it is a good agreement 
with the fact that larger fuel injection pressure and ex-
tended duration provided for fuel to mix in the chamber 

Figure 2. Change of BTE against the engine load
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of combustion under the elevated loads exists. Based on 
the before mention, the minimum BSFC values for the 
tested fuel specimens were encountered to be as the hig-
hest load in this work [71, 72]. At 1250 W, BSFC values 
were calculated as 351.64 g/kWh for D100 and 397.52 g/
kWh for B20. As seen, the B20 fuel blend shows a slightly 
larger BSFC than that of traditional D100. This case is a 
common inclination for the plenty of the alternative and 
renewable fuel candidates since they have lesser energy 
content than that of diesel fuel. It is an important factor 
to acquire a similar output power from the engine [69]. 
This can be also explained by the inappropriate atomi-
zation behaviors and high spray penetration of biodie-
sel fuel [73]. It is to be noted that this is led owing to a 
substantial descending in the net calorific value of the 
biodiesel fuel and not only its higher viscosity but density 
values also exhibit a basic role in the consumption of the 
fuel throughout the engine operation [74]. Moreover, the 
BSFC results for the ternary blends of 20% (by volume) ra-
tio of isopropanol, 1-butanol, and isopentanol at the hig-
hest load are determined to be as 508.51 g/kWh, 458.28 
g/kWh, and 437.59 g/kWh, respectively. The BSFC values 
for B20Pr20, B20Bt20, and B20Pt20 fuel blends were ave-
ragely by 41.97%, 32.40%, and 22.15%, respectively higher 
than that of D100 while averagely by 28.29%, 19.65%, and 
10.40%, respectively higher than that of the B20 blend. 
Noteworthy, it was evident that BSFC values for isopen-
tanol infused ternary blend are lower than those of other 
ternary blends. This is because of the larger energy amo-
unt of the isopentanol than that of tested higher-order al-
cohols, as shown in first Table. These findings have been 
a good agreement with the findings put forth by Babu and 
Anand [75] as well as Devarajan et al. [76].  

3.1.3. Exhaust gas temperature 
The change of the EGT with respect to the load for vario-
us fuels has been demonstrated in Fig. 4. It is anticipated 
from this research that the maximum EGT values are de-
termined at the peak load operating condition. EGT va-
lues are ascended with the increase of the load for whole 
the fuel specimens [77, 78]. The minimum EGT values 
for D100, B20, B20Pr20, B20Bt20, and B20Pt20 were ob-

served to be as in the order of 137oC, 121oC, 99oC, 108oC, 
and 115oC while the maximum EGT values were found 
to be at 298oC, 263oC, 234oC, 244oC, and 256oC, respec-
tively. As seen, the peak EGT values at all engine loads 
have occurred with pure diesel fuel. The EGT is a signifi-
cant indicator that influences the exhaust gas pollutants 
released from the engine. Normally, EGT can change 
depending upon the operating conditions of the engine 
like injection pressure, compression ratio, engine speed, 
engine load, etc. and specifications of the consumed fuel 
like net calorific value, viscosity, CN, density, etc. [79]. It 
is evident from the graph that there is a considerable va-
riation between the experimental findings for the used 
fuel samples. The supplementation of biodiesel into D100 
inspired reductions in EGT values due to lesser energy 
content of biodiesel [80]. A similar trend was also seen 
in the ternary blends. The alcohol infusion to the B20 
blend has led to a decrease in the values of EGT [81]. The 
minimum EGT values at all engine loads were observed 
using isopropanol blended fuel sample because of the net 
heat capacity of the isopropanol, as presented in Table 
1. Among the ternary blends, the maximum values were
achieved with isopentanol owing to the above-mentioned 
reason. The alcohols can draw back the heat energy from
the surrounding region because they have high LHV.
Hence, EGT values decrease significantly when the test
engine powered by the alcohol added fuels [82]. LHV of
the tested alcohols can be seen in Table 1 and it can be
ordered from highest to the lowest as follows: isopropa-
nol, 1-butanol, and isopentanol. Accordingly, the EGT va-
lues can be sorted from highest to the lowest as follows:
isopentanol, 1-butanol, and isopropanol. In this way, the
EGT alteration was validated. One has not passed witho-
ut saying the situation that this can be linked to the lower 
end temperature of the combustion occurred inside the
cylinder when diesel engine fuelled with the tested fuel
samples that have a high native content of oxygen in the
chemical bonds as well as lower heat capacity [56]. It is
stated to be in other words that the higher concentration
of oxygen amount in the chamber of combustion leads to
a decrease in EGT values by improving the combustion
efficiency as compared to conventional diesel fuel [81, 83]. 

3.2. Exhaust emission parameters
This section indicates a comprehensive and detailed 
discussion on the exhaust gas patterns like carbon mo-
noxide (CO), unburned hydrocarbon (HC), carbon dio-
xide (CO2), oxides of nitrogen (NOX), and smoke opacity 
measured from the experiments conducting diesel fuel, 
diesel/biodiesel blend, and ternary blends of alcohol/bio-
diesel/diesel at desired loads.   

3.2.1. Hydrocarbon emissions
The unburned HC of any engine is key evidence of the 
attribute of the combustion reaction. The factors such 

Figure 3. Change of BSFC against the engine load
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as spray characteristics of the fuel, air/fuel ratio, fuel 
properties, and engine working circumstances affect 
unburned HC emission formation inside the cylinder 
[4, 84]. Fig. 5 depicts the change of HC emissions of the 
tested fuel samples concerning the loads. As figured out 
from the illustration, the conventional diesel fuel releases 
the highest concentration of HC emissions than that of 
performed fuel samples at entire loads. COME that is an 
alternative fuel as biodiesel has a native content of oxy-
gen in the chemical structure contrary to mineral diesel 
fuel. D100 is composed of pure hydrocarbon chains. Si-
milar outcomes have been also reported by many kinds 
of literature operating with various biodiesel fuelled CI 
engine [67, 85, 86]. At 1250 W operating conditions, the 
maximum HC emission for D100, B20, B20Pr20, B20Bt20, 
and B20Pt20 were found to be at 365.82 ppm, 329.42 ppm, 
262.99 ppm, 283.92 ppm, and 296.66 ppm, respectively. 
On average, B20 fuel blend exhibited a 9.20% reduction 
in HC emission in comparison with that of D100 whi-
le B20Pr20, B20Bt20, and B20Pt20 showed decreases 
by 30.40%, 22.19%, and 16.20%, respectively. As is well 
known that the alcohols possess abundant oxygen mole-
cules in their structure and thence they are oxygenated 
fuel additives for the diesel. Accordingly, isopropanol, 
1-butanol, and isopentanol have approximately 26.67%,
21.62%, and 18.18% oxygen content, respectively. By vir-
tue of the entity of a surplus quantity of oxygen mole-
cules inside the chamber of combustion, ternary blends
of COME, alcohol, and D100 are contemplated to emit a
lower concentration of HC emission during the combus-
tion. In fact, the outcomes coming from the experimen-
tations have been shown that the HC emissions increase
by adding higher-order alcohols into the blends. The mi-
nimum results were observed with the usage of B20Pr20
whereas the B20Pt20 blend fuel released maximum HC
emission to the environment among the ternary blends.
It can be attributed to the combined impact of the LHV
and the quality of the ignition of the tested alcohols [84].
The higher LHV (as seen in Table 1) causes to retract the
heat from the combustion chamber, i.e., quenching effect 
inside the cylinder [87]. Moreover, a lower CN elongates
the ID period. These effects have control over the other

influences of blended fuel samples such as improved ato-
mization property which encourages better combustion 
process inside the chamber of combustion. As the long 
duration for combusting that decreased auto-ignition 
properties present for long-chain alcohols blended fuel 
samples which cause to forms leaner external flame regi-
ons in the cylinder resulting in larger HC emissions [42].    

Figure 4. Change of EGT against the engine load

Figure 5. Change of unburned HC emissions against the engine load

3.2.2. Carbon dioxide emission
Fig. 6 illustrates the CO2 emissions in percentages in ac-
cordance with the loads for the tested fuels. It has been 
clearly determined by monitoring the figure that the 
engine loads were increased, the CO2 emission levels vi-
olently increased [88]. The aforementioned increase in 
CO2 emission patterns can be linked to the rise in BSFC 
in consequence of BTE with an ascending in engine load. 
Not interestingly, diesel portrays the lowest CO2 emissi-
ons at entire the engine loads since petroleum-based di-
esel fuel has high energy content, elevated BTE as well 
as better atomization characteristics causes to reduce 
the CO2 emissions. The long-chain alcohols because of 
their native oxygen content in the molecular structure 
react lightly with CO molecules and hence the formation 
of CO2 emissions increases [89]. Therefore, it is difficult 
to say that higher alcohols have little or no effect on CO2 
emissions. The CO2 emissions for D100, B20, B20Pr20, 
B20Bt20, and B20Pt20 at 1250 W engine load were noti-
ced to be as 7.15%, 7.42%, 8.64%, 9.00%, and 10.33%, res-
pectively. The lesser viscosity and density values resulting 
from the alcohol addition to the B20 blend have improved 
the vaporization process of fuel inside the cylinder and 
therefore the CO2 emission was increased [75]. Similar 
findings have been also obtained in Refs. [90, 91]. 

3.2.3. Oxides of nitrogen emission
The emissions of NOX in the exhaust gases of diesel en-
gine composes of heavily nitrogen monoxide (NO) and 
nitrogen dioxide (NO2) [92]. The NOX emissions are af-
fected from several factors such as the oxidation of nitro-
gen is found in the atmosphere under an elevated tempe-
rature of the combustion chamber, the oxidation reacti-
on of nitrogen coming from the fuel chemical structure, 
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the NOX emission is comparatively lower for the B20Pt20 
blend as the isopentanol has a higher CN than those of 
isopropanol and 1-butanol which enhances the combus-
tion process in the cylinder. CN may be correlated with 
the ID duration of the engine [96]. A higher CN leads to 
a decrease in the ID period. This subject was also discus-
sed elaborately in the related subsection. The larger ID 
extends the premixed mode and therefore the peak in-
cylinder pressure, as well as, the temperature was increa-
sed. It can be concluded that the prolonged ID period and 
the availability of the excess amount of oxygen molecules 
with the addition of isopentanol cause a higher amount 
of NOX formation. Additionally, the lowest results were 
obtained with the infusion of isopropanol. This is may-
be owing to the higher LHV, lesser calorific value, higher 
oxygen content, and lesser CN of the isopropanol. Kumar 
and Saravanan [36] stated that the NOX emission was 
higher for long-chain alcohol/diesel fuel blends compara-
tively because of raising in the LHV and CN of the blend. 
It can be accomplished that the outcomes for the NOX 
emission coming from this study also in accordance with 
the previously conducted research reports [67, 97, 98].  

Figure 7. Change of NOX emissions against the engine load 

3.2.4. Carbon monoxide emission
One of the most hazardous exhaust gases that immedi-
ately influences the people as well as the environment is 
the CO emission and it implies the incomplete combusti-
on process [98]. Thus, it is taken to the account as a subs-
tantial space in the emission regulation all over the world. 
The inappropriate injection of fuel inside the cylinder, 
burning in the shortage of oxygen situations or rich air-
fuel mixture are the major features that lead to the for-
mation of CO emission in the cylinder [73]. The variation 
of CO emission for the used fuel samples in this study 
according to the load is shown in Fig. 8. Even though the 
CO emissions of the tested fuels increased with the inc-
rease in the load, the figures up to 750 W operating con-
ditions were observed almost similar. This is a common 
trend for this type of engine that has been monitored in 
all fixed speed CI engines for different alternative fuel 
samples as well [99]. This is may be due to the engine 
is operating with a leaner air/fuel mixture at the lower 

Figure 6. Change of CO2 emissions against the engine load 

through decline on CN group forming intermediate spe-
cies such as ketones, NOX, etc. ın other words, the above-
mentioned parameters are largely accountable from the 
increasing the formation of NOX in CI engines [73]. The 

alteration of NOX emissions for the tested fuel samples 
used in this experimentations with regard to the loading 
is presented in Fig. 7. Not only as is well known from the 
literature, but also theoretically, biodiesel fuels have been 
emitted higher amount of NOX emissions when compa-
red to the neat D100 on account of the being of inherent 
oxygen molecules in their molecular bonds [93]. This case 
can be also validated from the graph given underneath. It 
was distinct from Fig. 7 that the NOX emission of the B20 
blend was the highest amongst the other all the tested 
fuels due to the aforementioned reason. At 1250 W ope-
rating condition, the NOX emission of B20 was observed 
to be as 56.94% which was more than that of D100. It is to 
be noticed from the measurement that the NOX emissi-

ons raised with the increment in the load and the highest 
results were obtained at the peak load (1250 W). Namely, 
the current research showed the NOX emissions for enti-
re the tested fuel specimens were predicted concerning 
the brake power. Hence, the increasing inclinations were 
monitored with the increase in the load. By the way, the 
lowest NOX emissions were normally observed with re-

ference fuel (D100). The NOX emissions for D100, B20, 
B20Pr20, B20Bt20, and B20Pt20 were averagely measu-
red as 197.11 ppm, 293.20 ppm, 206.39 ppm, 230.96 ppm, 
and 248.98 ppm, respectively. As observed, the addition 
of various alcohols to the diesel/biodiesel blend caused to 
decrease the NOX pollutants slightly because of the 20% 
fraction in the blend. It was evident from the figure that 
the high LHV of alcohol (as given in Table 1) leads to be-
coming a cooling impact inside the engine cylinder even 
though an excessive amount of oxygen content is found 
in the alcohol. Hence, the aforementioned characteristics 
cause the reduction of the combustion chamber tempe-
rature resulting in assist to decline the formation of NOX 
emission since the NOX generation is led by both the 
abundance of the oxygen molecule in the cylinder and 
the combustion temperature [94, 95]. On the other hand, 
from the graph, it can be appeared that the decrement in 
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loads and the attendance of much more fuel at the highest 
loads causes to the generation of more fuel-rich regions 
inside the cylinder [84]. It is evident from Fig. 8 that the 
petroleum-based diesel fuel released more CO emission 
at all engine load in comparison with the B20 fuel. This 
can be briefly explained as the native characteristics of 
the COME since biodiesel fuels are an oxygenated fuel 
additive and they have approximately 10-12% oxygen 
content in their chemical bonds whereas conventional 
diesel fuel is a mineral petroleum product and consists of 
the pure hydrocarbon chain [88, 100]. At 1250 W, the CO 
emissions for D100, B20, B20Pr20, B20Bt20, and B20Pt20 
were found to be at 1.31%, 1.09%, 1.39%, 1.52%, and 1.66%, 
respectively. As seen, the supplementation of alcohol to 
the diesel/biodiesel blend led to increasing CO emission 
drastically. This can be mainly because of the longer ID 
duration resulting from the addition of alcohol. The alco-
hols have a lower CN (as presented in Table 1) which le-
ads to an increase in the ID period. In other words, a large 
number of fuel accumulates in the combustion chamber 
because of lower CN of fuel. Hence, a lot of fuel-rich pla-
ces in the cylinder occurs resulting, in turn, raise the CO 
emission [8]. Furthermore, another reason is the elevated 
LHV of alcohol. This case leads to becoming a quenc-
hing impact in the combustion chamber which helps to 
decrease the temperature of the cylinder resulting in the 
getting worse the combustion efficiency [52, 101]. When 
Fig. 8 was evaluated, the isopentanol added fuel sample 
release more CO emission from the exhaust. This is due 
to the number of carbon atoms in the chemical structure 
of alcohol. Table 1 presents the carbon numbers of the 
alcohols. Namely, the increase in the carbon content of 
the alcohol put across becoming a higher amount of CO 
emission formation in accordance with the B20. In addi-
tion, the achieved results have been consistent with the 
previous researches [102, 103]   

3.2.5. Smoke opacity
Smoke opacity, the only visible exhaust gas, is a characte-
ristic that performs the optical properties of exhaust ga-
ses of diesel engines. The main reason for the formation 
of smoke opacity is that large-sized fuel particles forming 

Figure 8. Change of CO emissions against the engine load 

the fuel-rich places inside the chamber of combustion ca-
use the formation of unburned fuel particles in the exha-
ust gases [73]. In this direction, the change of smoke opa-
city results for the tested fuel samples against the several 
loads is represented in Fig. 9. It is to be noticed from the 
graph that the smoke opacity is in turn raised with the 
rise of the engine load for all the tested fuels. Moreover, 
the maximum figures were observed at the peak load of 
1250 W. It is seen that D100 generated the utmost smoke 
intensity results among the tested fuels at entire the lo-
ads. When the tested CI engine run on the biodiesel fuel 
blend, the smoke opacity values dropped at all loads and 
the outcomes are good agreement with the conducted ex-
periments from various researchers [104, 105]. The main 
reason for this trend is the capability of fine combustion 
process resulting in the reduction of the smoke opacity. It 
is noteworthy to notice that the smoke opacity results for 
all the tested ternary alternative blends were lesser than 
those of pure D100 and B20. At 1250 W, the smoke opa-
city values for D100, B20, B20Pr20, B20Bt20, and B20Pt20 
were found to be at 74.0%, 72.0%, 71.2%, 70.5%, and 69.6%, 
respectively. As appeared, the addition of alcohols having 
various chain lengths led to mitigating the smoke opacity 
strictly with respect to the D100. Accordingly, this is due 
to the wealth of the native oxygen concentration of the 
alcohols which may result in smoke emission decreasing 
[102]. Remarkably, the smoke opacity for the isopropanol 
blend is slightly lower than that of the B20 blend at the 
maximum engine load. This might be grounded to the 
course of the isopropanol being somewhat chain length 
that means include much more oxygen molecules in its 
structure than the others leading to becoming a cooling 
effect inside the cylinder. The opposite of this situation 
can be clearly said to occur with isopentanol. Kumar et al. 
[37] have indicated that the smoke opacity for a CI engine 
might be rearranged thanks to using long-chain alcohol
infusion as a fuel additive.

CONCLUSION
In the present experimental research, a comprehensive 
study has been conducted on in a single-cylinder, four-
stroke, naturally-aspirated, DI diesel engine using higher-

Figure 9. Change of smoke emissions against the engine load  
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order alcohols like isopropanol-C3, 1-butanol-C4, and 
isopentanol-C5 as alternative fuel additives with D100 
and COME as ternary blends at various engine loads 
(0, 500, 750, 1000, and 1250 W) and a constant engine 
speed. The concentration of alcohol, as well as biodiesel, 
was maintained to be 20% since obtaining stable engine 
operation during the experimentations. Moreover, the 
physicochemical characteristics of these prepared ter-
nary blends set out that they could be utilized as alterna-
tive fuels in the CI engine when blended with COME and 
diesel fuel. Based on the experimental investigation, the 
following conclusions are found.

• BTE of ternary blends is lower than those of
D100 and B20 due to the lower calorific value of alcohol.
The BTE outcomes increased with the addition of higher-
order alcohols in terms of the increase in the number of
the carbon atoms, and hence, 20% isopentanol exhibits
the highest BTE by 20.36% among the ternary blends.

• On the other hand, BSFC for the tested ternary
blends is found to be higher than those of pure D100 and
B20 fuel blend because of the aforementioned reason. In
contrast to the BTE inclination, BSFC is observed to be
the utmost for B20Pr20 among all the tested fuels. It imp-
lies that with the usage of higher carbon chained alcohol
in the mixture, BSFC reduces on account of the higher
net calorific value of long-chain alcohols.

• As far as the EGT results are taken into con-
sideration, the maximum EGT values for D100, B20,
B20Pr20, B20Bt20, and B20Pt20 at the maximum load
were noted to be as 298oC, 263oC, 234oC, 244oC, and
256oC, respectively. A lower energy content resulting in
lower heat energy and higher LHV leading to decrease
cylinder temperature due to the quenching effect caused
to decrease the EGT when the test engine fuelled with
the alcohol-infused alternative fuel blends.

• The unburned HC and smoke opacity emis-
sions for the ternary blends were concerned, it is to be
noted that there is a sharp decrement due to the addition
of higher alcohols having elevated inherent oxygen mole-
cules in their molecular structures resulting in improved
fuel atomization characteristics.

• The CO2 emissions for D100, B20, B20Pr20,
B20Bt20, and B20Pt20 at 1250 W engine load were de-
termined to be as 7.15%, 7.42%, 8.64%, 9.00%, and 10.33%,
respectively.
• During the experimentation, the reduction in
the NOX emissions for B20Pr20, B20Bt20, and B20Pt20
at all loads with respect to the B20 blend were recorded,
but, the results still higher than that of pure D100.

Overall, it can be accomplished that the addition of hig-
her-order alcohol like isopropanol, 1-butanol, and isopenta-
nol as fuel additives with diesel/COME may be assessed as 
the potential alternative fuel blends for the CI engine appli-
cation. However, many kinds of research are necessary to be 
performed in long term usage in present engines such as ve-
hicle engines, diesel generator, etc. prior to the considering 
as a commercial meaning. 
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There are currently hundreds of thousands of kilo-
meters long petroleum and natural gas pipelines 

installed worldwide and new lines are being installed 
continuously [1, 2]. As the demand for petroleum and 
natural gas by the developed and developing count-
ries has increased over time, the pipelines of larger 
diameter pipes that can work at higher operating 
pressures were required [2, 3]. This necessitated the 
development of steel plates with higher mechanical 
properties from which these pipes could be produced 
[4].

Pipeline steels should have high weldability since 
pipelines are installed by joining pipes to each other by 
welding. For this reason, pipeline steels must have low 
carbon content and low carbon equivalent values and 
this essentially implies ferritic microstructures [5, 6]. As 
a way of having high strength, high ductility and high 
weldability at the same time, grain size refinement mec-
hanism is utilized in pipeline steels. By decreasing the 
ferrite grain size, both strength and toughness can be si-
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multaneously increased without increasing the carbon 
content of the steel [5]. Pipeline steels also contain low 
amounts of alloying elements that are mainly added due 
to their roles in decreasing the ferrite grain size. There-
fore, these steels are grouped under high strength low 
alloy (HSLA) steels [6, 7]. 

Throughout the world, the specifications establis-
hed by American Petroleum Institute (API) are followed 
for the petroleum and natural gas pipelines. API Speci-
fication 5L classifies pipelines steels according to their 
required yield strength values [8]. For example, API X52 
corresponds to a minimum yield strength requirement 
of 52200 psi. API grades X52 to X70 were developed 
during the 1950s to 1970s, while newer grades, X80 to 
X120, were adopted later [9, 10]. 

Based on the required properties, API 5L classifies 
pipeline steels in two main product specification levels 
as PSL 1 and PSL 2. The main difference between PSL 
1 and PSL 2 specifications is towards the deformation 
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This study was undertaken to determine the controlled rolling and cooling conditions 
for the production of 20 mm thick American Petroleum Institute (API) X60 and X70 

grade steel plates. Nb-Ti microalloyed steel slabs of 200 mm thickness were rolled at four 
different finish rolling temperatures (conventional, 950°C, 850°C and 800°C). In some tri-
als, a water table was employed to provide accelerated cooling just after finish rolling. Me-
chanical tests (tensile, impact and drop weight tear-DWTT) and microstructural examina-
tions were performed on the samples taken from the trial production plates. Fine grained 
and essentially ferritic microstructures with strength values satisfying the minimum yield 
strength requirement of 415 MPa for the API X60 grade were easily obtained in all rolling 
conditions. However, the minimum yield strength requirement of 485 MPa for the API 
X70 grade was reached only when accelerated cooling was applied after finish rolling. The 
minimum 85% shear fracture required by the DWTT of the API PSL 2 specification could 
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rolling mill decreases with increasing waiting time and this 
means higher cost per produced plate.

The temperature below which austenite does not recry-
stallize is called non-recrystallization temperature (Tnr). 
When the finish rolling is performed below the Tnr, the nuc-
leation of ferrite occurs while the deformed austenite grains 
are in the pancake form and thus, there are a lot of nucleati-
on sites available (austenite grain boundaries and deforma-
tion bands) for a given volume [12]. Hence, microstructures 
consisting of finer ferrite grains can be obtained (Fig. 1). 

The alloying elements such as Nb, Ti and V raise the 
Tnr so that the processing window for controlled rolling can 
be opened towards higher temperatures and thus, less wai-
ting time is required. This also eases the rolling loads. The 
most effective alloying element to raise the Tnr is Nb [13]. It 
is possible to calculate the Tnr for a given steel composition 
through empirical equations of Boratto and Bai [13]:

Boratto equation:

( ) ( )
( )

  887  464* 6445* –  644*

732* 230*  890*  363* –  357*

nrT C° = + + √

+ − √ + +

C Nb Nb

V V Ti Al Si
   (1)

Bai equation:  

( ) ( )( )  174  * 12 / 14 *   1444nrT C log  = ° + +Nb C N (2)

In addition to the Tnr, another temperature to pay atten-
tion to in controlled rolling is the austenite to ferrite trans-
formation start temperature on cooling (Ar3) of the steel 
being rolled. If the rolling is done below the Ar3 then ferrite 
grains are also plastically deformed during rolling since the 
steel is in two phase (α + γ ) region.

The Ar3 for given steel can be calculated using the Ouc-
hi equation [14]:

behavior of the steel rather than its strength. As compared 
to the PSL 1, PSL 2 has additional impact and ductility re-
quirements. Some of the mechanical property requirements 
for the API X60 and X70 grades that constitute the focus of 
this study are given in Table 1.

The development of steel plates with superior mecha-
nical properties to be used in pipelines became possible by 
utilizing the rolling operation not only for reducing slabs to 
the specified thickness but also for creating the microstruc-
tures that would produce the targeted mechanical proper-
ties. Controlled rolling or Thermomechanical Controlled 
Rolling (TCR) covers the selection of rolling temperatures, 
reduction ratios and rolling speeds considering the microst-
ructural evolution behavior (kinetics of phase transformati-
ons, recrystallization, grain growth, and precipitation reac-
tions, etc.) of the steel to obtain the desired microstructures 
[4, 6]. 

In typical rolling operations, the overall reduction in 
thickness is accomplished in two main stages, namely ro-
ugh rolling and finish rolling. Conventionally, shaping is 
performed in successive passes where the rolling load per 
pass is kept at low values and rough rolling is followed by 
the finish rolling without any intentional waiting time in 
between. Hence, the whole shaping process is completed at 
high temperatures.

In controlled rolling, however, finish rolling is done 
at lower temperatures in order to prevent or minimize the 
recrystallization and grain growth of the deformed auste-
nite so that the number of sites for ferrite nucleation is ma-
ximized. Therefore, there is an intentionally given waiting 
time between the rough and finish rolling stages, which is 
needed for the cooling of the steel being rolled. Inevitably, 
rolling at lower temperatures brings higher loads to rolls 
as compared to the conventional rolling since the flow 
strength of the steel is higher at lower temperatures [11]. 
The other concern caused by the waiting time between the 
rough and finish rolling stages is that the throughput of the 

Figure 1. The effect of rolling a) above and b) below the Tnr temperature. 
The austenite grains deformed below the Tnr take pancake form and 
they provide a higher number of nucleation sites for austenite to ferrite 
transformation as recrystallization is limited. Adapted from [12].

Table 1. Some mechanical property requirements for the API X60 and 
X70 grade steels based on the API 5L PSL 1/PSL 2 specification [8].

Grade
Yield 

Strength 
(MPa)

Tensile 
Strength 

(MPa)

YS / TS 
Ratio 
(max)

% 
Elongation 

(min)

Impact 
Energy* 
at 0°C
(J, min)

DWTT**

PSL 1 X60 min. 415 min. 520 - 24 -

PSL 1 X70 min. 485 min. 570 - 22 -

PSL 2 X60 415-565 520-760 0.93 24 27-54 ≥ 85 %

PSL 2 X70 485-635 570-760 0.93 22 40-68 ≥ 85 %

*Required impact energy depends on the outer diameter of the pipe and the 
wall thickness. 

**Drop Weight Tear Test (DWTT) is used to determine the degree of shear 
fracture.
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( )
( )

( )

3   910 310* 80*  20*

15* 55* 80*  0.35* 8 ,  

:    

rA C

t

t plate thickness mm

° = − − −

− − − + −

C Mn

Cu Cr Ni Mo   (3)

Fine ferritic microstructures obtained by sole control-
led rolling can satisfy the mechanical properties required for 
some API grades. However, in order to reach higher strength 
levels without increasing the carbon content, which deteri-
orates some properties such as weldability, accelerated coo-
ling right after finish rolling was devised so that even finer 
and different ferritic microstructures (e.g. acicular, bainitic) 
can be produced [4, 9]. The practice which utilizes both 
controlled rolling and accelerated cooling together is called 
Thermo-Mechanical Controlled Processing (TMCP) [15]. A 
schematic showing the conventional rolling, thermomecha-
nical controlled rolling and thermomechanical controlled 
processing is given in Fig. 2.

Being an energy corridor in its region, domestic pro-
duction of coiled API PSL 1 X52 and X60 grade steels with 
less than 20 mm thickness were previously studied in Tur-
key [16, 17] and they are commercially available. On the ot-
her hand, the domestic production of 20 mm or thicker API 
PSL 2 X60 and X70 grade steel plates, which are not coiled, 
was not realized yet in spite of the growing demand. 

Producing thicker steel plates of higher grades is not 
straightforward due to a few reasons. First, the total amount 
of deformation experienced by the slab decreases as the fi-
nal plate thickness increases. This, inevitably, makes it more 
difficult to obtain fine grained microstructures that would 

give the required strength values. Secondly, satisfying the 
ductility and toughness requirements of PSL 2 specificati-
on brings an additional challenge. Therefore, starting with 
the appropriate alloying, the controlled rolling and cooling 
conditions should be combined in such a way that the rol-
ling mill would be able to produce these higher grade steel 
plates while minimizing the loss in throughput as much as 
possible. 

As a contribution to the pre-commercialization studi-
es [18], the effects of finish rolling temperature and cooling 
conditions on the production of 20 mm thick API PSL 2 X60 
and X70 steel plates from 200 mm thick Nb-Ti microalloyed 
slabs were investigated in this exploratory work.

MATERIAL AND METHODS

Material

Two full size (12000x2000x200mm) slabs with chemical 
compositions (Table 2) compliant to the API X60 and X70 
grades were sliced into small slabs (2000x2000x200mm) 
for the plate rolling trials. Trials were done in the hot rol-
ling mill of an integrated iron and steel plant.

Rolling Trials

As mentioned in the Introduction section, the non-
recrystallization temperature (Tnr) and the austenite to 
ferrite transformation start temperature (Ar3) should be 
considered when deciding for the controlled rolling con-
ditions. Using the Boratto Eq.(1) and Bai Eq.(2) equations 
given before the Tnr of the slabs used were calculated as 
1062°C and 1040°C. The Ar3 of the slabs were found as 
751°C based on the Ouchi formula Eq.(3) .

The finish rolling temperatures and cooling conditions 
chosen for the rolling trials are listed in Table 3 and graphi-
cally shown in Fig. 3. In all trials, the thickness to enter the 
finish rolling was kept fixed at 60 mm and this corresponds 
to 70.0 % reduction in rough rolling and 66.7 % reduction in 
finish rolling, respectively. The number of roll passes and 
the reduction ratios per pass for the rough rolling (200 mm 

-> 60 mm) and the finish rolling (60 mm -> 20 mm) stages 
were automatically determined by the rolling mill control 
software. A water table was used for the accelerated cooling 
of the rolled plates in some experiments.

Figure 2. A schematic representation of conventional rolling, 
thermomechanical controlled rolling (TCR) and thermomechanical 
controlled processing (TMCP). Tnr = Non-recrystallization temperature.

Table 2. API X60/X70 specification and the chemical composition of the slabs used in this work (wt.%).

Element C SI Mn P S V Nb Ti Cu N. Cr Mo

API X60 and X70 (max) 0.12 0.45 1.60 0.025 0.015 Nb + V + Ti 
≤ 0.15 0.50 0.50 0.50 0.50

Used Slabs (max) 0.09 0.25 1.60 0.020 0.010 0.01 0.06 0.03 0.10 0.10 0.20 0.15
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Characterization of the Trial Production Plates

Tensile tests, Charpy impact tests, drop weight tear tests 
(DWTT) and microstructural examinations were perfor-
med on the samples cut from the front, middle and end 
locations along the rolled plates to determine whether 
the related requirements of API 5L specification (Table 
1) were satisfied. Tensile tests were done according to the
ASTM A370 [19] standard using a Zwick/Roell Z1200
tensile test machine. The dimensions of the tensile test
samples were 38 mm, 50 mm and 250 mm, respectively
for the width, gauge and total length as shown in Fig. 4.a.
The thickness of the tensile test samples was 20 mm
which is the final thickness of the rolled plates. Impact
tests were performed at 0°C and -20°C using standard
Charpy notched samples of 10 mm*10 mm*55 mm. API
RP 5L3 was followed for the DWTT sample dimensions
(Fig. 4.b), implementation of the tests and interpretation
of the results [20].

Microstructural examinations of 4% nital etched 
samples were performed using a Nikon Epiphot 200 in-
verted metallurgical microscope. Average ferrite grain size 
values of each sample based on the planimetric procedure 
of the ASTM 112 standard [21] were determined using the 
Clemex Vision (Clemex Technologies Inc., Longueuil, QC, 
Canada) and Image J [22] image processing softwares.

RESULTS AND DISCUSSION

Tensile Test Results

The results of the tensile tests of the samples taken from 
the trial production plates are given in Table 4. The yi-
eld and tensile strength values of the conventionally rol-
led sample were determined as 427 MPa and 583 MPa, 
respectively. The corresponding values were 444 MPa 
and 585 MPa after finish rolling at 950°C (950°C-TCR), 
425 MPa and 550 MPa after finish rolling at 850°C 
(850°C-TCR) and finally, they were 456 MPa and 562 
MPa after finish rolling at 800°C (800°C-TCR). These re-
sults show that the yield and tensile strength values of 
the samples did not change significantly with decreasing 
finish rolling temperature when only controlled rolling 
was employed (i.e., no accelerated cooling). In a similar 
work by Korczak [23] to produce 20 mm thick plates, an 
average yield strength of 535 MPa and a tensile strength 
of 618 MPa were obtained after finish rolling of a 0.03% 
Nb - 0.07% V microalloyed steel at 800°C. However, it 
should be noted that, in addition to the differences in al-
loying, the starting slab was thicker (225 mm) and a dif-
ferent rolling schedule (77.8% reduction in rough rolling: 
225 mm -> 50 mm, 60.0% reduction in finish rolling: 50 
mm -> 20 mm) was used in that study. 

The implementation of the accelerated cooling right 
after the finish rolling significantly increased both the yield 
and tensile strength values. The yield and tensile strength 
values of the sample finish rolled at 950°C and then subjec-
ted to accelerated cooling (950°C-TMCP) were 511 MPa and 
638 MPa, respectively. The corresponding values were 502 
MPa and 617 MPa after finish rolling at 850°C with accele-
rated cooling (850°C-TMCP) and finally, they were 528 MPa 
and 633 MPa when the finish rolling was done at 800°C 

Table 3. Rolling and cooling conditions used in the trial productions.

Trial Code Temperature to enter Finish 
Rolling (°C)

Accelerated Cooling after 
Finish Rolling

Conventional 1090 -

950°C-TCR 950 -

950°C-TMCP 950 Yes

850°C-TCR 850 -

850°C-TMCP 850 Yes

800°C-TCR 800 -

800°C-TMCP 800 Yes

In all trials, the enter and exit temperatures for the rough rolling (200mm -> 
60mm) were about 1140°C and 1090°C, respectively.

Figure 3. Graphical representation of the rolling and cooling conditions 
employed in the trials.

Figure 4. Sample dimensions for a) the tensile tests and b) the DWTT 
tests.
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followed by accelerated cooling (800°C-TMCP). Apparently, 
the application of accelerated cooling greatly improved both 
yield and tensile strength values while they were still rather 
independent of the finish rolling temperature.

It was observed that the TMCP samples had signifi-
cantly higher deviations in their tensile test results as com-
pared to the TCR samples (Table 4). The root cause for this 
higher deviation is thought to be due to the uneven accelera-
ted cooling of the rolled plates by the water table.

A comparison of the yield and tensile strength values 
of the trial production plates with the API 5L specification 
shows that the minimum requirements for the API X60 
grade were met by all samples (Fig. 5). On the other hand, 
the strength requirements of the API X70 grade were sa-
tisfied by only three of the seven trial productions, namely, 
950°C-TMCP, 850°C-TMCP, and 800°C-TMCP. These re-
sults show that accelerated cooling is instrumental in obtai-
ning API X70 grade plates from these slabs.

Impact Test and DWTT Results

As mentioned previously, the main difference between 
the PSL 1 and PSL 2 specifications is the requirements 
towards the deformation behavior of the pipeline steel 
rather than its strength (see Table 1). The impact test and 
DWTT results of the trial production plates are given in 
Table 5. It is found that except 950°C-TCR all samples sa-
tisfied the impact energy requirement of API PSL 2.

For the DWTT results, the conventionally rolled plate 
resulted in 0% shear fracture indicating its brittle behavior 
(Fig. 6.a). Almost the same result was obtained after control-
led rolling at 950°C, as seen in Fig. 6.b. Since the requirement 
of DWTT ≥ 85% is not satisfied, these two plates were app-
ropriately labeled as API PSL 1 X60 based on their strength 
values. On the other hand, controlled rolling at lower tem-
peratures (850°C-TCR and 800°C-TCR) or the application of 
accelerated cooling after a higher finish rolling temperature 
(950°C-TMCP) produced DWTT results with ≥ 85 % shear 
fracture (see Figure 6.c and Figure 6.d, respectively). Thus, 
these samples satisfied the ductility requirement of the API 
PSL 2 specification.

Table 4. Tensile test results of the trial production plates.

Trial Code
Yield 

Strength 
(MPa)

Tensile 
Strength 

(MPa)
YS / TS Ratio % Elongation

Conventional 427 ± 6.8 583 ± 5.1 0.73 34.5 ± 0.2

950°C-TCR 444 ± 6.7 585 ± 2.0 0.76 33.3 ± 0.5

850°C-TCR 425 ± 11.8 550 ± 1.5 0.77 34.2 ± 0.4

800°C-TCR 456 ± 6.2 562 ± 1.6 0.81 34.5 ± 0.3

950°C-TMCP 511 ± 28.0 638 ± 20.8 0.80 35.5 ± 1.4

850°C-TMCP 502 ± 38.7 617 ± 20.3 0.81 35.9 ± 2.8

800°C-TMCP 528 ± 34.2 633 ± 27.2 0.83 34.0 ± 1.1

Figure 5. Comparison of the yield and tensile strength values of the 
trial production plates with the minimum requirements of the API X60 
and X70 grades.

Table 5. Impact test and DWTT results of the trial production plates.

Trial Code Impact Test Temperature 
(°C)

Impact Energy
(J)

DWTT
(%)

Conventional -20°C 76 ± 17.2 0

950°C-TCR -20°C 19 ± 4.8 0

850°C-TCR -20°C 250 ± 3.4 90

800°C-TCR -20°C 213 ± 5.9 90

950°C-TMCP 0°C 214 ± 6.7 90

850°C-TMCP 0°C 234 ± 13.8 95

800°C-TMCP 0°C 214 ± 6.9 95

Figure 6. Fracture surfaces of the DWTT samples; a) conventionally 
rolled, b) finish rolled at 950°C, c) finish rolled at 850°C, and d) finish 
rolled at 950°C and accelerated cooling applied.
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In order to determine the API grades satisfied by the 
samples, the mechanical properties given in Table 4 and 
Table 5 were compared with the API requirements listed in 
Table 1. The rolling conditions of the samples and the cor-
responding API grades satisfied are listed in Table 6.

Microstructural Examinations

For microstructural examinations, samples were cut 
from the start, middle and end sections of each trial pro-
duction plate. Optical microstructural images of the con-
ventionally rolled, 850°C-TCR and 800°C-TMCP samp-
les are given in Fig. 7. In accordance with the tensile test 
results presented in Table 4, it was observed that finish 
rolling at a temperature of 850°C (Fig. 7.c-d) and finish 
rolling at a temperature of 800°C followed by accelerated 
cooling (Fig. 7.e-f) produced much smaller ferrite grains 
as compared to the conventional rolling as shown in Fig. 
7.a-b. Ferrite was mostly in polygonal form in all samples,
which is a typical characteristics found in X60 and X70 
grades [24].

Using the optical microstructural images, the average 
ferrite grain size values of the samples were determined and 
listed in Table 7. It is clearly observed that the application of 
accelerated cooling just after finish rolling is very effective 
in producing smaller grained (3.9 - 4.1 mµ ) microstructu-
res as compared to the ambient cooling (5.2 - 6.4 mµ ). The 
average grain size values determined in this work were inli-
ne with the values reported in the literature [25, 26]. For 
example, in a similar study Masumi et. al found the average 
ferrite grain size to be around 5-6 mµ  without accelerated 
cooling [25]

CONCLUSION

As a part of a study to produce 20 mm thick API PSL 2 
X60 and X70 grade steel plates, 200 mm thick Nb-Ti mic-
roalloyed slab pieces were rolled at different finish rolling 
temperatures (conventional, 950°C, 850°C and 800°C) and 
cooling conditions (ambient or accelerated cooling).

• It is found that the strength requirements of the API
X60 grade were easily satisfied in all rolling conditions.

• Very small grained and essentially ferritic microst-
ructures producing the strength values required for the API 
X70 grade were obtained only when accelerated cooling was 
applied after the finish rolling. 

• The drop weight tear test requirement of the PSL 2
specification was achieved when the finish rolling was star-
ted at lower temperatures of 850°C and 800°C regardless of 
the cooling type or when accelerated cooling was applied 
after a higher rolling temperature of 950°C.

Figure 7. Optical microstructural images of the some of the samples 
taken from the trial production plates: a)-b) conventionally rolled, c)-d) 
finish rolled at 850°C, and e)-f) finish rolled at 800°C and accelerated 
cooled. Images were taken at 200x and 500x for the left and right 
columns, respectively. Etchant: 4 % nital.

Table 6. API grades satisfied by the samples based on their mechanical 
properties.

Trial Code API Grade

Conventional PSL1/X60

950°C-TCR PSL1/X60

850°C-TCR PSL2/X60M

800°C-TCR PSL2/X60M

950°C-TMCP PSL2/X70M

850°C-TMCP PSL2/X70M

800°C-TMCP PSL2/X70M

Table 7. Average ferrite grain size values of the samples taken from the 
trial production plates. 

Trial Code Average Grain Size ( mµ ) ASTM Grain Size Number

Conventional 6.9 11.5

950°C-TCR 6.4 11.5

850°C-TCR 5.7 12.0

800°C-TCR 5.2 12.0

950°C-TMCP 3.9 13.0

850°C-TMCP 4.1 13.0

800°C-TMCP 3.9 13.0
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Attributed to the combinations of their unique 
and remarkable properties such as superior high 

temperature strength, high strength, high hardness, 
outstanding magnetic properties, excellent oxidation 
and corrosion resistance, high entropy alloys (HEAs) 
have attracted much attention [1-5]. Since the propo-
sed concept of HEA by Cantor and et al. [1] and Yeh 
and et al. [2-4], a number of HEAs, such as the single 
phase solid solution HEAs, multiphase solid soluti-
on HEAs, refractory HEAs [5], amorphous HEAs [6], 
light weight HEAs [7] and magnetic HEAs [8] have 
been identified. HEAs were originally expressed as 
solid solutions composed of five or more principal 
metallic elements taken into equiatomic or nearly 
equiatomic proportions between 5 and 35 at.%. The 
liquid or random solid solutions of the alloys have 
higher entropy of mixing. Besides principal elements, 
these alloys can include secondary elements with 
compositions less than 5 at.%. Even HEAs have typi-
cally at least 5 constituent elements, they have simple 
crystal structures such as face centered cubic (FCC) 
[9-11], body centered cubic (BCC) [12-14] or hexago-
nal centered cubic (HCP) [15-17]. However, the HEAs 
concept has been developed recently as many HEAs 
have complex multiphase structures rather than a 
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single crystal structure. There are four core effects 
determined related to the formation of HEAs. These 
effects can be given as the high entropy, severe-latti-
ce distortion, sluggish diffusion and cocktail effects. 
Yang and Zhang [18] proposed other important fac-
tors are the ratio of mixing entropy, mixS∆  to the mi-
xing enthalpy, mixH∆ , that is ( )mix

mix

S
H
∆

= Ω
∆

, atomic size
difference, δ, and valance electron concentrations 
(VEC). They reported that HEAs can be produced in 
case Ω ≥1.1 and δ ≤ % 6.6. mixH∆  and mixS∆  can be 
expressed as:

1, 1

n
mix ij i ji j

H c c
= ≠

∆ = Ω∑ (1)

and

lncn
mix i ii

S R c∆ = − ∑                                                   (2)

where 4ij ABHΩ = ∆  for binary systems, R is the gas 
constant, ci is the atomic percent of ith element. VEC 
is

(VEC)n
i ii

VEC c=∑ (3)

Here, (VEC)i is the valence electron concentration of 
ith element. VEC is a critical parameter for designing 

A B S T R A C T

The structure and mechanical properties of CoCrFeNi and CoCrFeNiTi0.5Al0.5 (in molar 
ratio) high entropy alloys were investigated using X-ray diffraction (XRD), optical 

microscope (OM), scanning electron microscope (SEM), hardness and compression tests. 
With the addition of Ti and Al, the crystal structure of CoCrFeNi changed from FCC to a 
mixture of FCC and double BCC structures. The lattice parameter of FCC increases 
upon addition of Al and Ti. The microstructure analysis shows the morphological 
transition of dendrites from non-equiaxed to equiaxed during the suction casting of 
CoCrFeNiTi0.5Al0.5 alloy. The Vickers microhardness testing of CoCr-FeNi alloy reveals 
significant increase in hardness with the addition of Al and Ti. The hardness values are 
improved in as-suction cast CoCrFeNi and CoCrFeNiTi0.5Al0.5 alloys compared to their as-
cast alloys due to strengthening. The CoCrFeNiTi0.5Al0.5 alloy yields at 1997 MPa and fails 
at 2344 MPa. The fracture mechanism of CoCrFeNiTi0.5Al0.5 alloy reveals a cleavage mode.

Keywords: 
High entropy alloys; Microstructure; Microhardness; Compression test; Metallic alloys.

INTRODUCTION 

http://orcid.org/0000-0001-8025-7751


I. 
Ka

la
y/

 H
itt

ite
 J 

Sc
i E

ng
, 2

02
0,

 7
 (2

) 1
57

–1
62

158

Figure 1. XRD pattern of as-cast CoCrFeNi alloy.

the compositions of HEAs that relates the structure and 
strength and ductility. Previous studies reported that 
when VEC > 8.0, the FCC solid solution is stable, when 
VEC < 6.87, the BCC solid solution is stable and when 
6.87≤VEC<8.0, the structure of HEA will be multiphase 
consisted of FCC and BCC [19]. Furthermore, HEAs may 
also contain the coexistence of ordered and disordered 
forms of the same structure. The presence of BCC and 
ordered BCC (B2) phases together [20-22] and the coe-
xistence of FCC and ordered FCC (LI2) phases [23] were 
reported previously.

In particular, CoCrFeNi HEA has attracted much at-
tention attributed to its outstanding fracture toughness and 
ductility [24-26]. However, its poor strength values restrict 
their potential applicability as structural materials. Recently, 
Liu et al. [27] reported the tensile strength of 1.2 GPa and 
tensile strain of 18.9% when Mo is added to CoCrFeNi 
HEAs. Subsequently, Lu et al. [28] proposed that AlCoCr-
FeNi2.1 alloy exhibits a fracture tensile strength of 944-1050 
MPa and tensile strain of 17%-25.6%. The work reported 
here is aimed to investigate the effect of Ti and Al on the 
structure and mechanical properties of CoCrFeNi HEA and 
concentrated on CoCrFeNiTi0.5Al0.5 alloy using several cha-
racterization techniques including XRD, OM, SEM, hard-
ness and compression tests.

MATERIAL AND METHODS

The alloy ingots with nominal compositions of CoCrFeNi 
and CoCrFeNiTi0.5Al0.5 alloys were produced by Edmund 
Bühler MAM-1 vacuum arc melter with turbomulecular 
pumping system HVT52/G using highly pure elements 
(0.999 Al, Ti, Ni, Fe, Cr and Co, by weight) in the bulk 
form under an Ar atmosphere. The alloy ingots with a 
mass of 3-5 g were reprocessed three times to ensure ho-
mogeneity. The ingots were then cast into copper molds 
with diameters of 3 mm via suction casting to obtain 
higher cooling rates during solidification. The effects of 

Figure 2. XRD pattern of as-cast CoCrFeNiTi0.5Al0.5 alloy.

cooling rate during suction casting on microstructure 
and mechanical properties were also investigated. The 
structural analysis of the as-cast and suction-cast alloys 
was carried out by D8 Advance Bruker X-ray Diffrac-
tometer using Cu-Kα radiation (λ=1.5406 Å). The tube 
voltage and current of diffractometer were 40 kV and 30 
mA, respectively. The diffraction data were collected in a 
diffraction angle range from 20° to 100° with a scanning 
rate of 0.5°/min. XRD analysis was carried out on the bulk 
form of rod specimens which were initially ground to re-
move any oxide layer. The microstructural analysis of the 
alloys was performed using Nikon Eclipse LV150 digital 
camera Optical microscope and FEI Nova NanoSEM 430 
Scanning electron microscope. The Nova NanoSEM 430 
operated at 20-30 kV. The OM and SEM specimens were 
initially ground, polished and etched using a mixture 
of 67 vol. % methanol and 33 vol. % nitric acid (HNO3) 
solution. The SEM imaging was performed in secondary 
electron mode. Compression tests were carried out using 
MTS Criterion Model 45 universal testing machine (100 
kN) to investigate the yield and compressive strengths of 
CoCrFeNiTi0.5Al0.5 alloy. During compression tests, the 
gauge dimensions of the specimens were adjusted to be 
3.0 ± 0.3 mm in diameter and 6.0 ± 0.3 mm in length to 
keep an aspect ratio of 2:1. The crosshead speed and stra-
in rate were chosen as 0.03 mm/min and 10-4 s-1, respec-
tively. The fractography analysis was carried out using 
OM and SEM. The hardness tests were carried out using 
InnovaTest Nexus 7501 Universal Hardness Tester. The 
Vickers micro-hardness tests due to ASTM standard E92 
were performed using a test load of 10 kgf with a dwell 
time of 10 s. At least 10 indentations were performed for 
each specimen. The Vickers Hardness (HV) values were 
also converted into MPa by multiplying by 9.807.

RESULTS AND DISCUSSION

The ΔHmix, ΔSmix and VEC values of CoCrFeNi and 
CoCrFeNiTi0.5Al0.5 and alloys were calculated using equ-
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ations (1), (2) and (3), respectively and tabulated in Table 
1. The expected crystal structures based on calculated
VEC values are FCC for CoCrFeNi and FCC+BCC for
CoCrFeNiTi0.5Al0.5 alloy. Fig. 1 indicates the XRD diffrac-
togram of CoCrFeNi alloy. It is clear that as-cast CoCr-
FeNi alloy shows only the diffraction peaks associated
with FCC phase as expected from VEC calculations. Fig.
2 indicates the XRD pattern of CoCrFeNiTi0.5Al0.5 alloy.
It is observed that the new diffraction peaks correspon-
ding to BCC phases appear with the addition of Al and Ti. 
XRD analysis of CoCrFeNiTi0.5Al0.5 alloy reveals the exis-
tence of FCC + double BCC (BCC1 and BCC2) structu-
re. The lattice parameters (a) of the corresponding BCC
and FCC structures were calculated from the indexed
XRD patterns. The lattice parameters were determined
using the combination of Bragg’s Law ( 2 sin )dλ θ= , whe-
re λ=1.5406 Å for CuKα radiation, θ is the Bragg’s ang-
le, d is the interplanar spacing) and d-spacing equation

for cubic structures (
2 2 2

2 2
1 h k l
d a

 + +
= 

 
), where h, k, l are 

the indices of the corresponding planes). Table 2 tabu-

lates the lattice parameters of the corresponding crystal 
structures of the alloys. The lattice parameter of the FCC 
structure in the CoCrFeNi alloy was determined as 0.357 
nm, based on the interplanar spacing of peaks from XRD 
pattern. The corresponding lattice parameters of FCC, 
BCC1 and BCC2 phases in CoCrFeNiTi0.5Al0.5 alloy were 
determined as 0.360 nm, 0.293 nm and 0.288 nm, respec-
tively. The lattice parameter of FCC increases with the 
further addition of Al and Ti.  Al and Ti have the largest 
atomic size in the system therefore distortions and enlar-
gement occur in the crystal lattice of CoCrFeNiTi0.5Al0.5.

The SEM images of as-cast CoCrFeNiTi0.5Al0.5 alloy 
are presented in Fig. 3 (a, b). The microstructure of the as-

Table 1. Thermodynamic data of the alloys.

Alloy ΔHmix (J/mol) ΔSmix (J/mol.K) VEC 

CoCrFeNi -3.78 11.53 8.25

CoCrFeNiTi0.5Al0.5 -15.52 14.53 7.29 

Table 2. Lattice parameters of the main constituent phases of the alloys.

Alloy aFCC (nm) aBCC (1) (nm) aBCC (2) (nm)

CoCrFeNi 0.357
±0.0005 - -

CoCrFeNiTi0.5Al0.5

0.360
±0.0009

0.293
±0.0009

0.288
±0.0005

Figure 3. (a-b) SEM images of as cast CoCrFeNiTi0.5Al0.5 alloy, (c-d) OM images of as suction cast 3 mm diameter CoCrFeNiTi0.5Al0.5 rod.



I. 
Ka

la
y/

 H
itt

ite
 J 

Sc
i E

ng
, 2

02
0,

 7
 (2

) 1
57

–1
62

160

cast CoCrFeNiTi0.5Al0.5 alloy exhibits two distinct regions; 
dendritic and interdendritic, which are typical of many 
HEAs after casting. It is clear that even within the dendritic 
and interdendritic regions, contrast differences are obser-
ved due to the variable chemical compositions. Fig. 3 (c, d) 
indicate the optical microscope images of 3 mm diameter 
suction-cast CoCrFeNiTi0.5Al0.5 alloy. The micrographs 

show the dendritic and interdendritic structures. It should 
be noted that Al is a strongest stabilizer of the BCC struc-
ture leading to the formation dual BCC modulated microst-
ructure in CoCrFeNiTi0.5Al0.5 system. By the addition of Al, 
complete FCC structure changes to FCC+BCC structures. 
With the addition of Ti, dual BCC phase were observed in 
CoCrFeNiTi0.5Al0.5 alloy. Fig. 3 (a-d) reveals that the struc-
ture of dendrites has also been changed from non-equiaxed 
dendritic grain to equiaxed dendritic grains during suction 
casting of the alloy.

The compressive engineering stress-strain diagram of 
CoCrFeNiTi0.5Al0.5 alloy is given in Fig. 4. The compressive 
yield strength and the fracture strength were determined as 
1997 MPa and 2344 MPa, respectively. Wang et al. [29] re-
ported the yield stress and compressive strength as 1250.96 
MPa and 2004.23 MPa, respectively for AlCoCrFeNi alloy. 
Our findings for CoCrFeNiTi0.5Al0.5 alloy show that the yi-
eld strength and compressive strength values are enhanced 
by the addition of Ti compared to that of AlCoCrFeNi al-
loy [29]. The microhardness test results were determined as 
107±5 HV (1049¬±49.0 MPa) and 134±22 HV (1314±215.8 

Figure 4. The compressive stress-strain curve of CoCrFeNiTi0.5Al0.5 
alloy at room temperature.

Figure 5. (a-d) SEM micrographs of fractured surfaces of CoCrFeNiTi0.5Al0.5 alloy.
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MPa) for as-cast and as-suction cast CoCrFeNi HEAs, res-
pectively. The hardness values were determined as 488±15 
HV (4786±147 MPa) and 647±14 HV (6345±137.3 MPa) 
for as-cast and as-suction cast CoCrFeNiTi0.5Al0.5 alloys, 
respectively. The hardness value is increasing significantly 
with the addition of Al and Ti due to the change in crystal 
structure from FCC in CoCrFeNi alloy to FCC + double 
BCC in CoCrFeNiTi0.5Al0.5 alloy. The formation of BCC pha-
se creates an interface between FCC and BCC structures 
therefore the dislocation movement is hindered and due to 
strengthening, the hardness of the alloy is improved. Furt-
hermore, the lattice distortion due to the formation of BCC 
structure also increases the activation energy of dislocati-
on motion. This results in solid solution strengthening and 
thus increases the hardness of the alloy. The as-suction cast 
CoCrFeNiTi0.5Al0.5 alloy has higher hardness value than its 
as-cast alloy. CoCrFeNi alloy also has the same trend. This 
is mainly caused by the change in cooling rate and thus the 
microstructure of the produced alloy during suction casting. 
The reduction in grain size by increasing cooling rate imp-
roves the strength of the suction cast alloy.

SEM micrographs of the fractured surface of 
CoCrFeNiTi0.5Al0.5 are illustrated in Fig. 5. The fractured 
surface of CoCrFeNiTi0.5Al0.5 alloy shows a typical cleava-
ge fracture implying a brittle character. The surface of the 
alloys reveals the cleavage facets and river patters. It is clear 
that the patterns are propagating along either the grain bo-
undaries or transgranular cleavage planes. Cleavage or qu-
asi-cleavage features are generally observed on the fracture 
surface HEAs with BCC or BCC+FCC structures [42].

CONCLUSION

The structure and mechanical properties of CoCrFeNi 
and CoCrFeNiTi0.5Al0.5 HEAs were examined using XRD, 
OM, SEM, compressive fracture and hardness testing. 
The alloys were prepared via vacuum arc melting and the 
alloy rods were synthesized by suction casting technique. 
With the addition of Ti and Al to CoCrFeNi HEA, the 
crystal structure has changed from FCC to a mixture of 
double BCC (BCC1 and BCC2) and FCC structures. The 
hardness values were also increased by the addition of Al 
and Ti. Furthermore, the suction-cast CoCrFeNiTi0.5Al0.5 
alloy exhibited the higher hardness value compared to its 
as-cast alloy due to the grain refinement by rapid cooling 
during suction casting operation. The compression test 
revealed that CoCrFeNiTi0.5Al0.5 high entropy alloy yields 
at 1997 MPa and resists up to 2344 MPa. SEM analysis 
of fractured surface of CoCrFeNiTi0.5Al0.5 alloy reveals a 
cleavage mode.
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