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In this study, the  existence  and  uniqueness of the solution of the inverse problem to determine 
the part of the source term of a modified KdV equation were shown. 
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Müjdat Kaya

This paper reviews the probability of probing the unoccupied electronic states in 
solids by inverse photoemission spectroscopy (IPES). IPES is a surface science 

technique to analysis the unoccupied electronic states above the Fermi level.
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Orhan Zeybek

In this article, the (n+1)-dimensional space time fractional Zakharov-Kuznetsov equation for 
calculating the exact solutions was studied. For this purpose fractional derivative is used in  the  

form  of  modified  Riemann-Liouville  derivatives.
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The aim of this study is to investigate a relation between soil gas radon concentration and 
active fault zone of Ilgın, Konya province, Turkey.  

185-189
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The aim of this study is to clarify the unoccupied surface states and to compare 
available data. It is therefore worthwhile to study electronic states at  the  Cu(110)  

clean  metal  surface. 

191-194
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This paper presents microstructural and mechanical characterization of E911 
weld metal.
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In this study, the fine coal tailings were dewatered with an anionic flocculant (SNF-923) at 
various dosages, and the floc size of the coal tailings was characterized using a laser diffraction 

particle size analyzer with respect to time.

215-218

The aim of this study is to investigate microstructure, hardness, corrosion and 
wear properties of FeCrNiMo-based coating produced on AISI 1040 steel by 

using laser welding method.
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In this study, commercially available high reactivity Czech metakaolin and calcined impure 
local kaolin were used for production Self Compacting Concrete (SCC) samples and some 

hardened properties of these concretes have been investigated.

225-230

In the present study, a novel MS based SERS sensor was designed for detection of HCV DNA. 
For this purpose, magnetic gold nanoparticles were synthesized and then, functionalized 

with stem loop structure HCV DNA.

                231-237

This paper deals with a TBF steel’s mechanical properties in detail and also 
discusses the `in-service` properties after work and bake hardening effects.

 

239-247

This study synopsises a brief literature review regarding effects of tool joints 
during drilling. A diligently planned horizontal well design for Middle East 

formations is given in this study.
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In this article, we investigate the inverse problem 

associated with the problem

( ) ( , )
( ) ( ),( , ) (0, ) (0,1)

t xxxu au d t u f x t
A x B t x t Q T

                       (1)

(0, ) (1, ) (1, ) 0xu t u t u t                                       (2)

0( ,0) ( ), (0,1)u x u x x                                              (3)

to determine ,u A  where a  is positive constant, d  

is continuous function defined in [0, ) .

The dynamics of small, finite perturbation in an 

inhomogeneous media are given by equation (1) [3]. 

Korteweg-de Vries (KdV) equation has great interest 

and there are many studies on it [1]-[4].

The inverse problem theory for differential equati-

ons is being developed to solve problems of mathemati-

cal physics. In the study of direct problems, the solution 

of the equation is derived by means of supplementary 

conditions.

In the case of inverse problems, the form of the equ-

ation is known but the equation is not known exactly. To 

determine the corresponding equation and its solution, 

some additional conditions (final overdetermination 

conditions) must be imposed.

Inverse problems for partial differential equations 

are extensively investigated. Inverse problems are classi-

Article History: 
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Accepted: 2017/09/25
Online: 2018/03/22

On Determination of the Source Term of a Modified KdV 
Equation 

Correspondence to: Müjdat Kaya, 

fied according to the partial differential equations whe-

re they arise. The study of Prilepko and Orlovsky [5] is 

important for the systematic representation for elliptic, 

hyperbolic and parabolic inverse problems.

We are particularly interested in the inverse prob-

lems for determination of the source terms. Such prob-

lems have great interest [5, 6 ,7, 8, 9, 10, 11].

In the present study, we show the existence and 

uniqueness of the solution of the inverse problem to de-

termine the part of the source term of a modified KdV 

equation. We call the determination of ( , )u x t  when f  

is given in (1)-(3) as the direct problem. The determina-

tion of ,u A , in (1)-(3) with the final overdetermination

0 0( , ) ( ), (0, ), (0,1)u x t x t T x                                 (4)

and B  is known, is called the inverse problem for reco-

vering the source term A  depending on x .

The corresponding direct problem (1)-(3), when 

0b , a real constant, is a particular case of the problem, 

studied by Larkin [1] .

The paper is organized as follows: In section 2, we 

give some notations, definitions and results about the 

direct problem. The third section is devoted to derive an 

equivalent fixed point system for our inverse problem. 

In the last section, the existence and uniqueness of the 

fixed point of the system is proved.

A B S T R A C T

We study an inverse problem to identify the source term depending on x  of a modi-
fied KdV equation. In order to recover source term, we define an inverse problem 

subject to an overdetermination condition. We converted this inverse problem to an opera-
tor equation. The existence and uniqueness of this operator equation is investigated.

INTRODUCTION 

Keywords: 
Inverse Problem; KdV Equation; Source Term Identification; Overdetermination Condition; Operator Equation
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If we define

0 0

0 0

( , ) '''( ) ( ) ( )( )( ) : , ( ) .
( ) ( )

tu x t a x d t xLA x x
B t B t

The relation between A  and u  may be specified via 

2 2: (0,1) (0,1)L L L

with

( ) ( )( ) ( )A x LA x x .                                                      (8)

Theorem 2. If the problem (1)-(4) has a solution if and only 

if the operator equation (8) has a solution.

Proof. Assume that the problem (1)-(4) has a solution. 

Then, if we follow the steps given above, we derive the 

operator equation (8).

If the operator equation has a solution ( )A x , we insert 

it in the equation (1). Since the problem (1)-(3) has a solution 

and it is unique by Theorem 1, we have to check whether 

this ( , )u x t  satisfies equation (4).

To this end, we assume that

0( , ) ( )u x t x

then we have

0 0 0( , ) '''( ) ( ) ( ) ( ) ( )tu x t a x d t x A x B t .                  (9)

If we subtract equation (6) from equation (9), we get

0( ''' ''') ( )( ) 0.a d t                                      (10)

By denoting, y , 0( )d t d , equation (10) takes 

the form

''' 0ay dy .                                                                      (11)

The characteristic polynomial ( )p r  of the differential 

equation (11) is

3( )p r ar d .

So, the general solution of the equation (11) is written 

in the following form

(1/3) (1/3) (1/3)( / ) ( / ) 2 ( / )( ) d a x d a x d a xy x ke lxe mx e .        (12)

Now, we use the conditions given in (3).

PRELIMINARIES

In this section, we summarize the definition and results 

given in [1]. The usual notations of Sobolev spaces are 

used for the notations see [12]. For the properties of the 

solution of the problem (1)-(3), we refer the readers to [1].

Let us denote

( ) max(0, ( )), ( ) ( ) ( )d t d t d t d t d t

1
2

0

( , ) ( , ) ( , ) , ( ) ( , ).u v u x t v x t dx u t u u

The following theorem is proved in [1].

Theorem 1. If 0, , [0, ); ( ) 0, 0;a b d C a t a t
1 2

0
0

(| ( ) | ( )) , (0, ), (0,1),
t

sup b t a t d L u L  
1 2 3 2

0 0 0(0, ; (0,1)), (0,1) (0,1), (1) 0,xf L L u H H U  
1 2 2 2 1

0(0, ; (0,1)) (0, ; (0,1) (0,1)), (1, ) 0xf L L L H H f t  for 

a. e. 0t  then (1)-(3) has a unique solution ( , )u u x t         

such that 3 1 2 4
0(0, ; (0,1) (0,1)) (0, ; (0,1)),u C T H H L T H  

1
0(0, ; (0,1)), (1, ) 0t xu L T H u t  for all finite T .

DERIVATION OF A FIXED POINT 
SYSTEM

In this section, first we define our solution concept for 

the inverse problem (1)-(4) and construct an operator 

equation for the inverse problem. The equivalence of the 

operator equation and the inverse problem is proved.

Definition 1. We call the pair of functions ( ( , ), ( ))u x t A x  as a 

solution of the inverse problem (1)-(4), if 3(0, ; (0,1)u C T H  
1 2 4 1
0 0(0,1)) (0, ; (0,1)), (0, ; (0,1)), (1, ) 0t xH L T H u L T H u t  

for all finite T  and 2 (0,1)A L .

In order to find ( )A x , first we replace t  by 0t  in equa-

tion (1) to get

0 0 0 0 0

0

( , ) ( , ) ( ) ( , ) ( , )
( ) ( )

t xxxu x t au x t d t u x t f x t
A x B t

.              (5)

If we use equation (4) in (5), it turns to

0 0 0( , ) '''( ) ( ) ( ) ( ) ( )tu x t a x d t x A x B t                   (6)

By solving the equation (6) for ( )A x , we find

0 0

0 0

( , ) '''( ) ( ) ( )( ) .
( ) ( )

tu x t a x d t xA x
B t B t

                         (7)
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When 0x , then (0) 0y , it gives us that 0k . So, 

( )y x  is of the form

(1/3) (1/3)( / ) 2 ( / )( ) .d a x d a xy x lxe mx e                                (13)

Since (1, ) 0u t , then (1) 0y . If we use it in equation 

(13), we get l m . The new form of the general solution is

(1/3) (1/3)( / ) 2 ( / )( ) .d a x d a xy x lxe lx e                                  (14)

Taking into account that the value of 

(1, ) 0 '(1) 0xu t y , we can find the value of l  as zero. Con-

sequently, the problem (11) has only the solution 0y . It 

means ( ) ( ) ( ) 0y x x x , hence ( ) ( ),x x x . It pro-

ves that 0( , )u x t  satisfies (4).

EXISTENCE OF THE SOLUTION OF THE 
OPERATOR EQUATION

In this section, we study the existence and uniqueness of 

the fixed point of the derived operator equation (8).

Theorem 3. If 

1/2
1

0
0

(| '( ) | )( ) (0, ), ( ) 0, 1,
( )

tB t e e ceB t C T B t
B t

 

( ) 0, ,b t a R  then (8) has a unique fixed point.

Proof. For the proof, we estimate the norm of L . To this end, 

first we differentiate (1) with respect to t  to find

'( ) ( , ) ( ) ( , )
( ) '( )

tt xxxt tu au d t u x t d t u x t
A x B t

.                         (15)

If we multiply (15) with tu  and integrate with respect to 

x  from 0 to 1, we get

1 1 1

0 0 0
1 1

0 0

'( )

( ) '( ) ( ) .

tt t xxxt t t

t t t

u u dx a u u dx d t uu dx

d t u u dx B t A x u dx
                             (16)

First integral in (16) is

1 1
22

0 0

1 1( ) .
2 2tt t t t

d du u dx u dx u
dt dt

                             (17)

If we use integration by parts for the second term in 

(16);

1

0
1

0

(1, ) (1, )

(0, ) (0, ) .

xxxt t xxt t

xxt t xxt xt

u u dx u t u t

u t u t u u dx
                                         (18)

If we use (3) in (18), it becomes

1 1

0 0

.xxxt t xxt xtu u dt u u dx                                                   (19)

Since 21 ( )
2xxt xt xt

du u u
dx

, then (19) can be written as

1 1
2

0 0

1 ( (0, )) .
2xxxt t xxt xt xtu u dt u u dx u t                        (20)

The third term in (16) is

1 1
22

0 0

1 1( ) .
2 2t

d duu dx u dx u
dt dt

                               (21)

By the definition of the norm, the forth term of (16) is

1
2

0

.t t tu u dx u                                                                  (22)

By Cauchy's Inequality, the last term of (16) is estimated 

to be

2 21

0

( ) .
2 2

t
t

A u
A x u dx                                               (23)

With (17), (20), (21), (22) and (23), the equation (16) be-

comes

2 2

2 2
2

1 1 '( )
2 2

( ) | '( ) | .
2 2

t

t
t

d d t du u
dt dt

A u
d t u B t

                              (24)

Rearranging (24), it takes the form

2 2( ( ) | '( ) |) | '( ) |t t
d u d t B t u B t A
dt

                 (25)
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Substituting 
2: ,( ( ) | '( ) |)ty u d t B t , then (25) 

becomes

2

[0, ]
'( ) ( ) ,where max | '( ) | .

t T
y t y t D A D B t        (26)

Solving the inequality (26), we get

2( ) | '( ) | ( ) ( ) .ty t B t A e e y e                         (27)

If we employ proposition 4 in [1], we get the inequality

2 2( ) | '( ) | ( ) .ty t B t A e e c A e                       (28)

(28) shows that

2 2( ) (| '( ) | ) .t
tu t B t e e ce A                      (29)

The norm of the operator   can be estimated by using 

(29) as

1/ 2
0

0 0

( , ) (| '( ) | )
( ) ( )

t
tu x t B t e e ceLA A
B t B t

. (30)

If we impose the condition

1/ 2

0

(| '( ) | ) 1
( )

tB t e e ce
B t

                                     (31)

the operator L  is contraction, so it has a unique fixed 

point [13].
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Nonlinear partial differential equations (NPDEs) 

are very useful to model many real world prob-

lems in science and engineering. Finding the exact 

solution of such equations is an important area of 

research. Fractional differential equations (FDE’s) are 

also getting the attention of the researchers in the re-

cent years. Many real world problems are modelled 

via FDE’s in fluid dynamics. Exact solutions of such 

models play an important role in the mathematical 

sciences [1-6].

Exact solutions for a variety of FDE’s are compu-

ted by researchers with different techniques including 

(G'⁄G)-expansion method [7], lie group analysis method 

[8], new extended trial equation method [9], first integ-

ral method [5], exp-function method [10], generalized 

Kudryashov method [2] and many others are suggested 

for obtaining the exact solutions of FDE’s.

In mathematical physics, Zakharov-Kuznetsov 

(ZK) equation is used to describe the nonlinear develop-

ment of ion-acoustic waves in magnetized plasma [11]. It 

is comprised of cold ions and hot isothermal electrons 

in the presence of a uniform magnetic field. It is also 

known as the generalizations of the well-known clas-

sical KdV equation. In this article, we are interested to 

Article History: 
Received: 2017/07/26
Accepted: 2017/12/10
Online: 2018/04/27

Exact Solutions of (n+1)-Dimensional Space-Time 
Fractional Zakharov-Kuznetsov Equation

Correspondence to: Department of 
Sciences and Humanities, National 
University of Computer and Emerging 
Sciences, Lahore, Pakistan. 

E-mail: taj467@gmail.com,
 Phone: (+9242) 111 128 128,
 Fax: (+9242)516 5232.

calculate the exact solutions of (1+n)-dimensional frac-

tional ZK equation of the following form

1 1 1 2 2 3 3

2 2 2
( ) ( ) ( ) ( )

2
( )... 0

n n

t x x x x x x x

x x

D u auD u D u D u D u

D
    (1)

where 0<α≤1 and a is any arbitrary constant.

The article is arranged as follows. Modified Rie-

mann-Liouville derivative of order α is defined in sec-

tion 2 together with it properties. In section 3, complex 

fractional transformation is applied to convert the non-

linear PDE into an ODE and then exact solutions are ob-

tained with MSE method and (1 ⁄G' )-expansion method. 

Results are provided in section 4. References are given in 

the end of the article.

MODIFIED RIEMANN-LIOUVILLE 

DERIVATIVE AND ITS PROPERTIES

The modified Riemann-Liouville derivative of order 

α for a continuous function is defined as follows [3].

A B S T R A C T

In this article, we study the (n+1)-dimensional space time fractional Zakharov-Kuznetsov 
equation for calculating the exact solutions. For this purpose fractional derivative is used 

in the form of modified Riemann-Liouville derivatives. Complex fractional transforma-
tion is applied for transforming the nonlinear partial differential equation into another 
nonlinear ordinary differential equation. Exact solutions are obtained by using modified 
simple equation method and (1 ⁄G' )-expansion method. Obtained solutions are new and 
may be of significant importance in the field of plasma physics to investigate the waves in 
the magnetized plasma and in the dust plasma.

INTRODUCTION 

Keywords: 
Modified Riemann-Liouville derivatives; Complex fractional transformation; Modified simple equation method; (1 ⁄G')-
expansion method; Zakharov-Kuznetsov equation.
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Exact Solutions With Modified Simple Equation 

Method

Here we utilized the MSE method [4] to find the exact 

solutions. Applying the equation balance method to ac-

hieve the value m=1. Therefore the solution will take the 

form as

0 1( )U k k ,                                                           (6)

where 0k , 1k  are the constant to be determined such 

that 1 0k . Now we are in need to find the values of 2U  and 

U  from Eq. (6). i.e

2

2
2 2 2

0 0 1 1

1

2U k k k

k

k

U

                                  (7)

Putting the above values in Eq. (5) and compare the dif-

ferent powers of  equal to zero, we have the following 

system of equations

2
0 0

1 0
2

wk ak ,                                                              (8)

1 1 0( ) 0nk k ak w ,                                                (9)

2 2
1 1

1 0
2

ak nk .                                                        (10)

Using Eq. (8), it gives two values of the constant 0k  as 

below:

0
20, .wk
a

                 (11)

As 1 0k , so Eq. (10) yields the following value of 1k :

1
2nk
a

.                   (12)

Now we have to find the value of . For this we have 

the following two cases.

Case 1:When 0 0k , Eq. (9) gives the following result

1( ) 0,

.

n w k
w
n

                (13)

1

1

1
0

1

( ) 1

1

( )

1
(1 )

( ) (0) , 0 1

( ) , 1, 1

x

nn

x

x h h

D h x

d
d

d

h x

x

n n n

  (2)

where :h R R , 1 1( )x h x  denotes a continuous func-

tion not necessarily first order differential. Here we have 

mentioned only following important properties for literatu-

re.

 If :h R R , is a continuous function, then its 

fractional derivative in the form of integral with respect to 

1( )dx

1

1

1( 1) 1

0

1

1

1

0

( )

( )( ) , 0 1

1( )
( )

1
(1 )

x

x

x

x h ddD h x
dx

d
d

h d
x

 For any constant k, the fractional derivative is:

1( ) ( ) 0xD k

 For the functions g(x
1
) and h(x

1
) and the constants 

a and b, fractional derivative for their linear combination is:

1 1 1( ) 1 1 ( ) 1 ( ) 1( ( ) ( ( ))) ( ( )) ( ( ))x x xD ag x b h x aD g x bD h x

 For h(x
1 
)=(x

1
 )p the fractional derivative will be

1

( )
( ) 1 1

(1 )(( ) ) ( )
(1 )

p p
x

pD x x
p

EXACT SOLUTIONS

To find the exact solution of Eq. (1), we transform the FZK 

equation in to another nonlinear ODE by applying the 

following complex fractional transformation

21 3( ) ( ) ( )
(1 ) (1 ) (

...
1 )

( ) ( )
(1 ) (1 )

n

x x x

x w t
                        (3)

This results in the following ODE

0wU aUU nU ,                                                   (4)

where ( )U u  and 
duU
d

. Integrating Eq. (4) with 

respect to  taking constant of integration zero, it results

21 / 2 0wU aU nU .                                                (5)
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Substituting the values of 0k , 1k  in Eq. (20) and simplif-

ying, we have

4

1

1 2 1 2

2( )

cosh sinh
2 22

( )cosh ( )sinh
2 2

wU
a

w wc
n nnw

w wa nc wc nc wc
n n

                 
 (21)

Case 2 (a): If we put 2
1

wcc
n

, Eq. (21) will take the follo-

wing form

5
2( ) 1 tanh

2
w w wU
a a n

.             (22)

Case 2 (b): Similarly, if we put 2
1

wcc
n

, Eq. (21) will be

6
2( ) coth 1

2
w w wU
a a n

,              (23)

where  is given in Eq. (3).

Exact Solution With (1 ⁄G' )-Expansion Method

Here we use the (1 ⁄G' )-expansion method [12] for cal-

culating the exact solutions. Balancing the terms U'  and 

U2 in Eq. (3.3), it yields M=1. Hence the solution will take 

the form as

0 1
1U a a
G

,                (24)

where ( )G satisfy the ordinary linear differential equ-
ation

( ) ( ) 0G G ,              (25)

with 0a , 1a ,  and  as constants to be determined. 

This equation contains the solution

1 2( )G c e c ,                (26)

where  is defined in Eq. (3) and

1

1
cosh( ) sinh( )G c

,            (27)

Using Eq. (24) in Eq. (5) and then comparing coeffici-

ents of different powers of 
1
G

, we obtain system of equati-

ons

Integrating w.r.t.  , we have

1

ln( ) ln( ) ,

.
w
n

wc
n

c e

                (14)

where c
1
 is the constant of integration. Integrating aga-

in Eq. (14), it results,

1
2

w
nnc e c

w
,               (15)

where c
1 

and c
2  

are constants of integration 1
1c
c

. 

Hence the exact solution given in Eq. (6) will takes the form 

as

1
0 1

1
2

( )

w
n

w
n

c eU k k
nc e c
w

,             (16)

After substituting the values of 0k , 1k  in Eq. (16) and 

simplifying, we obtain

1

1

1 2 1 2

( )

cosh sinh
2 22

( )cosh ( )sinh
2 2

U

w wc
n nnw

w wa nc wc nc wc
n n

.

              
 (17)

Case 1 (a): If we put 2
1

wcc
n

, solution given in Eq. (17) 

will take the form as

2 ( ) 1 tanh
2

w wU
a n

.                (18)

Case 1 (b): Similarly, when 2
1

wcc
n

, solution will take 

the form as

3( ) 1 coth
2

w wU
a n

.              (19)

Case 2: When 0
2wk
a

,  Eq. (6) yields

1
0 1

1
2

( )

w
n

w
n

c eU k k
nc e c
w

,             (20)
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0
2

0 0

1

1 0 1 1

2
2
1 1

1 : 0 ,
2

1 : 0 ,

1 1: 0 .
2

awa a
G

wa aa a na
G

aa na
G

            (28)

Solving the system (3.26), we arrive at the following so-

lutions:

Set 1:         1 0
2, , 0.w na a

n a
           (29)

Putting values from Eq. (27) and Eq. (29) in Eq. (24), we 

have

7

1

2( )
cosh sinh

nwU
w wa wc n
n n

.  (30)

Set 2:         1 0
2, , 0.w na a

n a
          (31)

substituting values from Eq. (27) and Eq. (31) in Eq. 

(24), it yields

8

1

2 2( )
cosh sinh

w nwU
a w wa wc n

n n

               (32)

where   is given in Eq. (3).

CONCLUSION

In this article, we achieved some exact solutions of (1+n)-

dimensional fractional Zakharov-Kuznetsov equation. 

We apply the complex fractional wave transformation 

which converts the original nonlinear PDE into another 

nonlinear ODE. Then, (1 ⁄G')-expansion and modified 

simple equation methods are used to find the exact solu-

tions. Obtained solutions are new and of significant im-

portance to study the waves in the magnetized and dust 

plasmas. For different values of the parameters, graphical 

representations of the solutions are provided below with 

the help of computer software Maple 13. We have consi-

dered the case for n=1 for graphical representation (i.e. 

( , )u x t ). In Fig. 1, for 1.5 , 0.7 , 3w a , plots for the 

solution U2 plots for the solution U2 and its contour plot 

are given. In Fig.2, For 2 , 0.7 , 3w a , plots for 

the solution U3 and its contour plot are provided. In Fig.3, 

For 11.75 , 0.3 , 0.4 , 5 , 5w a c , plots for the 

solution U8 and its contour plot are presented.  We have 

presented few of the solutions in graphical format. One 

can easily obtain the plots of others solutions easily.

Figure 1. U2 and its contour plot

Figure 2. U2 and its contour plot

Figure 3. U3 and its contour plot



183

M
. N

. A
li 

et
 a

l. 
/ H

it
ti

te
 J 

Sc
i E

ng
, 2

01
8,

 5
 (3

) 1
79

–1
83

R e f e r e n c e s

1. Gepreel KA, Omran S. Exact solutions of nonlinear fractional 

partial differential equation. Chinese Physics B 21(11) 

(2017) 110204. 

2. Guner O, Aksoy E, Bekir A, Cevikel AC. Different methods 

for (3+1)-dimensional space-time fractional modified KdV-

Zakharov-Kuznetsov equation. Computers & Mathematics 

with Applications 71(6) (2016) 1259-1269.

3. Jumarie G. Table of some basic fractional calculus formulae 

derived from a modified Riemann-Liouville derivative for 

non-differentiable functions. Applied Mathematics Letters 

22(3) (2009) 378-385.

4. Khan K, Akbar MA. Exact solutions of the (2+1)-dimensional 

cubic Klein–Gordon equation and the (3+1)-dimensional 

Zakharov-Kuznetsov equation using the modified simple 

equation method. Journal of Association of Arab Universities 

for Basic and Applied Sciences 15 (2014) 74–81.

5. Lu B. The first integral method for some time fractional 

differential equation. Journal of Mathematical Analysis and 

Applications 395(2) (2012) 684-693.

6. Miller KS, Ross B. An Introduction to Fractional Calculus 

and Fractional Differential Equations, John Wiley, New York, 

1993.

7. Bekir A, Guner O. Exact solutions of nonlinear fractional 

differential equations by (G^'⁄G)-expansion method. 

Chinese Physics B 22(11) (2013) 110202.

8. Chen C, Jiang Y-L. Lie group analysis for two classes 

of fractional differential equations. Communications in 

Nonlinear Science and Numerical Simulation 26(1-3) (2015) 

24-35.

9. Pandir Y, Gurefe Y. New exact solutions of the generalized 

fractional Zakharov-Kuznetsov equations. Life Science 

Journal 10(2) (2013) 2701-2705.

10. Zheng B. Exp-function method for solving fractional partial 

differential equations. The Scientific World Journal 2013 

(2013) 465723.

11. Zakharov VE, Kuznetsov EA. On three-dimensional solitons. 

Soviet Physics 39 (1974) 285-288.

12. Daghan D, Donmez O. Exact solutions of Gardner equation 

and their application to the different physical plasma. 

Brazilian Journal of Physics 46(3) (2016) 321-333.





Veysel ZEDEF1 2 3 4

1Selcuk University, Department of Mining Engineering, Campus, 42003, Konya, TURKEY
2Selcuk University, Institute of Natural Sciences, Campus, 42003, Konya, TURKEY
3Selcuk University, Department of Physics, Campus, 42003, Konya, TURKEY
4Selcuk University, Department of Geomatics, Campus, 42003, Konya, TURKEY

Hittite Journal of Science and Engineering, 2018, 5 (3) 185-189

ISSN NUMBER: 2148-4171

DOI: 10.17350/HJSE19030000092

A strong relation between soil gas radon concentra-

tion and underlying geological features has been 

known for many years. The content of radon in soil, 

beside atmospheric conditions such as temperature, 

moisture and pressure [1], is more strongly controlled 

by porosity-permeability, fractures, nature of rocks, 

active-inactive faults, magmatic and volcanic activity 

of a region. In addition to these, many other factors 

such as soil type and sediment thickness [2], soil par-

ticle size [3] and radium bearing mineral content of 

formations [4]. To minimize the effect of atmosphe-

ric conditions, the soil gas radon measurements have 

been undertaken at depths of a meter or more. 

The radon level in soil gas can easily be increased 

by a fault since a fault could be a pathway for radon 

emanated from deep formations [5, 6, 7, 8, 9, 10, 11, 12, 

13, 14, 15]. A similar relation between radon content of 

well-spring water and faulty zones was pointed out [16, 

17]. However, the anomalies is not restricted for only ra-

don gas, but 1
3HCO  [18], helium [19], hydrogen [20] and 

carbon dioxide [21] anomalies were also noted on fault 

zones.

The aim of this paper is to investigate a relation (if 
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any) between soil gas radon concentration and active fa-

ult zone of Ilgın, Konya province, Turkey.

GEOLOGICAL AND SEISMOLOGICAL 

SETTING

The study area is geographically located on SW of 

Central Turkey (Fig. 1). Turkey is geologically divided 

into four tectonic units by Ketin [22]. These are Tau-

rids in the south, Anatolids in the center, Pontids in 

the north and Border Folds in the southeast. The in-

vestigation area is found within the Anatolids which 

subsequently divided into several units by Ozgul [23]. 

The Ilgın area is a part of Bolkardagı units of Ozgul 

[23]’s division. On the other hand, the area is included 

in Kutahya-Bolkardagı Belt by Ozcan et al. [24]. Çavuş-

cu Göl (Göl means lake) is located at the central part 

of the south of study area (see Fig. 1). The lake is for-

med on a graben where two normal faults are roughly 

found at west (Ilgın fault) and east (Tekeler fault). The 

two horsts are occurred at both side of this graben, 

the Karakaya Tepe horst in the west and the Gavur-

dagı horst in the east. The area is not focused for only 

these active faults, grabens and horsts but it is also 

important for economical lignite seams [25, 26, 27].

A B S T R A C T

Soil gas radon concentrations have been studied in an active fault zone of Ilgın, Konya, 
Turkey. At this seismically active fault zone (20 km long, 3-5 km width in the study 

area) there are two faults and a graben in between them. The maximum radon and thoron 
concentrations are 32601(Bq/m3) and 17628 (Bq/m3), while the minimum values are 170 
(Bq/m3) and 103 (Bq/m3) respectively. At 15 sampling points for radon the obtained values 
are higher than the average values. There has been a clear visibility of both 222Rn (radon) 
and 220Rn (thoron) anomalies in the area. The 222Rn and 220Rn have no positive or negative 
correlation at sampling points in the field.

Keywords:

Radon gas; Geological conditions; Active fault zone; Ilgın; Turkey

INTRODUCTION 
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From the neo-tectonic point of view, the area is tec-

tonically situated between Gavurdağı and Karakaya Tepe 

horsts. The graben is found in between these horsts (Fig. 

2). The graben can be traced almost 20 km from south to 

north while its width is about 3-5 km at east-west direction. 

The seismically active Ilgın fault is found at the west side 

of this graben, and the Tekeler fault restricted the eastern 

side. Seismologically, these two faults are presently produ-

cing earthquakes. An officially published recent earthquake 

data is present on Table 1. The most devastating earthquake 

(Magnitude 5.5) in the area was taken place in February, 21, 

Perhaps (or to our knowledge), the most detailed geo-

logical (including structural and stratigraphic) study in the 

area was undertaken by Huseyinca and Eren [28]. According 

to these authors, the oldest units in the area is Silurian-Early 

Carboniferous aged marbles of limestone and dolostone 

which are unconformably overlain by Mesozoic aged meta-

morphites. Huseyinca and Eren [28] stated that the Tertiary 

aged lignite seams with claystone, mudstone and siltstone 

are found over these metamorphic basements. All the rocks 

forming basement are strongly effected by Cimmerian and 

subsequent Alpine orogenesis which gave rise many faulting, 

fracturing and folding [28]. The recent tectonic movements 

(usually called as Neo-tectonic movements) were respon-

sible for developments of today’s active faults, horsts and 

grabens in the region. A sketch of general geological cross 

section of the area is performed in Fig. 2.

Figure 1. Location map of study area, the map for active fault is from MTA (Mineral Research and Exploration of Turkey) web-page.

Figure 2. A sketch of geological cross section from west to east in the 

study area (no to scale). Note: A represents metamorphic basement of 

generally Paleozoic and Mesozoic aged rock units; B represents younger 

sediments of Cenozoic, mostly Pleistocene and Holocene aged detrital 

rocks with lignite seams (black painted).

Table 1. The latest earthquakes in the study area, Ilgın, Konya.

Date Time M

20:29:52 70.25 72.25

22:44:32 69.00 66.25

00:36:16 69.25 68.50

23:03:12 77.25 68.00

20:29:52 70.25 72.25

22:44:32 69.00 66.25

00:36:16 69.25 68.50

23:03:12 77.25 68.00

20:29:52 70.25 72.25

22:44:32 69.00 66.25

00:36:16 69.25 68.50

23:03:12 77.25 68.00
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of the atmosphere is also measured. The altitude and co-

ordinates of each sampling locations were also included 

in Table 1. The average 222Rn and 220Rn concentrations of 

the samples are 10930 (Bq/m3) and 5338 (Bq/m3) respec-

tively. The maximum radon and thoron concentrations 

are 32601(Bq/m3) and 17628 (Bq/m3), while the minimum 

values are 170 (Bq/m3) and 103 (Bq/m3) respectively. At 

15 sampling points for radon the obtained values are hig-

her than the average values (Fig. 3). On the other hand, 

12 sampling locations exceed average thoron concentra-

tions (Fig. 4). All these indicate there has been a radon 

and thoron anomalies in the area of active Ilgın fault zone 

and related graben area. One point has to be pointed out 

that there has been no positive correlation between ra-

don and thoron concentrations on the investigation area 

(Fig. 5). The radon and thoron values are seems to be no 

any relation with temperature, air pressure and humidity 

of the atmosphere. No positive and negative correlation 

has been observed between radon-thoron concentrations 

and altitude of measurement points. Unlike most other 

works seen on the literature at hand, we could not see any 

radon-thoron anomalies just over faults.

CONCLUSION

The Ilgın fault zone is a seismically active area and the 

recent seismicity gave rise tectonically occurring graben 

and horst formation in the study area. The measured 
222Rn (radon) and 220Rn (thoron) concentrations indica-

te that there has been a visible anomalies on fault zones. 

A similar judgment cannot be undertaken for individual 

1946. At this earthquake, 55 people were died and 3349 in-

jured. A recent, relatively strong (Magnitude 5) earthquake 

has taken place in July, 27, 2011. No casualty reported (Note 

that all the data about the earthquakes taken from the Kan-

dilli Rasathanesi web-page).

In the area, the trace of Ilgın fault can easily be obser-

ved while the Tekeler fault script is mostly buried by the 

Quaternary sediments, mostly exposed over Paleozoic and 

Mesozoic aged metamorphic rock units in the eastern part 

of the graben between the towns of Ilgın and Çavuşcugöl. 

As a seismically active area, the towns of Ilgın, Çavuşcugöl, 

Gölyaka, Yorazlar, Misafirli, Tekeler and Dereköy often hit 

(average three times each monts) by earthquake with mag-

nitude > 2. The focuses of the quakes are mostly 4 to 15 km 

depth (www.depremler.org/konya-depremleri-1)

FIELD SURVEY AND METHODOLOGY

A total of 32 sampling location were chosen and settled in 

the Pleistocene-Holocene aged strata in the light of ear-

lier geological surveys. The sampling locations were ho-

mogenously scattered to represent all graben and faulty 

area (except the lake itself). The survey for soil gas was 

performed in a period with stable meteorological condi-

tion from August to September. The used radon monitor 

in this study is made up three main parts: (1) Alphaquard 

PQ2000 Pro brand radon monitor, (2) Soil gas probe and 

(3) Pump. For measurement, a hole 1 m deep was drilled 

and available soil gas was pumped out into the ionizati-

on chamber of the monitor. Then, both radon isotopes 

of 222Rn and 220Rn were measured. For 222Rn reading, the 

ionization chamber has to be kept closed for about 10 mi-

nutes to allow 220Rn (thoron) to decay. The total staying 

time of drilled pipe into the soil is 30 to 40 minutes. To 

do this, the soil gas can diffuse out the pipe. The obtained 

measurements in this study represent 30-40 minutes de-

gassing of soil gas for each sampling point.

RESULTS AND DISCUSSION

All the results for 222Rn (radon) and 220Rn (sometimes 

called as thoron) are shown in Table 2. During the me-

asurement time temperature, air pressure and humidity 

Figure 3. The distribution of  222Rn (radon) in soil gas in the study area.

Figure 4. The distribution of  220Rn (radon) in soil gas in the study area.

Figure 5. A claster of  222Rn (radon) v 220Rn (thoron) indicating the ab-

sence of positive or negative correlation in soil gas in the study area.
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Table 2. Results of a soil gas  222Rn and 220Rn concentration (Bq/m3 ) measurement around Ilgın Fault Zone (Temperature, air pressure, humidity, 

altitude and coordinates of each mesurement are included).

Sampling No 222Rn(Bq/m3) 220Rn(Bq/m3) Temperature(0C) Air Pressure
 (mbar) Humidity (%) Altitude(m) Coordinate

1 865 224 27,3 901.1 15,7 1059 38018’05”N
31051’52”E

2 170 122 24,5 899,5 16,7 1037 38018’12”N
31052’23”E

3 13169 1436 23,7 899,8 18,3 1036 38018’32”N
31054’28”E

4 18647 4828 20,2 899,7 22,3 1030 38018‘25“N
31053‘50“E

5 6185 196 13,8 899,2 26,3 1034 38019’06”N
31053’28”E

6 18539 8136 14,8 899,1 34,7 1042 38019’13”N
31053’59”E

7 258 264 17,8 902 46 1053 38018’38”N
31051’50”E

8 27420 103 19,4 900.6 39,4 1040 38018’41”N
31052’02”E

9 6686 7858 19,5 900,8 37,8 1053 38020’26”N
31050’59”E

10 6868 2191 22,2 900,4 39,3 1035 38020’30”N
31051’12”E

11 13193 2282 21,6 900.3 38,1 1058 38020’52”N
31054’09”E

12 9163 10773 19,3 900,1 36,2 1042 38020’52”N
31053’49”E

13 18238 17268 15,8 900,7 41,5 1060 38023’02”N
31053’58”E

14 15211 6690 14 900,7 59,6 1031 38023’00”N
31053’40”E

15 10133 9681 12,7 900,9 52,5 1030 38022’20”N
31051’00”E

16 8556 826 16,4 899,5 38 1047 38022’18”N
31050’42”E

17 15277 5182 15,5 898,2 39,3 1045 38023’05”N
31050’36”E

18 16277 3505 15,4 896,4 42,7 1023 38023’07”N
31050’55”E

19 3595 3931 15,7 898.4 39,6 1014 38026’21”N
31054’17”E

20 4052 623 16,8 898,7 37,2 1030 38026’09”N
31054’35”E

21 5470 3423 13,5 900,3 50,2 1042 38026’57”N
31054’55”E

22 4281 2311 15,1 899,8 44,5 1030 38026’52”N
31054’38”E

23 32631 6499 17,1 899,2 40,2 1024 38023’45”N
31050’31”E

24 17542 5165 13,8 897,9 42,3 1027 38023’43”N
31050’12”E

25 4647 12364 8,2 897,4 54,6 1038 38025’22”N
31054’20”E

26 4993 4245 14,8 899,7 40,4 1028 38023’42”N
31050’52”E

27 11611 15781 19,5 893.9 29,9 1041 38023’14”N
31049’50”E

28 12968 407 21,4 888.7 32,3 1058 38020’22”N
31047’01”E

29 587 3669 21,0 890,9 34,7 1089 38018’03”N
31048’21”E

30 24073 9501 20,4 888.6 33,9 1166 38027’11”N
31055’29”E

31 12975 11127 20,4 891.5 37,5 1067 38024’06”N
31055’08”E

32 5411 10211 16,3 895,8 34,6 1155 38019’45”N
31055’58”E
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fault scraps themselves in the field. There is no positive 

or negative correlation between 222Rn and 220Rn for same 

measurement points in the field.
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Studying the surface electronic structure of the 

solid are received great attention experimentally 

and theoretically. An electronic state, which localized 

to a solid surface, is named a surface state. Surface 

states of metals are known as an important candidate 

for the investigation of electronics properties. In the 

surface states, the electron–electron interactions 

have been studied [1,2]. The bulk of the solid obtained 

from s- and p-states possess a almost parabolic form. 

These new states are called “bulk states” at the surface. 

The wave functions of these states are localized near 

the solid surfaces and which decrease exponentially 

on both into the bulk and the vacuum of the material. 

Surface state is an electronic state established at the 

surface of the crystal.

The low index faces of metal surfaces, i.e. Cu, Ag 

and Au, contain two surface states, i.e. occupied and 

unoccupied. Electrons of surface states can scatter from 

defects and step edges at the surfaces. For the transition 

metal of Cu(110), the s,p-state bands are well identified. 

The bulk band of Cu(110) substrate that is on the Fermi 

level (E
F
), holds an unoccupied surface state, which 

is lying about 2 eV above the E
F
 [3–5], and the other 

surface state crosses the E
F
 [4]. The bulk states are all 

s,p derived.

As is well known since more than two decades, 

surface states have been investigated with a combination 
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of ultraviolet photoelectron spectroscopy (UPS) [7-9], 

inverse photoemission spectroscopy (IPES) [3,10-14] 

and theoretical work [10,11,15-17]. UPS offers a great 

technique for the occupied electronic states at metal 

surfaces. IPES provides results concerning to empty 

surface state bands on solid surfaces. In case of UPS 

and IPES, these techniques have their weaknesses and 

strengths in presenting surface states at metal surfaces. 

IPES promises to be an important surface science 

technique in this research area because of its ability to 

probe unoccupied electronic structures [18,19]. In IPES 

basically three types of unoccupied surface states are 

observed: Shockley surface states [20] which are sp-like, 

Tamm states [21] which are d-like surface states (often 

associated with surface reconstruction) and image 

potential states. Shockley and Tamm states are also seen 

in angle resolved photoemission spectrum (ARPES) but 

image states are not.

Reflection anisotropy spectroscopy (RAS), UPS, 

IPES and X-Ray Photoelectron Spectroscopy (XPS), have 

been used in this study. It is therefore very fascinating 

now to have an experimental technique at hand to 

compare available data. The aim of this study is to clarify 

the unoccupied surface states and to compare available 

data. It is therefore worthwhile to study electronic states 

at the Cu(110) clean metal surface. In this paper, it is 

reported new surface states in the unoccupied region.

A B S T R A C T

Inverse photoemission spectroscopy is one of the advanced surface science technique for 
measuring unoccupied surface states with sufficient accuracy. The unoccupied surface 

states of the Cu(110) substrate has been investigated using an inverse photoemission 
spectroscopy with energy resolution of 0.5 eV. In this study, it has been introduced 
new unoccupied surface states. These unoccupied states are obtained from bulk bands 
and placed mainly in the outermost atomic layer. These states have been compared and 
contrasted with experimental and theoretical results. It has been also shown that at 
the    point of the surface Brillouin zone, ref lectance anisotropy spectra of the Cu(110) 
substrate possesses an unoccupied and occupied surface states.

INTRODUCTION

Y

Keywords: 
Inverse photoemission spectroscopy; Cu(110) substrate; Unoccupied surface states; Reflectance anisotropy spectra; Surface 
Brillouin zone.
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EXPERIMENTAL

In this study, experiments were performed in an 

ultrahigh vacuum (UHV). This UHV contains Low 

Energy Electron Diffraction (LEED), Mass Spectrometer, 

UPS, IPES and XPS apparatus. The Cu(110) substrate 

was cleaned in UHV, the daily preparation involved 

Ar ion bombardment at 500 V for 30 minutes. After 

this procedure, the substrate annealed up to 600 K for 

20 minutes. Cleanliness, surface order and surface 

orientation were verified by LEED and XPS. LEED 

presented a sharp (1́ 1) spots at room temperature (RT).

The IPES studies were completed in the base pressure 

of 1×10-10 Torr. The IPES produces an emission current of 40 

μA. The photons radiated from the sample are reflected on 

Micro-Channels Plates (MCP) detector by a holographic 

circular diffraction grating which has a diameter of 92 mm, 

3600 lines per mm, a concave radius of curvature of 300 mm, 

and a focal ratio of 3.3. The electron gun was adjusted at 25

and along the [110] direction. The geometry shown in Fig. 1 

corresponded to the Y  point of the surface Brillouin zone 

(SBZ) in reciprocal space. In case of keeping the angle of 45  

between emitted photons and the sample surface normal 

position constant. The experiments were carried out at the 

Y  point i.e. the relevant angles in the experiment were 

adjusted so as to keep k  constant.

The ion gauges had to be shut off during the IPES 

measurements because light from the ion gauge produced 

a background signal in the MCPs. All of the chamber 

windows were also covered during IPES scans to avoid any 

source of photons in the chamber. Finally, IPES spectra were 

recorded.

RESULTS AND DISCUSSION

The IPES experiments were determined at 9.1 eV electron 

energy and fixed photon energy [3,10,11]. There are two 

important points to note that the first is that IPES 

experiment has been employed the fixed electron energy 

and different photon energy ranges. In other words, the 

unoccupied surface states were monitored by IPES 

technique at the fluorescent mode. The second is that 

IPES has been carried out at the Y  point in the SBZ of 

the clean Cu(110), with fixed kinetic energy of 19 eV. The 

geometric procedure is set up for electrons at 25  and for 

emitted photons is set up at 45  at RT can be seen in Fig. 

1. Fig. 2 shows IPES experimental results for the Cu(110). 

For At the Y  point, a surface transition was supposed to 

be 2.2 eV for the Cu(110), an occupied surface state was 

seen at 0.4 eV below the E
F
 [8], an unoccupied surface 

state was found 1.8 eV above E
F
 [5].

Table 1 shows the peak positions along with the 

experimental and theoretical references. The unoccupied 

bulk and surface states were resolved with an IPES energy 

resolution of 0.5 eV. 

The experimental binding energies of the unoccupied 

states of Cu(110) are reported at 2.5 eV [3], 2.0 eV [10], and 

1.8 eV [5]. The calculated values are reported at 2.5 eV, 4.85 

eV, 6.4 eV, 6.9 eV and 7.3 eV [22] and 5.63 eV [23]. There are 

no reports on the unoccupied states at 2.3, 8.0 eV, 8.8 eV and 

9.4 eV as observed in this study. All the thirteen peaks are 

real because they were reproducible and the uncertainty of 

each peak, N , is less than count N. It is important to 

note that without any contamination of the substrate should 

be taken into account to confirm these unoccupied states.

The peak 2.5 eV from a surface state [3] was associated 

with a number of principles: First of all, the surface states 

should exit bulk structure of the clean Cu(110). Then, it 

should separate electron’s momentum. Lastly, a surface 

state should be sensitivity to surface contamination. For the 

unoccupied surface state band on Cu(110) substrate with 2.0 

eV at the SBZ, it has been established. The calculated value 

was reported at 5.63 eV according to the density of states 

Figure 1. (a) For the IPES experimevvnts, the Cu(110) adjusted at the 

right angle. (b) SBZ diagram of the Cu(110) surface. The bulk reciprocal 

lattices are shown g and g , p is the perpendicular wave vector.

Figure 2. IPES spectrum of the Cu(110) obtained at the Y  point in the 
SBZ, at RT and at off-normal electron incidence.
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calculations [23]. Using an angle resolved photoemission 

spectroscopy, the energy of the lowest (n= -1) state at Cu(110) 

Y  point is identified to be E
F
-0.39eV [6]. The following 

lowest surface state is provided 2.0 eV [8], 2.5 eV [1] and 1.8 

eV [5]. The surface state of the Cu(110) was found at 5.5 eV 

(22) above E
F
. The unoccupied surface state for the substrate 

is presented in Fig. 3. At the Y  point of the SBZ, an energy 

of 2.1 eV is obtained using RAS. In this study, this state has 

been probed using IPES. A number of different groups [3–

5,13,24–31] have been analyzed this state by theoretically. 

As seen in Fig. 3, the peak at 2.1 eV is associated with 

shifts between p-type occupied surface state and s-type 

unoccupied surface state at the Y  point of the SBZ. The 

other peak at 4.2 eV in Fig. 3 is correlated with a shift at the 

X  of the SBZ between the bulk d-bands of the occupied 

state and p-type surface state of the unoccupied state. At Y  

point, the occupied surface state possesses py character. The 

transition between states of the occupied and unoccupied is 

only permitted for light which polarized along [001] 

direction.

For the Cu(110), surface states are established in bulk 

band gaps. These bulk band gaps are positioned near the Y  

point. The Cu(110) surface possesses one partly occupied 

and one unoccupied surface states as displayed in figure 4. 

For Cu(110) substrate, the Shockley state around Y  point is 

shown anisotropic behavior. There is an evidence for this 

finding by using scanning tunneling microscopy [32].

At metal surfaces, such as Cu, electrons of the surface 

state spread from step edges and defects. These cause an 

increase quantum interference patterns. 

CONCLUSION

In this study, the new unoccupied surface states of the 

Cu(110) at the Y  point have been obtained using IPES 

surface science technique. The new unoccupied surface 

states are obtained from bulk bands and placed mainly in 

the outermost atomic layer. The findings have been 

compared and contrasted with available experimental 

and theoretical data. It has been also shown that 

reflection anisotropy spectra of the clean Cu(110) 

Table 1. Peak energies in eV of the unoccupied surface states for the Cu(110).

Peak Energies in (eV) Other Experimental Results Reference Other Theoretical Results Reference

1.7 1.8 [5] 1.7 [29]

2.0 2.0 [10] - -

2.3 New Peak - - - -

2.45 2.5 [3] 2.5 [22]

2.8 New Peak - - - -

4.8 - - 4.85 [22]

5.2 5.5 [22] - -

5.8 - - 5.63 [23]

6.2 - - 6.4 [22]

6.8 - - 6.9 [22]

8.0 - - 7.3 [22]

8.8 New Peak

9.4 New Peak

Figure 3. RAS spectra for the clean Cu(110) substrate.

Figure 4. Energy illustrations nearby Y  point.
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substrate possesses surface states at the Y  point.
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In order to probe the electronic structure of a solid, 

it is useful to know the nature of both the occupied 

and unoccupied states around the Fermi level (E
F
). 

Inverse photoemission spectroscopy (IPES) is probed 

the unoccupied electronic states of solids above 

the E
F
 [1]. IPES is a complementary surface science 

technique to the photoemission spectroscopy (PES) 

which analyses occupied states below the E
F
.

In the PES, a photon incident on a sample excites 

an electron in an occupied state of the sample into an 

unoccupied state above the E
F
, the electron in this final 

state being the detected particle. In IPES an electron 

incident on a sample couples into an unoccupied state 

and makes a radiative transition to another lower lying 

unoccupied state above the E
F
, in this case the emitted 

photon is detected. The two processes (PES and IPES) 

for the occupied and unoccupied electronic states are 

shown in Fig. 1.

In PES a photon promotes an electron in an 

occupied state below E
F
 into an unoccupied state above 

vacuum level (E
Vac

). In IPES an electron that has coupled 

to an unfilled state above E
Vac

 makes a transition into an 

unoccupied state between E
Vac

 and E
F
 with a emission of 

photon. In the IPES technique, the incoming particles 
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are electrons and the outgoing particles are emitted 

photons, which come from transitions from the free–

electron–like incoming electron state into unoccupied 

states above the E
F
 of the investigated sample.

More than two decade of work on IPES has 

considerably advanced the field of study and several 

reviews at the respective level of maturity were published 

[2-5]. In early days the development was oriented along 

known results from PES, which were simply reproduced 

for the case of unoccupied levels. Problems were tackled 

which had no precedent in ordinary PES [6]. The 

unoccupied states can be examined by two-photon 

photoemission (2PPE) or IPES [2-4]. Because of the low 

photon energy, 2PPE indicates high energetic resolution. 

Theory of Inverse Photoemission Spectroscopy

As it is known in PES process, the sample is bombarded 

with photons from a UV source. As ultraviolet (UV) 

photons have lower photon energy than X rays and 

thus interact only with the electrons in the valence 

shells or conduction band, the PES can therefore 

provide information about the electronic band 

structure of semiconductors and metals. The kinetic 

energy of the emitted electrons can be calculated by 

using Equation 1:

A B S T R A C T

This paper reviews the probability of probing the unoccupied electronic states in solids 
by inverse photoemission spectroscopy (IPES). IPES is a surface science technique to 

analysis the unoccupied electronic states above the Fermi level. IPES is a complementary 
technique to photoemission. In the IPES technique, the incoming particles are electrons 
and the outgoing particles are emitted photons that are consequently created by them 
therefore this technique is named as Bremsstrahlung Isochromate Spectroscopy. This 
is a common measuring mode because the photons of particular energy are identified. 
IPES has established one of the most powerful techniques in the study of the unoccupied 
electronic states in solids.

INTRODUCTION

Keywords: 
Inverse photoemission spectroscopy; Photoemission spectroscopy; Unoccupied electronic states; Fermi level; Free–electron–like 
transitions.
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where i  is the initial state with no photons and f  is 

the final state contains a band electron plus a photon in 

IP initial and final states lie above the E
F
 as shown in Fig. 

2. HI is the interaction Hamiltonian. The dipole matrix 

element is given by:

3| | fif I iH A J d r                                          (3)

where A  is the electromagnetic vector potential. The 

non-relativistic current takes the form:

* *(1 / 2) (fi f i i fJ e                                   (4)

The experimental development of IPES has been slow 

compared to PES this is principally as a result of the low 

cross section for emission of photons in IPES. The ratio of 

the cross sections [11,13] is specified by:

2 2 2
2

2

( / )
2 4( / )

IPES

PES

el ph ph

ph el el el

E E Rr
m c E E R

           (5)

where el and ph present the wavelengths of the electron 

and photon respectively. Eph is the photon energy, Eel is 

the kinetic energy of the electron, mel is the electron mass, 

R is the Rydberg constant, and  is the fine structure 

constant which is e2/ħc~ 1/137. This ratio originates 

from the different amounts of phase space. The cross 

section ratio is basically specified by the square of 

the fine structure constant 2  5 ´10-5. This constant 

provides increase to the low quantum yield of IPES (~10-8 

photons/electron) relative to PES (~10-3 electrons/photon, 

discounting inelastic secondary electrons) [11,13]. 

Therefore the base signal degrees in IPES are about five 

times weaker than in PES.

EXPERIMENTAL METHODS IN IPES

IPE experiments can be carried out in two different 

modes requiring different detection systems. In figure 3, 

an illustration of the two different IPES modes is shown. 

Fig. 3(a) represents the isochromat mode, Fig. 3(b) the 

fluorescence mode. They are developed to make best use 

of the solid angle of photon collection and the efficiency 

of photon detection.

Isochromat mode

As shown in Fig. 3(a), the isochromat mode involves 

scanning the incident electron energy whilst detecting 

photons emitted at a fixed energy. The isochromat mode 

is equivalent to the time reversed method of recording 

ARPES spectra where an electron spectrum is measured 

for fixed incident photon energy. Detectors for the 

isochromat mode include the Geiger Muller counter (14).

This consists of a stainless steel tube closed at one end 

by a Calcium Flouride (CaF
2
) entrance window and filled 

with Iodine gas (I
2
). The combination of the transmission 

KE h BE e  (1)

The UV source is a gas discharge lamp. Three source 

gases were used in these studies, Helium (He), Neon (Ne) 

and Argon (Ar). The emission lines for He(I) is 21.2 eV, for 

Ne(I) is 16.8 eV and for Ar(I) is 11.8 eV.

The IPES theory was established by Pendry [7,8]. 

Pendry exposed that IPES can be defined as PES with the 

exception of some geometric and phase space coefficients. 

For the occupied bands [9], k-resolved IPES allows that the 

energy dispersion E(k) of unoccupied electronic bands can 

be explained by angle-resolved photoelectron spectroscopy 

(ARPES).

Pendry [7,8] and Fauster et al. [10] declared that the 

IPES procedure is theoretically the time reversal of PES and 

two techniques have a Golden Rule, Equation (2) type 

appearance for the cross section, , and the same type of 

dipole matrix element. Smith et al. [11] assumed from 

molecules that IPES is not the time reversed version of the 

PES method. IPES contains a transition from the n to n+1 

electron system. The difference is principally essential near 

threshold. It should be noted that the primary state in IPES 

is the final state in PES, and the other way around. As 

expressed by Himpsel [12], the cross section can be specified 

as:

2(1 / )i f I if
j H                                      (2)

Figure 1. Energy level diagram comparing the PES and IPES processes.

Figure 2. Schematic of the IPES process
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cut-off of the CaF
2
 window at high energy and the 

ionization threshold of the I
2
 produce an overall energy 

window centred around 9.7eV with a bandwidth of 0.8eV. 

A central electrode floated to a positive potential, collects 

the electron cascade current generated by any incident 

photons with an energy lower than the transmission cut-

off of the CaF
2
 but higher than the ionization potential 

of the I
2
.

Fluorescent mode

As shown in Fig. 3(b), the energy of the electrons in 

fluorescent mode are hold constant then the energy of 

the photon is determined with a large aperture grating. 

This mode allows the initial state constant and obtaining 

the transitions between the initial and the final state 

above the E
F
. In this circumstance, this mode is easier 

than in isochromat mode [10].

Momentum (k) Resolved IPES

In an IPE experiment a collimated beam of electrons with 

a well defined kinetic energy E
kin

 and known incidence 

angle θ enter a sample. These electrons couple to bulk 

states of the sample above the E
vac

. An initial state with 

energy E
i
 and wave vector k

i
, the electrons possess 

radioactive decay transitions to the unoccupied final 

state between E
F
 and E

vac
 having energy E

f
 and wave vector 

k
f
. The emitted photons with quantized energy hυ are 

detected at an emission angle α. Applying conservation 

of energy to the process gives

  i fE E h                                                                     (6)

using momentum conservation for the radiative 

transition yields:

   i fk k G q                                                               (7)

where G indictes a reciprocal lattice vector and q presents 

the wave vector of the emitted photon. For low energy 

photons ~100eV or less the magnitude of q is small 

compared with the size of the Brillouin zone. It is then 

a reasonable approximation to neglect G and q in the 

conservation of momentum, Equation 7 then becomes k
i
 

= k
f
. Initially only the wave vector in the vacuum K of the 

incident electrons is known. When the electrons enter the 

sample they experience an attractive force of unknown 

magnitude due to the crystal potential. The component 

of the wave vector in the solid k  is then greater than K  in 

the vacuum therefore there is a problem in determining 

k  in the final state. The component of the wave vector 

parallel to the surface is protected because potential is 

periodic. This results in the condition:

 i ik k G
║ ║ ║                                                                        (8)

where G  indicates surface reciprocal lattice vector. For 

sufficiently low initial state energies G  = 0 can be used. 

Then K
i

 is given by:

2 1/ 2
|| (2 / )) s( n if si E hK m                          (9)

where 
s
 is the workfunction of the sample. It is then 

possible to determine the final state energy as a function 

of wave vector parallel to the surface E
f
(k ) from 

experimental data, which can be compared with the 

predicted band structure from theoretical calculations. 

Experiments are usually done in mirror planes. In mirror 

planes different bands may become degenerate; this can 

reduce the complexity of the measured spectra. Also 

as the wavefunctions of the incoming electrons have 

even parity they can only couple to initial states of even 

parity [7], this reduces the number of possible transitions 

providing a further simplification. The component of 

the wave vector perpendicular to the surface is not 

protected. However k may be determined by making 

an assumption about the initial electronic state. The 

simplest approximation is of a free electron like initial 

state with a constant inner potential V
0
. At this stage, 

for normal electron incidence i.e. k  = 0 the wave vector 

normal to the surface is specified by:

1/ 2
0 2  /ik m E V                                             (10)

Other Spectroscopies Used To Study Unoccupied 

Surface States

A number of other techniques are employed to investigate 

the unoccupied states above the E
F
 these include 

appearance potential spectroscopy (APS) [16], X-Ray 

absorption spectroscopy (XAS) [17], electron energy 

loss spectroscopy (EELS) [18], two photon spectroscopy 

(2PPE) [19], Scanning Tunnelling Spectroscopy (STS) and 

bremsstrahlung isochromat spectroscopy (BIS). IPES 

has advantages all above techniques that IPES measures 

energy E, momentum ħk, spin, energy-band dispersion 

E(k), and point group symmetry of unoccupied electron 

state. The uncertainty principle orders that the spatial 

resolution cannot be of atomic dimensions if the 

momentum information is to be kept constant [12].Figure 3. Energy level diagram showing isochromat and fluorescence 

modes for IPES.
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For the XAS, electrons are resonantly excited from an 

occupied valance-band state to an unoccupied valence-band 

state. Therefore XAS increases atomic resolution by giving 

up the momentum information [20] but band mapping as a 

function of k–parallel is not generally possible.

2PPE determines momentum information, as in IPES. 

This method is limited to long-lived electronic states [12]. 

Otherwise, the intermediate state cannot be populated 

enough without destroying the samples.

STS is a local probe and the problem is the same as 

XAS. This technique has a very good energy resolution. 

This method is not limited to vacuum environments but it 

is less direct than IPES. 

In high energy IPE or BIS as it is known, a high energy 

beam of electrons (~1500 eV) is used. For such high energies 

the momentum of the emitted photon is non negligible and 

the process is not k-conserving. Therefore BIS reveals little 

about the wavevector of the unoccupied states, however it is 

one of the most direct methods for investigating the density 

of unoccupied states. The use of electrons with energies in 

the ultraviolet region below ~30eV allows the wave vector 

and the energy of the unoccupied states above the Fermi 

level to be probed. For energy of approximately 30 eV the 

elastic mean free path of electrons is approximately 10 to 

20 Å. Therefore low energy IPE is a perfect method for the 

investigation of the surfaces and interfaces

Experimental Components of IPES

The experimental set up was designed to maximize 

angle and efficiency of photon because the problems 

associated with IPES such as: (i) weak signal, (ii) space 

charge influences that make an upper limit on the 

incident electron current. Fig. 4 shows the cross section 

of an advanced IPES spectrometer. It has the following 

feature: The Spherical Grating (SG), the Multi-Channel 

Plate (MCP) detector with digital read out and a movable 

electron gun.

Electron Source of IPES

The electron gun for the IPES experiments was designed 

to have good energy resolution and was capable of 

delivering high currents to overcome the low cross 

section for the production of photons. The thermionic 

electron emitter was a low work function type BaO 

source. In this type of electron source, BaO is heated to a 

temperature high enough (operating at 800 - 1200 C) to 

give some electrons sufficient energy to escape the work 

function barrier at the surface into the vacuum [21,22].

Fig. 5 shows a digital photo of the IPES electron source 

and analyzer. The electron gun is mounted on a rotatable 

platform allowing the angle of incidence to be adjusted 

without disturbing the angle of emission, permitting 

angle resolved studies. The movable electron gun allows 

the variation of photon yield with electron direction to be 

measured at a fixed photon azimuth angle. It is also make 

it possible to measure normal and off normal incidence 

spectra from clean and deposited surfaces with photon 

emission either near normal or near parallel to the surface 

which helps distinguish bulk states of different symmetry.

Fig. 6 shows schematic of a Stoffel–Johnson type 

electron gun [22] which has been used for IPES experiments 

in this thesis and was designed to give a divergence of  ~ 5  

for monoenergetic electrons in the range 5-50 eV.

As shown in figure 6, the electron gun has a circular 

emitting area of ~ 1 mm diameter, which also determines 

the diameter of the electron beam. The focal length of the 

electron gun is electronically adjustable. If the cathode focus 

distance is rised, the maximum focused current is decreased 

by radial space charge forces. It was found experimentally 

that at a typical emission current of 40  and electron 

energy of 19 eV, then ~ 80 % of the emission current reaches 

the sample.

Figure 4. The cross section of the IPES spectrometer (a) X-ray Gun, 

(b) UV Lamp, (c) Rotatable Electron Gun and Analyser, (d) Window, (e) 

Spherical Grating, 3600 lines/mm, (f) Shutter and Access, (g) MCP and 

RAE, (h) Sample, (k) Electron Gun

Figure 5. A digital photo of the IPES electron source and analyser
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Detection system in IPES

The photon emitted from the sample are reflected on 

Micro-Channels Plates (MCP) detector by a holographic 

circular diffraction grating which has a diameter of 92 

mm, 3600 lines per mm, a concave radius of curvature of 

300 mm, and a focal ratio of 3.3. The output of electrons 

from the MCP can be seen either straight on a phosphor 

screen, or indirectly by the charge pulses incident on an 

anode, as shown in Fig. 7(a), behind the MCPs [23].

The MCP detector assembly, model 3394A supplied by 

Quantar Technology Inc. USA, has been used. It is made of 

lead glass with a coating of Nichrome on the surface acting 

as the electrode. Additionally the front plate is coated in 

KBr to increase the sensitivity to ultra violet (UV) photons. 

There are two circular plates of 0.46 mm thickness, back to 

back with 100 channels along the active diameter of 40 mm. 

A typical electron gain for the two plate stack is 5 ´ 106. It 

operates in an open face mode with a ratio of ~ 64%. The 

anodes are shaped resistive sheets.

The photon detection system also includes a position 

sensitive Resistive Anode Encoder (RAE) behind two MCPs 

electron multipliers. Each incident electron produces a 

detectable charge pulse on the resistive anode. The RAE 

produces charge division between four output electrodes 

at the corners A, B, C and D, see Fig. 7(b), proportional to 

the position of the centre of gravity of the charge pulse. The 

charge sensitive amplifiers convert the low level charge 

pulses into higher level shaped bipolar pulses suitable for 

input into the position analyser electronics. The position 

analyser electronics generates an analogue voltage output 

proportional to pulse position coordinates that may be 

calculated from the charges, Q
A
, Q

B
, Q

C
, Q

D
 collected at the 

four electrodes:

Tot A B C DQ Q Q Q Q                                               (11)

B C

Tot

 X  
Q

Q Q
                                                                     (12)

A B

Tot

  QY  
Q

Q
                                                                    (13)

The AD convectors are converted the peak amplitudes 

from analogue to digital. The coordinates can be calculated 

using the above formulations. The digital data are moved to 

a computer for this calculation. The coincidence count rate 

for the experiments in this thesis is ~ 200 – 300 counts per 

sec. Additional shielding of the resistive anode aperture was 

provided to make sure that only the reflected photons can 

reach the detector system.

The setup of the detectors is calculated by the aid of 

etched polycrystalline copper foil carrying a square grid 

pattern. An approximate point source ~ 1 mm of electrons 

is sent on the Cu foil. Photons were emitted toward the 

mirror and then were reflected onto the MCPs. The four 

anode channels are established for operation of the peak 

detection circuits. The images can be figured out by the X 

and Y coordinates.

Figure 6. Schematic of the electron optical components of electron 

gun, (a) BaO cathode, (b) ceramic, ( c ) anode, (d) ceramic, (e) deflector 

electrode, (f) ceramic, (g) final lens, (h) sample

Figure 7. IPES detection system, (a) MCPs, (b) RAE
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Fig. 8(a) shows an image of the calibration from the Cu 

foil, using the latest version of Image SXM software [24]. 

The calculated {X, Y} coordinates are binned into a 256 ́  256 

pixels image and expose clearly the over the circular active 

area of the detector.

In order to get good focusing over the entire area, the 

detector sample and grating are mounted tangentially to the 

Rowland circle [25]. This gives a practical linear energy scale 

over the horizontal coordinate, X direction, of the channel 

plates. Since the image at the entrance slit does not cover 

the whole channel plate, it is possible to mask out a narrow 

band of the slit with aid of the control of the electronics unit.

Energy Resolution of IPES

There are two types of energy resolution, so the first one is 

the absolute resolution, E, which is described as the Full 

Width at Half-Maximum (FWHM) height of a specific 

measured peak. The second is the relative resolution, R, 

that is expressed as the ratio of E to the kinetic energy, 

E
0
 of the peak position is given by:

0/R E E                                                                        (14)

For high resolution analysis the measured peak width 

should be reduced to the lowest possible level. The resolution 

of the IPES system is controlled by several influences as 

mentioned below:

1. The thermal energy distribution of the electron 

beam is one of the influences. The low work 

function of BaO dispenser cathode used in the 

electron gun can be operated at temperatures as 

low as 800 °C. This is found during the degassing 

of BaO cathode tungsten filament using infrared 

thermometer. The thermal energy of electrons is 

given by 3/2(KT), where K is the Boltzman constant 

and T is the cathode temperature in Kelvin. For the 

cathode temperature of 800 °C, The thermal energy 

is ~0.14 eV.

2. The spot size of the electron beam at the sample is a 

minimum of ~ 1 mm due to space charge limitation. 

This is also found experimentally by mounting 

phosphor screen front of the electron gun.

3. One of procedures of photon collection and photon 

energy analysis is illustrated schematically in Fig. 9. 

This method employs a grating spectrograph. The 

aberration of the grating is the other factor effecting 

the resolution. Ray- tracing calculations [26,27] for 

the experimental geometry show that a point source 

of 19 eV radiation is focused onto the Rowland circle 

over an area of 90 μm wide and 3 mm high. This 

represents to an energy resolution of 0.02 eV, which 

is negligible in comparison to the electron energy 

spread.

4. The dispersion of the grating can be effected on 

the total energy resolution of the IPES system but 

it is negligible in comparison to the electron energy 

distribution.

5. The spatial resolution of the MCP detector is 0.4 

mm. The resolution limit of the grating is small 

compared to the resolution limit set by the electron 

beam.

6. The distribution is detected a parabolic dispersion 

along a particular k-space direction in accordance 

with:

* 0 2
|| || ||

2
0( )( )  / 2  )  (E k m k k E                            (15)

where m* = (m
el
 ́  m

eff.
) and m

el
 is the free electron rest mass, 

k  is the electron wave vector parallel to the surface, and 

E
0
 provides the bottom of the parabola at k 0. According to 

Equation 15, the momentum resolution of the instrument 

Figure 8. (a) UV illumination Image (b) Intensity vs Cu foil position 

using IPES.
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can be determined by the angular distribution of the 

incident electron beam at the sample. The electron gun 

has been design to produce a full angular distribution of 

 ~ 5° this gives a momentum resolution of Δk= 0.1 Å-1 

at 5 eV. The momentum broadening is increased to ~0.2 

Å-1 at a beam energy of 20 eV [22]. The total resolution 

of the IPES system has been determined to be ~ 0.5 eV 

experimentally.

CONCLUSION

One of the main surface science techniques for 

investigating the empty electronic states is IPES. In 

this study, IPES is briefly reviewed in the basic physical 

process for theoretically and experimentally. IPES 

method can be employed to investigate unoccupied 

surface states of solids.
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A number of studies have been conducted to redu-

ce the use of fossil fuels and gas emissions in po-

wer generation industry (thermal and nuclear power 

plant) [1]. In recent years new material technology 

has emerged depending on this quest [2]. Cr-Mo ste-

els are widely used at thermal power plant constructi-

ons as piping, combustion chamber, and tubing. They 

are known as heat resistant materials due to high cre-

ep strength, as well as their low thermal expansion 

and high thermal conductivity [3]. They have signi-

ficantly reduced the thickness of structures thanks 

to its high strength; it has significantly reduced the 

thickness of the structures, which in turn reduces 

weight and the cost of production. However, the life-

times of these steels are reduced owing to the excess 

oxidation that occurs when they are exposed to high 

temperatures for a long time [4]. Therefore, during 

the few decades, Cr-Mo steels have been developed 

by alloying with elements such as W, Ni, Nb, V, Ti 

as a result of extensive studies carried out in some 

countries with the participation of various project 

partners In Europe, E911 steel which includes 9% Cr, 

1% Mo and 1-2% W was developed by European Creep 

Collaborative Committee (ECCC) [5].  E911 steel has 

martensitic microstructure under air cooling after 
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normalizing. Therefore it is used as tempered condi-

tion following normalizing.

The work of Wang H. et al. examined microst-

ructural changes and properties of 9Cr-1Mo metals 

treated at high temperature for long periods and after 

post-weld heat treatment [6]. Barnes A. and Abson D. 

investigate possible increase toughness in weld metals 

W-including. Consequently, they observed that tough-

ness of W-including weld deposit superior to the W-free 

weld deposits [7]. In the literature, there are a lot of 

works on P91 and P92 steels and their weld metal [8-16]. 

However, there are limited studies on characterization 

of microstructure and mechanical properties of E911 

steel and its weld metal [17-18]. Therefore, this paper 

aims to presents microstructural and mechanical cha-

racterization of E911 weld metal. 

EXPERIMENTAL PROCEDURE

In this study, all weld metal was produced by stick 

electrodes (SMAW technic). Stick electrodes were 

fabricated in Gedik Welding Company in Turkey. 

The chemical composition of E911 weld metal was 

determined by Rigaku ZSX Primus-II XRD devi-

A B S T R A C T

This paper presents microstructural and mechanical characterization of E911 weld metal. 
The types and transformations of the phases and microstructures of all-weld metal have 

been investigated through scanning electron microscopy, optical microscope, x-ray dif-
fraction analysis. The elemental analysis and mechanical tests of the weld metal was deter-
mined by x-ray f luorescence, hardness measurements, and tensile tests respectively. This 
study will contribute the understanding of microstructural progression, microstructure 
characterization and mechanical properties of E911 steel after the post-weld heat treatment 
(PWHT). 

Keywords: 
E911; Microstructure; Nechanical properties; Weld metal; Cr-Mo steel
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by Instron 8801 model with 100 kN tester device. Tensile 

test samples were taken from weld metal to AWS 5.5 speci-

fication as showed in Fig. 3 and the samples were prepared 

according to the ASTM E8/8M-08 standard [20].

RESULTS AND DISCUSSION

Microstructure Characterization

In this study it was observed that the microstructure of 

E-911 steel consisted of tempered martensitic with co-

lumnar structure. In the literature; it was reported that 

typical martensitic structure was observed in the form of 

columnar [21]. In SEM examinations, Cr
23

C, Mo
2
C, W

2
C 

and VC were detected inside grain and grain boundary. 

L. Cipolla et. al. reported that E911 base and weld metal 

consist of similarity carbides [22].

In the microstructure examination, delta ferrite phase 

was observed as seen in Fig. 4. Higher amounts of ferrite-

forming elements in the structure lead to an increase in 

chromium equivalent. This situation encourages the forma-

tion of delta ferrite in the microstructure.

Chemical composition of E911 weld metal was given 

ce and it can be seen in Table 1. The base metal size is 

20x170x300 mm and welding parameters are given in 

Table 2. The schematic view of welding producing E911 

weld metal shown in Fig. 1. Low carbon steel was also 

used to support as a backing plate (made of steel) during 

all welding.  Heat input during welding was calculated 

according to Equation1.

Current * Volt * 60 * Factor / cm/min. / 10.000 = kJ/mm         (1)

The all weld metal was heat treated at 760 oC for 4 ho-

urs for post weld heat treatment (PWHT) as illustrated in 

Fig. 2 to AWS 5.5. The metallographic specimen was gro-

und to 2000 mesh and polished with 3 μm diamond paste 

to observe micro structure of E911 weld metal.  Then speci-

men was etched using 2.5 gr picric acid, 2.5 ml HCl, 100 ml 

ethanol (Picral) [19]. Nikon MA 100 model optical and Zeiss 

Evo/LS10 model scanning electron microscopes (SEM) with 

EDX were used for microstructure analysis. SEM was also 

used for fracture surface analysis. Thermal analysis (DSC) 

was carried out to determine critical transformation tempe-

ratures (A
1
, A

3
, M

f
, M

s
, and T

curie
).

Brinell and micro Vickers hardness tests were used to 

measure hardness of the weld metal by Bulut Digirock-Rbov 

and Microbul-1000 D models hardness tester devices res-

pectively. Tensile test was performed at room temperature 

Figure 1. Schematic view of producing E911 weld metal

Figure 2. Schematic view of the post weld heat treatment (PWHT) 

process

Figure 3. Schematic view of tensile test samples taken from all weld 

metal

Table 2. Welding parameters.

Diameter of covered electrode (mm) 3.20

Current (A) 135

Arc voltage (V) 33.5

Welding speed (mm/min) 125

Factor Value for SMAW (EN 1011-1) 0.8

Welding position (EN 6947) PA

Heat input (kJ/mm) 1.78

Pass pieces 25

Preheat and inter pass temperature (oC) 150 , 200

Table 1. Chemical composition of 9Cr-1Mo-1W steel (wt. (%)).

Element Si Mn Ni Cr S Mo Co V W Fe C

0.22 0.53 0.43 8.74 0.005 0.96 0.01 0.20 0.98 Balanced 0.07
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Fig. 6 (a).  As it can be seen the figures, Cr
23

C
6
, Mo

2
C, W

2
C 

and VC carbides precipitated along the tempered martensi-

tic lath structure and inside of the grains. In the line analy-

ze shown in Fig. 6 as green arrow, white precipitates can be 

identified as M
23

C
6
 carbides including Fe and Cr (Table 3).

Table 2 and Creq was calculated as 11.97 (wt %) to Equati-

on 2.  When Creq is higher than 9.0 (wt %) delta ferrite can 

form, which is detrimental effect for toughness and creep 

strength [23].

Creq= (%Cr) + 6(%Si) + 4(%Mo) + 11(%V) + 5(%Nb) +      

1.5(%W) + 8 (%Ti) + 12(%Al) – 4(%Ni) – 2(%Co) – 2(%Mn) – 

(%Cu) – 40(%C) – 30(%N)

                
 (2)

Mapping analyses were shown in Fig. 5. Also, line 

analyze shown in Fig. 6 (b) can be seen as green arrow in 

Figure 4. Microstructure of E911 weld metal (a) SEM analysis, low (b) 

and, high (c) magnification optical microscopy

Figure 5. Mapping analyses of E911 weld metal

Figure 6. Line analyze from the weld metal (a) line direction (b) high 

magnification for line

Table 3. Element analysis of the line in Figure 5(b).

Element Norm. C (wt %)

Carbon 1.40

Vanadium 0.29

Molybdenum 0.42

Tungsten 2.91

Chromium 8.92

Iron 85.06

Total 100.00
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Thermal analyzing (DSC)

According to examined of thermal analysis, in the hea-

ting A
c1

, A
c3

 and Tcurie temperatures are 830, 890, 750 

°C respectively and in the cooling Mf temperature is 650 

°C, Ms temperature is 690 °C.  G. Cumino et. al. in their 

study evaluated the transformation temperatures A
c1

 and 

A
c3

 841, 948 °C respectively [24]. Fig. 7 showed that trans-

formation temperature.

When X-ray analysis was examined, carbides (Cr
7
C

3
, 

VC, and Cr
23

C
6
) were detected in the microstructure as 

shown in Fig. 8.

Mechanical Properties

The Brinell hardness test was carried out at room tempe-

rature and under a load of 187.5 kg. The average Brinell 

hardness is 230 HB. The micro hardness tests were app-

lied for 20 seconds under 2 kg load. The average micro 

hardness of δ-ferrite zone in microstructure was deter-

mined as 165 HV (~ 164 HB).

Yield strength, tensile strength and elongation were de-

termined as 550 MPa, 712 MPa, and % 18 respectively accor-

ding to tensile test results at room temperature. Experimen-

tal values are reported in Table 4. The studies in the litera-

ture [22, 24] and ASTM standard [25] were examined; it was 

observed that similar mechanical properties were obtained.

The fracture surfaces of E911 weld metal were given 

as low and high magnification. In the low magnification as 

shown in Fig. 9 (a), typical cup and cone fracture zone was 

observed. In the high magnification dimples can be seen in 

Fig. 9 (b). Both of the fracture surfaces show E911 weld me-

tal produced in Gedik Welding Company, ductile fracture 

occurred during tensile test.

Figure 7. DSC curve of E911 weld metal (20 °C/min- 40mg)

Figure 8. X-ray diffraction analysis of E911 weld metal 

Table 4. All-weld metal test results.

Test Temp. 
°C

Heat Treatment Temp.
°C

Yield Str.
N/mm2

Tensile Str.
N/mm2

Elongation
%

+20 760 °C 4 h 550 712 18

Figure 9. Low (a) - and high (b) magnification SEM fractography of 

fractured tensile specimens of E911 weld metal
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CONCLUSION

In this study, E911 all weld metal was produced with stick 

electrodes (SMAW). The all weld metal was characteri-

zed as microstructure and mechanical properties. Conc-

lusions extracted from the study are listed as below:

a- Microstructure: tempered martensitic was observed 

into lath boundaries, prior austenite grain boundaries, and 

delta ferrite phases were observed. Laves phases were not 

observed.

b- DSC analyses showed that A1 transition temperatu-

re is 830oC for the weld metal.

c- After PWHT, VC, Cr
23

C
6
 and Cr

7
C

3
 precipitates were 

detected by XRD analyse.

d- Mechanical properties of the weld metal are accep-

table level according to specifications.
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Self-Compacting Concrete (SCC) is a special type 

of high-performance concrete with high fluidity 

and workability properties due to its lower water to 

cement ratio which leads to rapid strength develop-

ment and high durability performances.  This special 

concrete fills the framework without any vibration 

process and it can be easily placed in the dense re-

inforcement [1, 2]. Additionally, SCC shows better 

performances in terms of segregation and bleeding.  

Nowadays it becomes one of the most popular cons-

truction materials [3, 4].

The researchers are focused on fresh and hardened 

properties of the SCC [5, 6]. Filling ability, passing ability, 

and segregation resistance are the main fresh properties 

of SCC. Slump flow test, V-funnel test, J-ring test and 

Orimet test are used for determination of filling abilities 

of SCC. For determination of the passing ability of SCC 

L-box test and J-ring tests are used and for determina-

tion of segregation resistance of SCC sieve stability test 

and penetration test are used [7]. Compressive strength, 

tensile strength, sorptivity, modulus of elasticity, creep, 

shrinkage, freeze-thaw resistance, permeability and 

water absorption are the main hardened properties of 
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SCC. Scientists carried out many experimental studies 

for determination of these hardened properties [8, 9, 10, 

11, 12].

An experimental analysis has been applied to cal-

culate hardened properties of SCCs those contains 

high-reactive Czech Metakaolin (MK) and commer-

cially available Turkish local Calcined Kaolin (CK) in 

the present study. The compressive strength and water 

absorption tests were used to define strength and dura-

bility properties of SCC mixtures. The development of 

strength and durability features of SCCs were observed.

MATERIALS USED IN THE 

EXPERIMENTS

In the experimental analysis, SCC with MK and CK 

were produced for determination of the hardened 

properties of SCC. In addition, the control mixture 

of SCC with Portland cement has been used to make 

a comparison.

Metakaolin (MK)

MK is a thermally activated cementitious material 

obtained by the calcination of kaolinitic clay [13, 14]. 

A B S T R A C T

In this study, commercially available high reactivity Czech metakaolin and calcined impure 
local kaolin were used for production Self Compacting Concrete (SCC) samples and some 

hardened properties of these concretes have been investigated. Four types of SCC mixtures 
were prepared with 0%, 5% and 10% replacement level of Metakaoline and calcined kaolin 
with including control mixture without any mineral admixtures. Only Portland Cement 
(PC) was used for production of the control mixture and this mixture was produced with the 
purpose of comparison. The highest compressive strength value was obtained as 83.5 MPa 
with 10% replacement level of Metakaolin. The lowest water penetration depth was also 
calculated as 3.5 mm with 10% replacement level of Metakaolin. The compressive strength 
and water penetration tests showed that the best strength and durability performance values 
obtained from mixtures with 10% replacement level of Metakaolin.

INTRODUCTION

Keywords:
Self compacting concrete; Czech metakaolin; Calcined kaolin.
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Coarse and Fine Aggregate

Coarse and fine aggregates used in the experiments were 

obtained from a local limestone quarry. The gradation of 

aggregates is closed to Fuller's curve as shown in Fig. 1. 

The properties of the fine and coarse aggregates are pre-

sented in Table 4.

Superplasticizer

A high range water reducing admixture (HRWRA) with 

a specific gravity of 1.07 and pH value of 5.7 was used 

in the experimental study to get a consistent workability 

for SCC mixtures. HRWRA is used in the experimental 

analysis. It is polycarboxylic ether type water reducing 

admixture commonly used in SCC production.

Mix Proportions

In the present study, SCC mixtures with W/B ratio of 

0.35 and binder replacement levels 0%, 5% and 10% were 

produced. The total binder content was 550 kg for 1 m3 

Kaolin is quite stable in normal atmospheric conditions. 

However, kaolin heats up to 650-900 C° during calcina-

tion process and it loses approximately 14% of its mass 

inbound hydroxyl ions and then MK is formed. MK uti-

lized in the experimental analysis was obtained from the 

Czech Republic. It has a whiteness value (Dr. Lange) of 87 

and a specific gravity of about 2.60. Its specific surface 

area (Nitrogen BET Surface Area) is 18000 cm2/g. Che-

mical, physical and mineralogical properties of MK is 

shown in Table 1.

Calcined Kaolin (CK) 

Calcined kaolin (CK) is an another widely used materi-

al after 1990‘s to improve the properties of concrete [15, 

16]. CK is used as cement replacement material for imp-

roving properties of SCCs at different replacement levels. 

CK was obtained from a quarry located in Balıkesir pro-

vince (Sındırgı district – Düvertepe village). This kaolin 

was subjected to 3 hours calcination process before being 

used in the experimental study. Chemical, physical and 

mineralogical properties of calcined impure kaolin (CK) 

is shown in Table 1.

Cement

PC 42.5R (CEM I 42.5R) type cement was used for the 

production of SCCs. It has a specific gravity of 3.13 and 

Blaine fineness of 3380 cm2/g. The technical details and 

chemical composition of the cement are shown in Table 

2 and Table 3.

Table 1. Chemical, physical and mineralogical properties of CK and MK

Type Compound CK MK

Chemical 
Properties (%)

Cao 2.22 0.5

SiO2 69.78 53

Al2O3 24.16 43

Fe2O3 0.69 1.2

MgO 0.89 0.4

TiO2 0.48 0.8

LOI 0.73 0.4

Phisical Properties

2.6 2.6

Fineness 
(cm2/g) 7430* 18000*

 *BET (Brunauer–Emmett–Teller) nitrogen adsorption method

Table 3. Chemical composition of the CEM I 42.5R

Compound %

CaO 63.6

SiO2 19.49

Al2O3 4.54

Fe2O3 3.38

MgO 2.63

SO3 2.43

K2O 0.72

Na2O 0.22

LOI 2.99

Figure 1. Aggregate grading curves

Table 4. The properties of the fine and coarse aggregates

Property Fine Aggregate Coarse 
Aggregate

Fineness 
Modulus

3.38 5.68

2.45 2.72

Water Absorption 
(%)

0.95 0.45

Table 2. Technical details of CEM I 42.5R

Property Unit Normative 
Value

Average 
Value

Water Demand % N/A 28.4-30.0

Initial Setting 
Time min 100-180

Compressive 
Strength 
(2 days)

MPa 27.5-33.5

Compressive 
Strength 
(28 days)

MPa 62.5 54.0-59.0



211

N
. A

tm
ac

a 
et

 a
l. 

/ H
it

ti
te

 J 
Sc

i E
ng

, 2
01

8,
 5

 (3
) 2

09
–2

13

mixture. Portland cement (PC) and thermally treated ka-

olins, MK and CK, were utilized in experiments. Control 

mixtures were produced only with Portland cement. De-

tails of the mixes of SCCs are given in Table 5. The conc-

retes were produced to provide a slump flow diameter of 

700±20 mm. These properties were obtained by using 

HRWRA at different percentages.

EXPERIMENTAL ANALYSIS AND 

RESULTS

In this study, SCC mixtures with water/binder ratio of 

0.35 and binder replacement levels 0%, 5% and 10% were 

produced. The total binder content was 550 kg for 1 m3 

mixture. The concretes were designed to provide a slump 

flow diameter of 700±20 mm. This was achieved by using 

HRWRA at varying amounts.

Compressive Strength

Compressive strength test applied 15x15x15 cm cube 

specimens according to ASTM C39 / C39M-16b (ASTM, 

2016) standard. The test machine has a 3000 kN loading 

capacity. Cube specimens tested at the ages of 3, 7, 28, 

and 56 days for determination of compressive strength 

developments. The age-related compressive strength of 

the SCCs produced with CK and MK are shown in Table 

6 and graphically presented in Fig. 2. It can be clearly ob-

served that the compressive strength values of different 

mixture types have lower values than the control mix va-

lues at the beginning of curing days (3 and 7 days). Howe-

ver, the compressive strength values show an increasing 

trend after 7 days according to the control mix values. 

The increase in compressive strength of concrete is due 

to both microfilling and hydration of mineral admixture 

with Portlandite (13,14). Control mixtures, SCCs without 

MK or CK, gain strength by hydration of PC, however 

MK or CK used SCCs gain strength by both hydration of 

PC and pozzolanic reactions of MK or CK (14,15).

When the curing time elongates, above 3 days, the mi-

xing percentages of the same type of MK10 concrete mix-

ture values have better compressive strength performance 

than MK5 concrete mixture values in all curing periods. 

CK5 mixtures show better performances for 3 and 7 day cu-

ring periods in SCCs. However CK10 mixtures show better 

strength performances in 28 and 56 day curing periods.

The highest compressive strength result (83.5 MPa) 

is achieved with 10% MK after 56 curing days. The second 

best performance is obtained with 5% MK as 78.4 MPa in 

56 curing days.

CK incorporating SSCs and control mixtures have lo-

wer compressive strength values than MK incorporating 

SSCs. It is mostly due to the fineness level and reactivity 

level of MK.

Water Absorption

Water absorption test was applied to SCC specimens ac-

cording to BS 1881 (Part 122) standard (BS, 1983). The 

concrete specimens were placed in the drying. After 72 

± 2 hours, specimens were removed from the oven, and 

then they were allowed to cool at room temperature for 

Table 5. Information of the mix proportions of SCCs

Type of Calcined 
Kaolin

Replacement 
Level (%) Mix ID Cement Calcined 

Kaolin Water Coarse 
Aggregate Sand HRWRA

None 0 Control 550 0 192.5 790.9 750.6 7.43

MK

5 MK5 522.5 27.5 192.5 787.4 747.2 8.25

10 MK10 495 55 192.5 783.4 743.5 9.35

CK

5 CK5 522.5 27.5 192.5 787.4 747.2 8.25

10 CK10 495 55 192.5 783.4 743.5 9.35

Table 6. Compressive strength (MPa) of the SCC mixtures

Mixture Replacement 
Level (%)

Age (Days)

3 7 28 56

Control 0 62.2 65.4 68.6 70.2

MK5 5 60.2 64.1 75.7 78.4

MK10 10 58.7 67.4 78.5 83.5

CK5 5 59.8 65.6 70.6 74.8

CK10 10 53.8 63.9 74.1 77.8
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24 ±0.5 h in the dry airtight vessel. All specimens were 

weighed and immersed in the water-filled tank for 30 ± 

0.5 min. At the end of the specified time, they were remo-

ved from the water, dried with a dry towel and weighed 

again. The results tabulated in Table 7 and visualized in 

Fig. 3. When the results of all concrete samples are taken 

into account the 10% MK containing SCCs have the least 

water absorption values as %2.8 and %1.8 by weight for 28 

and 56 days. The water absorption values of MK, CK, and 

Control SSCs are ranged between 1.8-3.3%, 2-3.5%, and 

2.8-3.6%, respectively by weight. 5% CK containing SCC 

absorbed less water than the control sample with a slight 

difference for 28 days period; however, it absorbed more 

water than the control sample for 56 days period. The 

results of 10% CK, %10MK and %5MK containing SCCs 

have lower water absorption values in both periods of 28 

and 56 days. The lowest values were obtained from the 

control samples in both curing periods.

CONCLUSION

In this experimental study, the effect of high reactivity 

Czech metakaolin and calcined impure Turkish kaolin 

on hardened properties of self-compacting concrete is 

analyzed. The following conclusions might be drawn 

from the findings. 

The compressive strength tests showed that the use of 

MK and CK increase minimum %5 and maximum %19 of 

Figure 2. Compressive strength values of SCC mixtures
the compressive strength values of SCC. After 3 days curing 

period the compressive strength values of MK5, MK10, CK5 

and CK10 mixes have found lower than the control mixes of 

SCC. The strength improvements have been observed after 

7 days curing period and reached the maximum levels at 

56 days. The best strength values for all the SCC mixtures 

(MK5, MK10, CK5, and CK10) were obtained at the end of 

the 56 days. %10 MK modified SCCs (MK10) show the hig-

hest compressive strength performance as 83.5 MPa (%19 

increase). The optimum replacement levels of MK and CK 

were found as 10% in terms of SCC strength development.

The minimum and maximum water absorption values 

obtained from %10 MK incorporated concrete as 1.8 % by 

weight in 56 days curing period. Control SCCs mixes have 

highest water penetration depths for both 28 and 56 days 

curing periods. %5 replacement levels of MK and CK in SCC 

showed lower performance than %10 replacement levels.
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Lignite coal, which has a large share in world coal 

reserves, must be subjected to coal preparation 

processes in coal washing plants due to its low calo-

rific value and high ash content. After these proces-

ses, the huge amount of tailings is produced from the 

plants, and they must be dewatered before disposal. 

For this purpose, flocculation is a widely preferred 

method for solid-liquid separation of fine coal tai-

lings. In this method, long-chain polymers are used 

to bind particles together to form bigger particles to 

settle them easier and faster. 

Flocculation process is affected by various para-

meters including solid ratio, pH, temperature, stirring 

speed and time, molecular weight, chain length, char-

ge and dosage of flocculant. In the flocculation process, 

flocs with several physical characteristics such as size, 

structure, and strength are formed depending on these 

flocculation conditions. Different floc characteristics 

are preferred for various processes. For example, strong 

and high-density flocs are favorable in filtration, but not 

in sedimentation processes. Therefore, it is extremely 

important to characterize the flocs to optimize the floc-

culation processes [1-7].

For this reason, there have been various studies 

on the investigation of floc size, density, structure, and 

strength [8-13]. Different techniques were used for the 

floc strength measurements such as image based-tech-
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niques [14], computational fluid dynamics (CFD) [15], 

shear stress [16, 17] sonication/capillary suction time 

(CST) [18], and light scattering technique [3, 19, 20]. Par-

ticularly, floc strength is a very important floc property 

because flocs are exposed to shear stresses in the floc-

culation. Therefore, the flocs must resist these stresses 

in order not to break into smaller pieces [6, 13].

Floc strength is actually dependent upon the 

strength and number of the inter-particle bonds bet-

ween the components of the floc. If the stress applied 

to a floc is larger than the bonding strength within the 

floc, it will break. Therefore, in this study, SNF-923 was 

chosen as a typical commercial anionic flocculant to 

flocculate the coal tailings more effectively. The novelty 

of the study relies on the fact that this method can be ea-

sily used to analyze the floc strength using the anionic 

collectors such as SNF-923. During the flocculation ex-

periments, the turbidity measurements were also con-

ducted. Furthermore, the size and strength of the flocs 

were determined with respect to time employing a laser 

diffraction particle size analyzer.

MATERIAL AND METHODS

The lignite coal tailing samples were taken from a 

coal processing plant in Soma, Manisa, Turkey. The 

maximum particle size of the samples was determi-

ned as 150 μm with 49.99 μm average size. 70.6% of 

the sample was under 38 μm.

A B S T R A C T

F locculation is a widely used method for dewatering fine coal tailings. Flocs must resist 
to the shear stresses during the following processes such as f lotation, cyclone separation, 

and pumping. Therefore, the strength of the f locs must be considered during f locculation. In 
this study, the fine coal tailings were dewatered with an anionic f locculant (SNF-923) at vari-
ous dosages, and the f loc size of the coal tailings was characterized using a laser diffraction 
particle size analyzer with respect to time in order to determine the change in the f loc size 
and hence the f loc strength. The results of this study clearly indicated that the determina-
tion of the f loc size with a laser particle size analyzer could be a simple and good method to 
observe the f locculation efficiency in terms of the f loc strength. 

INTRODUCTION

Keywords: 
Coal tailings; Flocculation; Floc size; Floc strength; Laser diffraction particle size analyzer
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begun to form bridges between the coal particles. The 

results seen in Fig. 2a showed that the coal particles sett-

led more easily and faster in the presence of flocculant. 

The results presented in Figure 2 also revealed that the 

particle settling velocity is dependent on the flocculant 

dosage. For example, the sample treated with the 150 and 

300 g/t flocculant dosages achieved a high settling rate 

compared to that of 50 g/t flocculant dosage. Actually, 

there was no specific difference between 150 g/t and 300 

g/t which indicated that 150 g/t dosage was much enough 

to settle down of the particles successfully. Even tough 

the same settling rate was obtained at both dosages, 150 

g/t flocculant resulted in clearer water, which indicates 

that the flocculation mechanism for anionic flocculant 

incorporates an electrical charge attraction between the 

flocculant and particles. An excessive flocculant adsorp-

tion on the particle surfaces caused repulsion of the par-

ticles therefore the turbidity of the suspension increased 

at 300 g/t. 

As known from literature, flocculation performance 

depends on floc size distribution and floc structure [21]. For 

this reason, the size distribution of flocs was determined 

in the absence and the presence of the flocculant. The size 

distributions of the flocs produced with 50, 150, and 300 g/t 

flocculant along with the unflocculated particles are shown 

in Fig. 3. It is seen from Fig. 3 that the size of the flocs inc-

reased with an increase with the flocculant dosage, and the 

floc size distribution shifted to bigger sizes. It is seen that 

the size of the flocs formed at 50 g/t flocculant dosage was 

smaller than the flocs formed at 150 and 300 g/t SNF-923. 

This is because of the amount of the flocculant molecules 

In the flocculation experiments, the coal tailings were 

stirred in a glass beaker with 250 mL volume at 200 rpm 

stirring speed for 10 min using a magnetic stirrer. The ex-

periments were performed at 5% solid-in-pulp ratio and at 

room temperature (23°C). Then, the suspension was trans-

ferred to a graduated cylinder followed by adding flocculant 

at a specific dosage, and stirred for an additional 1 min at 

the same speed. The suspension was left for settling, and 

the settlement distance was recorded at each 1 min for first 

10 min and at each 5 min for next 20 min. Meanwhile, the 

turbidity measurements of the residual solution were per-

formed at the 10th, 20th, and 30th min.

For the floc size and strength measurements, 0.5 g coal 

tailing in 50 mL distilled water was mixed at 500 rpm 

with a magnetic stirrer. The flocculant at desired dosage 

was added into the suspension during the mixing, and the 

stirring was continued for an extra 2 min. A small amo-

unt of the flocs was taken with a wide-diameter pipette 

(in order not to break the flocs) from the bottom of the 

beaker to measure the floc size, and added to 1 L water. 

The suspension was stirred gently again at 800 rpm with 

an overhead stirrer in order to keep the flocs pending in 

the suspension during the measurements. An embedded 

software was used to determine the size distribution of 

the flocs. In addition, the floc size measurements were 

carried out at different times for observing the change 

in the floc size and hence floc strength. The schematic 

representation of the experimental setup for the floc size 

measurements is seen in Fig. 1.

RESULTS

In order to investigate the settling behavior of the coal 

tailings, the flocculation tests were carried out with SNF-

923 at different dosages (50, 150, and 300 g/t dosages), 

and the results are shown in Figure 2. As seen from Fig. 

2a, while the change in the height of the sediment bed of 

the coal tailing showed no change in the absence of floc-

culant this is because of the electrical repulsion forces 

between coal particles due to their zeta potentials. With 

the addition of the flocculant the flocculant molecules 

Figure 1. Schematic representation of the experimental setup for the 

floc size measurements.

Figure 2. (a) Change in sediment bed height and (b) turbidity of the 

coal tailings at various flocculant dosages.
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was not enough to bind more coal particles at 50 g/t dosage. 

However, the change on the size of the flocs formed with 

150 and 300 g/t SNF-923 was not much. Therefore, it is un-

derstood that the floc sizes could not be increased any more 

due to some factors such as initial size and surface area of 

the coal particles, ambient pH, the chemical structure of 

the flocculant, and the shear stress generated on the flocs 

during the measurement process even though, the floccu-

lant dosage increased up to 300 g/t. The results along with 

the previous result clearly indicated that 150 g/t could be 

chosen as an optimum flocculant dosage for the dewatering 

of the coal tailings.

In general, floc strength increases with floc size [6]. 

Therefore, it can be said that 150 g/t SNF-923 is the opti-

mum flocculant dosage for the floc stability according to the 

change in the floc size in time. The size distributions of the 

flocs as a function of stirring time are shown in Figure 4 

which shows the average size (d50), as well as the d90, and 

d10 size of the flocs produced with the flocculant at diffe-

rent dosages. These results showed that the flocs produced 

at low flocculant dosage were not enough to produce lar-

ger flocs. As seen from Figure 4, as the dosage of flocculant 

increased, the d90, d50, and d10 of the flocs increased in 

all cases. The size distributions of the flocs produced with 

the flocculant show that there was no significant change in 

floc size at 150 g/t and 300 g/t flocculant dosages due to the 

static repulsion forces between the coal particles due to the 

excessive use of flocculant. The increase of the flocculant 

dosage to 300 g/t did not change the floc strength as well as 

floc size. Therefore, it can be said that 150 g/t SNF-923 is the 

optimum flocculant dosage for the floc stability according 

to the change in the floc size in time.

Fig. 4 also shows that the flocs do not grow continuo-

usly as a function of time. On the contrary, they were weak 

and broken during the measurements Most probably, they 

reached a steady state size for a specific shear condition. 

When the shear rate increases above a critical level, flocs 

will break until a new steady state is reached. Therefore, the 

aggregation rate is in a balance between the floc formation 

and floc breakage. Accordingly, the stability of a flocculated 

suspension is dependent upon the breakability of the flocs 

[22, 23].

CONCLUSION

The results of this study showed that the coal tailings co-

uld be flocculated considerably with the use of SNF-923. 

Although the increase in the flocculant dosage showed 

considerable effect on the settlement speed, the lowest 

turbidity values obtained at 150 g/t SNF-923. 

As known from literature, flocs can be broken by the 

shear forces during the dewatering processes. Therefore, the 

floc strength is crucial for a successful solid-liquid separati-

on. The change in the floc size in time at a given shear stress 

is an important indicator of the floc strength.

The floc size measurements in respect to time indica-

ted that the floc strength at a constant shear stress depended 

on the SNF-923 dosage and stirring time. The flocs formed 

at 50 g/t were finer compared to 150 and 300 g/t SNF-923. 

According to the stability of the flocs in stirring time 150 

g/t SNF-923 seems the optimum flocculant dosage at these 

conditions.

Overall, the results obtained from this study indicated 

that it was possible to determine the flocculation efficiency 

in terms of floc size as well as floc strength. And, this can 

be considered as a simple and effective method in order to 

characterize the flocs during the dewatering of the mineral 

processing tailings.
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The wear and corrosion of machine parts is the le-

ading problem encountered in the industry. Sur-

face coating process is widely used to increase cor-

rosion and wear resistance. Many coating methods 

are used to improve the properties of the surfaces. 

Basically, coating methods are classified as welding-

based coating methods [1,2], thermal spraying [3] 

and chemical and physical vapor deposition methods 

[4,5]. Welding-based surface coating methods gene-

rally include plasma-transferred arc, gas tungsten 

arc, laser beam, submerged, electro-slag and electron 

beam welding processes [6-8]. Laser coating is a uni-

que process that produces a coating metallurgically 

bonded to the substrate, which finds an increasing 

application in surface engineering field. A laser beam 

having a high energy density is a heat source used to 

melt the coating material and a limited portion of the 

substrate. The coating materials are in the form of 

powder, bar or layer. Compared to other coating tech-

niques, laser coating has many advanced properties. 

These include a metallurgical bonding between the 

coating and the substrate, a very fine grained mic-

rostructure, a low melt rate and a limited heat-affec-

ted zone (HAZ) [9-11]. Due to its high corrosion resis-

tance and high wear resistance, the FeCrNiMo alloy 
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is often used under atmospheric conditions in acidic 

and tribological environments [12]. In this study, a 

FeNiCrMo based alloy wire was produced as a coa-

ting layer on AISI 1040 steel surface by laser welding. 

Microstructure, phase formation, corrosion and wear 

properties of the produced coating were investigated.

EXPERIMENTAL STUDIES

AISI 1040 steel in the dimensions of 20 x 10 x 80 mm 

was used as the substrate material in the surface coa-

ting processes. Prior to the laser coating method, the 

surface of the steel material was cleaned with acetone. 

Alloy wires with a 0.6 mm diameter were coated on 

AISI 1040 steel surface by using an Or-Laser brand 

laser welding machine with the power of 200 Watts. 

Table 1 shows the chemical composition of the wire 

and the substrate used in the coating. Fig. 1 shows the 

the surface coating process with laser welding. The 

laser coating process was performed in the form of 

coating passes.

The samples were taken in the dimensions of 10 

mm x 10 mm x 10 mm from the middle zone of the 

coating material for the microstructure examinations 

and wear test. Coating materials passed through the 

A B S T R A C T

This study aims to investigate microstructure, hardness, corrosion and wear properties of 
FeCrNiMo-based coating produced on AISI 1040 steel by using laser welding method. 

Microstructure properties and phase formation were examined by SEM-EDS and XRD. The 
hardness measurement was made by using a microhardness device along a line from the upper 
surface of the coating to the substrate. The wear tests of both the substrate and coating layer 
were made with a scratch test device. SEM examinations showed that the coating layer had a 
dendritic microstructure and was uniformly bonded to the substrate. The coating layer was 
harder than the substrate. According to wear tests, the friction coefficient of the coating layer 
was lower compared to the substrate. Substrate and coating layer were immersed in an aque-
ous solution of %3,5 NaCl for potentiodynamic measurements. Corrosion results showed 
that coating of the AISI 1040 steel with FeCrNiMo increased the corrosion resistance. 

INTRODUCTION

Keywords: 
Laser coating, microstructure, wear, corrosion
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as a counter electrode and coatings as the working electro-

de. Potentiodynamic sweeping was performed in range of ± 

0.25 V and 1 mV/s sweeping rate. The polarization resistan-

ce values were calculated by using Stern and Geary equation.

RESULTS AND DISCUSSION

Fig. 4 shows SEM images of the FeCrNiMo-based coating 

produced on the AISI 1040 steel surface by the laser wel-

ding. The coating thickness was observed to be about 250 

μm (Fig. 4a). It is also clearly seen in the same SEM image 

that the coating layer was composed of overlapped mul-

ti-passes. Coating layer formed of cellular structure and 

dendritic structure. Dendrites occurred in the opposite 

direction of the heat flow (Fig. 4b). This coating microst-

ructure contained austenite and α-ferrite. Approximate 

ratio of these structures was determined by means of the 

Schaeffler diagram in Fig. 4c. These structures formed 

as solid solutions. No pore or crack formation was found 

in the coating layer. MAP-EDS analysis was carried out 

to see how the element distribution in the coating layer 

is, which is shown in Fig. 5. There was a homogeneous 

distribution in the coating layer. No oxide formation oc-

curred.

Fig. 6 shows the regional EDS analysis of the coating 

layer. The basic element of the coating layer was iron. The 

other elements were Cr, Ni, Mo, Mn, and Co. The chemical 

composition of the coating layer was similar to the chemiv-

metallographic processes were etched in 5 ml HNO
3
 + 200 

ml HCl + 65 g FeCl
3
 solution for 10 seconds by dipping [13]. 

SEM-EDS was used for microstructure examinations and 

XRD was used for phase analysis. The hardness measure-

ment was performed with Future-Tech FM 700 brand mic-

ro-hardness device with 200 gr load at 10 sec. waiting period 

at intervals of 50 μm along a line from the upper surface 

of the coating to the substrate. Prior to the wear test, the 

samples were sanded to 1200 mesh sandpaper and their 

surfaces were polished with a diamond solution and then 

ultrasonically cleaned. Cleaning was performed with 

Elma MF3/130KHz device in distilled water for 10 mi-

nutes at 35 KHz. Bruker UMT-2-SYS model mechanical 

test device was used in the wear tests (Fig. 2). The wear 

was made in the form of micro scratches. A Rockwell in-

denter was used as the abrasive tip. The scratch size was 

chosen as 2 mm for all samples. Max 10 N was selected 

as the load.

Corrosion measurements were obtained by using a 

system consisting of a Reference 3000 Potentiostat / Gal-

vanostat / ZRA corrosion system (Fig. 3). Corrosion expe-

riments were carried out after the samples were left waiting 

for 1 h at room temperature in a 3.5 wt.% NaCl solution (pH 

3). A conventional three-electrode cell was used for all the 

electrochemical measurements. A saturated calomel elect-

rode (SCE) was used as a reference electrode, platinum foil 

Figure 1. Principle diagram of laser coating process

Table 1. Chemical composition of substrate and coating wire (wt.%)

Materials Cr Ni Mo Mn Co Si C Fe

Substrate - - - 0.85 - 0.20 0.42 Balance

Coating 
wire

18 10 3 2.5 1.5 1 0.1 Balance

Figure 2. Micro scratch wear device

Figure 3. Corrosion system

Figure 4. (a) Coating and substrate, (b) coating area (X area) and (c) 

Schaeffler diagram
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cal composition of the selected coating wire. This indicated 

that the coating process reached its goal. In order to show 

the elemental difference between the coating layer and 

substrate, line EDS was performed between the coating and 

substrate. Fig. 7 shows line EDS. Cr, Ni, and Mn elements 

increased significantly in the coating layer.

Fig. 8 shows the XRD analysis of the coating produced 

on the AISI 1040 steel surface by the laser welding. The co-

ating layer consisted of α-Fe (ferrite), γ-Fe (austenite) and 

M23C6 phases. The letter M represents the elements Fe, Cr, 

and Mo. While austenite peak occurred at the angle of 43.6, 

50.6 and 74.7 2θ angles, the ferrite peak occurred at the ang-

les of 64.9 and 81.9 2θ. The intensity of the M23C6 carbide 

peak was very low compared to the other two phases. The 

phases occurring in this study are also similar to those in 

the literature [14]. Since the coating layer had Cr-Ni content, 

no oxide phase was found. This shows that it is corrosion 

resistant.

Fig.9 shows the hardness of the coating layer. The mic-

rohardness measurement of the coating layer was carried 

out depending on the distance. There was a significant inc-

rease in hardness value of the coating layer compared to the 

substrate. While the hardness of the substrate was about 

210 HV0.2, the hardness of the coating layer was measured 

as 475 HV0.2. The increase measured was 2 times compa-

red to the substrate. The increase in the hardness of the co-

ating layer was associated with the effect of the mechanism 

increasing the solid solution strength and the dispersion 

strengthening of the carbides.

Wear test of the coating layer and the substrate was 

conducted in the form of micro-scratches. A Rockwell in-

denter was used as the abrasive indenter. The scratch size 

was chosen as 2 mm in both samples. Fig. 10 shows wear 

graphs showing the friction coefficients of the coating la-

yer and substrate. The applied load was measured as 9.55 N, 

which was maximum. The wear test was completed in 14 

seconds. Friction coefficient graphs were also drawn as fric-

tion coefficient versus time. When the graph was examined, 

it was understood that the friction coefficient of the coating 

layer (~0.17) was lower than the friction coefficient of the 

substrate (~0.23). This decrease was associated with the so-

lid solution strengthening and the dispersion strengthening 

of the carbides. Fluctuations were observed in the friction 

coefficient values of the coating layer. This was related to 

the fact that the phases were not homogeneously distributed 

in some regions of the coating. Fig. 11 shows optical images 

of the wear marks. It was seen that plastic deformation was 

more intense in the substrate. Flaking was observed in both 

wear marks. Gong et al [15] presented a study on influence 

Figure 5. MAP-EDS analysis

Figure 8. XRD graph of laser coated layer

Figure 6. EDS analysis of the coating layer

Figure 7. ELine EDS analysis between coating and substrate 

Figure 9. Hardness transition from the coating layer to substrate and 

the red line transition border 
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of heat treatment on microstructure and mechanical pro-

perties of FeCrNi coating produced by laser cladding. The 

results of the study showed that as the heat treatment tem-

perature increased, the wear resistance decreased although 

the maximum tensile strength was obtained.

The potentiodynamic polarization curves of the subs-

trate and coating layer are illustrated in Fig. 12. The corrosi-

on measurement data are summarized in Table 2. Corrosion 

potential (E
corr

), anodic and cathodic Tafel slopes (β
a
 and β

c
), 

corrosion resistance (R
p
), corrosion rate and corrosion cur-

rent (I
corr

) were found from Tafel curves. Rp was calculated 

by the Stern and Geary equation [16].

. 
2.303

a c

p a c

Icorr
xR

where I
corr

 is the corrosion current density in μA cm-2, 

R
p
 is the corrosion resistance in kΩ cm2, and β

a
 and β

c
 are 

the anodic and cathodic Tafel slopes in V or mV, respecti-

vely. The corrosion potential (E
corr

) values of the substrate 

and coating layer are slightly different. While Ecor of subs-

trate is -435 mV, Ecorr of coating layer is -293 mV.  The (R
p
 of 

the substrate and coating layer are 20,70 kΩ.cm2 and 25,57 

kΩ.cm2, respectively. R
p
 of the coating layer was increased 

by about 23,4 % compared to that of the substrate. The key 

element that determines the corrosion resistance of the coa-

ting layer is chromium. Cr forms a very thin film on the sur-

face of the material against corrosion attacks. The protective 

film called passive layer or passive film [17]. The Ni element 

has a regulatory effect on the ductility and toughness pro-

perties of the material. The Mo element provides the conti-

nuity of the passive layer formed to protect from corrosion 

[18, 19]. Qiao et al [20] studied the corrosion behavior of 

HVOF-sprayed Fe-based alloy coating in various solutions. 

It has been observed that the coating layer exhibits different 

corrosion resistances in different solutions. However, it has 

been reported that the coating layer has higher corrosion 

resistance than the bottom layer. Our study showed similar 

results with these results.

CONCLUSION

1. In this study, FeCrNiMo based alloy wire was success-

fully coated on AISI 1040 steel surface with the laser wel-

ding technique. 

2. It is seen from the SEM images that the coating had 

dendritic and cell morphology. This shows similarity 

with the literature. According to the XRD analyses, α-Fe 

(ferrite), γ-Fe (austenite) and M23C6 phases formed as 

phases in the structure. It was also found by the Schaeff-

ler diagram that these phases can form. Majority of the 

structure had an austenite character.

3. The hardness of the coating layer was about two ti-

mes more than that of the substrate. This increase in the 

hardness was caused by solid solution and M23C6 carbi-

des formed in the structure. 

4. Wear tests of the coating layer and the substrate were 

made in the form of micro-scratches. A decrease was ex-

perienced in the friction coefficient of the coating layer 

compared to the substrate. This was caused by strength 

increasing mechanisms.

5. The corrosion potentials of the substrate and coating 

layer are slightly different. Coating of FeCrNiMo on AISI 

1040 steel has increased corrosion resistance by 23,4 %. 

Cr contributes directly to the corrosion resistance, whe-

reas Mo contributes indirectly.
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Hepatitis C is among the smallest known viruses 

and it can lead to severe consequences that can 

go as far as carcinoma and liver cancer [1]. Hepatitis 

C virus (HCV) is usually transmitted to human 

through blood and sexual intercourse. Hepatitis C 

can develop in two ways: acutely or chronically. Acute 

Hepatitis C is a short-term illness that lasts about 6 

months after infection. However, in the majority of 

patients (75-85%) acute hepatitis C infection becomes 

chronic which is a life-long disease and can lead to 

serious health problems (cirrhosis, liver cancer) and 

even death [2]. Hepatitis C usually does not have 

symptoms and can therefore be fatal. So, it is very 

important to detect HCV in early stage of infection 

to prevent serious health problems. Nowadays, 

enzyme-linked immunosorbent assay (ELISA) is 

frequently used for HCV detection [3]. Despite highly 

selective and specific measurements are carried out 

with this method, there are serious disadvantages 

such as not being able to determine in the early 

stages of the disease and not getting the accurate 

results in human immunodeficiency (HIV) infected 
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patients. Moreover, several conventional analytical 

methods were developed for detection of HCV 

such as electrochemical [4], chemiluminescence 

[5], piezoelectric sensor [6], etc. Most of the 

aforementioned methods are often time consuming, 

require large amount of solvent, complicated 

operation and expensive equipment although HCV 

can be detected at low concentrations by those 

methods. 

Surface enhanced Raman spectroscopy (SERS) 

is a type of Raman spectroscopy which generates 

enhanced Raman scattering from an analyte molecule 

that was adsorbed on metal surfaces. The scattering 

intensity increases depending on the analyte type, 

analyte position on metal surface, distance between 

analyte and metal surface and metal type [7]. Thanks 

to the careful selection of metal and analyte molecules, 

the SERS mechanism allows the determination of the 

analyte molecule at considerably lower concentrations 

as compared with other spectroscopic methods. In the 

SERS studies, gold is the most studied metal as a SERS 

A B S T R A C T

Construction of a rapid, cost-effective and label free biosensor is important issue for public 
health. In this study, it has been developed a sensitive, selective and simple biosensor for 

the detection of hepatitis C virus (HCV) DNA. For this purpose, firstly, superparamagnetic 
gold nanoparticles were prepared by simple citrate reduction method and used as surface 
enhanced Raman spectroscopy (SERS) substrate. Then, Raman labelled hairpin DNA 
(molecular sentinel, MS) was covalently bound on the gold shell by means of gold-sulfur 
interaction. After addition the complementary DNA (target HCV DNA), the hairpin 
structure was changed closed state (stem-loop configuration) to open state (hybridization 
configuration). As a result, the Raman label was located far away from the surface and 
reduced the SERS intensity. A good relationship was obtained between the decreasing of 
the SERS intensity and the target DNA concentration (0-50 pM) and the limit of detection 
was found to be 0.1 pM. The sensing method only consists of a single hybridization and 
washing procedure after hybridization and centrifuge step can be omitted. It is believed that 
the prepared biosensor could be a powerful diagnostic tool for HCV detection.

Keywords: 
Magnetic gold nanoparticles, Molecular sentinel and surface enhanced Raman spectroscopy.

INTRODUCTION
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active substrate due to the high motion ability of the outer 

shell electrons which interact with SERS laser to induce an 

additional electromagnetic field called surface plasmon that 

is the main responsible for the enhanced Raman scattering 

[8-10]. Therefore, taking into consideration advantages 

of the SERS, it is a good candidate for highly sensitive, 

selective, and less time consuming detection method for 

any interested analyte such as DNA, RNA, protein, etc.  

Molecular sentinel (MS) is a technique that uses a SERS 

active substrate and stem loop structure DNA or RNA. In 

this method, DNA structure is consisting of a thiol group 

at one end and a Raman label at the other end. DNA is 

immobilized on the metal surface via thiol-sulfur interaction 

and the Raman label molecules was located at proximity 

of the metal surface after immobilization. The stem loop 

configuration is disturbed by the complementary DNA/

RNA and the Raman label is moved from the metal surface 

which induce the decreasing of the Raman scattering [11,12]. 

Thus, it is possible to correlate the concentration of the 

target DNA/RNA and the decreasing of the SERS intensity.         

In the present study, a novel MS based SERS sensor 

was designed for detection of HCV DNA. For this purpose, 

magnetic gold nanoparticles were synthesized and then, 

functionalized with stem loop structure HCV DNA. After 

hybridization, the decreasing of Raman intensity was 

monitored by SERS. For all the detection steps, only one 

hybridization process was done and centrifugal separation 

and post-hybridization washing steps were omitted due to 

simple magnetic separation of the particles by an external 

magnet and monitoring only Raman label molecule, 

respectively. It is believed that the prepared sensor offers 

sensitive, selective, fast and reliable detection of HCV DNA.

MATERIALS and METHODS

All chemicals used this study were supplied from Sigma-

Aldrich (Germany) and used as received unless otherwise 

stated. Stem-loop hairpin (MS), complementary (target) 

and non-complementary DNAs were purchased from 

Daejeon, Korea. The sequences were listed in Table 1. 

The underlined sequences shows the complementary 

arms of the stem-loop DNA, and the bold sequences 

indicates the complementary DNA to the loop region of 

the MS hairpin. Ultrapure deionized water was used in 

all experimental studies.

Synthesis of magnetic gold nanoparticles (Fe
3
O

4
@

Au)

Fe
3
O

4 
nanoparticles were synthesized by co-precipitation 

method as reported previously [13]. The prepared 

magnetic nanoparticles were dispersed in 0.1% wt of 

sodium citrate solution to prevent agglomeration of 

the magnetic nanoparticles. 500 μL of the magnetic 

suspension was added to the 100 mL of deionized water 

and the nanoparticles were well dispersed by an ultrasonic 

bath at room temperature. The black suspension was 

heated to 80 °C and stirred with mechanical stirrer at 900 

rpm for 1 hour and then, 50 μL 10 mM of HAuCl
4
 was 

added to the suspension. The hot plate was removed after 

the color of the suspension turned to red. After cooling 

to room temperature, nanoparticles was collected by an 

external magnet and washed with deionized water for 

several times and re-dispersed in deionized water. The 

red suspension was stored at +4 °C until needed.

Preparation of MS probe (Fe
3
O

4
@Au@MS)

10 mg of the Fe
3
O

4
@Au nanoparticles were dispersed in 

4 mL of 0.01 M phosphate buffer saline containing 200 

μM MgCl
2
 (PBS, pH 7.4) (for the optimization of the salt 

concentration, please see Supplementary Material) by 

ultrasonication for 10 min at room temperature and 1 mL 

of 1.0 μM thiolated stem-loop DNA (MS) solution (0.01M 

PBS, pH 7.4) was added to the particle dispersion and left 

to react on a shaker for 2 hours. Then, the nanoparticles 

was collected by a magnet and washed three times with 

PBS to remove physically adsorbed MS on magnetic gold 

nanoparticles and redispersed in 5.0 mL of PBS buffer. 

The unoccupied gold surface by MS probe was passivated 

with 2-mercaptoethanol (ME) to reduce non-specific 

binding of HCV DNA on the gold surface. For this 

purpose, 1.0 mL of 1 mM ethanolic solution of ME was 

added to the PBS buffer containing MS probe and left to 

react on a shaker for overnight.  The passivated MS probe 

was collected by an external magnet and washed again 

with PBS buffer for three times and lastly redispersed in 

5.0 mL of PBS buffer.  

Hybridization with target HCV DNA

50 μL of the MS probe and 20 μL of the target HCV 

DNA sample with a concentration range 0-50 pM in 

0.01 M PBS containing 200 μM MgCl
2
 were mixed and 

maintained on a shaker at 37 °C. After 15 min. incubation 

Table 1. DNA sequences used in the present study.

Name Sequence

5´-SH-AAAAACACAUCTGCCGCGGA TATTAGGATGTGTG-R6G-3´

Complementary DNA (target DNA or HCV DNA) 3´-ACG GCG CCT ATA ATC CTA -5´

Non-complementary DNA 5´-TAGAGGAACGAGGTACCAGCGACG-3´
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RESULTS and DISCUSSION

Characterization of Fe
3
O

4
@Au and Fe

3
O

4
@Au@

MS

The optical properties of the prepared nanoparticles 

were investigated by UV-vis absorption spectroscopy. 

After coating of gold shell on the Fe
3
O

4 
nanoparticles, a 

new absorption peak at about 556 nm was obtained (Fig. 

1b) that is the characteristic absorbance peak of the gold 

nanoparticle. After immobilization of the MS probe on 

gold shell, a 21 nm a red shift of the absorption wavelength 

from 556 nm to 579 nm as a result of the changing of 

the refractive index of the nanoparticle by surrounding 

media (Fig. 1c). Moreover, the absorption peaks for both 

Fe
3
O

4
@Au and Fe

3
O

4
@Au@MS were relatively narrow 

indicating the nanoparticles did not agglomerate in the 

solution [14].

The mean diameter and morphology of the 

nanoparticles were determined by TEM analysis and TEM 

images were presented in Fig. 2. The Fe
3
O

4 
nanoparticles 

(Fig. 2a) have an irregular structures with a mean 

diameter approximately 6.1 ± 1.8 nm (accounted on 185 

nanoparticles). After the formation of gold shell on the 

Fe
3
O

4 
nanoparticles, mean diameter of the nanoparticle 

increased to 14.4 ± 3.1 nm (accounted on 228 nanoparticles) 

indicating the formation of nearly 4.0 nm gold shell on the 

Fe
3
O

4 
nanoparticles. After the formation of gold shell, the 

MS probe was attached on the Fe
3
O

4
@Au nanoparticles 

and the diameter of the nanoparticles increased to 20.5 

± 3.8 nm (accounted on 169 nanoparticles). The nearly 6 

nm difference between Fe
3
O

4
@Au and Fe

3
O

4
@Au@MS 

nanoparticles was due to the presence of the 33-base DNA 

on the magnetic gold nanoparticles. As seen from Fig. 2, 

all nanoparticles were agglomerated after drying on the 

TEM grids. This was probably due to high magnetization 

properties of the nanoparticles in solid state [13]. 

time, the magnetic nanoparticles were collected and 

redispersed in PBS buffer. Then, 25 μL of the dispersion 

was dropped on the freshly cleaned silicon surface for 

SERS measurements. The same protocol was applied for 

non-complementary DNA. 

Optical properties of the prepared nanoparticles were 

examined by UV-vis spectrophotometer (Shimadzu UV-

2550) at room temperature. The morphology and diameter 

of the nanoparticles were determined by transmission 

electron microscopy (TEM, JEOL 1400). The mean diameter 

of the nanoparticles was calculated by using ImageJ software. 

X-ray photoelectron spectroscopy (XPS) analysis was 

examined by a SPECS XPS spectrometer using Al Kα as a 

X-ray source. Magnetic properties of the nanoparticles were 

characterized by vibrating sample magnetometer (VSM) 

from Cryogenic Limited PPMS system. DeltaNu Examiner 

Raman microscope (DeltaNu Inc., Laramie, WY) with a 

785-nm laser source was used for SERS analysis. All spectra 

were collected with 140-mW laser power, for 5-s acquisition 

time. Baseline correction was done for all spectra.

Figure 1. UV-vis spectra of (a) Fe
3
O

4
, (b) Fe

3
O

4
@Au, (c) Fe

3
O

4
@Au@MS

Figure 2. TEM images of (a) Fe
3
O

4
, (b) Fe

3
O

4
@Au, (c) Fe

3
O

4
@Au@MS.
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Immobilization of the MS probe on the magnetic 

gold nanoparticles was confirmed with XPS. Core-level 

XPS spectra of the Fe
3
O

4
@Au@MS were shown in Figure 

3. The core-level XPS spectrum of Fe2p was fitted to two 

component at about 723.1 eV and 709.5 eV belonging to 

Fe2p
3/2

 and Fe2p
1/2

, respectively (Fig. 3a). The core level 

XPS spectra of Au4f was fitted to two different peaks at 

about 87.4 eV and 83.7 eV corresponding to Au4f
7/2

 and 

Au4f
5/2

, respectively (Fig. 3b). Moreover, the core-level XPS 

spectra of N1s, S2p and P2p was fitted to the components 

with binding energies at about 398.9 eV (C-N) for N 1s (Fig. 

3c), 165.0 eV (Au-S2p
3/2

) and 164.2 eV (Au-S2p
1/2

) for S2p 

(Fig. 3d) and 133.2 eV for P2p (Fig. 3e). The presence of N, 

P and S elements in the core-level spectra of Fe
3
O

4
@Au@

MS strongly indicated that the covalent attachment of MS 

probe on the Fe
3
O

4
@Au nanoparticle were successful.

The saturation magnetization (M
s
) values of the 

all nanoparticles were determined with VSM at room 

temperature. The magnetic hysteresis curves of the 

nanoparticles were presented in Figure 4. The M
s
 value of 

the Fe
3
O

4 
nanoparticles was found to be 62.8 emu/g (Fig. 

4a). After the M
s
 of the Fe

3
O

4
 nanoparticles drastically 

decreased to 36.8 emu/g due to the formation of Au shell on 

the Fe
3
O

4 
nanoparticles (Fig. 4b). The covalent attachment 

of the MS probe on the Fe
3
O

4
@Au nanoparticles, the M

s
 

value of the magnetic nanoparticles slightly decreased to 

29.5 emu/g (Fig. 4c) that is the sufficient M
s
 value for using 

magnetic nanoparticles in biological applications [15,16]. 

Moreover, in all cases, the magnetic hysteresis curves also 

showed no remanence or coercivity indicating that all the 

prepared magnetic nanoparticles had superparamagnetic 

behavior at room temperature.

SERS detection of the target DNA

SERS detection of the target DNA step was shown in 

Fig. 5. After immobilization of the MS probe DNA on 

the Fe
3
O

4
@Au nanoparticles, the rhodamine 6G (R6G) 

Figure 3. Core-level XPS spectra of (a) Fe2p, (b) Au4f, (c) N1s, (d) S2p, (e) P2p for Fe
3
O

4
@Au@MS. 
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label on the 3 -́end of the MS probe was located to the Au 

shell and resulted a strong SERS signal (Fig. 5a). When 

the complementary DNA was added to the Fe
3
O

4
@Au@

MS nanoparticles, the hybridization took place and the 

stem-loop structure was opened and R6G was located far 

away from the Au shell and induced a decreasing SERS 

intensity (Fig. 5b). Moreover, in the presence of the non-

complementary DNA, there was no change in the SERS 

intensity indicating no hybridization took place and the 

R6G was still remained close to the Au shell (Fig. 5c). 

This result also showed the selectivity of the prepared 

MS based SERS sensor.  

It was further investigated to verify the usability of 

the Fe
3
O

4
@Au@MS nanoparticles for quantitative DNA 

detection for the HCV. For this purpose, the Fe
3
O

4
@Au@

MS nanoparticles were incubated with different HCV 

target DNA with concentration between 0-50 pM and 

four different measurements were taken for per sample 

and averaged in a single spectrum. Fig. 6a illustrated the 

SERS spectra of the MS probe with different amount of 

target HCV DNA. The SERS intensity decreased when 

the target DNA concentration increased. This results also 

suggested that there could be a linear relationship between 

the decreasing of the SERS intensity and the target DNA 

concentration. To determine the limit of detection (LOD), 

the most intensive Raman peak of R6G located at 1506 cm-1 

was selected. As shown in Fig. 6b, a linear relationship with 

a correlation coefficient (R2) of 0.9986 was obtained and the 

LOD was found to be 0.1 pM from 3S
blank

/m where S
blank 

is 

the standard deviation of the blank (i.e.in the absence of 

target HCV DNA) and m is the slope of the calibration curve. 
 
 

Compared with the other HCV DNA detection methods, 

the developed MS based SERS sensor could provide a higher 

sensitivity [4, 17-19]. In addition, the lower LOD shows that 

the prepared sensor can be a powerful diagnostic tool for 

the detection of HCV in the early stage of infection. 

CONCLUSION

In summary, it has been demonstrated a novel SERS 

biosensor design for the detection of HCV. The MS based 

sensor is relatively easy to prepare, low-cost and could 

detect the complementary DNA with high selectivity. 

The prepared sensor has magnetic property which 

allows the separation of the nanoparticles easily by an 

external magnet without any centrifuge step. In addition, 

the sensor does not need labelling the target DNA, and 

post-hybridization washing steps. The prepared sensor 

Figure 4. Magnetic hysteresis curves of (a) Fe
3
O

4
, (b) Fe

3
O

4
@Au, (c) 

Fe
3
O

4
@Au@MS nanoparticles at room temperature.  

Figure 5. SERS spectrum of (a) Fe
3
O

4
@Au@MS (blank), (b) Fe

3
O

4
@

Au@MS in the presence of target HCV DNA (concentration: 40 pM), (c) 

Fe
3
O

4
@Au@MS in the presence of non-complementary HCV DNA.

Figure 6. (a) SERS spectra of Fe
3
O

4
@Au@MS after hybridization 

with different amount of HCV DNA, (b) SERS intensity changing as a 

function of HCV DNA concentration. 
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can be extended to point-of-care disease with the help 

of commercially available portable, hand-held Raman 

spectroscopy. 
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Automotive industry is under the pressure of 

complying government regulations of improved 

crash safety and low exhaust emissions [1]. To impro-

ve crash performance, additional reinforcements may 

be required, adding more weight to the car body [2]. 

Additional weight, in return, would increase the fuel 

consumption and thus increase exhaust emissions. 

To build safe and lightweight vehicles, materials with 

high strength to weight ratio are required [3]. 

High strength steels have been long used in the 

automotive industry and have replaced mild steels in 

most of the crash relevant components in the last deca-

des. With “conventional” high strength steels (HSS), as 

the strength was increased the formability was reduced 

drastically, as seen in Fig. 1. The conventional HSS class 

involves various steel families including: (1) Bake Harde-
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nable (BH), (2) Carbon-Manganese alloyed steels (CMn), 

and (3) High Strength Low Alloy (HSLA) grades [4]. 

These steels are single phase (ferritic) and have been do-

minating the crash components of cars until 1990’s [5].

“Advanced” high strength steels (AHSS) consist of 

more than one phase and have been developed as early 

as 1970’s [6]. It was mid 1990’s, when cold rolled dual-

phase (DP) steels were commercially available for the 

automotive industry [7]. These steels have ductile ferri-

tic matrix with islands of hard martensite. The strength 

is increased by adjusting the alloying elements (mostly 

carbon) and/or the percentage of martensite [8].

Transformation Induced Plasticity (TRIP) ste-

els were first defined in 1967 [9]. These steels have up 

to 15% retained austenite, which would transform to 

A B S T R A C T

In the automotive industry, one of the most common methods to reduce the weight of 
the body components is to downgage the sheets using higher strength steels. In the de-

sign phase, engineers typically use the material properties of the incoming material, such 
as the yield strength and the elongation. For forming analyses, however, more detailed 
characterization is required (f low curves, anisotropy, forming limit curves, etc.). Once the 
components are formed in the press shop, the yield strength increases due to work (strain) 
hardening. The parts are then welded in the body shop, and the body-in-white goes to the 
paint shop where it is baked to cure the paint. Most steels’ yield strength changes during 
this paint bake cycle, which determines its final properties in service. Bake hardening (and 
in some cases, bake softening) is measured by Bake Hardening Index (BHI) as defined by 
EN 10325-2006.  The standard dictates relatively low pre-strain (2%) and baking tem-
perature (170°C). In real production conditions however, higher strains are achieved and 
baking temperatures may exceed 170°C to shorten the baking time. In this study, a new 
generation Advanced High Strength Steel (AHSS) grade TBF 1050 was characterized for 
metal forming purposes and its bake hardening response was studied both as the standard 
suggests and as the real production cycle dictates.

INTRODUCTION 

Keywords: 
Advanced High Strength Steels; Material Characterization; Metal Forming; Elastic/Plastic Properties; Bake Hardening
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ning would increase the yield strength and hardness; and 

reduces the ductility. This is called strain hardening (also 

known as work hardening) [15]. Work hardening of a ma-

terial can be easily measured by a simple tensile test.  In 

TRIP steels and TRIP-aided steels, very high strain har-

dening is observed until the uniform elongation [16]. This 

can be explained by the localized high strain hardening 

rate, caused by formation of mobile dislocations and the 

transformation of retained austenite to martensite [17, 

18].

In press shops, when a steel is deformed its thickness 

is reduced, but its yield strength is increased by work har-

dening. Typically, in computer-aided-engineering (CAE) 

calculations, both of these effects are included. For example, 

NVH and crash simulations include both thinning and har-

dening effects. However, bake hardening effect was mostly 

discarded [19].

Bake hardening is the increase of yield stress after de-

formation, followed by a baking cycle. Bake hardenability of 

a steel is typically measured by tensile test [3], according to 

EN 10325-2006 standard [20]. Fig. 2  summarizes how the 

“Bake Hardening Index” is measured. According to the stan-

dard, the deformation is limited to 2% pre-strain (enginee-

ring) and baking cycle is at 170°C for 20 minutes.

Since there is a class of “Bake Hardenable” steels, one 

may think that other high strength steels do not harden du-

ring bake cycle. In reality, most AHSS grades also harden 

after baking. In most steel datasheets, bake hardening index 

is given as a material property. For a given dual phase steel 

(cold rolled DP590, CR330Y590T-DP) for example, most ste-

el makers claim a minimum 30 MPa bake hardening index 

(BHI as shown in Fig. 2, sometimes abbreviated as BH
2
)  [21, 

22, 23]. 

However, former studies have shown that even at 2% 

pre-strain, much higher BHI was achieved. A study by Volvo 

for example, showed that the yield strength of DP1000 was 

increased from 760 to 1020 MPa after work and bake harde-

ning. Similarly, the yield strength of DP1200 was increased 

from 950 to 1220 MPa [24].

In another study by Salzgitter, tensile specimens cut 

from real automotive components were tested. Results are 

tabulated in Table 1. Since the pre-strain was not kept cons-

tant, but changed with the part complexity, work hardening 

numbers were not constant [25].

Since the new generation AHSS have higher formabi-

lity compared to steels with similar yield strength; the part 

complexity and thus the pre-strain could be even higher. Ef-

fect of pre-strain was known and studied as early as 1990’s 

martensite when plastically deformed. This so-called TRIP 

effect increases elongation [10]. Martensitic steels for cold 

(MART) and hot forming (Press hardened steel, PHS) are 

also classified as 1st generation AHSS. Currently PHS is the 

strongest steel family used in the automotive industry (up to 

1300 MPa yield and 1800 MPa tensile strength), but requires 

a special hot forming line [4].

In 1998, Grässel and Frommeyer have developed Twin-

ning Induced Plasticity (TWIP) steels [11]. These grades 

are classified as 2nd generation AHSS [5] and have very high 

elongation and strength. Over 60% total elongation was re-

ported on a commercially available TWIP Steel with 500 

MPa Yield and 980 MPa tensile strength [12].  Although 

seemed very promising, 2nd generation AHSS did not find 

many industrial applications, due to high material costs and 

poor weldability [13].

Since the beginning of the decade, automotive industry 

has been demanding high strength steels that have higher 

formability compared to 1st generation AHSS and less al-

loying elements compared to the 2nd generation [14].  Cur-

rently, Quenching & Partitioning (Q&P) steels and TRIP 

aided Bainitic Ferrite steels are commercially available and 

can be considered as 3rd generation AHSS [13].

This paper studies a TBF steel’s mechanical properties 

in detail and also discusses the `in-servicè  properties after 

work and bake hardening effects.

BACKGROUND

When a steel sheet is formed in the press shop, the strai-

Figure 1. Steel banana curve, showing several different grades and 

classes.

Figure 2. Work and bake hardening as explained in the standard (re-

created after [20]).
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[26]. However, most of the early works had limited pre-

strain. A summary of several studies on pre-strain is given 

in Fig. 3 [26, 27, 28, 29].

Lastly, the standard dictates that the bake hardening 

studies should be done at 170°C. However, in manufactu-

ring conditions, temperature in the paint bake tunnel may 

increase over 200°C. Typically if the furnace temperature 

exceeds 170°C, the baking time could be reduced, as long as 

the time-temperature profile is within the acceptable region, 

as shown in Fig. 4 [30]. This is of extreme importance, as 

the paint shops are typically the bottleneck of a car maker. 

The capacity of the total production is generally limited by 

the paint shop. If the cycle time here could be reduced, the 

overall productivity could be boosted [31].

A special condition in bake hardening of TBF steels is 

the fact that, they contain ferrite, bainite, martensite and 

retained austenite. It is reported that from these phases 

bainite contributes most to BH response. It is also possible 

that some fraction retained austenite may transform due to 

holding at high temperature for several minutes, or the mar-

tensite may be tempered [16, 27]. According to [32], the amo-

unt of retained austenite does not change with temperatures 

up to 170°C for a TRIP 700 steel. Only after 700 minutes 

holding at 220°C, the retained austenite fraction started to 

decrease in the aforementioned steel.

Several studies in the literature has also shown that 

with increased baking temperature, higher bake hardening 

response could be determined [26, 28]. In this study, (1) TBF 

steels are studied, and (2) the baking time was reduced with 

increased baking temperature.

EXPERIMENTAL STUDIES

In this study, commercially available, cold rolled TBF 

1050 steels are studied at two different thickness levels: 

1.0 and 1.6 mm.  These steels were characterized using:

1)Tensile tests with extensometers to determine, yield 

strength and Lankford parameters in three directions (r
0
, r

45
, 

r
90

);

2)Elemental analysis to determine chemical composi-

tion;

3)Elastic modulus determination by Resonance Frequ-

ency and Damping Analysis (RFDA);

4)Disk compression test to determine biaxial yield 

stress (σ
b
) and anisotropy coefficient (r

b
);

5)Bake hardening experiments at 0%, 2%, 5% and 10% 

pre-strain; at various “industry emulating” temperatures 

and durations.

Tensile Tests

Tensile specimens were manufactured using wire EDM 

method to minimize the damage at the edges. Tests were 

conducted at two crosshead speeds: 30 mm/min and 

150 mm/min. Although there was no strain rate control, 

these crosshead speeds gave relative constant true strain 

rate levels of: (3.75±0.10)x10-3 and (18.3±0.2)x10-3s-1. As 

illustrated in Fig. 5, the yield strength was found to be 

sensitive to the strain rate; whereas the ultimate tensile 

strength was predominantly affected by the thickness. 

Table 1. Summary of work and bake hardening, samples were cut from 

press formed automotive components, made of DP590 (CR330Y590T-

DP) [25]. 

179-189

66-67 131-137

206-210

Figure 3. Bake hardening responses of several HSS and AHSS with 

varying pre-strain [26-29].

Figure 4. An example e-coat curing bake chart  [30].

Figure 5. Yield and ultimate tensile strength of TBF 1050 steels. 
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Material properties found in this study are tabulated and 

compared with the literature in Table 2.

Elemental analysis

Elemental analysis was performed on 1.0 mm thick steels, 

using Bruker Q4 optical emission spectrometer. Samples 

were measured 10 times, at different locations. The re-

sults were compared with the literature in Table 3.

Elastic modulus measurement using RFDA

Elastic modulus measurement was done using impulse 

excitation and resonant frequency and damping analyser 

(RFDA) system. In this method, a rectangular specimen 

is placed on two supporting wires. An impulse excitati-

on is given by the system, and a microphone records the 

vibrations. Through signal processing, elastic properties 

of a specimen could be determined. Details of the metho-

dology and the system used in this study can be studied 

in detail from reference [35]. In this study, 55x10 mm spe-

cimens were prepared using wire EDM. 4 test specimens 

were  produced for each thickness. Results are tabulated 

in Table 4.

Disk compression tests

For metal forming simulations, yield locus is one of the 

most important input data. To build some of the modern 

yield loci (such as Yld2000 or Banabic 2005), biaxial ani-

sotropy coefficient (r
b
) and biaxial yield strength (σ

b
) are 

required [36, 37]. A method to determine these coeffici-

ents is disk compression test [38].

10 mm diameter disks were cut using wire EDM tech-

nique. These are then compressed in a universal tensile 

machine. The final disks became elliptical, and the ratio 

between the strains gives the biaxial anisotropy coefficient, 

as summarized in Fig. 6. Calculated values are given in Tab-

Table 2. Summary of tensile tests, compared with the literature [33, 34].

17
17751 10

10800 t0

1 10
101035 14

71057 700-820

1 0.7
0.717 1.2

0.913.5

1 179-189 10

r0 -

r -

r90 -

                  1Values determined from slow strain rate experiments.  

Table 3. Chemical composition (wt.%) of TBF 1050, compared with literature [33, 34].

Si P Al

0.034
-0.0210.203 0.194

0.1972.253 0.194
0.0961.027 0.004

0.0040.015 0.009
0.0070.045

<2 - -

Table 4. Elastic modulus measurements.

0.17
0.17192.60 0.27

0.69188.90

Figure 6. Calculation of biaxial anisotropy coefficient (after [37]).

Table 5. Biaxial anisotropy coefficients.

D
D
r

D
D
r

D
D
r

D
D
r
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le 5.  The biaxial yield strength is calculated using a linear fit 

[37], as shown in Fig. 7.

Bake hardening studies

As discussed in earlier sections, in this study: (1) higher 

pre-strains and (2) realistic furnace conditions were stu-

died. Since the tensile tests have shown that the parts 

can be deformed 12.6-17.7% total elongation (see Table 

2), the maximum pre-strain was selected to be 10%. The 

tensile specimens were pre-strained to 2, 5 and 10% using 

a universal tensile test machine. Specimens were then 

placed in the furnace which is already pre-heated to the 

temperatures listed in Table 6. Furnace temperature and 

dwell time data are received from Tofaş. To compare the 

results, conditions of EN10325 were also studied. Once 

the specimens stay in the furnace for the given time, they 

were taken out. The specimens were air cooled to room 

temperature and tensile tests were performed until frac-

ture. Results of one test conditions can be seen in Fig. 8.

As seen in Fig. 8, when the tensile curves are shifted 

with pre-strain, the difference between the “as-received” 

Figure 7. Calculation of biaxial yield strength (after [37]).

Table 6. BDetails of the bake hardening conditions.

1 170 20

2

3

Figure 8. Tensile test results after pre-strain and bake hardening (1.0 mm 

thick blanks, 170°C furnace temperature, 20 minutes dwell time).

curve and the tested material’s curve gives the bake harde-

ning. To calculate the work hardening, it is possible to use 

the stress level on the “as-received” curve and subtract the 

yield strength of the corresponding material (i.e., 1.0 mm or 

1.6 mm thick). Work hardening values were quite repeatable. 

This can be seen in Fig. 9a-b.

With only two exceptions, as pre-strain and as tem-

perature is increased, the bake hardening was found to be 

increasing. In addition, the bake hardening response of TBF 

steels was found to exceed 200 MPa, when 10% pre-strain 

is applied. Even at 5% pre-strain, 1200 MPa yield strength 

could be achieved after bake hardening.

CONCLUSION

In this study, a commercially available 3rd generation 

AHSS grade had been selected and its elastic/plastic pro-

perties were characterized, including its bake hardening 

response. It has to be noted that these values are only 

from one batch of one producer.

Elemental analyses have proved that 3rd generation 

AHSS had relatively low alloying elements, especially com-

pared to 2nd generation AHSS. As the blank has low carbon 

equivalency, its welding parameters are expected to be com-

patible with current body shops. A further study on welda-

bility is currently ongoing.

Further analysis on the phase fractions (especially re-

tained austenite) is required to understand how the changes 

in phase fractions may have effect on the hardening, anisot-

ropy and bake hardening responses.

Elastic modulus of these steels was found to be on the 

lower side of steels. This information may be useful for furt-

her studies about springback of these grades.

Figure 9. Summary of work and bake hardening at different conditions.
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Biaxial material properties as required by some yield 

criterion were measured by disk compression test. Cur-

rently there is no literature data to compare these results. In 

future, these values could be used to build YLD2000-2D or 

BBC2005 yield criteria; and by using finite element simulati-

ons, the material model could be validated.

One of the main purposes of using cold formable ad-

vanced high strength steels is to reduce press hardened ste-

els (PHS). It was clearly found that after press forming and 

bake hardening, this grade may have a  yield strength over 

1200 MPa. This is comparable to PHS, which would require 

a special hot forming line and expensive process.
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It is known that Middle East oil fields are dominated 

by carbonate reservoirs inside which the big ma-

jority of the oil and gas reserves are located. It is to 

the knowledge of reservoir engineers that carbonate 

reservoirs can have significantly varying rock pro-

perties such as porosity, permeability. This property 

of carbonates makes them a challenging reservoir 

type to exploit hydrocarbons. One solution to pe-

netrate through the best quality reservoir sections 

is to drill horizontal wells, and even completing the 

wells in open hole. Horizontal wells in unknown oil/

gas fields would require drilling of a pilot hole. Pilot 

hole is a wellbore trajectory that is drilled and aban-

doned once the landing point formation details have 

been acquired. In some mature oil fields located in 

southern Iraq; recently introduced High Angle Wells 

allowed drilling horizontally into a seam and under 

infrastructure with substantially improved results.
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Not only for horizontal wells with relatively long 

drainages, the margin between pore and fracture gradi-

ents are getting critical also for the ultra deep and deep-

water applications. One factor that influences the ECD 

(Equivalent Circulating Density) which is effected by 

the drilling fluid’s hydrostatic column and the frictio-

nal pressure losses along the flow circuit. The frictional 

pressure losses are the term that depends on the flow 

geometry, fluid rheological properties and last but not 

the least the flow rates. What industry approaches have 

considered so far, are based on the fact that the effects 

of the tool joints of the drillpipes are not necessarily ta-

ken into the consideration when the frictional pressure 

losses are calculated. An experienced drilling engineer 

in the field should always bear in mind that a single seg-

ment of a tool joint may not result in excessive frictional 

pressure loss individually. However knowing that there 

are hundreds of tool joints in a wellbore at a depth of 

A B S T R A C T

Drilling of a horizontal well to produce petroleum is a task which needs careful plan-
ning. The foremost advantage of an openhole horizontal well completion is having the 

pay zone with the least drilling damage. The first task whether a well can be completed in 
open hole is by knowing if the formation once drilled is competent enough so that it can 
remain intact or not. Once the formation is declared and/or proofed to be competent and 
drilling of the horizontal well is approved there should be enough time to ensure that all 
equipment and services are going to be available. This study synopsises a brief literature 
review regarding effects of tool joints during drilling.  A diligently planned horizontal well 
design for Middle East formations is given in this study. The effects of tool joints on the 
drillpipes are taken into consideration for the calculation of frictional pressure losses in 
annulus and equivalent circulating density itself. The operational steps while drilling the 
horizontal well are synopsised in this manuscript, which can be a useful guide for future 
applications in various petroleum and gas fields. The study also includes frictional pres-
sure calculations for non-newtonian f luids used in drilling operations. The results indicate 
whether while drilling a horizontal well the fracture gradient of the petroleum reservoir 
formation is exceeded or not. The study can be improved further by means of considering 
the effects of temperature on the behaviour of the drilling f luids.

INTRODUCTION 

Keywords: 
Open hole; Horizontal well; Completion; Limestone reservoir; Pressure depletion; Drilling; Tool joint; Equivalent circulating 
density
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joints of drill pipes on frictional pressure losses in annulus. 

They concluded that the presence of tool-joints in a wellbore 

substantially increases the annular pressure losses (up to 30 

%).

Simoes et. al. [6] performed Computational Fluid 

Dynamics analysis to investigate the effects of tool joints on 

the annular frictional pressure losses. Their findings revea-

led that the presence of tool joints significantly increased the 

pressure gradient.

Jeong and Shah [7] analysed the tool joint effects for ac-

curate frictional pressure loss calculations. Their research 

study composed of gathering experimental data conducted 

with three different fluids. They concluded that presence of 

tool joints on the annular frictional pressure losses is signifi-

cant and an accurate prediction method has been proposed.

Previous research studies indicate that a sound plan-

ning is the key to success and the effects of tool joints is a re-

quirement that has got to be considered to ensure a trouble 

free drilling activity for horizontal wells.

HORIZONTAL WELL DRILLING 

PRACTICES

Horizontal well drilling planning is a joint task. The plan-

ning is based on following trajectory definition and de-

termination of drilling engineering related decisions. The 

subsurface team and drilling team is required to work in 

collaboration. A work flow for a horizontal well planning 

is given in Fig. 1. The initial proposal originates from sub 

surface team as to where to drill the well. The directional 

plan is worked out jointly by the drilling team with the 

fine tuning until the formation tops are acceptable by the 

sub surface team. The casing points, drill string, hydrau-

lics program and eventually the time estimate is prepared 

by the drilling team. The key to success in drilling opera-

tions is to keep things as simple as possible.

3000 m, the sum of the frictional pressure losses for all of 

the tool joint segments could result in additional substan-

tial frictional pressure loss. It is that additional substantial 

frictional pressure loss which would increase the ECD and 

could be the very main reason for well to encounter drilling 

troubles.

LITERATURE REVIEW

Plenty of researches worked on horizontal drilling plan-

ning and openhole completions respectively. One of the 

most significant findings of the previous researchers is 

importance of paying attention to the to the details regar-

ding geology, hydraulics and strength of materials when 

dealing with high angle wells and particularly horizontal 

wells Aguilera et. al. [1]. Horizontal drilling is only suc-

cessful if everyone understands the objectives of different 

operations. It is known and as stated in API RP 13D [2] 

that in case of deviated wells there is no simple method 

that exists to calculate the contribution of the cuttings 

over the ECD (Equivalent Circulating Density). Hole inc-

linations between 30 degrees to 60 degrees are the most 

difficult holes to clean. This fact is due to the existence of 

unstable solid beds on the low side of the wellbore. The 

problem is the risk of having these unstable solids bed 

avalanching towards the bottom of the hole. However, 

downhole annular pressure measurements can be moni-

tored to estimate the contribution of the cuttings over the 

static drilling fluid density.

Azar and Samuel [3], stated that a number of mathema-

tical models have been derived from a combination of expe-

rimental flow-loops to model hole cleaning. It is important 

to keep in consideration that the derived empirical equati-

ons are valid for the size configuration that their respective 

data has been acquired from. Scaling up the correlations to 

different hole geometries may introduce significant errors.

Viloria [4] conducted a research study on the analysis of 

drilling fluid rheology and tool joint effect to reduce the er-

rors in hydraulics calculations. It has been indicated that the 

current API recommended drilling hydraulics calculation 

techniques do not include tool joint parameters. Thus the 

API calculations can be deemed as inaccurate. Their study 

revealed that the frictional pressure losses being affected by 

the tool joints of the drill pipes can be corrected by means of 

implementing appropriate practical methods.

Even though the equations in use of the industry does 

not account for the effect of the tool joints in hydraulic pres-

sure loss calculations, it is known that effects of the tool jo-

ints are significantly important when it comes to observe 

the annular frictional pressure losses. Enfis et. al. [5] perfor-

med extensive experiments to study the effects of the tool 
Figure 1. Horizontal well planning work flow
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elongated circulations with BHA is to be prevented while 

in Tanuma.

An example geological prognosis including formation 

depths is as given in Table 1. When planning a horizontal 

well to Mishrif Formation (Middle Cretaceous) porous for-

mation, the overlying formations should be studied very ca-

refully. In given formation top depths the thickness of Tanu-

ma formation is 40 m. However since the penetration of the 

trajectory across this zone is going to be at a specific angle 

the course of penetration is going to be more than 40 m.

Most of the subsurface formations in Middle East 

Geomarket are relatively flat for a considerable subsurface 

extend. This results in having similar drilling cases in signi-

ficant number of wells. Fig. 2 gives the Stratigraphic column 

for Rumaila and Zubair Oilfields, Al-Ameri et al. [8]. The 

critical drilling planning requirement depends on knowing 

the specifications of the formations to be encountered. Wi-

despread assumption in the Middle East Geomarket espe-

cially for vertical wells is that they could be drilled without 

many troubles. However this assumption is recommended 

to be addressed carefully not only for vertical wells, but es-

pecially for highly deviated and horizontal wells. The criti-

cal aspects for a selected list of formations which are dee-

med important are as listed as follows:

Dammam Formation (Dominating lithology Limesto-

ne): Dammam formation is fragile for this reason tripping 

best practices are required to be implemented. Generally 

the surface casing string is set to the top of this formation. 

Running speed of the casing is required to be calculated not 

to exceed surge pressures to prevent the breakage of the for-

mation which can induce downhole losses.

Tayarat Formation (Dominating lithology Limestone): 

Tayarat is known to be containing sulphurous water if kicks 

into the wellbore are going to result in a well control event. 

Within the Middle East formations the Tayarat Formation is 

required to be drilled with a drilling fluid having a density of 

approximately 8.68 ppg.

Tanuma Formation (Dominating lithology Shale): Ta-

numa Formation is one of the most challenging formations 

especially if drilling at inclinations in excess of 60 degrees. 

Tanuma formation is highly unstable and is required to be 

drilled as fast as practically possible. The drilling fluid pro-

perties are required to be kept with the necessary ranges 

outlined in the program. If KCl (Potassium Chloride) dril-

ling fluid is being used, the KCl concentration is to be moni-

tored and accordingly kept as necessary. Back reaming and 

Table 1. Geological prognosis of Rumaila field, after Arshad et. al., [9].

Formation Name Depth, m Thickness, m Age Lithology Description

Dibdiba Surface Late Mio-Plio Thicj sand and pebbles

Lower Fars Early Middle Miocene Interbedded argillaceos limestone, qnhydrite, claystone and 
gypsum

Ghar Early Middle Miocene Thick sand and pebbles

Dammam 813 Middle - Late Eocene Thin limestone overlying thick karstic dolomite/limestone

Rus Paleocene-Early Eocene Thich anhydrite interbedded with dolomite

Umm Er-Radhuma 1492 Paleocene-Early Eocene Dolomite with thin anhydrite interbeds

Tayarat 4696.96 Late Cretaceous

Shiranish 499 Late Cretaceous Thick argillaceous marly limestone

Hartha Late Cretaceous Dolomite and argillaceous limestone

Sadi 689 Late Cretaceous Thick interval of chalky, argilaceous limestone

Tanuma 131 Late Cretaceous Shale with localised limestone stringers

Khasib 148 Late Cretaceous Limestone with thin shale interbeds

Mishrif Middle Cretaceous Limestone: white, brown, detrital, rudist, porous

Rumaila 8200 - Middle Cretaceous Thick sequence of marly and argillaceous limestone

Figure 2. Stratigraphic column of South Iraq, Basrah region (Rumaila 

and Zubair oil fields), Al-Ameri et al., [8]
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Directional Drilling Planning

The planning of a horizontal well necessitates a very ca-

reful study. The casing points are required to be approp-

riately selected, so that the casing shoes are placed into 

impermeable layers at the exit of which a competent seal 

is going to be achieved. Also it is very important that the 

exit of the casing shoe points for highly deviated and es-

pecially horizontal wells is strong enough. Under normal 

circumstances and especially in an unknown oil or gas 

field the casing points are required to be chosen by mean 

of kick tolerance calculations. Devereux [10] study indi-

cated that the casing points should be selected so that the 

selected depths are going to allow kick tolerances to be 

maintained. The casing exit is required to be strong so 

that no problems such as washed formation are not going 

to be formed along the immediate exit of the casing shoe.

Planning of a horizontal well in 2-dimension is carried 

out by means of ensuring that build sections are planned in 

the manner that the downhole tools to be used are going to 

be able to perform the drilling activity. Fig. 3 gives the sketch 

of a 2-dimensional horizontal well.

The geometrical equations for the planning are mainly 

based on build up radius (R) as given in Equation 1;

R = 180 / (B × π)                 (1)

where B is the build up rate. The length of the hole is 

calculated by L, which is given in Equation 2;

L
hole

 = 100 × (β
ii
 – β

i
) / B                    (2)

where β
ii
 and β

i
 are the final and initial wellbore incli-

nations respectively.  The vertical section of the wellbore is 

calculated by means of Equation 3:

V = R × (Sin(β
ii
) - Sin(β

i
))                (3)

The wellbore displacements are calculated using Equ-

ation 4:

D = R × (Cos(β
i
) - Cos(β

ii
))               (4)

The segment length of the build curve section is calcu-

lated using Equation 5:

Build Curve = (β
ii
 - β

i
)/B                  (5)

The tangent section length of the wellbore where the 

inclination is not changing is calculated by using Equation 

6:

MD(
Tangent Length

) = D/ Sin(β
i
)               (6)

The Kick off, is the depth from which the wellbore de-

viates from vertical is calculated by means of Equation 7:

KOP = TVD – (H
3
 + H

2
 + H

1
)              (7)

where H
2
 can be calculated using Equation 8:

H
2
 = MD

2
/ Cos(β

i
)                (8)

A 2-D directional plan to drill the horizontal well in 

the carbonate formations is as given in Table 2. The depths 

are referenced to the formation tops given in Table 1. The 

planning of a directional well is required to respect the ca-

sing depths. The kick off point in order to deviate the well is 

selected to be at 6120 ft within Hartha Formation; a depth 

at which no more downhole losses are expected. The hole 

section that the well is kicked off is 12 1/4". The kick off for 

a directional well is strongly suggested to be selected at a 

depth after which circulation losses are not expected. The 

wellbore is planned to be drilled with a build of 4 deg /100 

ft until the wellbore penetrates Sadi Formation at 6639 ft 

TVD. The 9 5/8" casing depth is planned to be 50 ft beneath 

the Sadi Formation. One of the most critical sections of the 

wellbore is the section to be built in 8 1/2" hole section. The 

field practices show that the Tanuma formation is suggested 

to be penetrated with a maximum inclination of 55 degre-

es. For this reason starting from the 9 5/8" casing shoe the 

trajectory is planned to be built to 55 degrees with a rate of 

4.38 deg/100 ft in 8 1/2" hole section. For this reason once 

the wellbore inclination is 55 degrees, the wellbore is dril-

led tangent down to the top of the Mishrif formation. The 

wellbore is deepened to accommodate the 7" liner at a depth 

that is 50 ft below the top of Mishrif formation. Once the 7" 

liner is safely set in place, the last wellbore section is  6". The 

planned build rate is 5 deg/100 ft so that the inclination can 

be brought up to almost 90 degrees. Once the horizontal 

section commenced to be drilled the section is planned to 

be drilled almost 2300 ft, so that the well drilling operations 

can be finalized.

Figure 3. A 2-D horizontal well planning sketch.
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The well sketch f the planned 2D directional trajectory 

is depicted in Fig. 4. The drawing gives the casing depths, 

formations, and well trajectory.

Calculation of Frictional Pressure Loss in 

Annulus

The frictional pressure loss equations presented by 

Adams and Charrier [11] are summarized in Fig. 5. The 

given equations are observed to give reasonable results 

when compared with actual pressure readings. Eren et. 

al., [12] performed a comparison of actual and theoretical 

pressures in wellbores, and concluded that the frictional 

pressure losses along wellbores could be predicted at an 

accuracy of ±25%. The details of the equations are as exp-

lained in the following section.

The velocity across the annulus is calculated using the 

below Equation 9:

V
annulus

 = q/(2.448 × (d
2

2 – d
1
))               (9)

where q is the flow rate of the fluid. Plastic viscosity 

(μp) is the difference in between 600 rpm and 300 rpm rea-

dings of variable speed rheometer as presented in Equation 

10;

μ
p
 = θ

600
 – θ

300
                   (10)

The yield point (τ
y
) is calculated using the relation given 

in Equation 11;

τ
y
 = θ

300
 - μ

p
               (11)

For each wellbore section a critical velocity (v
c
) is requ-

ired to be calculated using Equation 12;

v
c
 = [1.08μ

p
 + 1.08 (μ

p
 + 9.26(d

2
 – d

1
)2(μ

p
)ρ)0.5 ]/

[ρ(d
2 
– d

1
)]                (12)

where ρ is the density of the drilling fluid.

The pressure loss in the annulus is calculated by means 

of comparing the critical velocity with the actual velocity of 

the drilling fluid in the annulus.

If vannulus < vc the pressure loss is calculated for the 

frictional losses attributed to laminar flow as given in Equ-

ation 13;

ΔP
annulus-Laminar flow

 = (μ
p 
v

annulus
L)/(1000(d

2
 – d

1
))  + (τ

y
L)/

( 200(d
2
 – d

1
))

                
(13)

where L is the interval length.

If v
annulus

 > v
c  

the pressure loss is calculated for the fricti-

onal losses attributed to turbulent flow as given in Equation 

14;

ΔP
annulus-Turbulent flow

 = [ρ 0.75 v
annulus

1.75 μ
p
L] /[4901(d

2
 – 

d
1
)1.25] 

               
 (14)

where v
annulus

 is with a “ft/s” in terms of unit of measure.

In the scope of this study the drilling fluid behaviour 

is assumed to be Bingham Plastic. In order to calculate 

the frictional pressure losses in the annular sections of 

a wellbore the first equation to be solved is the annular 

velocity. The flow behavior parameters; plastic viscosity 

and yield point parameters are also required to be calcu-

lated using the rheometer readings. The successive step is 

the calculation of critical velocity. The critical velocity is 

going to be compared in reference to the annular velocity, 

and depending on either being greater or less, the flow 

regime type is going to dictate which frictional pressure 

loss equation to be used. Having a critical velocity grea-

ter than the annular velocity would mean that the flow 

regime is turbulent and therefore the respective annular 

frictional pressure loss equation given for turbulent re-

gimes is required to be used. The same logic is valid for 

critical velocities less than the annular velocities in the 

case of which laminar flow pressure loss equations are 

to be used.

In this study the last two wellbore sections of the plan-

ned horizontal well namely 8 1/2" and 6" sections are stu-

died for the frictional pressure loss calculations. In today's 

information technology machinery it is possible to conduct 

complex calculations very quickly. Even though quick calcu-

Table 2. 2D directional plan for horizontal well. 

No Command Limit Depth, ftMD Depth, ftTVD Horizontal Displacement, ft Inclination, degree

1 0 0 0 0 0 0

2 Hold 0 degrees Drill to Measured Depth 6120 ft 6120 6120 0 0

3 Drill to Vertical Depth 6639 ft 6639 98 21.6

4 Hold at 21.6 degrees 118 21.6

6 8046 1063

1102

8

9 Drill only 2296 ft of additional hole 4034
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lations are easy to be performed, not all frictional pressure 

calculation studies take into account the tool joint (TJ) secti-

ons of the drill pipes in use. A generalized drillpipe drawing 

is given in Fig. 6. The drawing of a drillpipe depicts the tool 

joint sections at the top and bottom parts of a drillpipe. The 

tool joint segments of a drillpipe are larger in diameter. API 

Specification 7 [13] gives the details of tool joint dimensi-

ons for drill pipe grades. In a single drillpipe joint, a total 

of 17 inches is the sum of pin and box tong space sections. 

The length of the geometrically enlarged tool joint sections 

contributes to the generation of additional frictional pressu-

re loss along the annulus.

While circulating in a wellbore which includes joints 

of drill pipes, the drilling fluid initially after having gone 

through the Bottom Hole Assembly;  flows through the tool 

Joint of the pin end, then flows through the body section of 

the drillpipe, and flows through the tool joint of the box end 

for each and every drillpipe in the drillstring. For a geometry 

combination in an 8 1/2" wellbore, 5" nominal OD drillpipe, 

and 6 5/8" OD tool joint, the scaled drawing is as given in 

Fig. 7.

The flow area gets restricted to the brown color sha-

ded area, when the fluid element passes across the tool jo-

ints. Under normal circumstances the frictional pressure 

loss calculations mostly assumed that the flow area across 

the drillpipe elements is the area between the 5" nominal 

OD of the pipe and wellbore diameter itself. Fig. 8 depicts 

the ideal versus actual drillstring in a wellbore. The BHA 

(Bottom Hole Assembly) is composed of the following sub-

surface items: 8 1/2" PDC bit, 7" mud motor, float sub, 6 3/4" 

float sub, 8 1/8" Integral blade Stabilizer, 6 3/4" NMDC, 6 

3/4" NM Hang-off sub. The rest of the workstring is com-

posed of 5” HWDP and 5” DP to surface. The plain works-

tring drawing (given as the top drawing of Fig. 8) depicts 

Figure 4. Planned horizontal well sketch.

Figure 5. Frictional pressure calculation chart for annular flow by 

Adams and Charrier (1985).

Figure 6. Schematics of a drillpipe joint. Figure 7. Scaled drawing of a tool joint section view in a wellbore.
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the workstring with no tool joint upsets along the well bore. 

Whereas the workstring on which the tooljoint upsets are 

depicted (given as the lower drawing of Fig. 8) indicates the 

actual case of the string in the wellbore.  The scaled drawing 

for a 3280 ft long drillstring clearly gives how the tool joints 

appear in a wellbore.

Representation of the Calculated Frictional 

Pressure Losses

The frictional pressure loss and the respective Equiva-

lent Circulating Density (ECD) are calculated for three 

different combinations of flow behaviors and flow rates. 

The flow rates taken into account are 340, 382.5, 425 and 

eventually 500 gpm (gal/min). The scaled drawing of the 

drillstring for which the calculations are made is as de-

picted in Fig. 9. The hydraulics analysis is conducted for 

the interval covering the previous (or otherwise the exis-

ting) casing shoe and targeted TD for the 8 1/2" wellbore 

section.

The first flow behavior group is PV=10 cp, and YP= 20 

lbf/100ft2. The results of the first flow analysis, which can 

be considered as mild from the rheological properties pers-

pective is as presented in Fig. 10 and Fig. 11 respectively for 

annular pressure drop and ECD. It is observed that for each 

of the four different flow rates, the influence of the tool jo-

ints is observed to have increased the frictional pressure loss 

in the annulus. Consequently the ECD for the case of tool 

joints is showing elevated magnitudes. Assuming a deple-

ted pore gradient of 7.51 ppg as indicated in the PPFG (Pore 

Pressure Fracture Gradient) of South of Iraq in the study 

presented by Eren et. al., (2013), it can be concluded that the 

loss of circulation is imminent.

The second group analysed is with the mild flow beha-

viors of a PV= 15 cp and YP= 25 lbf/100ft2. Fig. 12 and Fig. 13 

respectively present annular pressure drop and ECD. The 

results indicate that both the frictional pressure loss in the 

annulus and ECD magnitudes are further increased.

Figure 8. Ideal versus actual drill string in a wellbore.

Figure 9. Scaled drawing of the 8 1/2" drillstring.

Figure 10. Annular pressure drop with PV=10 cp, and YP= 20 lbf/100ft2.

Figure 11. ECD with PV=10 cp, and YP= 20 lbf/100ft2.

Figure 12. Annular pressure drop with PV=15 cp, and YP= 25 lbf/100ft2.

Figure 13. ECD with PV=15 cp, and YP= 25 lbf/100ft2.
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The third group analysed is with the high flow behavi-

ors of a PV= 19 cp and YP= 31 lbf/100ft2. Fig. 14 and Fig. 15 

respectively present annular pressure drop and ECD. It is 

observed that the frictional pressure loss, and ECD magni-

tudes especially for a flow rate of 500 gpm can be extremely 

high approaching to Leak Off values (11.6 ppg), reported in 

the study of Eren et. al., (2007).

CONCLUSION

The planning of horizontal wells requires a very delica-

te study. In this research study the investigated aspects 

of horizontal well planning is presented. The geological 

prognosis of a well located in Iraq's Rumaila oil field is 

used for the planning of a horizontal well. Directional 

planning of the well is built on the formation details of 

the field. The selected build rates are based on practically 

applicable build rates for the similar oilfields.

The annular frictional pressure losses in the annulus 

are calculated using Non-Newtonian drilling fluid theore-

tical pressure loss equations. The tool joint sections of the 

drillpipes are also used as inputs in the calculations. The 

additional frictional pressure that is being generated is due 

to the restriction at each and every tool joint segment of a 

drillpipe. Calculation methodology is a novelty performed 

in the scope of this research study. It is can be observed that 

Figure 14. Annular pressure drop with PV=19 cp, and YP= 31 lbf/100ft2.

Figure 15. ECD with PV=19 cp, and YP= 31 lbf/100ft2.

the ECD magnitudes being observed can be greater than 

the fracture gradients of the horizontal wells. The findings 

reveal that the annular frictional pressure losses, and ECD 

magnitudes especially for a flow rate of 500 gpm can be ext-

remely high approaching to Leak Off values reported in the 

literature.

RECOMMENDATIONS

Here in this study the frictional pressure losses and ECD 

magnitudes are studied. What is recommended is to si-

mulate a real case dataset and compare with the results. 

Effects of temperature as well as the effects of tool joints 

if incorporated are going to improve the accuracy of the 

hydraulics calculations. The contraction and expansion 

of the flow across the tool joint sections can also be in-

corporated for a further accurate study.

NOMENCLATURE

B = Build-Up Rate, deg/100 ft

d
1
 = casing or open hole diameter, inches

d
2
 = outer diameter of the drillstring member, inches

D
1
, D

2
, D

3
 = Displacements of respective wellbore sec-

tions 1,2 and 3, ft

H
1
, H

2
, H

3
 = Vertical lengths of respective wellbore sec-

tions 1,2 and 3, ft

L
hole

 = Length of hole, ft

L = pipe length, ft

q = flow rate, gpm

R = Build-Up Radius, ft

V = Vertical Height, ft

v
critical 

= critical velocity, ft/s 

v
annulus

 = velocity of drilling fluid in annulus, ft/s

ΔP
annulus

 = pressure loss, psi

μ
p
 = (PV) plastic viscosity, cp

ρ = drilling fluid density, ppg

τ
y
 = (YP) yield point, blf/100ft2

β
1
 = Initial Inclination, deg

β
2
 = Final Inclination, deg
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