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The aim of this study is to investigate ergonomic risk assessment of a logistic warehouse in 
the Kocaeli province, located in the Marmara Region.
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The field of ergonomics science comprises plan-
ning to carry out works in accordance with 

human abilities and capacities while occupational 
health of employee and minimizing occupational 
accidents [1]. The aim of ergonomics is to reduce or 
eliminate situations that may cause musculoskeletal 
disorders, to prevent incidents and occupational acci-
dents occurring in the workplace [1, 2, 3, 4]. The task 
of management is to ensure the continuity of a safe 
work environment and employee safety. These inc-
lude following the principles of occupational safety 
in workplace design, equipment selection, providing 
protective equipment and mechanisms, planning 
employee training and preparing clear and unders-
tandable occupational safety rules [5]. Protecting the 
health and comfort of the employee is one of the pio-
neers of work health and safety during the warehou-
sing processes, which is one of the important service 
areas of the logistics sector. The logistics sector has 
some processes in working environment of wareho-
using, such as handling, storage, material handling, 
packing and stacking. [6]. 

Intense working tempo and improper working 
postures may cause musculoskeletal diseases [7]. The-
re exist several ergonomics risk evaluation methods to 
prevent musculoskeletal diseases [8, 9]. These methods 
are divided into two as observational and measurement-

Article History: 
Received: 2019/12/13

A Case Study in Ergonomics by Using REBA, RULA and 
NIOSH Methods: Logistics Warehouse Sector in Turkey

Accepted: 2020/09/17
Online: 2020/12/31

Correspondence to: Muge Ensari Ozay, 
Uskudar University, Occupational Health 
and Safety, 34662, Istanbul/Turkey.
E-Mail: muge.ensariozay@uskudar.edu.tr 
Phone: +90 216 400 2222
Fax: +90 216 474 1256

based techniques [8]. Observational methods such as 
REBA, RULA, OWAS, BAUA, NIOSH etc. are the the 
most common mthods used in evaluation [10, 11, 12, 13, 
14, 15 16].

Within the scope of this study, logistics sector is 
undoubtedly one of the most important areas for sto-
rage activities [5, 6]. The main aim of the occupational 
health and safety is to establish a healthy and safe envi-
ronment for employees and to prevent occupational ac-
cidents that may occur due to operational reasons [17, 18, 
19]. The objective of this research is to evaluate ergono-
mics risk assessment by using REBA (Rapid Entire Body 
Assessment), RULA (Rapid Upper Limb Assessment) 
and using revised NIOSH (The National Institute for 
Occupational Safety and Health) lifting equation met-
hods in a logistics company located within the bounda-
ries of Marmara Region, Kocaeli province. Beside the 
ergonomics risk assessment methods, environmental 
conditions were measured with calibrated instruments 
by an accredited laboratory to evaluate personal noise, 
ambient dust, respirable dust, vibration, chemical and 
thermal comfort measurements.

MATERIAL AND METHODS

The duration of the study was limited to four months. 
Before, one month of observation and data collection 

A B S T R A C T

Employees in the warehouse processes of the logistics sector are engaged in activities 
such as pushing, pulling and lifting during a day. Intense work tempo, power require-

ment, working in unsuitable positions and physical factors of working environment ad-
versely affect employees. The aim of this study is to investigate ergonomic risk assessment 
of a logistic warehouse in the Kocaeli province, located in the Marmara Region. This study 
was conducted over a sample area where 57 people work in, 5 work processes in a warehouse 
with a closed area of 8000 m² and all processes were examined during 4 months. Employ-
ees' working postures in daily routine were studied by using REBA, RULA and NIOSH as 
ergonomic risk assessment methods. Furthermore, ambient noise, personal noise, ambient 
dust, personal dust, vibration, chemical and thermal comfort values were measured with 
accredited devices. 
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environmental factors that could affect it. Ambient me-
asurements include ambient noise, personal noise, ambi-
ent dust, personal dust, vibration, chemical and thermal 
comfort measurements. Measurements were carried out 
for two days, during day and night, together with measu-
rement test personnel. During measurements of daytime, 
the work done by the employees was also observed in the 
study.

Thermal comfort measurement was performed accor-
ding to TS EN ISO 7730 [23]. LASTEM thermal comfort 
meter was used for the measurements of thermal comfort. 
Thermal comfort measurements were carried out at 14 po-
ints in the working environment.

Ambient noise measurement was performed in accor-
dance with TS EN ISO 11202:2020 [24]. In ambient noise 
measurements; CASELLA CEL 63X and CASELLA CEL 
ACOUSTIC CAL devices were used for verification. The 
measurements were applied in workplaces where compres-
sor and air staple gun are used.

Personal noise measurement was performed according 
to TS 2607 ISO 1999 [25]. CASELLA CEL 35 and CASELLA 
CEL Acoustic calibrator were used for personal noise me-
asurements. Personal noise measurements were made at 4 
points, including 3 forklift operators and 1 loading person-
nel.

Vibration measurement was carried out in accordance 
with the TS EN 1032 + A1 .standard [26]. Measurements 
were performed with transducers using OKTABA AP-
TECH meter for hand-arm and whole-body vibration mea-
surement. . Vibration measurements were made at 3 points, 

were carried out. The study was divided into three stages. 
The first stage consists of understanding and recording 
working conditions and work processes. The second sta-
ge is the decision stage on the risk assessment methodo-
logy that is appropriate for ongoing works. Calculations 
were made by selecting the appropriate risk assessment 
methodology according to their working postures. The 
third stage is where the work environment measure-
ments were made by accredited instruments. 

First Stage

This study was carried out on 5 work processes in a wa-
rehouse with a closed area of 8000 m², on a sample area 
where 57 employees. At this stage, the barcode system 
and reading devices connected to the system are used.  
Products are taken to the workplace from the goods rece-
iving area. The goods are read by handheld terminal de-
vice and placed on next to the products in the warehouse. 
The products are prepared to be placed on the shelves de-
termined by the system. The products are read back with 
the handheld terminal device to determine which shelf 
to place and move to the specified shelf. Before placing, 
the number of the product and the shelf are read again 
with hand held terminal device. The shipping products, 
determined according to customer requests, are prepa-
red from the products that already placed on the shelves. 
During the preparation process, the product barcodes are 
read with handheld terminal device and their locations 
are determined. The products are collected from certain 
places and brought to the product preparation yard for 
shipment. Products are stacked by handling in this area. 
Labeling is done after the products are stretched. To en-
sure the order and safety of the products, it is caged with 
boards. Prepared products are read with handheld termi-
nal device in order to be able to exit the system and they 
are transported to the loading area for shipment by fork-
lift trucks. Products are shipped after being loaded on the 
vehicle.  Fig. 1 shows the sequence of workflow.

Second Stage 

The work of the employees in a logistics warehouse has 
been identified and photographed. Observed persons and 
observation time were randomly selected. For risk assess-
ment, as ergonomic risk assessment methods, REBA [20], 
RULA [21] and NIOSH [22] tools were used and observa-
tion was made during working hours. 18 REBA examina-
tions, 9 RULA examinations and 6 NIOSH examinations 
were conducted during the workflow. 
Third Stage 

The work environment was measured with calibrated 
instruments in an accredited laboratory to eliminate 

Figure 1. Workflow in logistics warehouse
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including 2 forklift operators and 1 picker (electric pallet 
truck) operator.

Measurements of ambient and breathable dust were 
realized in accordance with TS EN 689 standard [27]. CA-
SELLA CEL TUFF sampling pump was used for the mea-
surements. The system consists of air sampling pump and 
filter with sampling heads. The system consists of air samp-
ling pump, sampling heads and filter. The sampling pump 
flow rate was set at 2.2 l/min. Measurements were made for 
ambient dust measurement at 15 points. Personal dust ex-
posure measurement was carried out on 5 personnel in the 
workplace. 

Chemical substance measurement was performed ac-
cording to ASTM 1 4490-96 standard [28]. Kitagawa Gas 
detector tube system AP-20 was used for measurements. 
Hydrogen, Ethyl Benzene and Xylene gas measurements 
were made at 3 points in the workplace.

RESULTS AND DISCUSSION

REBA Analyses

After the observations and ergonomic risk assessments 
made by REBA method in the relevant working area, the 
studies are presented in Table 1 as follows.

One of the very risky postures (Fig. 2) is selected as an 
example of the calculations with REBA method (Table 2).

According to the posture of the worker in Fig. 2, trunk 
is 3 points since it is flexed between 0o – 20o and slightly side 
flexed (2+1). Neck is 2 points due to the flexion more than 
60o. Legs are 3 points since there is unilateral weight bearing 
and knees between 30o and 60o flexion (2+1), Since the load 
is greater than 10 kg, the Load/Force score is 2 and the Load/
Force score is added to Table A score. Upper arm is 2 points 
due to the flexion between 20o and 45o. Lower arm 2 points 
due to flexed less than 60o. Wrist 2 points due to the flexion 
greater than 15o. The total REBA score is 11, this refers to a 
REBA action level of 4 indicating a very high risk of injury.

During the preparing product phase, removing the 
product from the shelf (1), palletizing the product (1), hand-
ling for packaging of products (1) procedures (Table 1) are at 
a high risk level and require immediate action. When remo-
ving the product from the shelf, the score can be reduced by 
improving the posture of the neck, upper arm, lower arm 
and wrist, primarily the body and leg. When palletizing the 
product (2), the risk can be reduced by reducing the score 
with improvements in order of priority; in body, leg, neck 
and upper arm postures. When handling for packaging of 
products, the score can be reduced by improving the neck, 

NO JOB 
DESCRIPTION

REBA
 SCORE

REBA 
RESULT

1 Read-out with handheld 
terminal device 2 Low risk

2 Using Picker Forklift (for-
ward) 4 Medium risk

3 Using Picker Forklift (back-
ward) 4 Medium risk

4 Pallet Handling Process 9 High risk

5 Removing the Product from 
the Shelf 1 11 Very high risk

6 Removing the Product from 
the Shelf 2 9 High risk

7 Palletizing the Product 1 8 High risk

8 Palletizing the Product 2 11 Very high risk

9 Handling for Packaging of 
Products 1 9 High risk

10 Handling for Packaging of 
Products 2 11 Very high risk

11 Cage process 1 5 Medium risk

12 Cage process 2 9 High risk

13 Stretch film packaging 
processes 9 High risk

14 Labeling process 5 Medium risk

15 Handling process 13 Very high risk

16 Pallet Truck Handling 
(Towing) Process 9 High risk

17 Pallet Truck Operation 
(Push) Operation 12 Very high risk

18 Battery charge water filling 
process 2 Low risk

Table 1. REBA results.

Figure 2. Removing the product from the shelf 1
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upper arm, lower arm and wrist postures, primarily with 
the body and leg. In order to reduce the scores, the workers 
could use equipment such as a high platform or lifting ve-
hicle.

RULA Analyses

Results of RULA method are shown in Table 3 for all wor-
king positions.

Reading of the product with the hand held terminal on 
forklift (Fig. 3) is selected as an example of the calculations 
with RULA method (Table 4).

According to the scores given to this posture (Fig. 3), 
upper arm is 2 points, lower arm 3 is points, wrist score is 
2 points, wrist rotation is 1 point, neck and trunk postures 
have 4 points, legs score is 1 point, muscle use is 1 point, for-
ce is 0 point. The RULA score was calculated as 7. In order 
to decrease the scores of the unloading of the vehicle, the 
use of forklifts is one of the processes, precautions should 
be taken as soon as possible. The forklift seat should be ad-
justable and ergonomic. Vehicle seats can be adjusted until 
reaching the correct position. 

The use of Reach Truck (forward) in the product pla-
cement process and the re-reading of the product with the 
hand held terminal in the product placement on the shelf 
had a very high risk. The values can be decrease by imp-
rovements in product placements on the shelf, especially in 
the lower arm, neck and body postures and in the process of 
re-reading the product by hand held terminal. 

Precautions are also required for the use of Reach-
Truck (back) and for placing product on the shelf identified 
as medium risk. If the neck and trunk postures can be imp-
roved at an angle suitable for ergonomic conditions; resul-
ting values can be reduced. 

NIOSH Results

Results of the NIOSH method are shown in Table 5 for all 
working positions.

 SCORES

Trunk 3

Neck 2

Legs 3

Table A 6

Load Force 2

SCORE A 8

Upper Arm 2

Lower Arm 2

Wrist 2

Table B 3

Coupling 2

SCORE B 5

SCORE C 10

Activity Score 1

REBA SCORE 11

Table 2. REBA evaluation of removing the product from the shelf 1.

NO JOB 
DESCRIPTION

REBA
 SCORE

REBA 
RESULT

1 Vehicle Unloading (forklift 
operations) 6 Medium risk

2 Reach-Truck Operation 
(forward) 7 Very high risk

3 Reach-Truck Operation 
(backward) 5 Medium risk

4 Product reading process 
with hand held terminal 3 Low risk

5
Reading of the product with 
the hand held terminal on 
forklift

7 Very high risk

6 Product Rack Placement 
Process 6 Medium risk

7 Forklift Operation 3 Low risk

8 Driver's Seating Process 5 Medium risk

9 Cleaning Automat Using 
Process 6 Medium risk

Table 3. RULA results

Figure 3. Reading the product with the hand held terminal on the fork-
lift.
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One of the very risky postures is selected as an examp-
le of the calculations with NIOSH method as in Fig. 4 and 
Table 6.

In the NIOSH calculations, the lifting index is less than 
1.0, indicates that there is no risk during lifting. Therefore, 
the lifting work should be planned with a lifting index be-
low 1.0. The lift index between 1.0 and 3.0 indicates that the 
job is risky and requires ergonomic regulation, and above 
3.0 point indicates that the lifting has very high risk and 
also requires ergonomic regulation. According to NIOSH 
calculations for the “product preparation process”, product 
preparation 1, preparation of products 2 and preparation of 
products 4 are very risky and should be taken immediate 
precautions to ensure employee ergonomics. Product pre-
paration 3, preparation of products 5 and preparation of 
products 6 are risky and necessary precautions should be 
taken to protect the musculoskeletal. In order to decrea-
se the lifting index values, load must be brought closer to 
the employee's body. As the load is closer to the employee's 
body, the horizontal (H) distance value will decrease, thus 
the horizontal multiplier (HM) value will increase. The he-
ight of the place where the product will be placed should be 
increased. Vertical multiplier (VM) value will decrease as 
the vertical height increases. When these arrangements are 
made, the origin and destination lifting index values will be 
reduced to below 1 and the work will be safer. In addition 
to that, it is recommended to use mechanical device for the 
transportation.

Ambient Measurements

Thermal Comfort Measurement: Thermal comfort 
measurements were performed at 14 points in the work 
environment. When the calculated PMV and PPD values 
are compared with the values given in TS EN ISO 7730 
standards [23]; 9 points were warm (slightly warm) and 5 
points were in the thermal comfort range for employees. 
As a result of thermal comfort measurements, the highest 
PPD value of 9 points measured as slightly warm was 48.2 
PPD and the highest PPD value of 5 points in the thermal 
comfort range was 8.12. Taking into consideration the 
warehouse structure, a ventilation system can be cons-
tructed to ensure that all results are within the range of 
thermal comfort.

Noise Measurement: The compressor and air staple gun 
were selected for the noise measurement. During routi-
ne operations, the noise sound of the work area with the 
compressor was measured as 83.2 dB and the noise of 
the area with the air staple gun was measured as 90.8 dB. 
Personal noise measurements were carried out at 4 diffe-
rent points, including 3 forklift operators and 1 person-
nel working in loading operation. In the warehouse, first 
forklift operator measurement result was 86.5 dB, second 
forklift operator measurement result was 84.4 dB and the 
third forklift operator measurement result was 77.9 dB. 
The measured values of compressor and air staple gun 
exceed the values recommended by the legislation [29]. In 
order to eliminate the noise in the environment, the wor-
king place of the compressor and air staple gun should be 
changed and placed in an area where nobody works. The 
existing noise will be reduced by removing it from the 
work environment. If this cannot be done, the equipment 
will be placed in the

 SCORES

Upper Arm 2

Lower Arm 3

Wrist 2

Wrist rotation 2

SCORE A 4

Muscle use 1

Force 0

SCORE C 5

Trunk 4

Neck 4

Legs 1

SCORE B 7

Muscle use 1

Force 0

SCORE D 8

RULA SCORE 7

Table 4. RULA analysis of the reading of the product with the hand held 
terminal on the forklift

NO JOB 
DESCRIPTION Position

Lifting 
Index 
(LI) 
Value

Assessment

1 Product Preparation 
position 1 

Origin 5.49
Very risky

Destination 7.46

2 Product Preparation 
position 2

Origin 7.17
Very risky

Destination 5.24

3 Product Preparation 
position 3 

Origin 1.66
Risky

Destination 2.11

4 Product Preparation 
position 4 

Origin 3.50
Very risky

Destination 4.09

5 Product Preparation 
position 5 

Origin 1.74
Risky

Destination 1.49

6 Product Preparation 
position 6 

Origin 2.45
Risky

Destination 2.12

Table 5. NIOSH results
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 cabin that absorbs the noise. Even though all the measu-
res are taken and the noise level cannot be reduced below 
the legal legislative limit, employees should use personal 
protector equipment.

According to the results of personal noise measure-
ment, high results were obtained in two forklift operators 
respecting to legal regulations. The measurement results 
of the other two personnel are below the legally approved 
values [29]. As a precaution for forklift operators, noise-ab-
sorbing apparatus should be used in forklift cabins. In case 
the noise level cannot be reduced, employees working in pla-
ces that exceed the noise limit should wear earplugs during 
operations.

Vibration Measurement: Three points were selected for 
vibration measurement and the measurement was made 
on 2 forklift operators and 1 picker operator. First forklift 
operator's vibration measurement result was 405×10−3 
m/s2, second forklift operator's vibration measurement 
result was 593×10−3 m/s2, and the result of the operator 
using the crane was 621×10−3 m/s2. The vibration value 
of first truck operator is below the value recommended 
by the legislation [30], while the vibration value of other 
vehicles’ operator is higher than legal values. Factors such 
as the defects on the ground in the warehouse, the wor-
king time and the duration of the work, the type and we-
ight of transported product may cause these alterations 
in the value of the vibration measurements. Necessary 
precautions should be taken for the exposure above the 
action limit.. Damaged floors should be amended. Vibra-
tion absorbance materials should be used such as sponge, 
cover, cushion, etc.

Dust Measurement: 15 Points were determined in the 
work area for ambient dust measurement. Results are as 
follows:  2.833 mg/m3, 2.347 mg/m3, 1.856 mg/m3, 1.356 
mg/m3, 1.025 mg/m3, 0.865 mg/m3, 0.791 mg/m3, 0.754 
mg/m3, 0.674 mg/m3, 0.583 mg/m3, 0.577 mg/m3, 0.567 
mg/m3, 0.522 mg/m3, 0.496 mg/m3, 0.386 mg/m3. 5 per-
sonnel were assigned for individual dust exposure measu-
rement. The results are as follows: 1.867 mg/m3, 1.546 mg/
m3, 1.071 mg/m3, 1.049 mg/m3, 0.862 mg/m3. The values 
were below the legal limits [27]. The work environment 

STEP 1 . Measure and record task variables

Hand Location (cm) Vertical 
Distance 
(cm)

Aymetric angle (degree) Frequency 
rate Duration Object 

Coupling
Orijin Destination Orijin Destination Lifts/min (Hour)

3L (Object Weight)
 (kg)

LC 
( Load 
Constant) 
(kg) 

H V H V D A A F C

10 20 45 35 60 35 0 45 45 8 2-8 Good

Table 6. Revised NIOSH calculation of product preparation position 1

 STEP 2 . Determination of the multipliers and compute the Recomended Weiight Limists (RWL)

RWL=LC.HM.VM.DM.AM.FM.CM

Orijin RWL=23*0.57*0.90*1*0.86*0.18*1 =1.82 kg

Destination RWL=23*0.42*0.90*1*0.86*0.18*1 =1.34 kg

 STEP 3 . Computation of the Lifting Index (LI)

Orijin Removal % = 
C C
C

x0

0

100
−







 10/1.82 = 5.49

Destination Removal % = 
C C
C

x0

0

100
−







 10/1.34 = 7.46

Figure 4. RThe product preparation position 1 (a) origin position, (b) 
destination position.
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should be cleaned regularly with a cleaning machine.

Chemical Substance Measurement: Hydrogen, Ethyl 
Benzene and Xylene measurements were made by selec-
ting 3 different points. Hydrogen was measured in trace 
amounts, Ethyl Benzene was 1 ppm and Xylene was 25 
ppm. Although the results are below the legal limits [31], 
the standard masks should be used and ventilation are 
recommended.

CONCLUSION

In this study, REBA, RULA and NIOSH methods were 
used as ergonomic risk assessment tools. As a result 
of these analyses, it was identified that there are risky 
working postures in the wok processes. There is a lot of 
pushing, pulling, lifting and carrying work in the logis-
tics sector. This study was carried out in order to be an 
example for detecting and correcting awkward postures 
in the sector. It is aimed to show the ergonomics scien-
ce and occupational health and safety discipline must be 
handled in the logistics’ sector in work processes against 
repeated and inappropriate working postures. In this 
way, safe working environments can be established with 
simple-preventive measures for both employers and emp-
loyees.

Considering the human factor, changes may occur in 
the consequences of hazards and risks due to the effects 
such as employee's knowledge, safety culture approach and 
experience. The measures should be taken at the source of 
the hazard and the use of human factor will be minimized 
by making technological improvements such as automation 
and arranging the products by using machine power. If pre-
cautions cannot be taken at the source, the risks should be 
reduced with engineering measures to be carried out in the 
environment. Improvements can be made with engineering 
applications such as safe high platforms, mechanical arms 
used to take materials.

A collaborative work with the management system is 
recommended to prevent inappropriate positions and to ra-
ise awareness in logistics’ sector. In very dangerous workpla-
ces, the training period of an employee is 16 hours according 
to the legislations [32] in Turkey. Additional ergonomics 
training is recommended for employees at regular intervals. 
Training should be prepared by examining inappropriate 
work experiences and hazards as well as the reason and pre-
vention methods of occupational musculoskeletal disorders. 
The posture suggestions presented in relation to the activiti-
es such as lifting, pushing and pulling movements are valid 
also to ensure the quality of daily life. Special efforts should 
be made by occupational physicians and job analysts in or-
der to eliminate or reduce backbone problems. Special work, 

training, nutrition, rest periods, exercise movements and 
personalized work plans could be prepared for employees.

Ergonomics science and occupational health and safety 
discipline must be handled in the logistics’ sector in work 
processes against unwittingly repeated and habitual dange-
rous behaviors and against inappropriate working postures. 
In this way, safe working environments can be established 
with simple and preventive measures for both employers 
and employees.
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Air quality is becoming an essential environmental 
issue in nowadays [1-3] Researchers have been inte-

rested in air quality due to severe health problems cau-
sed by air pollution as it is one of the factors that effects 
the nature of human beings [1, 4]. Air pollution have 
been considered as one of the most important environ-
mental concern especially for urban areas due to their 
high population and industries [4, 5]. 

There are a number of pollutants that are also 
known ground-level air pollutants, namely PM10, O3, 
CO, NOx, NO, NO2, H2S and SO2 [6]. Nitrogen oxide, 
generally known as NOx, is a common term for com-
pounds include oxygen and nitrogen such as NO3, NO, 
N2O, N2O3, NO2, N2O4, and N2O5 [7, 8].  Combustion 
emissions and vehicle exhaust are the main source of 
NOx [9, 10]. NOx emissions can cause acid rains and 
photochemical smog that has an effect on human health 
(such as infection, cancer, etc.) and air quality [9]. Inha-
ling NOx is associated with increased health problems 
including respiratory disease, difficulty in breathing, 
and premature death [11]. Moreover, accumulation of 
NOx, that is come from the air into water, lowering the 
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oxygen concentration in the water, causes acidification 
and eutrophication of lakes, which can damage the sur-
vival of aquatic plants and other organisms [8].

Prediction of NOx has great importance for these 
environmental and health concerns. Current air quality 
monitoring systems provide a great amount of dataset 
and therefore, loss of data is occurred commonly due 
to instrument break down, failure of data transmissi-
on and maintenance, etc. Therefore, these monitoring 
techniques have failed to measure the NOx concentrati-
on for monitoring air quality and exhibited low precisi-
on in long-term predictions according to industrial and 
meteorological changes [2].

In recent years, artificial neural network struc-
tures (ANNs) have been widely used as a well-known 
technique of capturing nonlinear relations for air pol-
lutants prediction and air quality monitoring [6]. ANN 
modeling is a proper mathematical approach for de-
monstrating highly complex relationships and can be 
generalized accurately when new input parameter was 
presented [5]. Compared to the traditional modeling 

A B S T R A C T

NOx emissions are one of the typical air pollutants that has drawn worldwide attention.
NOx emissions from air cause detrimental effects on the environment and human health 

such as lung cancer, asthma, allergic rhinitis, and mental diseases. Therefore, real-time NOx 

monitoring has been very popular research topics in atmospheric and environmental science. 
However, the spatial coverage of monitoring stations within Adana is limited and thus often 
insufficient for exposure. Moreover, NOx monitoring stations are also lacking to reveal the 
inf luences of meteorological and air pollutant effects. In this study, artificial neural network 
(ANN), which is a biological mimicked computer algorithm that simulates the functions of 
neurons using artificial neurons, has been used to present a quantitative determination of the 
NOx emission in Adana through the inf luences of temperature (°C), wind rate (km/h), and 
SO2 (µg/m³) on NOx emissions. The high R2 values in testing dataset lead to the conclusion 
that the artificial neural network model provides predictions. The developed model in study 
is a useful tool for the design and planning of air pollution control policies as well as reducing 
economic cost. The developed model in study is a useful tool for the design and planning of 
air pollution control policies as well as reducing economic cost.
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Table 1. The monthly variations of average NOx emissions.

Year Month SO2 
(µg/m³)

Wind 
Rate 

(km/h)

Temperature 
(°C)

NOx
(µg/m³)

A
ir 

Q
ua

lit
y 

M
on

ito
rin

g 
St

at
io

n:
 V

al
ili

k

20
18

January 5.214576 8.4 9 34.87

February 3.762245 7.7 12 20.45

March 3.762245 7.5 15 20.45

April 3.781792 7.8 18 21.88

May 1.761529 8.4 24 7.87

June 9.736235 9.3 26 10.67

July 7.713672 10.1 28 9.68

August 3.622233 9.6 28 8.67

September 10.90257 8.2 27 15.83

October 10.40373 7.6 27 5.80

November 11.93729 8.4 19 5.89

December 11.40444 9.2 13 47.97

A
ir 

Q
ua

lit
y 

M
on

ito
rin

g 
St

at
io

n:
 M

et
eo

ro
lo

ji

20
18

January 6.260445 8.4 9 24.61

February 7.510149 7.7 12 20.02

March 8.140121 7.5 15 16.22

April 10.08224 7.8 18 12.96

May 8.284132 8.4 24 15.83

June 12.01866 9.3 26 13.43

July 6.105595 10.1 28 3.43

August 4.848124 9.6 28 4.32

September 6.035191 8.2 27 9.75

October 7.267949 7.6 27 21.57

November 4.333663 8.4 19 24.14

December 10.53031 9.2 13 34.90

A
ir 

Q
ua

lit
y 

M
on

ito
rin

g 
St

at
io

n:
 V

al
ili

k

20
17

January 1.535483 9.7 6 30.88

February 1.707932 8 8 27.10

March 3.868253 7.9 12 22.96

April 6.838653 8.4 17 20.92

May 5.529328 7.8 21 17.10

June 6.997 8 26 12.17

July 4.274731 9.4 30 11.75

August 2.379242 9.5 29 12.84

September 5.648059 8.2 27 18.59

October 5.347702 7.8 21 26.04

November 3.267917 8.4 15 36.67

December 5.146672 7.7 12 56.06

A
ir 

Q
ua

lit
y 

M
on

ito
rin

g 
St

at
io

n:
 V

al
ili

k

20
16

January 12.18788 9.4 7 33.45

February 14.43249 7.6 12 33.21

March 9.846644 9.1 14 21.49

April 11.53489 7.8 19 17.36

May 10.24737 8.5 21 13.36

June 8.026418 8.6 26 14.27

July 8.55995 8.9 29 9.26

October 60.60736 7.2 22 30.41

November 37.57438 7.7 15 44.48

December 13.45699 9.8 7 36.70

techniques, ANN is a data driven, self-adaptive, black-box 
method, which learns from examples.

There are several studies on prediction of ground-le-
vel air pollutants have been conducted with an ANN model. 
Sofuoglu et al. [12]. utilized an ANN model that examines 
meteorological parameters (wind speed and temperature) 
and measured particulate matter concentrations as input 
variables, to forecast SO2 concentrations in Izmir. Baawain 
and AS Al-Serihi [6] proposed a rigorous method of prepa-
ring air quality data to achieve more accurate air pollution 
prediction models which based on an artificial neural net-
work (ANN). Lal Benjamin et al. [5] developed two air qu-
ality prediction models using feed-forward neural network 
to predict NOx concentrations in Ujjain city that belongs 
to India.  However, there aren’t any study for the air quality 
prediction in Adana.

The main aim of the present study is to reveal the im-
pact of meteorological and air pollutant influence for NOx 
prediction in Adana. Therefore, a method based on artifi-
cial neural networks (ANNs) model generation is presented 
to forecast monthly NOx concentrations in Adana provin-
ce. Meteorological influencing factors including wind rate 
(km/h), temperature (°C), and SO2 concentrations (µg/m3) 
which is related traffic and industrial effect were selected 
as input variables to develop neural network model that is 
capable of estimating NOx concentrations (µg/m3) as output 
parameter.

MATERIAL AND METHODS
Material

Adana is the sixth largest city of Turkey with 1,854,270 
inhabitants in 2017 [13]. The city of Adana is also locali-
zed in the interface of developed and relatively underde-
veloped cities in Turkey. Therefore, high unusual urbani-
zation rate (75%) is occurred due to migration from rural 
areas and the lack of resources and it can cause urban 
problems. As conclusion, the NOx yearly average for Ada-
na is supposed as the higher levels compared to the other 
locations of Turkey. The monthly variations of average 
NOx and SO2 emissions in Adana between 2014 and 2018, 
which was obtained from Republic of Turkey Ministry of 
Environment and Urbanization, “Air Quality Monitoring 
Stations” website [14] have been presented in Table 1. The 
monthly average of wind rate and temperature values in 
Table 1. have been acquired by using World Weather On-
line website [15]. The dataset was selected by randomly 
by using MATLAB SOFTWARE and was divided into 
three parts: training, validation, and testing.
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Material
Artificial neural network

ANN is a set of algorithms includes the functions of ne-
urons that simulates massively parallel-distributed infor-
mation processing system, inspired by neuroscience. The 
most commonly used ANN is multi-layer perceptron 
(MLP) based feed–forward back propagation model. MLP 
is a layered neural network structure (Fig. 1) with more 
than a single layer including one or several neuron(s). In 
this structure, the input of a layer is the output of the 
previous layer which is achieved through the activation 
function. As a result, the equation to determine the out-
put of an artificial node j is given by:

1

.
n

k i ki k
i

h f x w b
=

 
= + 

 
∑ (1)

where hk is the calculated value called output from 
the ith node at the previous layer, wki is the weight of the 
artificial node between ith and kth node, and bk is the bias 
value. The net weights wki and biases bk are calculated based 
on training algorithm. Along training procedure, training 
algorithm is updated the weights and deviations to reduce 
the error between predicted and actual values of the model. 
In this study we used back propagation algorithm as a tra-
ining algorithm, which is accomplished through adjusting 
the gradient weights to minimizing the difference between 
target output and network output respectively.

Backpropagation algorithm is probably the most popu-
lar learning algorithm for supervised learning of artificial 
neural networks using gradient descent based on generali-
zing the Widrow-Hoff learning rule. In this study, backpro-
pagation algorithm, which is widely applied in a variety of 
engineering applications, was applied as the learning algo-
rithm of ANN model.

Levenberg-Marquardt Algorithm

The Levenberg-Marquardt (LM) is the most used regula-
rization algorithm for backpropagation algorithm to mi-
nimize the Mean Squared Error (MSE) of proposed neu-
ral network structure. This optimization algorithm is a 
kind of pseudo second order method and determines the 
best direction to move the weights with minimization 
methods accurately when model network topology has 

Table 1 (cont). The monthly variations of average NOx emissions.

Year Month SO2 
(µg/m³)

Wind 
Rate 

(km/h)

Temperature 
(°C)

NOx
(µg/m³)

A
ir 

Q
ua

lit
y 

M
on

ito
rin

g 
St

at
io

n:
 M

et
eo

ro
lo

ji

20
15

January 8.707439 9.7 8 21.19

February 6.15348 10.2 10 16.43

March 8.704655 9.1 13 11.42

April 11.22918 8.4 16 5.53

May 7.167712 8.7 22 9.83

June 4.619178 11.1 24 5.49

July 4.435859 10.6 28 3.82

August 6.281179 10 29 3.03

September 8.634721 7.9 27 5.85

October 8.059739 7.7 23 10.56

November 8.29913 8.3 17 12.66

December 9.163185 8.2 11 13.50

A
ir 

Q
ua

lit
y 

M
on

ito
rin

g 
St

at
io

n:
 V

al
ili

k

20
14

January 22.57541 7.8 10 66.68

February 6.273418 7.9 11 58.34

March 4.833347 9.5 13 45.08

April 2.458409 7.6 17 24.94

May 4.003284 7.4 21 17.92

June 4.180194 8 25 14.65

July 3.801008 9.9 27 10.78

August 4.205149 8.5 28 12.70

September 3.965452 8.3 25 20.83

October 4.155049 7.5 21 39.53

A
ir 

Q
ua

lit
y 

M
on

ito
rin

g 
St

at
io

n:
 M

et
eo

ro
lo

ji

20
14

January 11.08059 7.8 10 52.07

February 9.447555 7.9 11 37.00

March 3.383083 9.5 13 32.24

April 2.053013 7.6 17 20.16

May 2.468017 7.4 21 22.68

June 2.852342 8 25 21.32

July 3.486149 9.9 27 23.54

August 3.21794 8.5 28 38.03

September 3.877626 8.3 25 59.84

October 4.591569 7.5 21 48.37
Figure 1. The structure of a multilayer perceptron neural network.
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small size. Additionally, the Levenberg–Marquardt algo-
rithm is an iterative process to implement second-order 
training methods apply the Hessian matrix to determine 
weight values. The model validation criteria of the propo-
sed ANN model are required to predict NOx concentrati-
on according to other published correlations on the base 
of the determination coefficient (R2) examination.

Validation of the model

There are several types of correlation validation criteria 
exist with their own range of usability to examine the 
developed model efficiency. These parameters represent 
prediction accuracy of a statistical estimating method, 
which expresses generalization performance. Three sta-
tistical parameters are employed to make correlation for 
prediction of NOx concentration, which are computed as 
follows: 

Correlation Coefficient (R2):

2n
est exp2

2
i 1 est exp

(y y )
1 100%

(y y )
R

=

−
= −

−∑ (2)

Mean absolute percentage error (MAPE):

1

100 n actual predicted
i

actual

Y Y
MAPE

n Y=

−
= ∑ (3)

Root mean squared error (RMSE):

2
1

1 ( )n
predicted actuali

RMSE Y Y
n =

= −∑ (4)

RESULTS AND DISCUSSION
The Impact of Input Parameters 
Fig. 2 were generated by plotting the individual input para-
meters that are SO2 (µg/m3), temperature (°C) and wind rate 
(km/h) of the air quality prediction against the correspon-
ding measured NOx values.

It is concluded that linear models for individual para-
meters may not represent the most proper solution to pre-
cisely estimate measured NOx emissions. This complexity 
due to the nonlinearity can be handle using artificial intelli-
gence based on data-driven modeling in the form of ANNs.

Neural Network Model
In this study, the feed-forward multi-layer neural net-
work is used due to its ability to model very effectively 
any measurable input-output relationship to any desired 
degree of accuracy. The ANN model consists of three in-
put variables: i) SO2 (µg/m3), ii) wind rate (km/h), iii) tem-
perature (°C). The input data was split into test, training 
and validation sets.

In the absence of any accurate theory to calculate the 
number of artificial neurons and hidden layers, the network 
structure related model parameters were calculated heu-
ristically by using trial and error methods. Therefore, the 
applicability of 350 different ANN models was examined 
with various activation functions and topology including 
different number of hidden layers. As seen on Fig. 3, the de-
veloped ANN model includes four layers that are input layer, 
output layer, and two hidden layers.

The first hidden layer has thirty neurons and the se-
cond hidden layer consists of four neurons. The tangent 
sigmoid (tansig) functions were used for the neurons input 
layer, first and second hidden layers respectively, and line-

Figure 2. Graphics of the measured NOx values against input values 
that are (a) SO2 (µg/m3), (b) wind rate (km/h) and (c) temperature (°C).
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ar function was utilized for output layer. In order to use 
an artificial neural network model, one needs first to train 
the proposed model with training dataset. Fig. 4 shows the 
values obtained training datasets which reached an overall 
score of 0.8927 when using the Levenberg-Marquardt regu-
larization method. According to this figure, the correlation 
between the predicted and measured values was high eno-
ugh to assert that the developed ANN model demonstrates 
a good agreement with the training datasets.

The validation dataset was used to stop training early if 
the model performance fails. As seen on Fig. 5, R2 is higher 
than 0.90 for the validation set. The network structure is 
capable to generalize the prediction of NOx emissions.

Fig. 6 indicated that the prediction performance of the 

ANN model with testing datasets is better than against its 
training performance. The test data result indicates that the 
predicted value of NOx concentration is fitted to the mea-
sured value, the correlation coefficient can meet the requ-
irements for the estimation. Beyond that, the MAPE and 
RMSE results for each target were also examined. Table 2 
lists the MAPE and RMSE values for the training, validation 
and test dataset.

CONCLUSION
In this study, a new correlation based on ANN model 
approach was used for prediction of NOx concentration 
(µg/m3) in Adana, which is rely on SO2 concentration (µg/
m3) as an air pollutant and meteorological effecting pa-
rameters (wind rate (km/h), temperature (°C)). The per-
formance of the developed model (R2>0.9568) has been 
evaluated using measurements collected from weather 
stations in Adana. At the moment of writing this paper, 
we are not aware of other techniques for NOx prediction 
in Adana.

The key merit of the proposed model in this study is an 
easy method to predict NOx concentration when air moni-
toring station is not available. Therefore, the model could be 
utilized to provide air monitoring data at currently unmo-
nitored locations in Adana, which obviate the necessity of a 
relatively high number of monitoring stations for describing 
the NOx concentration.
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In urolithiasis, stones are formed in the urethra, kid-
ney, or bladder. Kidney stones cause severe pain in 

the abdomen and flank [1]. Supersaturation of urine 
leads to the formation of kidney stones, and their for-
mation is dependent on the pH, ionic strength, speci-
fic gravity, and solute concentration of urine [2]. Five 
types of urinary stones are primarily encountered: 
calcium oxalate, calcium phosphate, urates, cysteines, 
and magnesium ammonium phosphate hexahydrate 
(MgNH4PO4.6H2O, struvite) [3,4]. Of these types of 
stone, struvite is unique owing to its association with 
the presence of infection in the urinary tract and 
thus struvite stones are also called infection stones 
[1,4]. The main cause of the infection is urease-pro-
ducing organisms, such as Proteus spp., Klebsiella 
pneumoniae spp., and Providencia spp [5,6]. Urease 
is a characteristic bacterial enzyme that hydrolyzes 
the urea (H2N-CO-NH2) in urine to form ammonia 
[1,5]. As a result of this hydrolysis reaction, the pH 
of the urine and then the concentration of ammonia 
(NH4

+) and phosphate (PO4
3-) in the urine increases 
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[5]. These urea ions combine with the Mg2+ that is 
normally present in urine under alkaline conditions, 
leading to the formation of struvite [7,8]. Naturally 
formed struvite crystals usually exhibit coffin-like 
morphology, but when they grow rapidly dendri-
tes can also occur [7,9]. The dendrite form of stru-
vite crystals is particularly dangerous because they 
damage the epithelium of the urinary tract as they 
move through it [7]. If the problems related to stru-
vite stones are not treated appropriately, kidney loss 
may be seen. Moreover, the high rate (up to 50%) of 
recurrence of infection stones leads to serious medi-
cal problems [9]. Thus, the precipitation of struvite is 
an important medical research topic that needs to be 
addressed. Currently, urinary stones are usually trea-
ted using drug therapy for pain relief and inflamma-
tion reduction, whilst surgery is applied in extreme 
cases. Acetohydroxamic acid is prevalently used for 
treatment of patient suffering from struvite stones. 
However, the potential side effect of acetohydroxa-
mic acid cannot be ignored. Thus, alternative ways to 

A B S T R A C T

This study investigated the effect of amino acid proline, as crystal modifier, on the stru-
vite crystallization in vitro conditions. The struvite crystals were evaluated experimen-

tally through XRD, SEM, and FTIR to determine the structure, morphology, and chemi-
cal composition, respectively. XRD analysis pointed out that struvite crystals belonged to 
the orthorhombic Pmn21 space group. SEM analysis depicted that proline had a significant 
inf luence on the morphology as well as the particle size of the struvite. Moreover, the 
length and width of struvite crystals varied with different concentrations of proline. The 
length of struvite crystals decreased, and their width thickened in the presence of the 
crystal modifier. The negativity of the zeta potential value became less negative in the 
presence of proline and the values were determined to be –6.10 mV and -4.00 mV for 25 
and 100 ppm, respectively.  According to BET analysis results, the surface area of the stru-
vite decreased in the proline media when compared with the crystals formed without the 
crystal modifier. In addition, the thermal degradation of the formed crystals was examined. 
Regarding the results of the thermodynamic analysis, the average H∆ , G∆ , and S∆
were 92.17 kJ/mol, 197.85 kJ/mol, and −254.63 J/mol K, respectively. As a result, this study 
could provide a potential crystal modifier for the inhibition of struvite stones.
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equilibrium, the NH4H2PO4 solution was placed into the 
crystallizer via a peristaltic pump at a flow rate of 5 ml/min. 
During the crystallization process, the pH of the solution 
was continuously followed and kept at pH 7.4 using dilute 
sodium hydroxide.

The effect of proline and its concentration on the 
crystallization of struvite was examined in this study. Pro-
line solution was added to the crystallizer via an infusion 
pump to provide the desired concentrations of 25 and 100 
ppm in the crystallizer. At the end of the experiments, all 
suspension was taken from the crystallizer, filtered and col-
lected the solid and liquid separately. Finally, the upper solid 
phase washed thoroughly with distilled water. The prepared 
crystals were dried at room temperature and the samples 
are kept for further analysis. 

X-ray diffraction (XRD; Bruker D2 Phaser benchtop) 
was used to identify the phase structure of the struvite 
crystals. The functional groups of samples were confirmed 
by ATR method on a Fourier Transform-Infrared Spectro-
meter (FTIR; Shimadzu). The crystal size and morphology 
of the struvite were investigated by particle size analyzer 
(Malvern) and scanning electron microscopy (SEM, Ze-
iss EVO LS 10), respectively. The length and width of the 
struvite crystals were determined using Data Translation 
Image-Pro Plus image analysis software. BET analysis was 
performed by a Quantachrome Autosorb SI instrument to 
investigate the surface area of the products. Moreover, zeta 
potential of the samples was analyzed using a Malvern Ze-
tasizer Nano ZS to detect the surface charge of the struvite. 
The thermal property of the struvite formed was determi-
ned using a Setaram LABSYS Evo thermogravimetric analy-
zer in a N2 atmosphere between 30 °C and 500 °C with a 
heating rate of 10 °C/min. 

RESULTS AND DISCUSSION

XRD Analysis 

The structure analysis of the struvite crystals formed in 
the absence and presence of proline was performed and 
the XRD diffraction patterns are shown in Fig. 1. In pure 
media, the main diffraction peaks were distributed at 
14.9°, 20.8°, 27.0°, and 33.2°, corresponding to crystal lat-
tice planes (101), (111), (103), and (022) of struvite, indica-
tive of high crystallinity of struvite. The relevant results 
were consistent with the literature reports [14,15]. The 
crystal obtained belonged to the orthorhombic Pmn21 
space group. The diffraction peaks of the (101), (111), 
(103), and (022) crystal planes were observed among all 
the samples prepared under different conditions, which 
confirmed that the prepared crystals with and without 
proline were in the struvite form, indicating that no in-
termediate phase was occurred.

eliminate health problem related to struvite stones have 
gained a great importance [1]. For these reasons, many 
studies have been conducted on the struvite precipitation 
in urine to eliminate these problems with an alternative 
way. Li et al. proved the inhibitory effects of polyaspartic 
acid with different concentrations on the struvite crystal-
lization [10]. Olszynski et al. revealed that nanosilver par-
ticles having different size and shape had a distinctive im-
pact on the growth process of struvite in artifical urine in 
the presence of Proteus mirabilis [11]. They showed that 
nanosilver particles had an inhibitory effect on struvite 
formation depending on their size and shape and also 
observed that smaller particles exhibited greater negative 
effect on the growth of struvite. Moreover, Manzoor et 
al. performed a study to understand the role of vitamin 
C on struvite precipitation. They revealed that vitamin 
C or ascorbic acid modulated the formation of struvite 
crystals in the presence of uropathogenic bacteria [12]. 
The growth rate of the struvite crystals decreased depen-
ding on the increasing vitamin C concentration. Sayan et 
al. [13] researched the influence of different amino acids 
such as lysine, proline, alanine and tryptophane with dif-
ferent concentrations on struvite crystals at 37 °C and pH 
8. Adding these additives in studied concentrations did
not lead to any changes in crystal morphology and struc-
ture. Although several studies are reported in the litera-
ture regarding struvite urinary stone formation, more
research on struvite crystallization is still needed to find
a viable method of removing struvite stones to give a sui-
table treatment alternative. Thus, studying the influence
of crystal modifiers, especially biocompatible modifiers,
on the precipitation of struvite is a highly attractive and
promising research area to solve this problem. Proline, a
type of nonessential amino acid, was studied in vitro as
a crystal modifier to struvite crystallization media and
found to be a potent inhibitor of struvite crystallization.

MATERIAL AND METHODS
Magnesium chloride hexahydrate (MgCl2.6H2O), am-
monium dihydrogen phosphate (NH4H2PO4), L-proline 
(C5H9NO2), and sodium hydroxide (NaOH) were of rea-
gent grade and purchased from Merck Company. Distil-
led water was utilized when preparing the solutions. All 
experiments were performed at least in triplicate.

The crystallization experiment was conducted in batch 
mode at 37 °C in a double-jacketed crystallizer. MgCl2.6H2O 
and NH4H2PO4 were used as the reactants for struvite 
crystallization. The procedure was as follow: Firstly, 1M 
MgCl2.6H2O and 1M NH4H2PO4 solutions were prepared. 
300 ml of MgCl2.6H2O solution was put into the crystalli-
zer. The solution was maintained at a constant temperature 
of 37 ± 0.5 °C using a thermostat. The stirring rate was 500 
rpm. When the solution reached its target temperature and 
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The addition of proline caused to change the intensity 
of the diffraction peaks. The a, b and c unit cell parameters 
were 6.957 A



, 6.138 A


 , and 11.220 A


 for pure media, and 
these parameters were 6.970 A



, 6.147 A


, and 11.224 A


; 
6.967 A



, 6.146 A


, and 11.225 A


 for the struvite crystals 
formed in the presence of 25 and 100 ppm media, respecti-
vely.

FTIR Analysis

The struvite samples prepared were characterized by 
FTIR spectrometer to identify the functional groups on 
the surface of the samples. FTIR was also used to analyze 
the adsorption of the proline modifier on the surface of 

struvite. Fig. 2 illustrates the spectra of struvite obtained 
in the absence and presence of proline. The FTIR result 
of the crystal obtained in pure media showed the specific 
peaks of struvite at ~2900 cm−1 (N-H stretching), ~2350 
cm−1 (O-H stretching), ~1430 cm−1 (N-H stretching), and 

~980 cm−1 (PO43− stretching) which was consistent with 
the literature [16-18]. Furthermore, the peaks at ~880 
cm−1 and ~760 cm−1 were associated with the hydrogen 
bond in the absorption peaks of weak water-water and 
ammonium-water bonds, respectively.

Compared with the FTIR spectrum of struvite without 
crystal modifier, the new absorption bands between 1250 
and 1100 cm−1 were observed for the struvite obtained with 
proline. Another important difference was the intensity of 
the peaks. These changes suggested that the proline interac-
ted with the surface of the struvite.

Zeta Potential Analysis

To further reveal the adsorption characteristics of proli-
ne on struvite crystals, the surface charges of the crystals 
were measured, and the zeta potential analysis results are 
given in Fig. 3.

Figure 1. XRD results for struvite crystals obtained with and without 
proline

Figure 2. FTIR results for struvite crystals obtained with and without 
proline

Figure 3. The variation of zeta potential with proline concentration
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The surface charge of the struvite crystals formed in 
pure media was –12.70 mV. It can be seen in Fig. 3, the zeta 
potential value reached –4.00 mV at 100 ppm crystal modi-
fier concentration, compared with the value of –6.10 mV at 
25 ppm concentration. These results clearly illustrated that 
less negative surface charge value was obtained at higher 
proline concentration, which might result in more electros-
tatic repulsion between struvite surface and the positively 
charged proline species. Thus, crystal modifier concentra-

tion increase can strengthen the proline adsorption, and 
finally increase in the inhibitory effect.

Morphology Analysis

To clarify the size and morphological changes of the 
crystals obtained under different proline concentrations, 
the SEM analysis were performed. The SEM images ta-
ken at different magnifications and the particle size dist-
ributions are shown in Fig. 4 and 5, respectively. 

Figure 4. SEM photos of struvite crystals obtained in pure media (a), in the presence of 25 ppm (b) and 100 ppm (c) proline media
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The rod-like struvite crystals with a mean size of 18.0
± 1.8 µm were synthesized in pure media. The struvite ob-
tained in pure media had homogenous-looking and regular 
form. Meanwhile, they had the tendency of growing on each 
other and the surface of the rod-like crystals were porous.

The BET surface area of struvite obtained in pure me-
dia was determined to be 241.93 m2/g. The length, width 
and aspect ratio of products are displayed in Fig. 6. The 
length and width of struvite crystals varied with different 
concentrations of proline. The rod-like struvite crystals had 
an aspect ratio of 0.363 ± 0.19 and a mean length of 40.10 ± 
2.1 μm. According to SEM images, the crystal morphology 
of the struvite can be significantly changed with addition of 
the proline to crystallization media. Therefore, it is inferred 
that proline has ability to control the crystal morphology of 
struvite. The surface properties and morphology of struvite 
crystals were connected to the concentration of proline. By 
increasing the proline concentration to 25 ppm, the mean 
width reached to 20.0 ± 2.9 μm and the mean length drama-
tically decreased to 23.15 ± 2.4 μm. The particle size of the 
samples obtained in the solutions with proline were reduced 
due to the surface adsorption of proline. As seen in Fig. 5, 
the mean particle size of the struvite crystals obtained in 
media supplemented with 25 and 100 ppm proline were 14.6 
± 2.2 µm and 10.4 ± 1.4 µm, respectively. The morphology 
results for the crystals obtained with varying concentrati-
ons of modifier are consistent with the particle size results.

At 100 ppm proline concentration, the surface of the 
struvite crystals was smooth, non-porous and smaller 

crystals were precipitated. The BET surface area of the 
struvite crystals decreased 0.034 m2/g at 100 ppm, com-
pared with the value of 9.30 m2/g at 25 ppm modifier con-
centration. For specific surface area aspect, a higher proline 
concentration value led to a lower BET surface area. Fig. 6 
shows that mean width and mean length of struvite crystals 
obtained with proline were determined to be 12.67 ± 1.8 μm 
and 16.75 ± 1.9 μm, respectively. The quantitative variations 
in crystal morphology showed that with the increase of the 
proline concentration, the struvite crystals were shortened 
in length and enlarged in width, resulting in the increase 
of aspect ratio. The morphology results indicated that the 
presence of proline can effectively hindered the crystal 
nucleation and growth of struvite, and the magnitude of 
the effect depended on the proline concentration. Thus, it 
can be concluded that proline is an effective crystal modi-
fier to control the crystal habit of struvite. The morpholo-
gical transformation can be performed, short rod crystals 
with smaller particle size can be obtained in the presence 
of proline. This change could be explained by an adsorp-
tion mechanism. The adsorption of proline accounted for 
its interaction with struvite. Proline can bound on the ac-
tive growth surface by chemical, physical forces and elect-
rostatic interaction between proline and struvite; it could 
slow the growth rate on the crystal faces and thus lead to a 
modification of the habit of crystals grown in its presence of 
the crystal modifier.

Thermal Analysis

Thermogravimetric analysis was utilized for the eva-
luation of the thermal degradation behavior of struvite 
crystals obtained with and without crystal modifier. The 
TG and DTG curves are illustrated in Fig. 7. As observed 
in Fig. 7, the thermal degradation of struvite crystals ob-
tained with and without proline included one main step, 
which corresponded to the ammonium degradation and 
the loss of water simultaneously in the temperature ran-
ge of approximately 70–200 °C [19]. In accordance with 
the literature [20], the total weight loss of the struvite 
obtained without crystal modifier was ~51.0%. Unlike 
the crystals from the pure media, the increment of 1.8% 
was observed for the struvite obtained in media supple-
mented with 100 ppm proline. Moreover, the addition of 

Figure 5. Particle size distributions of struvite obtained in pure media 
(a) and in the presence of 25 ppm (b) and 100 ppm (c) proline media

Figure 6. Effects of proline on the length, width, and aspect ratio of 
struvite crystals
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the crystal modifier was found to shift the degradation 
temperature higher. The increased weight loss and shif-
ting behavior of the peak temperature indicated that the 
proline adsorbed onto and interacted with the surface of 
the struvite.

In order to determine the activation energy during the 
thermal degradation of struvite, the Horowitz–Metzger 
equation was used for a first-order (n=1) kinetic process as 
shown in Eq. (1) [21].

2lg lg lg2.303
2.303

peak

aw E
w RT
α

γ

θ  
= −      

(1)

Where w w wγ α= − , peakT Tθ = − , Ea is the activation 

energy (kJ/mol), Tpeak is the peak temperature of DTG curve, 
R is the ideal gas constant (8.314 J/mol K), wα is the final 
sample weight,  and w is the sample weight at time t. Accor-
ding to the Eq. (1), when plotting of ( )lg[lg aw wγ  versus θ ,
the value of Ea/2.303RTpeak

2 is obtained from the slope of the 
graph and the activation energy is calculated by using this 

relation. Moreover, the thermodynamic parameters such as 
the enthalpy (ΔH), entropy (ΔS), and Gibbs free energy (ΔG) 
were also calculated.

The thermodynamic parameters such as enthalpy 
change (ΔH), Gibbs free energy change (ΔG), and entropy 
change (ΔS), were calculated using Eyring equations [22].

H = E - RTα∆ (2)

ln B peak
peak

K T
G + RT

hA
= Eα

 
∆  

 
(3)

peak

H GS
T
-T= ∆ ∆

∆ (4)

Where KB is the Boltzmann constant, and h is the 
Planck constant. 

The activation energy was 95.6 kJ/mol for the struvite 
crystals obtained without crystal modifier. The values of 
ΔH, ΔG and ΔS were determined to be 92.17 kJ/mol, 197.85 
kJ/mol, and -254.63 J/mol.K, respectively. The positive value 
of ΔH calculated for the crystals attributed to the endother-
mic nature of thermal degradation process. The negative ΔS 
entropy value revealed the decrease in randomness during 
the degradation process. The positive ΔG showed that the 
degradation process of the struvite was nonspontaneous.

CONCLUSION

In this study, the proline used as the crystal modifier with 
different concentration was studied to modify the crystal 
size and morphology of the struvite. XRD results showed 
that the crystals obtained were in orthorhombic structu-
re. SEM images showed that proline had a significant mo-
dification effect on struvite morphology. With the increa-
se of the proline concentration, the struvite crystals were 
shortened in length and enlarged in width, resulting in 
the increase of aspect ratio. In the presence of 100 ppm 
proline, the aspect ratio of struvite was 0.756 ± 0.15 μm 
with the mean length of 16.75 ± 1.9 μm. Zeta potential 
measurements showed that proline played a significant 
role in controlling the crystal surface charge during the 
crystal growth process. The value of zeta potential decre-
ased along with the increase of crystal modifier concent-
ration. The surface of the crystals became less negative 
in the presence of proline. From the characterization 
results, it is possible to conclude that proline has the abi-
lity to change the crystal size and morphology and it can 
be used a potential crystal modifier for the inhibition of 
struvite stones. In addition to characterization analysis, 
thermal degradation of the struvite crystals was inves-
tigated in this study. According to the kinetic analysis 
performed by Horowitz–Metzger model, the calculated 
activation energy value was 95.6 kJ/mol. 

Figure 7. TG (a) and DTG (b) results of the struvite obtained with and 
without proline 
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Wireless data communication in the underwater 
environment started with the measurement 

of the sound velocity underwater in 1826. After that, 
it gained a strong acceleration with the submarine 
technology developed during the 1st and 2nd World 
Wars [1]. Today, high-speed real-time underwater 
wireless data communication is in huge demand in 
many commercial and military applications such as 
ocean exploration, offshore oil industry, remote cont-
rolled unmanned underwater vehicles, port security 
and control [2,3].

In underwater environment, data can be transmit-
ted wirelessly by three types of waves: electromagnetic, 
acoustic and optical [4]. Since the electromagnetic wa-
ves attenuate rapidly in the underwater environment, 
the data communication distance and speed can be ac-
hieved at 10 m and Mbps levels, respectively [4,5]. Low 
frequencies are used in these systems because electro-
magnetic waves are attenuated less at lower frequenci-
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es in the underwater environment. For this reason, the 
antenna lengths of the mentioned systems are getting 
larger. Moreover, high-power transmitters are needed 
for these systems [5].

Another alternative for wireless communication 
in underwater is acoustic communication systems [5]. 
It is possible to transmit data to kilometers away using 
acoustic waves. However, since the bandwidth of acous-
tic waves, that can be used for communication at these 
distances is quite narrow, data transmission can only be 
achieved at kbps levels [4]. Acoustic systems are costly 
because they need high power transmitters [5]. In addi-
tion, these systems cause high delay and have negative 
effects on marine life [6].

On the other hand, using the optical waves in the 
blue / green bands of the visible light spectrum, data 
transmission at Gbps data rate levels can be achieved 
at distances between 10 and 100 m [3,5]. In [7], using 

A B S T R A C T

Underwater wireless optical communication (UWOC) systems using the blue / green
bands of the visible light spectrum stand out as an important solution in underwater ap-

plications that require high data communication rate such as remote sensing and navigation, 
real-time video transmission and imaging. The main factor that limits the data communica-
tion distance and determines the data rate in UWOC systems is the disruptive (absorption 
and scattering) effects of the underwater environment on optical waves. In this study, the 
signal to noise ratio (SNR) and channel capacity for UWOC systems are presented according 
to the divergence angle of the beam and the change in the aperture diameter of the receiver, 
which are the important parameters for UWOC systems. These examinations were repeated 
for pure sea water, clean ocean water, coastal ocean water and harbor water environments 
commonly used in the literature, and the obtained results were compared. With the present-
ed results, the current limits for UWOC systems have been revealed and provide predictions 
about the applications that can be realized with UWOC systems for different environments..
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investigated. With the presented results, the available limits 
for UWOC systems have been revealed and it is hoped that 
readers can be given an idea about the applications that can 
be realized with UWOC systems for various environments.

ANALYSIS METHOD
In this study, first of all, underwater wireless optical com-
munication channel for UWOC systems and the noise in 
this channel are introduced in section 2.1. and section 
2.2., respectively. The method followed in the rest of the 
investigation is as follows. The power of the signal rece-
ived from the transmitter at the receiver side, the signal 
to noise ratio (SNR) and the resulting channel capacity 
are examined. Received signal power and channel capa-
city are presented according to the variation in the di-
vergence angle of the beam and the aperture diameter of 
the receiver which are important parameters for UWOC 
transmitter and receiver units. In addition, these exami-
nations were repeated for pure sea water (PSW), clean 
ocean water (COW), coastal ocean water (CAOW) and 
harbor water (HW) environments, which are commonly 
considered in the literature, and the obtained results 
were compared.

UNDERWATER WIRELESS OPTICAL 
COMMUNICATION CHANNEL

In optical wireless communication systems, the 
most common link used in point to point communicati-
on is line of sight (LOS) link. LOS scenario discussed in 
this study is shown in Fig. 1. In this scenario, the trans-
mitter is assumed to direct the light towards the receiver. 
The Eq. (1) states the power of the optical signal received 
by the receiver [17].

( )2
0

cos,
cos 2 1- cos

al
al ve al ve yk

d AP P L
d

θη η λ
θ π θ

 



= 


               (1)

Here, alη  and veη  are optical efficiencies of receiver 

and transmitter, alA  is the  aperture area of the receiver,  

veP  is the average optical power of the transmitter, 

,
cosyk

dL λ
θ

 
 
  is propagation loss factor, λ is wavelength of 

the light, d is the vertical distance between the receiver 
and the transmitter planes, θ is the angle between the 
transmitter-receiver projection and the perpendicular to 
the receiver plane and θ0 is divergence angle of the beam.

Due to its coaction with dissolved particles and water 
molecules in water, light is subject to a certain absorption 
and scattering depending on wavelength and distance [18]. 
These effects are expressed by the propagation loss factor 
given in the Eq. (2).

a laser source with 15 mW power, a data transmission of 
12.4 Gbps up to 6 m was achieved. In [8], using a laser sour-
ce with a power of 2000-3000 mW, data rate ranging from 
Mbps to Gbps up to 80 was achieved. In [9], data communi-
cation was provided at a speed of 5 Gbps up to 64 m using 
a LED source with 3000 mW power. In [10], using a LED 
source with a power of 1000 mW, data transmission spe-
eds of 1 Gbps up to 30-50 m distance were achieved. In [11], 
data transmission was provided at a speed of 1 Gbps up to 
31 m distance by using a 100 mW LED source. Compared 
to electromagnetic and acoustic systems, in the underwater 
environment, UWOC systems are the only alternative for 
applications requiring high-speed data communication at 
short and medium range. In addition, UWOC systems need 
much lower transmit power to allow data communication 
in underwater environment. 

In the field of wireless underwater communicati-
on, where interest has increased in recent years, UWOC 
systems attract the attention of technological and acade-
mic communities as a very important alternative due to 
the above mentioned features. Data transmission distance, 
data rate, reliability of transmission and similar features of 
UWOC systems are limited due to the disruptive (absorp-
tion and scattering) effects of the underwater environment 
on optical waves. In practice, it is important to identify ef-
fects of the underwater wireless optical channel in detail in 
order to determine the usage scenarios of UWOC systems 
and to design systems. In [12], where the Beer-Lambert 
channel model is employed, the effects of refractive index of 
the water and communication distance on SNR for four dif-
ferent water types have been examined. In [13], three diffe-
rent water types are considered and the performance of the 
UWOC system has been examined for various attenuation 
coefficients, where Monte Carlo channel model is used. In 
[14], channel capacity equations are derived for three situa-
tions depending on the ratio between the allowed average 
power and the allowed peak power based on the Beer-Lam-
bert channel model. An examination has been given on the 
variation of the channel capacity according to the relevant 
conditions and three different water types. In [15] and [16], 
the performance of the UWOC system with impacts of air 
bubbles in the underwater environment and turbulence 
were examined, respectively. The studies outlined above do 
not fully provide the performance limits of a typical UWOC 
system. In this study, we have demonstrated the capacity li-
mits that can be reached by distance in various underwater 
environments in case of changing important design para-
meters of the system such as the beam divergence angle and 
the aperture diameter of the receiver.

In this study, the variation of received powers and 
channel capacity for a typical UWOC system according to 
some basic system parameters and different water types was 
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d dL Kλ λ
θ θ

   =      
                             (2)

Here, K(λ), which can be calculated as in the Eq. (3), 
is the attenuation coefficient.

( ) ( ) ( )K λ α λ β λ= +  (3)

Here, α(λ) represents absorption coefficient and β(λ) 
stands for scattering coefficient. Absorption and scatte-
ring coefficients are two important factors that define 
light attenuation in the underwater environment. In ab-
sorption process, which is known as an energy transfer 
process, photons lose their energy and this energy turns 
into a different form: heat or chemical (photosynthesis). 
Scattering occurs when light interacts with the water mo-
lecules  and atoms. While absorption causes the light to 
attenuate and the data communication distance to limit 
in a UWOC system, scattering decreases the amount of 
photons reaching the receivers and the SNR of the rece-
ived signal [18]. Typical values of α(λ), β(λ) and K(λ) are 
given in the literature as in Table 1 for four types of water: 
PW, COW, CAOW and HW. Attenuation coefficient de-
pends on many parameters such as temperature, pressu-
re, density of chlorophyll, plankton, detritus, colored dis-
solved organic materials and so on. Turbidity is effected 
by density of chlorophyll, plankton, detritus and colored 
dissolved organic materials [18]. Thus, the turbidity is di-
rectly proportional to the attenuation coefficient. For this 
reason, we can list the water types as pure water, clear 
ocean water, coastal ocean water and harbor water from 
small to large according to their turbidity levels. These 
water types (accordingly turbidity) represent the typical 
performance results for the best and worst cases and ot-
her cases between them for underwater wireless optical 
communication.

NOISE
In the UWOC system, there are many noise sources that 
affect the optical signals transmitted wirelessly through 

the underwater environment, in the photo-detector of 
the receiving unit. These noise sources can be listed as 
thermal noise, ambient light background noise, shot noi-
se and dark current noise [10,19]. In this study, similar to 
[20], for the ease of operation, the shot noise was neglec-
ted and the total noise affecting the received signal by the 
photo-detector was composed of thermal, dark current 
and ambient light (solar) background noise components.

The main source of ambient light background noise is 
sunlight reflected from the surface of the water. The varian-
ce of ambient light background noise is calculated as given 
in the Eq. (4). Here q is the electronic charge, S is the sensiti-
vity of the photo-detector and B is the electrical bandwidth. 
Psol represents ambient light background noise power and is 
calculated as given in the Eq. (5).

2 2sol solqSP Bσ = (4)

( )22 2
     

4
F sol

sol

D FOV T L
P

π λ∆
= (5)

Here, D is the aperture diameter of the photo-detec-
tor, FOV is the field of view of the system in radians, ∆λ is 
the bandwidth of the optical filter and TF is the optical filter 
transmissivity. Lsol is upwelling solar radiance and is calcu-
lated as given in the Eq. (6).

( )-Kh
fac

sol

ERL e
L

π
= (6)

Here, Lfac is the factor that describes the directional 
dependence of the underwater radiance, E is downwelling 
irradiance, K attenuation coefficient, R is underwater reflec-
tance of the downwelling irradiance and h is depth of the 
receiver.

Dark current noise is caused by constant current that 
occurs when light does not fall on the photo-detector. The 
variance of this noise is given in the Eq. (7). Here, Ikar denotes 
the dark current value.

2 2kar karqI Bσ = (7)

Figure 1. LOS communication scenario. 

Table 1.Typical values of α(λ), β(λ) and K(λ) for various water types [18].

Water types ( ) -1 ( )mα λ ( ) -1 ( )mβ λ ( ) -1 ( )K mλ

PW (Pure Sea Water) 0.053 0.003 0.056

COW (Clean Ocean Water) 0.114 0.037 0.151

CAOW (Coastal Ocean Water) 0.179 0.219 0.398

HW (Harbor Water) 0.295 1.875 2.170
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Thermal noise varies depending on resistance, tempe-
rature and bandwidth, and the variance of thermal noise is 
calculated as given in the Eq. (8). Here k, RL,Te, and  F are 
Boltzman constant, load resistance, temperature in Kelvin 
and noise figure of the system, respectively.

2 4
 

e
ter

L

kT FB
R

σ = (8)

The variance of the total noise affecting the signal rece-
ived in the photo-detector is obtained as given in the Eq. (9).

2 2 2 2
top sol kar terσ σ σ σ= + +       (9)

The channel capacity of a communication system is 
calculated as given in the Eq. (10) (the Shannon-Hartley the-
orem) depending on the signal to noise ratio and bandwidth 
[21].

( )b 2
1R B log 1 SNR
2

= + (10)

NUMERICAL RESULTS AND 
DISCUSSION
In this section, the effects of aperture diameter of the 
receiver and beam divergence angle parameters on the 
UWOC system are examined for various underwater en-
vironments. Depending on the parameters handled, vari-
ations in the channel capacity and power of the signal at 
the receiver are given and interpreted. Channel capacity 
is derived as in Eq. (11) using Eq. (1), Eq. (9) and Eq. (10). 
In the conducted studies, PW, COW, CAOW and HW 
environments, which are widely used in the literature 
for comparison, have been taken into consideration. For 
these underwater environments, α(λ), β(λ) and K(λ) co-
efficient values, which are given in Table1, are used. As 
given in Fig. 1, a scenario, where there is LOS link bet-
ween the transmitter and receiver units (two underwater 
vehicles) and they communicate with each other via the 
UWOC system, is discussed. The parameter values for 
the UWOC system and the transmitter - receiver units 
are given in Table 2. In addition, it was assumed that the 
transmitter power is 1 Watt in all the studies.

( )2 2 2
0

, cos
1 coslog 1
2 2 1- cos

ve al ve yk al

b
top

dP L A
R B

d

η η λ θ
θ

σ π θ

  
  
  = +

 
 
 

(11)

For the mentioned water environments, the variations 
of the signal power at the receiver (photo-detector) accor-

ding to the communication distance are given in Fig. 2. The-
se results were obtained for the beam divergence angle of 
5° and aperture diameter of the receiver of 50 cm. When 
the absorption and scattering coefficients for the underwa-
ter environments, which are given in Table 1, are taken into 
consideration, it is seen that the dominance of the disruptive 
effects is increasing as PSW, COW, CAOW and HW, res-
pectively. Therefore, as expected, the results in Fig. 2 showed 
that for the same transmitter power, in the PSW environ-
ment data communication can be carried out at the longest 
distance, while in the HW environment, data communicati-
on can be made at the shortest distance. In other words, the 
greater the distance and the turbidity cause more photons 
to scatter and the light becomes weaker, so power of the re-
ceived signal decreases.

The relationships between power of the signal at the 
receiver and the beam divergence angle are given in Fig. 3. 

Table 2.Parameter values of the mentioned UWOC system [10, 19, 22, 
23].

Parameter Value

System 
parameters

Electrical bandwidth (B) 100 MHz

Aperture diameter of receiver (D) 1-50 cm

Beam divergence angle ( 0θ ) 0 01 - 30

Average transmitter optical power 
(Pve)

1 W

Depth of receiver (h) 30 m

Wavelength (λ) 532 nm

Angle between the perpendicular to 
the receiver plane and the 

transmitter-receiver projection ( θ )
00

Field of view (FOV) 040

Bandwidth of the optical filter (∆λ) 10 nm

Optical efficiency of the transmitter 
(ηve)

0.9

Optical efficiency of the receiver 
(ηal)

0.9

Sensitivity of the receiver (S) 0.35 A/W

Optical filter transmissivity (TF) 0.5

Load resistance (RL) 100 Ω

Noise figure of the system (F) 4

Dark current (Ikar) 1.226 nA

Ambiet 
parameters

Downwelling irradiance (E) 1440 W/m2

Underwater reflectance of the 
downwelling irradiance (R) % 1.25

Factor describing the directional 
dependence of the underwater 

radiance (Lfac)
2.9 (horizontally)

Temperature (Te) 290 K

Constants
Boltzman constant (k) -231.38 10  /J K×

Electronic charge (q) -191.6 10 C×
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For these examinations, distance between the transmitter 
and receiver units is taken as 10 m and aperture diameter 
of the receiver is taken as 50 cm. Beam divergence angle 
is changed from 1° to 30°. It is seen that the power of the 
signal at the receiver decreases when the divergence angle 
increases. According to the dominance of the disruptive 
effects, the power levels of the received signals for various 
underwater environments are sorted as in Fig. 3. When the 
divergence angle is increased from 1° to 30°, the power of 
the signal  decreases approximately 50 dB for each under-
water environment. Increasing the divergence angle causes 
the optical beam to spread rather than focus on somewhere. 
In this case, the power of the optical signal coming to the 
receiver will be lower than the focused optical signal.

Relations between the power of the signal at the rece-
iver and aperture diameter of the receiver are given in Fig. 
4. In these examinations, the beam divergence angle is ta-
ken as 5° and the distance between the transmitter-receiver
units is taken as 10 m. Aperture diameter of the receiver is
changed from 1 cm to 50 cm. Results showed that increa-
sing aperture diameter increases the power of the received
signal exponentially. For each underwater environment, it
is seen that upsizing the aperture diameter from 1 cm to 50 
cm, leads to an increase of approximately 75 dB in the power 
of the signal at the receiver. As the receiving aperture area
increases, the number of received photons increases. Thus,
if the number of received photons increases, power of the
signal at the receiver increases.

For the aforementioned underwater environments, 
relations between the channel capacity and the data com-
munication distance are given in Fig. 5. For these exami-
nations, the beam divergence angle is taken as 5° and the 
aperture diameter of the receiver is taken as 50 cm. As 
expected, increasing the distance between the transmit-
ter and receiver units decreases the power of the signal at 
the receiver so channel capacity also decreases with inc-
reasing distance. According to the taken parameters, for 
communication distance of 10 m, it is understood that 
data transmission can be achieved at data rate levels of 
Gbps in PSW, COW and CAOW environments, while 
in the HW environment data communication cannot be 
done. It is seen that for the communication distance of 
100 m, while it is possible to transmit data at the level of 
approximately 67.9 Mbps data transmission rate in PSW 
environment, data communication is not possible for the 
rest of the underwater environments.

In the UWOC system, where the distance between 
the transmitter and receiver units is taken as 10 m and the 
aperture diameter of the receiver as 50 cm, the variation 
of the channel capacity according to the beam divergence 
angle is shown in Fig. 6. The channel capacity decreases 
exponentially as the divergence angle increases. As it can 
be seen from Fig. 3, for the HW environment, it is not pos-
sible to perform data communication since of power of the 
signal at the receiver is very low (about -200 dB). Therefore, 
even if the divergence angle for the HW environment is 1°, 

Figure 3. Signal power – beam divergence angle relationship for 
various underwater environments.

Figure 5. Channel capacity – communication distance relationship 
for various underwater environments.

Figure 2. Signal power - communication distance relationship for 
various underwater environments.

Figure 4. Signal power – aperture diameter of the receiver 
relationship for various underwater environments.
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the channel capacity is quite close to zero level (about 2 bps). 
When the divergence angle is increased from 1° to 30°, data 
rates for PSW, COW and CAOW environments decreased 
by rate of %52.2, %48.3 and %34.5, respectively. 

The variations of the channel capacity according to 
aperture diameter of the receiver are given in Fig. 7. In these 
examinations, the beam divergence angle is taken as 5° and 
the communication distance is taken as 10 m. It is seen that 
increasing the aperture diameter of the receiver increases 
the channel capacity exponentially. It is deduced that in the 
HW environment, in line with the system parameters con-
sidered for these results, since the power of the signal at the 
receiver is too low (below -200 dB), it is not possible to per-
form data communication at a distance of 10 m even if aper-
ture diameter of the receiver increases. On the other hand, 
increasing aperture diameter of the receiver from 1 cm to 
50 cm increases the data rates approximately 4 times and 
6 times in PSW and COW environments, respectively. In 
the CAOW environment, it is only possible to perform data 
communication at 5.6 Mbps by using aperture diameter of 1 
cm. However, it is possible to transmit data at 676 Mbps data 
rate level with aperture diameter of 50 cm. As the channel
capacity directly depends on power of the received signal,
the reasons that cause obtained results are the same as in
power of the received signal results.

The obtained results showed that the performance of 
UWOC systems differs significantly for various environ-
ment and system parameters. Therefore, it is clear that in 

marine environments, where system parameters and envi-
ronment can always change, systems must be designed to 
operate in a wide SNR range in order to achieve efficient 
communication. For this reason, it is seen that an adapti-
ve modulation and coding (AMC) algorithm is needed in 
which the depth of the modulation used in communication 
and the rate of error correction codes are changed accor-
ding to the changing SNR value. In addition, energy can be 
saved by changing the transmitter power according to the 
SNR value obtained in the receiver. In all results, the trans-
mitter optical power was chosen as 1 W. For different trans-
mitter powers, the results can be easily calculated and used 
for system designs. It is possible to increase the communica-
tion distance and / or capacity by increasing the transmitter 
power.

CONCLUSION
In this study, for underwater wireless communication 
systems the distribution of signal noise ratio and chan-
nel capacity for various values of the beam divergen-
ce angle and aperture diameter of the receiver in PSW, 
COW, CAOW and HW environments were examined. 
The obtained results, revealed that the performance of 
UWOC systems differs significantly for various environ-
ments and system parameters. Therefore, it is clear that 
in underwater environments, where system parameters 
and the ambient can always change, systems must be de-
signed to operate in a wide SNR range in order to com-
municate effectively. In all of the numerical analyses, the 
transmitter optical power was chosen as 1 W. For diffe-
rent transmitter powers, the results can be easily calcula-
ted and used for system designs.
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Slim sheets of the metamorphic sole rocks related 
to ophiolitic bodies were presented by many re-

searchers and numerous ophiolitic bodies hold amp-
hibolite at their sole which includes a clear inverted 
grade of metamorphism. [e.g. 1, 2, 3, 4]. These ma-
inly amphibolite rocks are believed to have occurred 
throughout the emplacement and detachment of the 
ophiolite.  The Kömürhan ophiolite holds the amphi-
bolites of metamorphic sole rocks in the SAOB. Many 
publications have reported the presence of meta-
morphic sole rocks beneath several ophiolitic comp-
lexes of the Tethys, including Baer–Bassit in Syria [5, 
11, 12], Mersin in south Turkey [6, 7, 8], and Pozan-
ti–Karsantı in Turkey [13]. One of the best–preserved 
examples is Semail in Oman [3, 14, 9, 10]. The ophi-
olitic bodies of the eastern Mediterranean district in 
southern Turkey comprise two main features: (i) the 
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SAOB and (ii) the Inner Tauride Suture Zone. The 
SAOB also includes the Bitlis–Zagros thrust belt and 
folds that include pristine oceanic lithosphere from 
the southern branch of Neo–Tethys, especially Tro-
odos, Kızıldağ, İspendere, Guleman and Bear-Bassit 
in Syria. The Neo–Tethyan duration of the SAOB 
started in the Triassic (by rifting) and finished in the 
Miocene, with the collision of the Tauride plate and 
the Arabian plate [15, 16, 17, 18, 19, 48]. The Southeast 
Anatolian Orogenic belt includes important examp-
les of unmetamorphosed ophiolites (given from west 
to east): Göksun, Meydan (Kahramanmaraş), İspen-
dere, Kömürhan (Malatya), and Guleman (Elazığ), 
observed in the north, and also the Koçali (Adıya-
man) and Kızıldağ (Hatay) ophiolites, observed in the 
south (Fig. 1) [16, 17, 20, 21, 22, 18, 19, 23, 24, 25, 26, 
4]. The study area is placed in the area among Sivrice 

A B S T R A C T

This paper presents the generation of metamorphic sole rocks through the detailed 
geochemical and petrographical analysis of field work carried out on the Kömürhan 

ophiolite. The metamorphic sole rocks of Kömürhan ophiolite are defined as amphibo-
lite (Pl+Mg–Hbl+Ttn±Ap) plagioclase–amphibole schist (Pl+Mg–Hbl+Cpx+Ttn±Zrn±Ap), 
plagioclase–clinopyroxene–amphibole schist (Pl+Di+Mg–Hbl+Ttn±Ap), and epidote–
plagioclase amphibole schist (Ep+Pl+Mg–Hbl+Ttn±Ap±Qtz±Zrn). This research mainly 
reports comprehensive petrography and mineral chemistry analyses of metamorphic sole 
rocks of Kömürhan ophiolite of SAOB (Southeast Anatolian Orogenic Belt) together with 
a goal of presenting geothermobarometric examination and unravelling the mineral sys-
tematics. The metamorphic sole rocks have been observed as a thin slice and these rocks 
are seen at the base of the tectonites, metamorphosed in amphibolites facies throughout 
the intra–oceanic supra-subduction geodynamic environment. The Kömürhan ophiolite 
includes from the top to bottom volcanics, sheeted dike complex, isotropic gabbros cu-
mulates, and tectonites and shows a complete oceanic lithospheric fragments. Analyses of 
mineral chemistry and petrography of metamorphic sole rocks have been used to exhibit 
the metamorphic processes of these rocks. Mineral chemistry analyses of pyroxene phe-
nocrysts in the metamorphic sole rocks of Kömürhan ophiolite present similarities island 
arc tholeiite (IAT), proposing that protolith of the sole rocks was related to the supra-sub-
duction geodynamic environment. The amphibolites were occurred by metamorphism of 
island arc tholeiite–type volcanics that separated from the front of the obducted ophiolite 
(Kömürhan ophiolite) and after that underplated. 

INTRODUCTION 
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aged Baskil granitoid, which provides wide dispersions 
in the region [23, 29]. This intrusive contact relations-
hip has been developed synthinematically in places (Fig. 
2–3). The mineral chemistry data of clinopyroxenes are 
various and yields a filtered appearance of the contents 
of the protolith from which the clinopyroxene crystal-
lized, lending it the prospective to give insight into the 
geodynamic environment of metamorphic sole rocks of 
Kömürhan ophiolite. Metamorphic sole rocks are obser-
ved in the Kömürhan Bridge and Karakaya Hill in a fairly 
narrow area, approximately 250–280 meters thick. The 
examined metamorphic sole rocks consist of a reverse 
zoned metamorphic slice that varies from green–schist 
facies to amphibolite facies. Although the unit is obser-
ved directly on the basis of ultramafic cumulates, due to 
the effectiveness of tectonism, the normal stratigraphic 
sequence is distorted as a result of occasional tilting [23, 
29]. The examined rocks belonging to the metamorphic 
sole rocks are mainly represented by amphibolite, plagi-
oclase–amphibolite schist, plagioclase–clinopyroxene-
amphibole schist, and epidote–plagioclase amphibole 
schist and especially schist type metamorphic rocks are 
remarkable because they have a macroscopically distinct 
schistosity and present alterations colours in shades of 
green (Fig. 3).

and Baskil (Elazığ) regions.  The outcrops of the rocks 
forming the Kömürhan ophiolite and related metamorp-
hic sole rocks which are the main subject of this paper 
start from the Kömürhan Bridge and continue to the west 
of Sivrice town (Elazığ), mainly along the Malatya-Elazığ 
highway (Fig. 1b). 

The whole–rock geochemistry, geochronology, and 
petrology of Kömürhan ophiolite and are properly described 
[23, 29]. However, a detailed examination of mineral che-
mistry, petrography and field relations of metamorphic sole 
rocks of Kömürhan ophiolite is yet reported. The principal 
objectives of this paper are to: (a) yield mineral chemistry 
of the metamorphic sole rocks; (b) report the geodynamic 
setting, protolith and geothermobarometric development 
of metamorphic sole rocks and also mineral data; and (c) 
summarise the geodynamic environment of the Kömürhan 
ophiolite during the development of the Southeast Anatoli-
an Suture Zone of the Neo–Tethyan oceanic region within 
the eastern Mediterranean tectonic roof.

GEOLOGICAL SETTING

The ophiolitic unit is observed in an area of approximately 
135-140 km2 [23, 29]. The Kömürhan ophiolite is located 
on the Middle Eocene-aged Maden Complex south of the 
Kömürhan Bridge, with an overlapping contact relations-
hip outside of the study area. It is unconformably overlain 
by the late Paleocene–early Eocene Seske formation. The 
Kömürhan ophiolite is also cut by the Upper Cretaceous 

Figure 1. a) Neo–Tethyan ophiolites in the eastern Mediterranean regi-
on (from [27, 23]. b) Simplified geological map of the Kömürhan ophiolite 
(Malatya–Elazığ region), simplified from [28].

Figure 2. Synthetic log of the Kömürhan ophiolite (from [23, 29])
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MATERIAL AND METHODS

Petrographical analyses

The metamorphic sole and mafic dike rock types were 
initially examined in thin section handling an optical 
microscope (ca. 115 thin sections) and conducted the 
sampling of rocks suitable for petrological analysis. 

Electron microprobe analyses

Thin sections (about 30 microns thick) for four samples 
were prepared by the EAS Thin Section Laboratory at the 
Department of Earth and Atmospheric Sciences (EAS) at 
the University of Alberta. Major element compositions of 
minerals and phase relationships were studied by elect-
ron microprobe at the EAS at the University of Alberta 
(Canada). The operating conditions were; 40 degrees take 
off angle, accelerating voltage 20 kV, beam current 20 nA, 
and beam diameter <1 micron (fully focused), except on 
the zeolite points that were run separately with a 10-mic-
ron diameter beam. The Kα X-ray lines of 13 elements 
were measured using the following diffraction crystals: 
PET (pentaerythritol) – P, K, Ca, Ti, V, Cr; TAP (thalli-
um hydrogen phthalate) – Na, Mg, Al, Si; LIF (lithium 
fluoride) – Mn, Fe, Ni. Total count times of 30 seconds 
were used for both emission peaks and background po-
sitions for all elements except Na, for which 60 seconds 
was used. Interference corrections were applied to V for 
interference by Ti, and to Cr for interference by V, and to 
Mn for interference by Cr [24]. Intensity data were redu-
ced according to [25] and the choice of mineral standards 
varied with the mineral analysed. Oxygen was calcula-
ted by stoichiometry and included in the data reduction. 

Representative data are shown in Tables 1–4. Detailed 
mineral chemistry analyses of 35 points on clinopyro-
xene, plagioclase, titanite and amphibole minerals were 
carried out on 2 samples from the rocks belonging to the 
metamorphic sole observed in the Kömürhan ophiolite 
(Table1–4).

PETROGRAPHY AND MINERALOGY

Amphibolites have a darker green alteration surface, are 
generally massive and are observed to be more strength 
compared to schist type rocks. Detailed petrographic 
properties reported as a result of thin section determi-
nation studies on metamorphic sole rocks compiled in 
the study area are given below. The amphibolites in the 
study region are represented by plagioclase, hornblende, 
epidote, titanite and ± zircon ± opaque minerals such as 
magnetite. These rocks present generally nematoblastic 
and granoblastic textures and are commonly dark green 
coloured. Calcite, prehnite, and quartz are mainly seen 
in the vein of the amphibolite type rocks. Feldspars are 
commonly represented by plagioclases and these mine-
rals present various degrees of alteration. Though, non-
altered plagioclases showing polysynthetic twinning 
have been seen.

Pyroxenes are represented by diopsides and they have 
been seen as relicts in most of the amphibolites. The pla-
gioclase-amphibolite schists present nematoblastic texture 
and consist of green hornblende (50-55 vol%), plagioclase 
(30–35 vol%) and rare quartz, opaque minerals (Fig. 4a). 
The epidote-plagioclase amphibole schist present epidote 
(7–8 vol%), plagioclase (30–35 vol%) and hornblende (50–55 
vol%) and has nematoblastic texture. Serpentinized wherli-
tes are described as rocks holding olivine (45-55 vol%), ser-
pentinite (20–25 vol%), and clinopyroxene (20–25 vol%). A 

Figure 3. Field photographs of the metamorphic sole rocks and serpen-
tinites of Kömürhan ophiolite. (a) A tectonic relation with the amphibo-
lites and serpantinites the in the Kömürhan ophiolite. (b) General view of 
amphibolites of metamorphic sole rocks of Kömürhan ophiolite.  (c) Pla-
gioclase amphibole schist (d) Field observation of the amphibole schist.

Figure 4. (a) Nematoblastic, granoblastic textures in the amphibolite. 
(b) Plagioclase porphyroblast in the schists. (c) Nematoblastic texture in 
the plagioclase-amphibole schist. (d) serpentinized wherlite presenting
granular and mesh textures (abbreviations: cpx, clinopyroxene; pl, plagi-
oclase; amp, amphibole; ol, olivine).
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few orthopyroxenes are rarely seen (Fig. 4d) and these rocks 
are presenting granular and mesh textures. The plagioclase-
clinopyroxene-amphibole schist displays prominent foliati-
on because of the preferred orientation of plagioclase (10–15 
vol %), pyroxene (25–30 vol %), amphibole (40–45 vol %). 
The plagioclases are immensely altered to sericite and saus-
surite and these rocks also have accessory minerals such as 
apatite and zircon. 

MINERAL CHEMISTRY

The EMPA (electron microprobe analyses) data for sig-
nificative pyroxenes, amphiboles, biotites, and titanites 

from metamorphic sole rocks of Kömürhan ophiolites 
are given in Table 1-4. Formulae have been calculated 
on the basis of six (O) and twelve cations (including Na, 
K, Ca and H). In point of quadrilateral components, the 
clinopyroxene contents are Wo48.9–49.7 Fs6.95–7.95 En42.3–43.4 in 
plagioclase-clinopyroxene amphibole schist. The Mg# of 
the clinopyroxenes are ranging from 0.846 to 0.861 (Tab-
le 2). Based on the Fe-Ca-Mg discrimination diagram of 
Morimoto (1989), the examined pyroxenes are fall in a 
distinct tight group on the Ca-rich limit of the diopside 
subfield (Fig. 5a). [32] suggested a set of basic discrimina-
tion diagrams in order to recognize the possible geody-
namic environment of paleo-basalt on the basis of the 
mineral chemistry of clinopyroxenes.  A series of diag-

Sample KMP-1 KMP-2 KMP-3 KMP-4 KMP-5 KMP-6 KMP-7 KMP-8 KMP-9 KMP-10 KMP-11

SiO2 53.05 54.63 54.84 53.74 54.74 54.57 54.62 54.86 54.54 53.73 54.02

TiO2 0.48 0.04 0.04 0.34 0.06 0.05 0.06 0.00 0.06 0.06 0.05

Al2O3 2.55 0.44 0.73 1.75 0.86 0.83 0.84 0.69 0.73 0.80 0.54

Cr2O3 0.19 0.00 0.06 0.20 0.07 0.00 0.03 0.00 0.04 0.10 0.04

FeO 4.84 4.85 4.46 4.36 4.44 5.02 4.99 4.43 4.63 4.84 4.91

MnO 0.17 0.19 0.17 0.19 0.18 0.21 0.20 0.18 0.21 0.18 0.19

MgO 14.78 15.34 15.35 15.15 15.48 14.97 14.95 15.41 15.07 15.12 15.20

CaO 23.37 24.72 24.63 24.26 24.66 24.54 24.49 24.83 24.66 24.57 24.69

Na2O 0.37 0.15 0.24 0.27 0.21 0.20 0.24 0.23 0.20 0.24 0.17

K2O 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

A 7.02 5.14 4.95 5.84 5.09 5.65 5.59 4.89 5.16 5.40 5.28

C 23.37 24.72 24.63 24.26 24.66 24.54 24.49 24.83 24.66 24.57 24.69

F 19.79 20.38 19.98 19.70 20.10 20.20 20.14 20.02 19.91 20.14 20.30

TOTAL 99.82 100.41 100.54 100.31 100.73 100.40 100.43 100.68 100.16 99.66 99.82

Si 1.95 2.00 2.01 1.97 2.00 2.00 2.00 2.00 2.01 1.98 1.99

Ti 0.01 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Al 0.11 0.02 0.03 0.08 0.04 0.04 0.04 0.03 0.03 0.03 0.02

Fe+3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00

Cr+3 0.01 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Fe+2 0.15 0.15 0.14 0.13 0.14 0.15 0.15 0.14 0.14 0.14 0.15

Mn 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01

Mg 0.81 0.84 0.84 0.83 0.84 0.82 0.82 0.84 0.83 0.83 0.84

Ca 0.92 0.97 0.96 0.95 0.96 0.97 0.96 0.97 0.97 0.97 0.98

Na 0.03 0.01 0.02 0.02 0.01 0.01 0.02 0.02 0.01 0.02 0.01

K 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

H 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

TOTAL 4.00 4.00 4.00 4.00 4.00 4.00 4.00 4.00 4.00 4.00 4.00

Wo 48.98 49.59 49.79 49.77 49.65 49.79 49.79 49.93 50.08 49.96 49.71

En 43.10 42.82 43.17 43.25 43.37 42.26 42.29 43.12 42.58 42.78 42.58

Fs 7.92 7.59 7.04 6.98 6.98 7.95 7.92 6.95 7.34 7.26 7.72

Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00

Number of ions on the basis of six (O). *Total Fe is expressed as FeO.

Table 1. Composition of the amphibole from the metamorphic sole rocks of Kömürhan ophiolite.
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Sample KMP-1 KMP-2 KMP-3 KMP-4 KMP-5 KMP-6 KMP-7 KMP-8 KMP-9

SiO2 50.95 49.4 50.76 51.19 49.32 50.01 52.65 50.45 49.51

TiO2 0.39 0.34 0.32 0.32 0.52 0.35 0.23 0.37 0.47

ZnO 0 0 0 0 0 0 0 0 0

Al2O3 6.82 8.4 7.22 6.93 8.46 7.72 5.53 7.82 7.66

Cr2O3 0.04 0.41 0.28 0.19 0.25 0.23 0.23 0.03 0.06

FeO 8.23 8.09 7.77 7.69 8.22 8.13 7.04 8.08 8.16

NiO 0.03 0.04 0.03 0 0.02 0.04 0.02 0 0.03

MnO 0.15 0.18 0.16 0.17 0.16 0.17 0.14 0.15 0.15

MgO 16.6 16.08 16.56 16.99 16.19 16.24 17.62 16.49 16.42

CaO 12.62 12.65 12.68 12.73 12.63 12.7 12.9 13 12.61

Na2O 1.03 1.17 1 1 1.32 1.08 0.7 1.08 1.19

K2O 0.01 0.02 0.01 0.01 0.02 0.01 0.01 0.02 0.01

TOTAL 96.87 96.77 96.82 97.24 97.11 96.67 97.09 97.53 96.28

Species Mg-Hbl Mg-Hbl Mg-Hbl Mg-Hbl Mg-Hbl Mg-Hbl Act Mg-Hbl Mg-Hbl

T (ideally 8 apfu)

Si 7.277 7.081 7.248 7.268 7.052 7.17 7.452 7.173 7.131

Al 0.723 0.919 0.752 0.732 0.948 0.83 0.548 0.827 0.869

T subtotal 8 8 8 8 8 8 8 8 8

C (ideally 5 apfu)

Ti 0.042 0.037 0.034 0.034 0.056 0.038 0.024 0.04 0.051

Al 0.425 0.5 0.463 0.427 0.477 0.474 0.375 0.483 0.431

Cr 0.005 0.046 0.032 0.021 0.028 0.026 0.026 0.003 0.007

Fe3+ 0.038 0.054 0.019 0.042 0.059 0.032 0.066

Ni 0.003 0.005 0.003 0.002 0.005 0.002 0.003

Mn2+ 0.007 0.006 0.014 0.009 0.003 0.012 0.017 0.018

Fe2+ 0.945 0.916 0.909 0.871 0.924 0.943 0.833 0.961 0.916

Mg 3.535 3.436 3.525 3.596 3.451 3.471 3.718 3.495 3.525

C subtotal 5 5 4.999 5 5 5.001 4.995 5 4.999

B (ideally 2 apfu)

Mn2+ 0.011 0.015 0.005 0.012 0.017 0.009 0.018

Ca 1.931 1.943 1.94 1.936 1.935 1.951 1.956 1.98 1.946

Na 0.058 0.042 0.055 0.052 0.049 0.04 0.044 0.02 0.035

B subtotal 2 2 2 2 2.001 2 2 2 1.999

A (from 0 to 1 apfu)

Na 0.227 0.283 0.222 0.224 0.317 0.26 0.149 0.278 0.297

K 0.002 0.004 0.002 0.002 0.004 0.002 0.002 0.004 0.002

A subtotal 0.229 0.287 0.224 0.226 0.321 0.262 0.151 0.282 0.299

O (non-W) 22 22 22 22 22 22 22 22 22

W (ideally 2 apfu)

OH 2 2 2 2 2 2 2 2 2

W subtotal 2 2 2 2 2 2 2 2 2

Sum T,C,B,A 15.229 15.287 15.223 15.226 15.322 15.263 15.146 15.282 15.297

Altot 1.148 1.419 1.215 1.159 1.425 1.304 0.923 1.31 1.3

P 2.19 2.97 2.37 2.22 2.99 2.62 1.65 2.64 2.61

Table 2. Composition of the pyroxene from the metamorphic sole rocks of Kömürhan ophiolite.
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rams were proposed to discriminate orogenic from nono-
rogenic suites (Ca versus Ti+Cr), subalkali from alkaline 
basalts (Ti versus Ca + Na), and tholeiitic orogenic from 
calc-alkaline orogenic suites (Ti versus Al) (Figs. 5b–d). 
Based on these useful discrimination diagrams, it can be 
seen that the analysed pyroxene samples are all plotted in 
the field of orogenic suite (Fig. 5b).  These clinopyroxenes 
are also expressly alkaline basalts (Fig. 5c).  The exami-
ned pyroxenes with tholeiitic compositions lie certainly 
in the orogenic subfield (Fig. 5d). Based on [32] discrimi-
nation diagrams, metamorphic sole seen to be orogenic 
attitude together with an intense tholeiitic characteristic. 
Electron microprobe analysis compositions show that al-
most all feldspars are bytownite (An71-88) in amphibolite, 

while rare feldspar samples are anorthite (An96-99) and 
also an example is albite (An4) (Fig. 6a) (Table 3). Horn-
blend is the dominant component in the metamorphic 
sole rocks of Kömürhan ophiolite, in particular, those 
from the south–eastern district of Kömürhan ophiolite. 
Mineralogically heterogeneous crystals presenting var-
ying colours from field to field inside individual crystal 
have been avoided for EPMA. The characteristical mag-
nesio–hornblendes are described by SiO2=49.32–52.65%, 
Al2O3=5.53–8.46%, TiO2=0.23–0.52%, MgO=16.08–
17.62%, FeO=7.04–8.23%, K2O=0.01–0.02% and overall 
the examined amphiboles are presenting a magnesian 
character together with a limited range of Mg number 
(Mg#=Mg/(Mg + Fe2+) are ranging from 78 to 82 and of a 

Table 3. Composition of the pyroxene from the metamorphic sole rocks of Kömürhan ophiolite (continued).

Temperature based on Ti (Otten, 1984) - warning: semi empirical; best used to determine magmatic versus secondary compositions

T (C) Ti-hbld 779.269
9748

758.510
7585

759.258
3878

770.487
1664

781.608
1973

757.842
6965

759.364
0939

744.855
5743

780.186
0399

Number of ions on the basis of 23 oxygens. Total Fe is expressed as FeO*.

Sample KMF-1 KMF-2 KMF-3 KMF-4 KMF-5 KMF-6 KMF-7 KMF-8 KMF-9 KMF-10 KMF-11 KMF-12

SiO2 31.42 48.96 49.22 41.66 45.64 48.95 46.66 47.92 48.99 46.09 67.01 49.2

Al2O3 1.27 32.96 32.86 33.78 34.4 33.45 34.92 33.96 33.18 35.14 20.56 32.53

TiO2 37.44 0 0 0 0 0 0 0 0 0 0 0

FeO 0.46 0.03 0.02 0.34 0.06 0.04 0.08 0.03 0.03 0.06 0.07 0.02

MnO 0.03 0 0 0 0 0 0 0 0 0.02 0 0

MgO 0.41 0 0 0.02 0 0 0 0 0 0 0 0.02

CaO 27.76 15.12 14.97 22.74 18.31 15.31 17.19 16.16 15.18 18.13 0.79 14.55

Na2O 0 2.85 2.94 0.56 1.36 2.74 1.69 2.41 2.83 1.49 11.07 3.16

K2O 0.01 0 0.01 0.02 0 0.01 0 0 0 0 0.01 0

TOTAL 98.96 99.95 100.07 99.13 99.79 100.55 100.58 100.53 100.22 100.95 99.51 99.48

Cations

Si 1.71 2.23 2.24 1.94 2.10 2.22 2.13 2.18 2.23 2.10 2.95 2.25

AlIV 1.29 0.77 0.76 1.06 0.90 0.78 0.87 0.82 0.77 0.90 0.05 0.75

AlVI -1.21 1.01 1.01 0.80 0.97 1.01 1.01 1.00 1.01 0.98 1.02 1.00

Ti 1.53 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Fe2+ 0.02 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Mn 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Mg 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Ca 1.62 0.74 0.73 1.14 0.90 0.74 0.84 0.79 0.74 0.88 0.04 0.71

Na 0.00 0.25 0.26 0.05 0.12 0.24 0.15 0.21 0.25 0.13 0.94 0.28

K 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Total 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00

Or 0.04 0.00 0.06 0.10 0.00 0.06 0.00 0.00 0.00 0.00 0.06 0.00

Ab 0.00 25.43 26.21 4.26 11.85 24.45 15.10 21.25 25.23 12.95 96.15 28.21

An 99.96 74.57 73.74 95.64 88.15 75.49 84.90 78.75 74.77 87.05 3.79 71.79

Number of ions the basis of 8 oxygens. Total Fe is expressed as FeO*.

Table 3. Composition of the plagioclase from the metamorphic sole rocks of Kömürhan ophiolite.
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calcic affinity ([Na + Ca]B > 1 and [Na]B < 0.5). According 
to discrimination diagrams of [33], examined amphibo-
les from sole rocks of Kömürhan ophiolite can be chemi-
cally defined as magnesio–hornblende (Fig. 6b).

Seeing that whole metamorphic sole rocks examined 
are extensively mafic in character, their mineral assembla-
ges have been ideally indicated by the ACF discrimination 
diagram (Fig. 7a) which is suggested by [34]. The studied 
amphibolite facies of metamorphic sole rocks mostly plot-
ted in the diopside and hornblende zone of mafic rocks. [35] 
reported the semi-quantitative geobarometer to state the 
pressure evolution of hornblendes from the metamorphic 
rocks. The calculated pressures were less than 0.5 GPa. The 
estimated pressure for the examined rocks, calculated from 
the contents of the AlIV versus NaM4 a.p.f.u. numbers from 
hornblendes, was 2-5 kbar (Fig. 7b). The pattern of AlIV/Ti 
ratios from the examined amphiboles AlIV versus Ti diag-
ram presents that the participation of the contamination 
and magma mixing role in the geodynamic evolution of the 

analyzed rocks (Fig. 7c). Hornblendes from metamorphic 
and igneous processes have been categorized by AlVI vs. AlIV 
diagram [36]. The examined hornblendes from the studied 
rocks are metamorphic origin, derived by the metamorphic 
process (Fig. 7d).

DISCUSSION 

The best observed stratigraphic–tectonomagmatic units 
of Southeast Turkey in the Cretaceous have been (i) op-

Figure 5. (a) Clinopyroxene major element compositions. (b) Plot of Ti 
+ Cr versus Ca proposes that the metamorphic sole rocks from orogenic 
composition. Nonorogenic, orogenic, subalkaline, alkaline, calcalkaline
and tholeiitic subfields are after [32].

Figure 6. (a) Or-Ab-An discrimination diagram for feldspar (after Le-
ake and Woolley Arps 1997) b) Amphibole discrimination diagram for 
(Na+K)A < 0.5 (a) and (Na + K)A > 0.5 (b) (after [33]). 

Sample KMT-1 KMT-2 KMT-3

SiO2 30.88 30.84 30.86

TiO2 37.14 37.61 38.25

Al2O3 1.65 1.31 1.03

Cr2O3 0.12 0.11 0.16

FeO 0.42 0.42 0.38

MnO 0.05 0.05 0.03

MgO 0.06 0.00 0.02

CaO 27.83 27.91 27.86

Na2O 0.00 0.00 0.00

K2O 0.00 0.00 0.00

TOTAL 98.16 98.28 98.61

Notes titanite titanite titanite

Si 2.03 2.03 2.03

Ti 1.84 1.86 1.89

Zn 0.00 0.00 0.00

Al 0.13 0.10 0.08

Cr 0.01 0.01 0.01

Fe 0.02 0.02 0.02

Ni 0.00 0.00 0.00

Mn 0.00 0.00 0.00

Mg 0.01 0.00 0.00

Ca 1.96 1.97 1.96

Na 0.00 0.00 0.00

K 0.00 0.00 0.00

O 9.94 9.95 9.97

Cations 6.00 6.00 6.00

Table 4. Composition of the titanite from the metamorphic sole rocks 
of Kömürhan ophiolite
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hiolites (e.g. İspendere, Guleman, Kömürhan Göksun), 
(ii) metamorphic massifs (e.g. Keban, Malatya meta-
morphics), (iii) granitic bodies (e.g. Baskil granitoid) and
volcanic arcs (e.g. Elazığ–Yüksekova magmatics). The
SAOB geodynamic evolution included onward relative
movement of the nappes which contain both ophiolitic
and metamorphic massifs, towards the Arabian platform
throughout from Late Cretaceous to Miocene time inter-
val [37, 16, 17, 38, 47]. Malatya–Keban metamorphics is a
unit with low-grade metamorphism that rarely contains
metaconglomerate, together with marble, schist, slate,
and black phyllites [39,17]. Sheeted dykes and isotropic
gabbros of Kömürhan ophiolite are tholeiitic in charac-
ter (Nb/Y=0.2–0.06), and rare earth element (REE) spider 
and tectonomagmatic discrimination diagrams suggest
that these rocks are formed in a supra-subduction zone
geodynamic setting [23, 29]. Rızaoğlu et al. (2006) also
reported that the metamorphic sole rocks of the Kömür-
han ophiolite present tholeiitic in character (Nb/Y=0.07–
0.33) and Rare earth element (REE)–spider diagram and
tectonomagmatic discrimination diagrams indicate that
these rocks have an island arc character. The Kömürhan
ophiolite was formed in the Late Cretaceous (~ 90 My)
between the Arabian platform in the south and the Ta-
urus platform in the north, on a supra-subduction zone
tectonic setting in the southern branch of Neotethys [23,
29]. Clinopyroxenes in the metamorphic sole rocks are
of affinity because these mafic minerals are constantly
resisting in retrogressive metamorphism and such other
mafic minerals are converted to epidote and/or chlorite-
type secondary minerals. Many researchers developed
several discrimination/variation diagrams for clinopy-
roxenes based on their major and minor element com-
positions [40, 32, 41]. These diagrams allow researchers

to evaluate the origin of metamorphic sole rocks, toget-
her with the aim of defining the geodynamic setting of 
Kömürhan ophiolite. Rızaoğlu et al. (2006) reported that 
volcanics mainly basaltic of the Kömürhan ophiolite 
present tholeiitic in nature depend on their Nb/Y rati-
os (0.5–0.02). These basaltic volcanics are thought to be 
protolith of metamorphic sole rocks, which are the main 
subject of research.  The hornblende structural formulae 
have been conducted on the basis of the ACES2013 Ex-
cel spreadsheet [36], whereas Inverse thermobarometry 
has been calculated by using the basis of the Ti in–horn-
blende and amphibole–plagioclase compositions [43, 44] 
Whole hornblende compositions, presented in Table 1. 
have been calculated by operating the Excel spreadshe-
et for the Al–in–hornblende geobarometry [45] and also 
Hbl-Pl thermobarometry; the calculation equation is 
0.5 + (0.331 × Altot) + [0.995 × (Altot × Altot)] [45, 46]. 
ISOPLOT 4.15 Excel add–in has been used for the inverse 
geothermobarometry [46] and the data provided by this 
method have been used for weighted average calculati-
ons of the P-T status. For examined hornblendes from 
the metamorphic sole rocks the inverse geothermobaro-
metry models given a weighted average value of 2.48 ± 
0.33 kbar (95 % conf., MSWD = 0.71, probability= 0.68). 
For magnesio–hornblendes from the metamorphic rocks, 
the temperatures are ranging from 744.9 ± 40 °C to 781.0 
± 40 °C with a weighted mean value of 766.0 ± 26 °C (95 % 
conf., MSWD =0.102, probability= 0.999).

CONCLUSION

From the outcomes of this analysis and the subsequent 
discussion, the following conclusions were drawn.

• The metamorphic sole rocks of Kömürhan ophi-
olite are composed of four main lithologies; amp-
hibolite (Pl+Mg–Hbl+Ttn±Ap) plagioclase–amp-
hibole schist (Pl+Mg–Hbl+Cpx+Ttn±Zrn±Ap),
p l ag io c l a s e – c l i nopy roxene-a mph ib ole
schist (Pl+Di+Mg–Hbl+Ttn±Ap), and epido-
te–plagioclase amphibole schist (Ep+Pl+Mg–
Hbl+Ttn±Ap±Qtz±Zrn).

• The metamorphic sole rocks occurred as a result
of the metamorphism of the island–arc tholeiite
(IAT) type mafic rocks which separated from the
upper section of the subducted ophiolitic crust
and then dipped under the plate.

• The examined amphiboles in the metamorphic
sole rocks of Kömürhan ophiolite experienced cal-
culated temperatures of 744–781 °C throughout
the metamorphism with a weighted average value 
of 766.0±26 °C as well as pressures of 1.65–2.99

Figure 7. (a) Mineral assemblages of the amphibolites from Kömürhan 
ophiolite are shown in the ACF diagram (Best 1982). A = Al2O3 + Fe2O3 ± 
(Na2O + K2O); C = CaO−3,3 P2O5; F = FeO+MgO+MnO. (b) Comparison 
of NaM4 and AlIV positions for amphibole from Metamorphic sole rocks 
of the Kömürhan ophiolite (after [29]). The mineral chemistry data of the 
amphiboles from the Kömürhan ophiolite: (c) AlIV versus AlVI diagrams 
(after Fleet and Barnett, 1978); (d) Plot of amphibole data on Ti versus 
AlIV diagram (after [33]). 
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kbar with a weighted mean value of 2.48±0.33 kb 
at an approximate depth of 8 km.

• The new petrographic, detailed mineral chemistry 
analyses, together with geochemical interpreta-
tions, and geothermobarometry estimates from
the amphibole schist–amphibolites of Kömürhan
ophiolite, suggest that these rocks occurred on a
subducted slab during the ophiolite formations in
a Supra-subduction zone geodynamic setting.
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Propylene is one of the feedstocks in the petroc-
hemical industries. It is commonly used as a pre-

cursor to producing important intermediates and 
products, such as isopropanol, polypropylene, propy-
lene oxide, epichlorohydrin, and acrylonitrile [1, 2]. 
Several researchers have investigated the challenges 
encountered in propylene production which includes 
searching ways of increasing catalyst selectivity for 
propylene and decreasing catalyst deactivations. In 
addressing this challenge, a density functional theory 
(DFT) calculation was employed by Yan et al. [3] to 
propose a radical mechanism for propane dehydroge-
nation over Ga2O3 (100) where H abstraction by O(2) 
site was identified as a low energy barrier step. Ming 
et al. [4] employed DFT calculations to show that the 
introduction of tin into platinum catalyst lowers the 
energy barrier for propylene desorption and simul-
taneously increases the activation energy for propy-
lene dehydrogenation, which has a positive effect 
on the selectivity of propylene production. Lauri et 
al. [5] also made related findings for the use of Pt-Sn 
catalyst, which lowered the coking rate while weake-
ning the binding of propylene. Timothy [6] confirmed 
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that PtGa alloy has superior catalytic properties than 
Sn-Ga alloy and similar properties to those deduced 
for Pt-Sn alloy as reported by Lauri et al. [5].  Step-
hanie et al. [7] found that an increase in hydrogen 
pressure lowers the coverage of deeply dehydrogena-
ted coke precursors on the surface. Other similar fin-
dings have been reported in the literature [8, 9, 10, 11].

Recently, Oyegoke et al. [12] computationally sho-
wed that the chromium sites are highly acidic and re-
active compared to the oxygen sites, identifying chro-
mium sites as the leading active site in the promotion 
of propane dehydrogenation into propylene over Cr2O3 
catalyst. Previous works such as Gascón et al. [13] have 
identified that the Cr2O3 catalyst in its pure form shows 
low catalyst selectivity for desired products and rapidly 
deactivates.

The search has shown that no work has investiga-
ted the role of foreign materials like molybdenum (Mo) 
and tungsten (W) in influencing the Lewis acidity of a 
catalyst site and how the material influences the perfor-
mance of the Cr2O3 catalyst. Therefore, in this current 

A B S T R A C T

Semi-empirical calculations were employed to understand the effects of introducing pro-
moters such as molybdenum (Mo) and tungsten (W) on chromium (III) oxide catalyst 

for the dehydrogenation of propane into propylene. For this purpose, we investigated CrM-
oxide (M = Cr, Mo, and W) catalysts. In this study, the Lewis acidity of the catalyst was ex-
amined using Lewis acidity parameters (Ac), including ammonia and pyridine adsorption 
energy. The results obtained from this study of overall acidity across all sites of the catalysts 
studied reveal Mo-modified catalyst as the one with the least acidity while the W-modified 
catalyst was found to have shown the highest acidity signifies that the introduction of Mo 
would reduce acidity while W accelerates it. The finding, therefore, confirms tungsten 
(W) to be more inf luential and would be more promising when compared to molybdenum 
(Mo) due to the better avenue that is offered by W for the promotion of electron exchange
and its higher acidity(s). The suitability of some molecular descriptors for acidity predic-
tion as a potential alternative to the current use of adsorption energies of the probes was
also reported.
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µη
 ∂ ∂ −   = = ≈     ∂ ∂    

(5a)

,
2

ELUMO EHOMOCH η − ≈  
 

(5b)

Although, according to Luis et al. [16], some works tend 
to neglect the term ½, and when this is done, it approxi-
mates what is known as energy bandgap, E-gap.

Softness (S), known as the reciprocal of hardness often 
defined as the property of molecules that measure the deg-
ree of chemical reactivity of a given species [14, 16]. It usually 
is in the form:

1
2

S
η

= (6)

Global Electrophilicity Index (GEI) is a measure of the 
ability of a molecule to take up electrons [17, 18] and can 
be expressed in equation (5). It can also be said to be the 
tendency of an electrophile to acquire an extra amount of 
electron density, given by µ, and the resistance of a molecule 
to exchange electron density with the environment, given 
by Domingo et al. [19].

2 2

,
2 2
µ xGEI orω
η η

≡                  (7)

Likewise, this parameter, ω is called the “electrophilicity 
index” and is considered to be a measure of electrophilic 

power, just as, in classical electrostatics, power is 
2v

R
, and 

µ and η serve the purpose of potential (V) and resistance 
(R), respectively [18, 19, 20].

COMPUTATIONAL BACKGROUND

In this study, the computations were carried out with the 
use of the Semi-empirical Parameterized Model 3 (PM3) 
calculation method in the Spartan 18 software package 
and ran on an HP 15 Pavilion Notebook (Intel Core i3 
Processor @ 1.8 GHz and 6 GB RAM). This study invol-
ves the use of Spartan 18 in modeling and running all the 
molecular simulations while Microsoft Excel was used to 
aid both the mathematical and statistical analysis carried 
out. The molecular structures of the species involved in 
this study were sketched with the ACD/ChemSketch 11.

Choice of cluster structures

The molecular structures employed in representing chro-
mium (III) oxide catalyst clusters or slabs were adopted 
from Compere et al. [21] and was found to be in line with 
the clusters reported in other studies [22, 23, 24, 25, 26, 
27] while that of the probes and reactant was built to be
in line with the molecular structure present in PubChem 

study, an approximation of the parameterized method 3 
(PM3) of the semi-empirical theory was used to study the 
influence of foreign materials on the acidity of the chromi-
um (III) oxide catalyst in a dehydrogenation process, using 
ammonia and pyridine (computationally) as molecular pro-
bes for the evaluation of the Lewis acidity of the sites. The 
suitability of some molecular descriptors as a potential subs-
titute for using the probe's adsorption energies in the mea-
surement of Lewis acidity (Ac) was evaluated. Its progress 
should reduce the time, cost, and efforts used in the evalu-
ation of Ac.

THEORY

In molecular modeling, the molecular descriptors are di-
agrammatically presented in Fig. 1 establishing the relati-
onship that exist among them. The electron affinity (EA) 
commonly defined as the capability of a ligand/catalyst/
adsorbent to accept precisely one electron from a donor 
[14], which is known to be computed by chemists in the 
form:

EA ELUMO≈ − (1)
The ionization energies (IE) known to be the energy re-

quired to remove electrons from the outermost shell is mat-
hematically expressed in equation (2) in line with the report 
of Bendjeddou et al. [15].

IE EHOMO≈ − (2)
The electronegativity (EN) of species can be mathema-

tically expressed as:

(IE EA), ( )
2 2

ELUMO EHOMOEN χ + +
= ≈ −             (3)

The chemical potential (CP) of species was defined to 
be the negative form of electron negativity (EN), and in line 
with the report of Bendjeddou et al. [15], it can be mathema-
tically expressed as:

, EP
N

C µ χ∂
= − ≈ −

∂
                      (4)

Chemical hardness (CH) of the structure/site is a mole-
cular descriptor that defines structural stability and reacti-
vity. It is expressed in the form [14, 15]:

Figure 1. Molecular Descriptors employed in Molecular Modelling.
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online database. Besides, the modified surface of the ca-
talyst (or modified form of the catalyst cluster) was built 
through the substitution of one chromium site on the 
chromium (III) oxide cluster with different metals such 
as molybdenum (Mo) and tungsten (W) to yield two mo-
dified catalyst clusters with names, Mo-modified, and 
W-modified, catalyst respectively. Fig. 2 pictorially disp-
lays the molecular structures employed in this study.

Ground-state geometrical optimizations

The catalyst, reactant, and molecular probe structures 
were built and minimized using the molecular mecha-
nics (MMFF) method to remove strain energy to imp-
rove accuracy according to previous studies [28]. After 
this, the geometry optimizations and computations were 
carried out for the respective structures involved in this 
study using a PM3 method at the ground state. Infrared 
(IR) frequency, orbital, and energies calculations were 
carried out on all optimized structures, and the absen-
ce of any imaginary frequencies confirmed that each 
optimized structure was located at a minimum on its IR 
spectra plot. All computations are made with SCF tole-
rance of 10-9. The PM3 basis set was employed because 
literature confirms it is one of the best for computations 
that involve transition metals, such as chromium [28, 29].

Molecular descriptors and adsorption energy 
computation

The heat of formation for the adsorbed species, catalyst 
slab, and catalyst slab with adsorbed species was calculated. 
The Infra-Red spectra, molecules’ energies (E), and mole-
cular parameters were evaluated from the computational 
approach employed, and the chemical hardness (CH), elect-
ronegativity (EN), chemical potential (CP), energy bandgap 
(E-gap), and global electrophilicity index (GEI) were calcu-
lated using Equation (1-7) [28]. Adsorption energies were 
calculated using the equation (6), which was in line with the 
literature [28, 30, 15, 31, 32]:

      ads pq p qE E E E= − −    (8)

where Eads is adsorption energy, Ep is the total energy of 
adsorbate (p), Eq is the total energy of free cluster or ca-
talyst slab (q), and Epq is the total energy of adsorbed clus-
ter or catalyst slab with adsorbate (pq).

Lewis acidity evaluation

The Lewis acidity of different catalyst sites was evalua-
ted using ammonia as a molecular probe. The sites' Le-
wis acidity was evaluated or rated using the adsorption 
energies calculated for the ammonia adsorption across 
the catalyst sites using the equation (8). The Lewis aci-
dity of the catalyst sites was equally measured with the 
use of pyridine adsorption energies. This study approach 
was found to be in line with the method employed in the 
literature [33, 34, 12] in the measurement of Lewis aci-
dity, which was taken to be a direct function of the probe 
adsorption energies across the sites. After this, the corre-
lation that existed with the use of ammonia and pyridine 
was examined.

Acidity-reactivity correlation analysis

Molecular descriptors computed were correlated with 
Lewis acidity (Ac) of the catalyst, and their relations-
hip with Ac of the catalyst site was evaluated using 
spearman’s correlation analysis. The effects of different 
metals (or promoters) on the catalyst metallic sites' Lewis 
acidity were evaluated.

RESULTS AND DISCUSSION

Catalysts, Probe, Reactant, and Adsorption 
Species’ Geometrical Optimization

The molecular properties computed from the geometry 
optimization of the probes, propane, and adsorption spe-
cies are presented in Table 1 and Fig. 3 for the catalysts. 

Figure 2. Molecular structure of molecular probes (a-b), unmodified catalyst cluster (c), modified catalyst cluster (d-e), Isopropyl species (f-g), 
propane (h).
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These results presented include the highest occupied mo-
lecular orbital energy (EHOMO), lowest unoccupied mo-
lecular orbital energy (ELUMO), ionization energy (IE), 
electron affinity (EA), chemical hardness (CH), electro-
negativity (EN), bandgap (E-Gap), and others. The energy 
bandgap (E-Gap) is known to be the absolute difference 
between the EHOMO and LUMO energies of any struc-
ture [15]. However, the optimized structures' geometry is 
presented in Table A6 in the Supplementary Information 
of this report.

Table 1 shows that propane has the most significant 
energy gap (15.22 eV), while pyridine has the shortest energy 
gap (10.09 eV), which implies that pyridine (molecular pro-
be) would be the most reactive and least stable while pro-
pane will the least reactive and most stable materials. From 
the CrM-oxide surfaces, this study also identified that the 
unmodified surface of the chromium (III) oxide showed 
the shortest energy band gap (11.83 eV). In comparison, the 
surface-modified with molybdenum showed the most sig-
nificant energy band gap (13.58 eV) in Fig. 3 (Table A1 in 
Supplementary Information). This result indicates that the 
presence of the molybdenum and tungsten increases the 
stability of the catalyst surface. In other words, it can be said 
that molybdenum and tungsten are harder molecules com-
pared to unmodified Cr2O3 structures [15].

In the result of electronegativity (EN) presented in Fig. 
3 (Table A1 in Supplementary Information), it was observed 

that chromium (III) oxide has the highest electron affinity 
(8.60 eV) while isopropyl showed the least electronegativity 
(2.85-3.15 eV). These findings imply that the chromium (III) 
oxide has a high ability to accept electrons, while isopropyl 
shows the least potential for electron reception. It further 
shows that the presence of tungsten and molybdenum dec-
reases the EN of Cr2O3 catalyst, which agreed with David 
[35] showing that tungsten (W) and molybdenum (Mo)
displayed a relative lower EN compared to chromium (Cr).

Similarly, it was observed that unmodified chromium 
(III) oxide has the highest LUMO energy (-2.68 eV), whi-
le propane has the lowest LUMO energy (3.71 eV). These
findings imply that unmodified chromium (III) oxide pos-
sesses a high ability to attract electrons to its surface while
propane possesses the least electron attraction ability. This
result shows that the unmodified chromium (III) oxide is
most likely to accept electrons from the adsorbates like pro-
pane and propylene during the binding process. It is evident 
from its results obtained as 3.12 eV for the global Electrophi-
licity Index (GEI), which shows that unmodified chromium 
(III) oxide is highly reactive and good electrophile due to its
high GEI value [18].

The chemical hardness (CH) results in Table 1, and 
Fig. 3 shows that pyridine has the lowest IE (5.05 eV), while 
propane has the highest chemical hardness (7.61 eV), indi-
cating that propane has the highest resistance towards the 
deformation of its electron cloud of atoms. It further shows 
that the presence of tungsten and molybdenum increases 
the chemical hardness of Cr2O3 catalyst (as shown in Fig. 3), 
which agreed with the literature [35] showing that tungsten 
(W) and molybdenum (Mo) displayed a relatively higher
chemical hardness compared to chromium (Cr). Similarly, it 
was observed that isopropyl species has the highest HOMO 
energy (-9.51 eV to -8.91 eV) while molybdenum modified
chromium (III) oxide surface has the lowest HOMO energy 
(-14.89 eV). This finding indicates that pyridine would qu-
ickly release electrons compared to other species and sur-
faces modified with metals like tungsten and molybdenum,
which will not quickly release electrons for a reaction pro-
cess [36].

Table 1. Molecular Properties of the Probes, Catalysts, Isopropyl(s), and Propane.

Name Formula ELUMO (eV) EHOMO (eV) E (eV) E Gap, (eV) CH, η (eV) EN, χ (eV) CP, μ (eV) GEI, ω (eV)

Ammonia H₃N 3.33 -9.70 -0.13 13.03 6.51 3.18 -3.18 0.39

Pyridine C₅H₅N -0.01 -10.10 1.32 10.09 5.05 5.05 -5.05 1.26

Propyl-1 C₃H₇ 3.22 -9.51 0.45 12.73 6.36 3.15 -3.15 0.39

Propyl-2 C₃H₇ 3.22 -8.91 0.09 12.13 6.06 2.85 -2.85 0.33

Hydrogen H2 0.00 -13.07 2.26 13.07 6.54 6.54 -6.54 1.63

Propane C₃H₈ 3.71 -11.51 -1.02 15.22 7.61 3.90 -3.90 0.50

Figure 3. Molecular Properties of the Catalysts (Note: E Gap = Band 
Gap, CH = Chemical Hardness, EN = Electronegativity, GEI = Global 
Electrophilicity Index).
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Lewis Acidity Evaluation of CrM-Oxide Catalyst 
Site

Here, the different potential sites on both unmodified 
and modified chromium (III) oxide surfaces were eva-
luated for acidity using the adsorption energies (Eads). 
This study evaluated the use of pyridine, and ammonia 
adsorption energy was employed. In contrast, the use of 
other molecular descriptors such as LUMO energy, elect-
ronegativity (EN), chemical hardness (CH), and global 
Electrophilicity index (GEI) as potential Lewis acidity 
descriptors were evaluated. The method employed in the 
Lewis acidity computation is in line with that employed 
in past works [33, 37, 12].

Adsorption of Ammonia on CrM-Oxide Surface

The ammonia adsorption energies tagged ‘Ac_Cr2O3, Ac_
CrMoO3, and Ac_CrWO3’ for the respective sites are pre-
sented in Table 2-4. The evaluation of the result identifies 
that the chromium (Cr) site on the unmodified chromi-
um (III) oxide showed the highest Lewis acidity while the 
oxygen (O) site was found to be the lowest Lewis acidity. 
The findings agreed with the literature [38, 39], which 
identified Cr as the most active site.

This deduction indicates that oxygen (O) is the most 
basic Lewis site, while chromium (Cr) is the most acidic Le-
wis site on unmodified chromium (III) oxide surface. Accor-
ding to Michorczyk et al. [40, 39], this implies that Cr, which 
is unsaturated, would be more unstable and be more active 

for adsorption of propane, unlike the oxygen sites, which ag-
ree with the finding of Gascón et al. [13] that confirms the 
Cr site to be active.

CrM-oxide surface with chromium site is substituted 
with molybdenum; the finding from the results presented in 
Table 3 shows that the Lewis acidity trend of the sites on the 
surface is molybdenum (Mo) > oxygen (O) > chromium (Cr). 
This finding indicates that the chromium (Cr) site would be 
the most basic Lewis site, while molybdenum (Mo) would 
be the most acidic Lewis site.

Further study of Table 4 shows that the chromium (Cr) 
site is the most acidic Lewis site while oxygen (O) shows the 
least acidic Lewis site on the surface modified with substi-
tution of chromium with tungsten (W). It implies that the 
oxygen (O) site is the most basic Lewis site.

The overall assessment of the different catalyst Lewis 
acidity shows that CrWO3 (-11.87 eV) > CrMoO3 (-7.13 eV) 
> Cr2O3 (-7.00 eV) in their increasing order of acidity. This
deduction finds an agreement with the reports of Bailey et
al. [41] and Chen et al. [42], which indicates that tungsten is 
more promising when compared to Mo-modified Cr2O3 due
to the high Lewis acidity of W-modified Cr2O3.

Adsorption of Pyridine on CrM-Oxide Surfaces

Here, this study's findings on the evaluation of Lewis aci-
dity of the catalyst sites using pyridine as the molecular 
probe are presented in Table 5.

Table 2. Lewis acidity of Cr2O3 using Ammonia probe.

Site ELUMO (eV) EHOMO (eV) E (eV) Ac_Cr2O3 CH, η (eV) EN, χ (eV) CP, μ (eV) GEI, ω (eV)

Cr 4.56 -4.33 -8.01 -7.00 4.45 -0.11 0.11 0.00

O 8.70 0.66 -4.17 -3.16 3.41 -4.68 4.68 1.45

Table 3. Lewis acidity of CrMoO3 using Ammonia probe.

Site ELUMO (eV) EHOMO (eV) E (eV) Ac_CrMoO3 CH, η (eV) EN, χ (eV) CP, μ (eV) GEI, ω (eV)

Cr 3.98 -5.89 -2.31 -1.45 4.94 0.96 -0.96 0.05

Mo 4.54 -6.88 -7.99 -7.13 5.71 1.17 -1.17 0.06

O 10.41 -0.50 -5.44 -4.58 5.46 -4.96 4.96 1.02

Table 3. Lewis acidity of CrWO3 using Ammonia probe.

Site ELUMO (eV) EHOMO (eV) E (eV) Ac_CrWO3 CH, η (eV) EN, χ (eV) CP, μ (eV) GEI, ω (eV)

Cr 4.96 -5.03 -14.26 -11.87 5.00 0.04 -0.04 0.00

W 4.28 -2.10 -11.48 -9.09 3.19 -1.09 1.09 0.09

O 9.50 -0.30 -5.82 -6.02 4.65 -4.60 4.60 1.01
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A trend similar to the one deduced from the use of 
ammonia as the probe was observed showing that the chro-
mium (Cr) site on the unmodified chromium (III) oxide 
showed its high Lewis acidity (pyridine adsorption energy) 
while the oxygen (O) site was found to be the lowest Lewis 
acidity. This result indicates that oxygen (O) is the most ba-
sic Lewis site, while chromium (Cr) is the most acidic Le-
wis site on unmodified chromium (III) oxide surface. This 
deduction implies that pyridine adsorption energy studies 
confirm the Cr site as the most acidic and active site, in ag-
reement with Michorczyk et al. [40] report.

The finding on the CrM-oxide surface with chromium 
site is substituted with molybdenum presented in Table 6 
shows that the chromium (Cr) site would be the most ba-
sic Lewis site. In contrast, molybdenum (Mo) would be the 
most acidic Lewis site when the pyridine probe is employed, 
which was found to agree with the initial deductions made 
for the use of ammonia as the molecular probe.

Table 7 showed that the chromium (Cr) site is the most 
acidic Lewis site, while oxygen (O) shows the least acidic Le-
wis site on the surface modified with substitution of chro-
mium with tungsten (W). It indicates that the oxygen (O) 
site is the most basic Lewis site. These findings agree with 
the deductions made from the use of ammonia as molecular 
probes.

The trend of the catalyst Lewis acidity observed for 
CrWO3, CrMoO3, and Cr2O3 was found to show a similar 
order with that obtained when ammonia was used as pyri-

dine. Likewise, the deductions agree with the literature [41, 
42], which indicates that tungsten would perform better 
than Mo-modified Cr2O3 due to the high Lewis acidity of 
W-modified Cr2O3 surface.

Correlation of Catalyst Lewis Acidity & Molecular 
Descriptors

This analysis tends to evaluate the correlation of Lewis 
acidity measured in terms of ammonia and pyridine ad-
sorption energy presented in Table A2-A4 of the Supple-
mentary Information, including results showing the am-
monia and pyridine probe Lewis acidity relationship with 
other molecular descriptors such as ELUMO, EHOMO, 
CH, EN, CP, and GEI as potential Lewis acidity descrip-
tors using the results presented in Table 2 – 7.

The correlation analysis results for the chromium 
site shows a correlation coefficient of +1.00 for the relation 
between ammonia and pyridine Lewis acidity of chromi-
um site, r (aAc_Cr / pAc_Cr) evaluated in Table A2 of the 
Supplementary Information. The findings obtained from 
the analysis reveals that there exists a good and direct rela-
tionship in the use of ammonia or pyridine as a molecular 
probe for the assessment of Lewis acidity, which was found 
to agree with the literature [32, 12], which made the similar 
deduction that shows a unity of result output in the use of 
ammonia and pyridine in the measurement of Lewis acidity. 
The results equally show that there is a good relationship for 
GEI (-0.95), CP (-0.99), EN (-0.99), E (+1.00), EHOMO (-0.90), 
and ELUMO (-0.89) except for CH (-0.53) that shows the 

Table 5. Lewis acidity of Cr2O3 using Pyridine probe.

Site ELUMO (eV) EHOMO (eV) E (eV) Ac_Cr2O3 CH, η (eV) EN, χ (eV) CP, μ (eV) GEI, ω (eV)

Cr 1.94 -5.54 -6.62 -7.06 3.74 1.80 -1.80 0.22

O 8.28 1.38 -3.68 -4.12 3.45 -4.83 4.83 1.69

Table 6. Lewis acidity of CrMoO3 using Pyridine probe.

Site ELUMO (eV) EHOMO (eV) E (eV) Ac_CrMoO3 CH, η (eV) EN, χ (eV) CP, μ (eV) GEI, ω (eV)

Cr 4.46 -2.25 -2.66 -3.25 3.35 -1.11 1.11 0.09

Mo 2.08 -6.83 -6.64 -7.23 4.46 2.38 -2.38 0.32

O 5.05 -0.86 -3.76 -4.35 2.95 -2.09 2.09 0.37

Table 7. Lewis acidity of CrWO3 using Pyridine probe.

Site ELUMO (eV) EHOMO (eV) E (eV) Ac_CrWO3 CH, η (eV) EN, χ (eV) CP, μ (eV) GEI, ω (eV)

Cr 2.05 -5.32 -12.23 -11.29 3.69 1.63 -1.63 0.18

W 3.14 -3.97 -10.72 -9.78 3.55 0.42 -0.42 0.01

O 5.34 -1.14 -10.02 -9.08 3.24 -2.10 2.10 0.34
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fair correlation for the deductions made from the used am-
monia and pyridine for the chromium site evaluation.

Furthermore, it was identified that a good relationship 
thus exists for all the molecular descriptors aforementioned 
except for aCH (-0.02) with Lewis acidity deduced via the 
use of ammonia as a molecular probe. Nevertheless, when 
pyridine was employed, all molecular descriptors showed a 
good correlation or relationship with the Lewis acidity as 
well except for the ammonia HOMO energy (-0.49) and aCH 
(-0.12) that shows a weak correlation as r is -0.4 (as shown in 
Table A2).  Findings from the study of results presented in 
Table A2 of the Supplementary Information identifies GEI, 
CP, EN, and ELUMO descriptors as better potential substi-
tutes for the use of probe adsorption energies for the study 
of Lewis acidity.

In the study of substituted metal or introduced metal 
sites, the correlation analysis result presented in Table A3 
of the  Supplementary Information shows a correlation 
coefficient of +1.00 for the relationship between ammonia 
and pyridine Lewis acidity of chromium site, r (aAc_M / 
pAc_M). The results imply that the Lewis acidity evaluati-
on with the use of ammonia positively agrees well with that 
deduced with the use of pyridine. These findings are similar 
to the reports of Liu et al. [34] and Oyegoke et al. [12], which 
made a similar deduction that shows a unity of result out-
puts in using ammonia and pyridine for the measurement 
of Lewis acidity. Moreover, analogous correlations were also 
obtained for all other descriptors except for GEI (-0.51) and 
ELUMO (-1.00), which shows a negative correlation (where 
GEI correlation was found below).

Also, all molecular descriptors were found to agree 
with Lewis acidity evaluated via the use of ammonia except 
for pyridine ionization energy, i.e., pCH (+0.54). However, 
when pyridine is used as a molecular probe, only ammonia 
aCH was found to show a fair relationship with the Lewis 
acidity with a correlation coefficient of r = +0.62, unlike ot-
hers that showed a better correlation. The findings indicate 
that chemical hardness (CH) would be a weak substitute for 
molecular probe adsorption energy as a molecular descrip-
tor to measure Lewis acidity.

The correlation assessment results for Lewis acidity 
presented in Table A4 of the  Supplementary Information 
indicate that the r (aAc_O / pAc_O) is +0.90, which signifies 
that there is a good and positive agreement between the use 
of ammonia and pyridine as a molecular probe in the eva-
luation of oxygen site Lewis acidity. Moreover, the ELUMO 
(-0.89), EHOMO (+0.96), CH (-0.98), and GEI (+1.00) sho-
wed a good correlation, while CP (-0.32) and EN (-0.32) sho-
wed a weak correlation for the outcomes obtained from the 
use of ammonia and pyridine comparison. Further study of 

the parameters shows that all molecular descriptors show 
a good relationship with the Lewis acidity measured with 
the use of ammonia except for aEN (-0.20), aCP (+0.20), 
aELUMO (-0.46), and pCH (+0.42), which indicates a weak 
correlation with the Lewis acidity. ELUMOs (p = +0.47, a 
= 0.00), aHOMO (+0.39), and aCH (-0.16) showed a weak 
correlation when pyridine was employed to evaluate the Le-
wis acidity of the oxygen sites. The findings imply that the 
use of ELUMOs, aHOMO, CHs, aEN, and aCP as potential 
molecular descriptors would result in a poor prediction for 
oxygen sites.

A positive and good correlation was identified for aEN, 
aGEI, and pELUMO, while aELUMO, pEN, and pGEI sho-
wed a negative and good correlation from the results (Table 
A2 in Supplementary Information) for Cr-Site. In the corre-
lation analysis of M-site presented in Table A3 of the Supp-
lementary Information, aGEI and pELUMO was found to 
show a good and positive correlation with Lewis acidity. In 
contrast, aELUMO was found to be the only good and nega-
tive correlation for Lewis acidity across M-site. A good and 
positive correlation was found for aELUMO and pEN, whi-
le a negative correlation was found for GEIs and pELUMO 
with Lewis acidity at O-site.

The correlation analysis of all the molecular descrip-
tors reveals GEIs, pCP, pEN, and pEHOMO correlate well 
with the Lewis acidity evaluated at all the sites using am-
monia, pyridine, and ammonia, respectively. This finding 
confirms the pyridine-based descriptors such as GEI, CP, 
EN, and EHOMO as proper molecular acidity descriptors. 
At the same time, GEI was the only ammonia-based desc-
riptor that could only serve as an alternative or substitute 
for molecular probe adsorption energy to measure catalyst 
site Lewis acidity.

The nature of the relationship between catalyst sur-
faces molecular descriptors such as ELUMO, EHOMO, E 
Gap, CH, EN, CP, and GEI in Fig. 4 (Table A1 of the Supple-
mentary Information) and Lewis acidity of the catalyst sites 
(such as Cr, M, and O in Table 2-7) are presented in Table 
A5 of the Supplementary Information.  Findings from this 
study shows that the correlation coefficient average of the 

Figure 4. Result of Chromium (Cr) Site Acidity on the CrM-Oxide Ca-
talyst Surface.
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molecular descriptors goes in the trend of CH (-0.23) < E 
Gap (-0.23) < ELUMO (-0.81) < GEI (+0.82) < CP (-0.90) 
< EN (+0.90) < EHOMO (-0.92). This result indicates that 
EN and E Gap correlate poorly while other catalyst surfa-
ce descriptors such as ELUMO, GEI, CP, EN, and EHOMO 
correlate well, but only EHOMO correlates best with the 
Lewis acidity of different catalyst sites. Therefore, this study 
identifies that GEI, ELUMO, EHOMO, CP, and EN would 
suitably describe the intensity of catalyst surface Lewis aci-
dity without the use of molecular probe adsorption energy. 
However, EHOMO describes it best as it is displayed in Tab-
le A5 of the Supplementary Information. This finding was 
contrary to Jupp et al. [43], which present that GEI would be 
the best Lewis acidity descriptor.

Assessment of Introduced Metals (M) Effect on 
CrM-oxide Catalyst Acidity

Effect of introducing metal (M) on the Cr-site Lewis 
acidity on the CrM-oxide

Here, the chromium site on a surface modified with 
tungsten was the most acidic with -11.29 to -11.87 eV ad-
sorption energy, while the molybdenum modified surface 
showed a lower acidic site with adsorption energy -1.45 to 

-3.63 eV as shown in Fig. 4.

The order of the chromium site acidity was in the follo-
wing order: CrWO3 > Cr2O3 > CrMoO3. This finding reveals 
that molybdenum on the chromium (III) oxide surface re-
duces the chromium site acidity while tungsten increases.

Effect of introduced metal (M) on the M-site Lewis 
acidity on the CrM-oxide surface

Fig. 5 shows that for the different metal sites (molybde-
num and tungsten), the molybdenum modified surface 
showed a higher acidity (with adsorption energy of -7.13 
to -7.23 eV) compared to the unmodified Cr2O3 surface. 
In comparison, the tungsten modified surface was found 
to be the most acidity site (with adsorption energy of 

-9.09 to -9.78 eV). The order of the introduced or different
metal site Lewis acidity was identified to be in the trend

Figure 5. Result of Foreign Metal (M) Site Acidity on the CrM-Oxide 
Catalyst Surface.

of CrWO3 > CrMoO3 > Cr2O3.

This study shows that both molybdenum and tungsten 
metal sites exhibit a higher Lewis acidity than their respec-
tive chromium sites, signifying that the metals' presence 
increases the Lewis acidity of the catalyst surface for better 
exchange of electrons.

Effect of introduced metal (M) on the O-site 
Lewis acidity on the CrM-oxide surface

In the evaluation of the Lewis acidity across the oxygen 
sites on different catalyst clusters, CrM-oxide (where M = 
Cr, Mo, and W metals), the results collected presented in 
Fig. 6 shows that oxygen sites found on surface modified 
with tungsten exhibits the highest Lewis acidity with an 
adsorption energy of -6.060 to -9.08 eV while the oxygen 
sites on the unmodified surface exhibit the least Lewis 
acidity with an adsorption energy of -3.16 to -4.12 eV.

However, the oxygen sites' Lewis acidity was in the 
trend: CrWO3 > CrMoO3 > Cr2O3. This trend order shows 
that the presence of Mo and W in the modified catalyst sur-
face results in an increase in the Lewis Acidity of oxygen site 
on the catalyst's respective surfaces.

CONCLUSION

With the use of the parameterized method 3 (PM3) of 
the semi-empirical theory, this work was able to inves-
tigate the influence of molybdenum (Mo) and tungsten 
(W) on the acidity of the chromium (III) oxide catalyst,
using ammonia and pyridine (computationally) as mole-
cular probes for the assessment of the catalyst sites’ Lewis 
acidity. The suitability of some molecular descriptors for
Lewis acidity prediction was also investigated as a poten-
tial alternative to the current use of probes’ adsorption
energies.

This study's findings indicate that introducing the Mo 
and W on chromium (III) oxide catalyst increases its stabi-
lity due to the broad energy bandgap identified for the fore-
ign metals' presence. Likewise, the presence of the foreign 
metals (Mo and W) was found to have increased the Cr2O3 

Figure 6. Result of Oxygen (O) Site Acidity on the CrM-Oxide Catalyst 
Surface.
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catalyst chemical hardness (CH) while, on the other side, 
resulting in a decrease in electronegativity (EN) of Cr2O3 

catalyst, which would aid in preventing the production of 
undesired products and cokes when used in dehydrogenati-
on process. Among the adsorbates considered in this study, 
pyridine (molecular probe) was found to be the most reacti-
ve and least stable, while propane was found to be the least 
reactive and most stable materials.

The evaluation of the catalyst Lewis acidity with the 
use of ammonia (as the molecular probe) reveals that chro-
mium (Cr) is the most acidic site across on the catalyst sur-
faces when compared to its oxygen (O) site. Although intro-
ducing foreign metals like Mo and W on it indicates that the 
catalyst surfaces modified with molybdenum (Mo) would 
suppress the catalyst's acidity. At the same time, tungsten 
(W) would accelerate the acidity, indicating that the intro-
duction of Mo reduces the acidity while W increases it.  The 
study further identifies that these findings were in line with 
that made from the use of pyridine.

Moreover, the chromium site acidity order reveals that 
the presence of molybdenum on the Cr2O3 surface reduces 
the chromium site acidity while tungsten increases it, unli-
ke the oxygen acidity that increases in the presence of either 
Mo or W. The acidity of introduced (or foreign) metal si-
tes was identified to be more acidic relative to unmodified 
Cr2O3, which increases the total catalyst acidity for better 
exchange of electrons due to their higher Lewis acidity(s) 
when compared to their respective chromium sites on their 
modified surfaces. This finding shows that tungsten would 
be more promising when compared to Mo-modified Cr2O3 

due to the high Lewis acidity of W-modified Cr2O3 for the 
dehydrogenation process.

ACKNOWLEDGMENT

The authors wish to thank the management of the Che-
mical Engineering Department of ABU Zaria for their 
constant interest and valuable advice in this project. Also, 
the first author wishes to acknowledge the financial sup-
port of the PTDF that made my program a success.

ABBREVIATION

aAc Ammonia-based Lewis acidity of …

pAc Pyridine-based Lewis acidity of …

CP Chemical potential, μ

CH Chemical hardness, η

Cr Chromium Site

DFT  Density functional theory 

E Total energies of the structures

EA Electron affinity

Eads   Adsorption energy

E-gap Bandgap

EHOMO The energy of HOMO orbital

ELUMO  The energy of LUMO orbital

EN Electronegativity, χ

Ep  The total energy of adsorbate (p)

Epq   The total energy of the catalyst slab 
with adsorbate (pq)

Eq  The total energy of the free cluster or 
catalyst slab (q) or E-surface

H Hydrogen atom

HOMO Highest occupied molecular orbital

IE Ionization energy 

GEI Global electrophilicity index, ω

IR Infrared spectra

L The bond length in angstrom 

LUMO  Lowest unoccupied molecular orbital

M Foreign metal introduced metal or pro-
moter sites

MMFF Molecular mechanics force field

Mo Molybdenum atom

P1  Propyl-1

P2  Propyl-2

PM3  Parameterized method three approxi-
mation of semi-empirical theory

r  Correlation coefficient
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r (aAc) The correlation coefficient of ammo-
nia-based Lewis acidity (aAC) to …

r (pAc) The correlation coefficient of pyridine-
based Lewis acidity (pAC) to …

W Tungsten atom

R e f e r e n c e s

1. Budavari S. Propylene. The Merck Index, 12th ed., New Jersey:
Merck & Co., 1996, p. 1348–1349.

2. Ren Y, Zhang F, Hua W, Yue Y, Gao Z. “ZnO supported on high
silica HZSM-5 as new catalysts for dehydrogenation of propane to 
propene in the presence of CO2,” Catalysis Today, 2009; 148(3-4):
316-322. 

3. Yan L, Zhen H, Jing L, Kang-Nian F. “Periodic Density Functional 
Theory Study of Propane Dehydrogenation over Perfect Ga2O3
(100),” Surface, J. Phys. Chem. C, 2008, 112(51):20382–20392.

4. Ming L, Yi A, Xing G, Zhi J, De C. “First-Principles Calculations
of Propane Dehydrogenation over PtSn Catalysts,” ACS Catalysis,
2012, 2(6):1247–1258.

5. Lauri N, Karoliina H. “Selectivity in Propene Dehydrogenation on 
Pt and Pt3Sn Surfaces from First Principles,” ACS Catalysis, 2013,
3(1):3026−3030. 

6. Timothy H. “Computational study of the catalytic dehydrogenation 
of propane on Pt and Pt3Ga catalysts,” Doctoral Thesis, 2015.

7. Stephanie S, Maarten K, Vladimir V, Evgeniy A, Marie-Françoise R, 
Guy B. “The Positive Role of Hydrogen on the Dehydrogenation of 
Propane on Pt (111),” ACS Catalysis, 2017, 7(11): 7495–7508. 

8. Biloen P, Dautzenberg F, Sachtler W. “Catalytic dehydrogenation
of propane to propene over platinum and platinum-gold alloys,”
Journal of Catalysis, 1977, 50(1): 77-86. 

9. Benco L, Bucko T, Hafner J. “Dehydrogenation of propane over
ZnMOR. Static and dynamic reaction energy diagram,” Journal of 
catalysis, 2011, 277(1): 104-116. 

10. Li H, Yue Y, Miao C, Xie Z, Hua W, Gao Z. “Dehydrogenation of
ethylbenzene and propane over Ga2O3–ZrO2 catalysts in the
presence of CO2,” Catalysis Communications, 2007, 8(9): 1317-1322. 

11. Ming-Lei Y, Yi-An Z, Chen F, Zhi-Jun S, De C, Xing-Gui Z. “DFT 
study of propane dehydrogenation on Pt catalyst: effects of step
sites,” Physical Chemistry, Chemical Physics, 2011, 13(1): 3257–3267. 

12. Oyegoke T, Dabai FN, Uzairu A, Jibril BY. “Insight from the
Study of Acidity and Reactivity of Cr2O3 Catalyst in Propane
Dehydrogenation: A Computational Approach,” Bayero Journal of 
Pure and Applied Sciences, 2018, 11(1): 178-184. 

13. Gascón J, Téllez C, Herguido J, Menéndez M. “Propane
dehydrogenation over a Cr2O3/Al2O3 catalyst: transient kinetic
modeling of propene and coke formation,” Applied Catalysis A:
General, 2003, 248(1-2): 105-116. 

14. Parthasarathi R, Subramanian V, Royb D, Chattaraj P.
“Electrophilicity index as a possible descriptor of biological activity,” 

Bioorganic & Medicinal Chemistry, 2004, 12(1): 5533-5543. 
15. Bendjeddou A, Abbas T, Gouasmia AK, Villemin D. “Molecular

structure, HOMO-LUMO, MEP, and Fukui function analysis
of some TTF donor substituted molecules using DFT (B3LYP)
calculations,” Int Res J Pure Appl Chem, 2016, 12(1):1-9. 

16. Parr R, Szentpály L, Liu S. “Electrophilicity Index,” J. Am. Chem.
Soc., 1999, 121(1): 1922-1924. 

17. Pratim K, Utpal S, Debesh R, “Electrophilicity Index,” Chemical
Review, 2006, 106(1): 2065-2091. 

18. Domingo L, Ríos-Gutiérrez M, Pérez P. “Applications of the
Conceptual Density Functional Theory Indices to Organic
Chemistry Reactivity,” Molecules, 2016, 21(748): 1-22. 
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APPENDIX

Table A1. Molecular Properties of the Catalysts.

Name Formula ELUMO (eV) EHOMO (eV) E (eV) E Gap, (eV) CH, η (eV) EN, χ (eV) CP, μ (eV) GEI, ω (eV)

Chromia Cr₂O₃ -2.68 -14.51 -0.88 11.83 5.92 8.60 -8.60 3.12

Mo-Chromia CrMoO₃ -1.31 -14.89 -0.73 13.58 6.79 8.10 -8.10 2.42

W-Chromia CrWO₃ 0.37 -12.80 -2.26 13.17 6.59 6.22 -6.22 1.47

Table A2. Correlation of Cr-Site Lewis Acidity Results.

aELUMO 
(eV)

aEHOMO 
(eV) aAc_Cr

aCH, 
η 

(eV)

aEN, 
χ 

(eV)

aCP, 
μ 

(eV)

aGEI, 
ω 

(eV)

pE 
LUMO 

(eV)

pEHOMO 
(eV) pAc_Cr

pCH, 
η 

(eV)

pEN, 
χ 

(eV)

pCP, 
μ 

(eV)

pGEI, 
ω 

(eV)

aELUMO (eV) 1.00

aEHOMO (eV) 0.58 1.00

aAc_Cr -1.00 -0.57 1.00

aCH, η (eV) 0.01 -0.81 -0.02 1.00

aEN, χ (eV) -0.82 -0.94 0.81 0.57 1.00

aCP, μ (eV) 0.82 0.94 -0.81 -0.57 -1.00 1.00

aGEI, ω (eV) -0.90 -0.87 0.90 0.42 0.99 -0.99 1.00

pELUMO (eV) -0.89 -0.89 0.88 0.46 0.99 -0.99 1.00 1.00

pEHOMO (eV) -0.88 -0.90 0.87 0.48 0.99 -0.99 1.00 1.00 1.00

pAc_Cr -0.99 -0.49 1.00 -0.12 0.75 -0.75 0.85 0.79 0.82 1.00

pCH, η (eV) 0.85 0.92 -0.84 -0.53 -1.00 1.00 -0.99 0.83 -1.00 -0.78 1.00

pEN, χ (eV) 0.88 0.90 -0.87 -0.47 -0.99 0.99 -1.00 -1.00 -1.00 -0.82 1.00 1.00

pCP, μ (eV) -0.88 -0.90 0.87 0.47 0.99 -0.99 1.00 -1.00 1.00 0.82 -1.00 -1.00 1.00

pGEI, ω (eV) 0.73 0.98 -0.72 -0.67 -0.99 0.99 -0.95 -0.96 -0.97 -0.65 0.98 0.97 -0.97 1.00
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Table A3. Correlation of M-Site Lewis Acidity Results.

aELUMO 
(eV)

aEHOMO 
(eV) aAc_M

aCH, 
η 

(eV)

aEN, 
χ 

(eV)

aCP, 
μ 

(eV)

aGEI, 
ω 

(eV)

pELUMO 
(eV)

pEHOMO 
(eV) pAc_M

pCH, 
η 

(eV)

pEN, 
χ 

(eV)

pCP, 
μ 

(eV)

pGEI, 
ω 

(eV)

aELUMO (eV) 1.00

aEHOMO (eV) -0.79 1.00

aAc_Cr 1.00 -0.78 1.00

aCH, η (eV) 0.81 -1.00 0.80 1.00

aEN, χ (eV) 0.77 -1.00 0.75 1.00 1.00

aCP, μ (eV) -0.77 1.00 -0.75 -1.00 -1.00 1.00

aGEI, ω (eV) -0.83 0.32 -0.84 -0.35 -0.28 0.28 1.00

pELUMO (eV) -1.00 0.80 -1.00 -0.82 -0.78 0.78 0.82 1.00

pEHOMO (eV) -0.83 1.00 -0.82 -1.00 -0.99 0.99 0.38 0.84 1.00

pAc_Cr 1.00 -0.83 1.00 0.85 0.81 -0.81 -0.79 -1.00 -0.87 1.00

pCH, η (eV) 0.56 -0.95 0.54 0.94 0.96 -0.96 -0.01 -0.58 -0.93 0.62 1.00

pEN, χ (eV) 0.92 -0.97 0.90 0.98 0.96 -0.96 -0.54 -0.92 -0.98 0.94 0.85 1.00

pCP, μ (eV) -0.92 0.97 -0.90 -0.98 -0.96 0.96 0.54 0.92 0.98 -0.94 -0.85 -1.00 1.00

pGEI, ω (eV) 0.90 -0.98 0.89 0.98 0.97 -0.97 -0.51 -0.91 -0.99 0.93 0.86 1.00 -1.00 1.00

Table A4. Correlation of O-Site Lewis Acidity Results.

aELUMO 
(eV)

aEHOMO 
(eV) aAc_O

aCH, 
η 

(eV)

aEN, 
χ 

(eV)

aCP, 
μ 

(eV)

aGEI, 
ω 

(eV)

pELUMO 
(eV)

pEHOMO 
(eV) pAc_O

pCH, 
η 

(eV)

pEN, 
χ 

(eV)

pCP, 
μ 

(eV)

pGEI, 
ω 

(eV)

aELUMO (eV) 1.00

aEHOMO (eV) -0.92 1.00

aAc_Cr -0.46 0.77 1.00

aCH, η (eV) 0.99 -0.97 -0.60 1.00

aEN, χ (eV) -0.77 0.47 -0.20 -0.66 1.00

aCP, μ (eV) 0.77 -0.47 0.20 0.66 -1.00 1.00

aGEI, ω (eV) -0.84 0.98 0.87 -0.91 0.30 -0.30 1.00

pELUMO (eV) -0.89 1.00 0.82 -0.95 0.39 -0.39 1.00 1.00

pEHOMO (eV) -0.79 0.96 0.91 -0.88 0.22 -0.22 1.00 0.98 1.00

pAc_Cr 0.00 0.39 0.89 -0.16 -0.63 0.63 0.55 0.47 0.62 1.00

pCH, η (eV) -1.00 0.90 0.42 -0.98 0.81 -0.81 0.80 0.86 0.75 -0.05 1.00

pEN, χ (eV) 0.85 -0.99 -0.86 0.92 -0.32 0.32 -1.00 -1.00 -0.99 -0.53 -0.82 1.00

pCP, μ (eV) -0.85 0.99 0.86 -0.92 0.32 -0.32 1.00 1.00 0.99 0.53 0.82 -1.00 1.00

pGEI, ω (eV) -0.84 0.98 0.87 -0.91 0.30 -0.30 1.00 1.00 1.00 0.55 0.80 -1.00 1.00 1.00
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Table A5. Correlation of Lewis Acidity and Catalyst Surfaces’ Molecular Descriptors.

ELUMO 
(eV)

EHOMO 
(eV)

CH, η 
(eV)

EN, 
χ 

(eV)

CP, μ 
(eV)

GEI, 
ω 

(eV)

E Gap 
(eV) aAc_Cr aAc_M aAc_O pAc_Cr pAc_M pAc_O

ELUMO (eV) 1.00

EHOMO (eV) 0.80 1.00

CH, η (eV) 0.69 0.13 1.00

EN, χ (eV) -0.97 -0.93 -0.48 1.00

CP, μ (eV) 0.97 0.93 0.48 -1.00 1.00

GEI, ω (eV) -1.00 -0.82 -0.67 0.97 -0.97 1.00

E Gap (eV) 0.69 0.13 1.00 -0.48 0.48 -0.67 1.00

aAc_Cr -0.50 -0.91 0.28 0.71 -0.71 0.52 0.29 1.00

aAc_M -0.95 -0.95 -0.44 1.00 -1.00 0.96 -0.43 0.74 1.00

aAc_O -1.00 -0.77 -0.73 0.95 -0.95 1.00 -0.73 0.45 0.93 1.00

pAc_Cr -0.57 -0.95 0.19 0.77 -0.77 0.60 0.19 1.00 0.80 0.53 1.00

pAc_M -0.92 -0.97 -0.35 0.99 -0.99 0.93 -0.35 0.80 1.00 0.89 0.85 1.00

pAc_O -0.91 -0.98 -0.34 0.99 -0.99 0.92 -0.33 0.81 0.99 0.89 0.86 1.00 1.00

Average of 
Ac(s) -0.81 -0.92 -0.23 0.90 -0.90 0.82 -0.23 - - - - - -

Table A6. The Geometry of Different Structures Optimized by the PM3 method.

Molecular probe and other small molecules

Ammonia

Propane

Propyl-2

Propyl-1

Hydrogen atom

Pyridine
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Table A6. The Geometry of Different Structures Optimized by the PM3 method (continued).

Catalyst clusters

Unmodified cluster Mo-modified cluster W-modified cluster

Adsorption of ammonia probe on chromium, Cr-sites

Unmodified cluster

Mo-modified cluster

W-modified cluster

Adsorption of ammonia probe on modified M-sites (M = W, Mo)

Unmodified one, M = Cr,
 remaining unchanged

M = Mo-site

M = W-site

Adsorption of ammonia probe on oxygen, O-sites

Unmodified cluster
Mo-modified cluster

W-modified cluster
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Table A6. The Geometry of Different Structures Optimized by the PM3 method (continued).

Adsorption of pyridine probe on chromium, Cr-sites

Unmodified cluster Mo-modified cluster W-modified cluster

Adsorption of pyridine probe on modified M-sites (M = W, Mo)

M = Mo-site M = W-site

Unmodified one, M=Cr, 
remaining unchanged

Adsorption of pyridine probe on oxygen, O-sites

Mo-modified cluster Mo-modified cluster Mo-modified cluster
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In the past few years, Wireless Sensor Networks 
(WSNs) have been evolving in many different as-

pects such as agricultural, industrial, and surveillan-
ce. In order to collect sensor data, the wireless nodes 
are deployed in an area with a specific network topo-
logy. Although there are various network topologies 
to deploy WSNs, the geographic conditions of the gi-
ven area and the purpose of the application have still 
vital importance to decide the structure of network 
topology. Especially, when linear structures like pipe-
lines, railways, roads or tunnels need to be monitored, 
WSN are formed as linear network topology which is 
known as linear-WSN (LWSN) [1].

In a typical LWSN, the sensor nodes are commu-
nicated within a hierarchical order. The hierarchical 
structure requires the single-hop communication mo-
del between the transmitting and receiving nodes. Ge-
nerally, for an outdoor deployment, the communication 
range between these nodes is desired to be kept as high 
as possible. For this reason, it is necessary to use proper 
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radio transceiver that enables long-range communica-
tion distances. During the last years, the LoRa (Long 
Range) which is one of the low-power wide-area net-
works (LPWAN) technologies operating in the license-
free ISM frequency band technology offers important 
advantages in communication range [2]. Its efficiency 
has been experimentally proven by various studies [3-
12]. Recently, it has been also adapted to several LWSN-
based applications [13-15].

On the other hand, real-world deployment of 
LWSNs requires an accurate prediction of network co-
verage and performance. In this context, a great unders-
tanding of the propagation impairments that affect the 
propagation links is strictly needed for designing such 
networks. One of the impairments adversely affecting 
the links is already known as path loss which describes 
the variation in the received signal power based on the 
distance between the receiving and transmitting nodes. 
Path loss also depends on the area or environment whe-
re the network is deployed. In this context, the environ-

A B S T R A C T

This article presents a preliminary propagation study on the accuracy of empirical path 
loss models for efficient planning and deployment of a linear wireless sensor network 

(LWSN) based on long range (LoRa) enabled sensor nodes in suburban and rural envi-
ronments. Real-world deployment of such network requires accurate path loss modelling 
to estimate the network coverage and performance. Although several models have been 
studied in the literature to predict the path loss for LoRa links, the assessment of empirical 
path loss models within the context of low-height peer to peer configured system has not 
been provided yet. Therefore, this study aims at providing a performance evaluation of 
well-known empirical path loss models including the Log-distance, Okumura, Hata, and 
COST-231 Hata model in a peer to peer configured system where the sensor nodes are 
deployed at the same low heights. To this end, firstly, measurement campaigns are carried 
out in suburban and rural environments by utilizing LoRa enabled sensor nodes operating 
at 868 MHz band. The measured received signal strength values are then compared with 
the predicted values to assess the prediction accuracy of the models. The results achieved 
from this study show that the Okumura model has higher accuracy.

INTRODUCTION 

Keywords: 
Propagation models; LoRa; Path loss; Suburban; Rural.

http://orcid.org/0000-0002-9739-7619
http://orcid.org/0000-0002-9459-0042


Y.
 D

al
ve

re
n1

 a
nd

 A
. K

ar
a/

 H
itt

ite
 J 

Sc
i E

ng
, 2

02
0,

 7
 (4

) 3
13

–3
20

314

based on LoRa enabled sensor nodes or transceivers in su-
burban and rural environments such as [15].

The article is organized as follows. In the following sec-
tion, LWSN-based monitoring system is overviewed. The 
details about the field measurements are then presented in 
Section 3. Next, the path loss models investigated under this 
study are described in Section 4. In Section 5, the compa-
rison results are provided and discussed. Conclusions are 
given in the last section.

RELATED WORK

The LWSN-based system in [15] is proposed as an alter-
native to traditional cathodic protection (CP) monitoring 
of oil and natural gas pipeline systems. Contrary to tradi-
tional CP monitoring systems, as a novelty, the proposed 
system is designed to be used in extreme environments 
(deep valleys, desserts, etc.) where the communication 
infrastructure is limited or unavailable. The main struc-
ture of the system is illustrated in Fig. 1. As shown in the 
figure, the system consists test posts (TPs), each of which 
have a sensor node connected to the measurement unit. 
Here, low-bit sensor nodes with low-antenna height are 
used to provide bidirectional links. In this way, each TP is 
able to transmit the collected data through the neighbour 
TPs in a sequence.

In this system, the sensor nodes typically include LoRa 
module to achieve the maximum reasonable communicati-
on range. Evidently, a large-scale deployment of this system 
requires accurate characterization of the propagation chan-
nel. As mentioned previously, most of the existing works on 
the performance of LoRa coverage use the gateways/trans-
mitters located much higher than the mobile terminals/
receivers. However, when the system architecture shown 
in Fig. 1 is concerned, it is necessary to provide accurate 
models for peer to peer configuration where the transmit-
ter and the receiver are located at the same low heights. 
Otherwise, inaccurate models will result in poor decision 
making during large-scale deployment of the LWSN system. 
Accordingly, for an accurate deployment of the given sen-
sor network, the effects of the distance between the sensor 
nodes and the environmental conditions on the LoRa links 
in suburban and rural environments should be examined.

mental conditions (terrain profile or topography) in terms 
of buildings, mountains, and hills that directly impact on 
path loss must be taken into account. Therefore, real-world 
deployment of LSWNs require accurate path loss modelling 
to estimate the network coverage.

Even though there are several path loss models that 
can be applicable to outdoor links for various bands, there 
has been no specific model to predict the path loss for LoRa 
links until now. However, many empirical path loss models 
have been studied in the literature, most of which consider 
the urban environment [8-10, 16-20]. Only few studies have 
evaluated empirical path loss models for suburban and/or 
rural environments [8, 9, 19, 20]. It is worth noting that these 
studies are based on base station/gateway to mobile termi-
nal configuration where the transmitter is deployed higher 
than the receivers. As far as we know, the assessment of 
well-known empirical path loss models within the context 
of low-height peer to peer configured system for LoRa links 
has not been provided yet.

This study presents preliminary propagation study for 
accurate deployment of a LWSN-based monitoring system 
proposed in [15]. The main purpose is to provide perfor-
mance evaluation of well-known empirical path loss models, 
namely the Log-distance, Okumura, Hata, and COST-231 
Hata model in a low-height peer to peer configured system. 
In this context, the predicted received signal strength indi-
cator (RSSI) values are compared with the propagation me-
asurements carried out in suburban and rural areas at 868 
MHz using LoRa enabled sensor nodes in order to evaluate 
the prediction accuracy of the models. The comparison re-
sults show that the Okumura model has higher prediction 
accuracy when compared to other models. Thus, to the 
best of our knowledge, this is the first study in the literature 
that provides the assessment of well-known empirical path 
loss models within the context of low-height peer to peer 
configured system for LoRa links. Besides, it is believed that 
the initial results achieved from in this study offer useful 
insights for efficient planning and deployment of LWSNs 

Figure 1. The LWSN-based Monitoring System [15]. Figure 2. Link configuration of the measurement campaign.
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MEASUREMENT SETUP

In order to evaluate the accuracy of the well-known em-
pirical path loss models for suburban and urban environ-
ments, a set of propagation measurements are taken by 
the LoRa enabled sensor nodes. Fig. 2 shows the concep-
tual overview of the measurement setup.

The measurement setup consists of a transmitter node 
(Tx) and a receiver node (Rx). For receiving purposes, the 
sensor node shown in Fig. 3 is used. It comprises a microst-
rip antenna with 1 dBi gain [21] and a LoRa (SX1276) module 
which is stacked on Arduino Mega board. For transmitting 
purposes, the sensor node which is designed to be used in 
the LWSN-based system discussed in the previous section 
is used (Fig. 4). It comprises a LoRa module, two directive 
antennas, and a RF splitter for coupling the LoRa output to 
the antenna ports. In fact, it is designed to use two direc-
tive antennas placed back-to-back to provide bidirectional 
links in a real deployment. However, for this study, one of 
the ports of the Tx was disabled by connecting a standard 
flat antenna to provide peer to peer configuration. An iden-

tical antenna used in the Rx was then connected to the other 
port of the Tx. By means of 1 m SMA cable, the microstrip 
antennas of the nodes were then mounted on the top of the 
stands with equal heights above the ground (1.8 m). On the 
other hand, the LoRa settings and the configurations used 
for the Tx and the Rx are listed in Table 1.

The measurements were performed in suburban and 
rural environments around the Atilim University campus 
located in Incek, Ankara (Turkey). The suburban environ-
ment is composed of a combination of trees, weeds, and 
buildings with about 4 m, 10 cm, and 7 m heights as shown 
in Fig. 5 (a). The rural environment is mainly composed of 
weeds with 10 cm height (Fig. 5 (b)).

During the measurements, the Tx was fixed at a labora-
tory of the Atilim University, and the Rx was moved by follo-
wing a specific path over the measurement points. The pro-
pagation environments considered for the measurements is 
non line-of-sight (NLOS) because of no direct visibility bet-
ween the Tx and Rx in the measurement points. The sepa-
ration distance between the Tx and the Rx (d) varied in the 
range of 0.5–5 km. At the measurement points, the Tx was 
configured to send 100 packets. The measurements were 
repeated five times to remove local propagation (multipath) 
effects. In total, over 40 measurements were taken at 8 me-
asurement points in each environment. Mean RSSI values 

Figure 3. The receiver node (Rx) used for path loss measurements.

Figure 4. The transmitter node (Tx) used for path loss measurements.

Table 1. LoRa settings and the configurations used for the Tx and Rx.

Parameters for the Measurements

Spreading factor 7

Bandwidth 125 kHz

Coding rate 4/5

Output power 17 dB

Center frequency 868 MHz

Payload length 8 bytes

Preamble 6 �ymbols

Figure 5. (a) Suburban environment, (b) Rural environment.
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were then calculated using the recorded measurements. For 
LoRa (SX1276), it is useful to note that the RSSI is a measure 
of the incoming signal power at RF input port (Pr, in dBm) 
where the signal power (RssiValue) can be expressed as [22]

2 rRssiValue P β= − ⋅ + (1)

where is β is the RSSI offset (in dB). The effective signal 
strength (in dBm) is then obtained as follows

2
RssiValueRSSI −= (2)

Besides, in order to evaluate the signal strength of the 
received packet, the following expression is also used

( ) 157 packetPacket Strength dBm RSSI= − +                   (3)

where RSSIpacket is an averaged of RSSIs.

Moreover, Packet Reception Ratio (PRR), which is the 
proportion of the number of packets successfully received to 
the packets transmitted in total, were calculated at each me-
asurement point where the targeted packet reception rate 
(PRR) is around 95% for the low bit rate LWSN system in [15].

PATH LOSS MODELS

To get a deeper insight of wireless channel characteriza-
tion, an analysis of the propagation in terms of received 
power is required. Typically, the received power (Pr, in 
dBm) can be calculated as [23]

r t r t pP P G G L= + + − (4)

where Pt is transmitted power (in dBm), Gr and Gt are the 
antenna gains respectively of the receiver and transmit-
ter (in dB), and Lp is the path loss (in dB) which is an atte-
nuation that is caused by the range between the receiver 
and the transmitter as well as the characteristics of the 
environment. As the Lp significantly affects the propaga-
tion links, it needs to be predicted for an accurate design 
of the networks.

In the following, the empirical path loss models for 
rural and suburban links that can be used in the frequency 
band dedicated to LoRa in Europe (868 MHz) are presented.

Log-distance Model

As it is widely known, the propagation channels based on 
theoretical or measurement indicate that the average Pr 

tends to decrease logarithmically with distance. This can 
be expressed by [24]

( ) ( ) ( )
00   10 ,d

p p dL d L d nlog Xσ= + + (5)

where Lp(d) is the path loss (in dB) for a transmitter-re-
ceiver separation distance d (in meters), Lp(d0) is the re-
ference path loss (in dB) calculated using the free space 

path loss formulation at a given reference distance d0 (in 
meters), n is the path loss exponent which varies based on 
the propagation environment, Xσ is the shadowing effect 
that is a zero-mean Gaussian random variable with stan-
dard deviation σ (in dB).

Okumura Model

The Okumura model, which is one of the most used mo-
dels in radio propagation, is applicable for the frequency 
range between 150 MHz and 1920 MHz and the distan-
ces between 1 km and 100 km. To determine the Lp, firstly, 
the free space path loss between the measurement points 
is determined. Then, the value of the median attenuation 
relative to free space and correction factors are added. It 
can be expressed as [25]

( ) ( )   p f t r AL L A G h G h Gµ= + − − − (6)

where Lf is the free space path loss, Aμ is the median at-
tenuation relative to free space, G(ht) is the transmitter 
or base station antenna height gain factor, G(hr) is the 
receiver or mobile antenna height gain factor, and GA is 
the gain that varies according to the environment. The 
values of Aμ and GA can be reached from the Okumura’s 
empirical plots [24, 25]. The G(ht) and G(hr) can be calcu-
lated from the following expressions

( ) ( )20020  1000 30 ,th
t tG h log for m h m= > >                (7)

( ) ( )310  3 ,rh
r rG h log for h m= ≤    (8)

( ) ( )320  10 3 .rh
r rG h log for m h m= > > (9)

Hata Model

The Hata model is another widely used model to pre-
dict path loss in radio propagation. It formulates the 
Okumura’s empirical plots for various parameters. It is 
applicable for the frequency range between 150 MHz and 
1500 MHz and the distances between 1 km and 20 km. 
This model is presented to calculate the Lp in urban envi-
ronments, however, it incorporates path loss factors and 
correction factor for the applications in suburban and ru-
ral environments. The path loss in urban environments 
(Lp,urban) is expressed as [26]

, 69.55 26.16 13.82 

44.9 6.( 55 ) 
rp urban c t h

t

L logf logh

logh logd

α= + − −

+ −
      (10)

where fc is the frequency (in MHz), ht is the transmitter or 
base station antenna height ranging from 30 m to 200 m, 
hr is the receiver or mobile antenna height ranging from 
1 m to 10 m, d is defined in (5), and 

rhα  is the correction 
factor for the receiver antenna height (in dB). It is given 
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for a small to medium sized city by

( )1.1 0.7 1.56 0.8 .( )
rh c r clogf h logfα = − − −               (11)

Then, the path loss in a suburban environment is obta-
ined by

2
, , /2[ ( 28)] 5.4,p suburban p urban cL L log f= − − (12)

and the path loss in a rural environment is obtained by

2
, , 4.78 18.33 40.98.p rural p urban c cL L logf logf= − + −   (13)

COST-231 Model

This model is developed as an extended version of the 
Hata model which is designed to be used in the frequency 
band ranging from 500 MHz to 2000 MHz. It is widely 
used to predict path loss due to its simplicity. The model 
can be expressed as follows [27]

46.3 33.9 13.82 

44.9 6.55 ) log(
rp c t h

t m

L logf logh

logh d C

α= + − −

+ − +
(14)

where the parameters fc, ht, hr, rhα  , and d are defined in 
(10) while the correction factor (Cm) is defined as 0 dB for
suburban or rural environments.

RESULTS AND ANALYSIS

In order to assess the prediction accuracy of the empiri-
cal path loss models under this study, the RSSI measure-
ments are compared with the simulation data obtained 
using the models. Fig. 6 and Fig. 7 show comparison bet-
ween the measured and the models in rural and subur-
ban link, respectively. Table 2 and Table 3 also present the 
corresponding values. It should be noted that the path 
loss exponent n is determined as 6 dB while the parame-
ter Xσ is determined as 2.8 and 3.2 for rural and suburban 

Figure 6. Comparison of the measured and simulated data (rural). Figure 7. Comparison of the measured and simulated data (suburban).

Table 2. Mean values of the RSSI measurement and the simulation data in rural link (dBm).

Method
Distance (m)

500 1000 1600 2000 2900 4000 4700

Measurement -102.1 -109.8 -112.2 -113.1 -105.9 -113.1 -120.2

Log-distance model -93.8 -102.2 -107.9 -110.6 -115.2 -119.1 -121

Okumura model -101.8 -107.9 -111.9 -113.9 -117.1 -119.9 -121.3

Hata model -81.71 -94.7 -103.5 -107.7 -114.7 -120.7 -123.8

COST-231 Hata model -109.6 -122.6 -131.4 -135.6 -142.6 -148.6 -151.7

Table 3. Mean values of the RSSI measurement and the simulation data in suburban link (dBm).

Method
Distance (m)

100 400 720 1100 1500 1900 2460 2960

Measurement -72.9 -113 -123.2 -116.1 -101 -121.4 -113.3 -124.1

Log-distance model -82.2 -101.5 -109.6 -115.5 -119.8 -123.1 -126.7 -129.3

Okumura model -92.8 -104.9 -110 -113.7 -116.4 -118.4 -120.7 -122.3

Hata model -70 -96.1 -107.1 -115.1 -120.9 -125.3 -130.2 -133.6

COST-231 Hata model -79.4 -105.4 -116.5 -124.4 -130.2 -134.7 -139.5 -142.9



Y.
 D

al
ve

re
n1

 a
nd

 A
. K

ar
a/

 H
itt

ite
 J 

Sc
i E

ng
, 2

02
0,

 7
 (4

) 3
13

–3
20

318

link, respectively [24]. Besides, for the COST-231 Hata 
model, the parameter Cm is defined as 0 dB for both rural 
and suburban link [24, 27]. Moreover, for the Okumura 
model, the parameter Aμ is defined as 19 dB while the 
parameter GA is defined as 26.5 dB and 21.5 dB for rural 
and suburban link, respectively [24, 25].

At first glance, as can be seen from the results achie-
ved for the rural link, the measured RSSI values agree well 
with the Log-distance and Okumura model simulation, and 
mostly agree with the Hata model simulation. However, the 
predicted values by the COST-231 Hata differ from the RSSI 
values. In rural link, it is worth noting that the PRR subs-
tantially reduced beyond the measurement point at 4.7 km 
(above 95%). Beyond that point, as the percentage of losses 
dramatically increased, it is determined as the maximum 
achievable communication distance.

On the other hand, the results achieved for the subur-
ban link show that the predicted values obtained by the 
Log-distance, Okumura, and Hata model relatively agree 
with the RSSI values while the predicted values obtained by 
the COST-231 Hata model again differ from the RSSI values. 
Here, based on the PRRs, the maximum achievable distance 
is also found to be 2.7 km for suburban link.

The prediction errors of the path loss models are also 
calculated to evaluate their performance in detail. To do 
this, the error statistics such as the mean absolute error (∆e), 
the standard deviation of the prediction error (σe), and the 
mean prediction error (μe) are used [16]. The metric μe can 
be calculated by

1
1 N

e RSSIiNµ
=

= ∆∑ (15)

where N denotes the number of samples, and ∆RSSI is the 
difference between the predicted data (RSSIp) and measu-
red data (RSSIm) which can be obtained by

.RSSI p mRSSI RSSI∆ = − (16)

The metric ∆e and σe can be then calculated by

1
1 ,N

e RSSIiN =
∆ = ∆∑ (17)

and

2
1

1 ( ) .N
RSSI eiNσ

=
= ∆ − ∆∑ (18)

Thus, the prediction errors of the models are listed in 
Table 4 and Table 5 for rural and suburban link, respectively. 
Here, a negative or positive value of the μe metric indicates 
that the model underestimates or overestimates the recei-
ved signal power. Moreover, ∆e corresponds to the predicti-
on accuracy of the models. In this context, the small value of 
∆e indicates that the model has higher prediction accuracy. 

Based on the results listed in Table 4, it is clear that the Log-
distance and Hata model overestimate the received signal 
power in rural link while other models underestimate the 
received signal power. It is also evident that the Okumura 
model has higher prediction accuracy when compared to 
other models (∆e= 3,2, σe= 7,2). According to the results 
provided in Table 5, all path loss models underestimate the 
received signal power in suburban link. For this case, ho-
wever, the Okumura, Log-distance and Hata model behave 
similarly and achieve similar prediction accuracy when con-
sidering ∆e and σe. Yet, the Okumura model seems to have 
relatively higher prediction accuracy (∆e= 8,9, σe= 15,1) than 
the other models. On the other hand, one of the important 
factors that highly affect the performance of the COST-231 
Hata model is the parameter Cm. Although it is defined as 
0 dB for both suburban and open (rural) environments in 
many sources in the literature, it may have lower values 
when the rural environment conditions are considered. Ho-
wever, this requires more experimental study and compre-
hensive analysis.

In order to assess the prediction accuracies of the mo-
dels in more detail, the Cumulative Distribution Function 
(CDF) for a Gaussian (in dB) distribution function of |∆RSSI| 
for all models in rural and suburban link are represented 
in Fig. 8 and Fig. 9, respectively. From the figures, it is cle-
ar that the COST-231 Hata model has the worst prediction 
accuracy in both rural and suburban link. From Fig. 8, on 
the other hand, it can be observed that the Okumura model 
achieves the best prediction accuracy where it manages to 
achieve 38% of the points that have an error under 5 dBm 
while the Log-distance the Hata model achieve 33% and 12% 
of the points, respectively. As shown in Fig. 9, the accuracy 
of the models is significantly reduced where the Okumura 
model only manages to achieve 17% of the points that have 
an error under 5 dBm while the Log-distance the Hata mo-
del achieve 10% and 16% of the points, respectively. Thus, 
although the Okumura model has slightly better prediction 

Table 4. Prediction errors of the models (rural).

Error 
Metric

Log-
distance Okumura Hata COST-231 

Hata

μe 0,9 -2,5 4,2 -23,7

∆e 5,5 3,2 9,9 23,7

σe 7,7 7,2 12 48,5

Table 5. Prediction errors of the models (suburban).

Error 
Metric

Log-
distance Okumura Hata COST-231 

Hata

μe -2,9 -1,7 -1,8 -11

∆e 9,3 8,9 10,9 14,6

σe 16,1 15,1 18 28,6
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accuracy than the Hata model, it is still necessary to enrich 
the number of measurements in order to achieve certain 
performance results in suburban link. This, in fact, cons-
titutes a part of future works as discussed in the following 
section.

CONCLUSION AND FUTURE WORK

In this work, an assessment of well-known empirical 
path loss models (the Log-distance, Okumura, Hata, and 
COST-231 Hata model) within a context of low-height 
peer to peer configured system for LoRa links in subur-
ban and rural environments is provided. The accuracy of 
path loss models is evaluated by comparing the predic-
ted RSSI values with the measurements conducted at 868 
MHz in suburban and rural environments around the 
Atilim University campus, Ankara. The results show that 
the Okumura model provides higher prediction accuracy 
while the COST-231 Hata model has lower accuracy in 
both suburban and rural environments.

This study constitutes as a preliminary propagation 
study of an ongoing project on the development of LWSN-
based CP monitoring of oil and natural gas pipeline systems. 
Obviously, the number of the collected data from the me-
asurements is relatively insufficient to provide an exact 
result especially in suburban links. For this reason, in the 
near future, the current work is expected to be enhanced 
by increasing the data size with more field tests and measu-
rements. Particularly, the path loss effects of LWSN under 

Figure 8. CDF of |∆RSSI| for all models (rural).

Figure 9. CDF of |∆RSSI| for all models (suburban).

development will be characterized by conducting measure-
ment campaigns using LoRa enabled sensor nodes at diffe-
rent heights from the ground (in the range of 0.25 m to 2 m) 
in various types of environments. But still, we believe that 
even this initial study would offer useful insights for many 
researchers who work on the planning and deployment of 
LWSNs based on LoRa enabled sensor nodes in suburban 
and rural environments.
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Due to the corrosion of steel in reinforced conc-
rete structures over time, the use of corrosi-

on-resistant glass fiber reinforced polymer (GFRP) 
reinforcements as reinforcing bars in concrete has 
become increasingly common in recent years. Pro-
duction costs are decreasing due to the widespread 
use of GFRP and their usage areas are increasing. Ho-
wever, since GFRP reinforcements have low shear and 
compressive strength (310-482 MPa) compared to 
tensile strengths (450-1600 MPa), FRP reinforcement 
usage as reinforcement bars in concrete is limited. For 
this reason, GFRP reinforcements are generally used 
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ments reduce the ductility of structural members and 
cause them to have a brittle structural behavior due 
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Researchers have developed two different methods 
to overcome the disadvantages of GFRP and steel mate-
rials used in the structural member compared to each 
other. One of these methods is to use both FRP reinfor-
cements and steel reinforcements independently from 
each other in the same structural member. In this met-
hod, it is aimed to reduce the displacement problems 
that occur under the usage load of FRP reinforced be-
ams depending on the use of steel reinforcement (4–6). 
Another method is to produce new composite reinforce-
ments by combining different types of materials (7–15). 
Composite reinforcements produced by this method 
are generally of two types. One of them can be in the 
form of wrapping / braiding / pultrused GFRP around 
a deformed / plain steel core. Other one can be on the 
basis of the use of distributed steel wires in the GFRP 
reinforcement. The production purposes of these rein-
forcements can be listed as follows; to protect the steel 
from corrosion by covering around the steel with FRP; 
to increase the low elasticity modulus of GFRP (35-60 

A B S T R A C T

The bond behavior of glass fiber reinforced plastic (GFRP) wrapped deformed steel re-
inforcements having corrosion resistant with concrete is one of the important factors 

affecting the f lexural performance and ductility of structural member exposed to bending. 
However, the number of studies on the bond of these reinforcements with concrete is in-
sufficient due to not existing so much investigation on this issue. In this study, resin-imp-
regnated glass fibers were wrapped on deformed steel reinforcements and new composite re-
inforcements of three diameters were produced, and these composite reinforcements bond 
with concrete were examined by pullout test. In addition, the bond of these composite re-
inforcements was compared with the bond of unwrapped deformed steel reinforcement. In 
this context, a total of 18 pullout tests were conducted in the study. As a result of the study, 
it is observed that maximum bond strength of FRP wrapped deformed steel reinforcements 
being not applicated surface deformation (ribs, wound, sand coated etc.) ranged from 0.41 
times to 0.64 times according to unwrapped steel reinforcements. In addition, it has been 
observed that the GFRP wrapped steel reinforcements maintain their bond strength up to 
high slipping values after reached the maximum bond strength values, compared to unw-
rapped deformed steel reinforcements.
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Keywords: Bond strength, Hybrid FRP reinforcement, Bond of reinforcement, GFRP reinforcement, Composite rebar, 
Technical textiles, Glass fiber.

Investigation of Bond Strength Between GFRP Wrapped 
Steel Reinforcement and Concrete with Pullout Test

Bogachan Basaran1     Erkan Turkmen Donmez2

1Amasya University, Department of Construction, Amasya, Turkey
2Amasya University, Department of Design, Amasya, Turkey

http://orcid.org/0000-0002-5289-8436
http://orcid.org/0000-0002-3002-5589


B.
 B

as
ar

an
 a

nd
 E

. T
. D

on
m

ez
/ H

itt
ite

 J 
Sc

i E
ng

, 2
02

0,
 7

(4
) 3

21
–3

27

of the study, the bond behaviors of the two reinforcement 
types were compared.

EXPERIMENTAL STUDY

Production of GFRP Wrapped Steel 
Reinforcements

Within the scope of the study, filament winding met-
hod was used to produce glass reinforced plastic (GFRP) 
wrapped steel reinforcements (Fig. 1). This method is ge-
nerally used in composite pipe production (19–21). The 
production of reinforcements was carried out in three 
stages. In the first stage, 0.9 mm diameter glass fiber 
were passed through the epoxy resin bath and epoxy was 
absorbed into the glass fiber. In the second stage, epoxy-
impregnated glass fibers are winding on deformed steel 
reinforcements of various diameters (8, 10 and 12 mm) 
rotating at a constant speed, at an angle of 30 degrees 
to increase the reinforcement ductility in two layers. In 
the third stage, steel reinforcements wrapped GFRP were 
cured after 2 hours of 80 ° C and then cured again for 2 
hours at 120 ° C.

GPa) by using steel in reinforcement; to eliminate the brittle 
stress-strain behavior of GFRP; to reduce the cost of GFRP.

As it is known, bond behavior between reinforcement 
and concrete affects significantly the flexural capacity and 
ductility of the structural members and can determine the 
energy absorbing capacity of the structural members. De-
termine the bond strength between the reinforcement bars 
and concrete is affected by many factors like type of reinfor-
cement, reinforcement surface properties, reinforcement di-
ameter, reinforcement embedment length, concrete comp-
ressive strength, etc. For this reason, it has been observed 
that the bond strength of GFRP reinforcements with conc-
rete varies between 0.34 and 1.28 times the bond strength 
of steel reinforcements (16). However, since the number of 
studies conducted in the literature on these reinforcements 
is very limited, the number of resources related to bond bet-
ween concrete and GFRP+steel reinforcement is very low. Ju, 
et al. (17), produced composite reinforcements by braiding 
glass fiber impregnated with vinylester on ribbed steel rein-
forcements. In addition, on these reinforcements have been 
applied various surface deformations (rib spacing, sand-
coated shape). In the study, the effect of surface deformation 
properties of these reinforcements on bond behavior was 
investigated with 30 pullout tests. As a result of the study, 
it was observed that the bond strength of the completely 
sanded reinforcements had the highest bond strength (app-
roximately 90.5% of the steel reinforcement, 20 MPa). Saikia 
et al. (18) produced composite reinforcements by helically 
wrapping the epoxy impregnated glass fiber strands on the 
plain steel core. The bond strength is 3.3 MPa as a result of 
the pullout test. In addition, it was stated that the beams 
constructed by using these reinforcements had collapsed 
due to lack of bond in beams.

In this study, new composite reinforcement have been 
produced by wrapped resin-impregnated glass fibers on the 
deformed steel reinforcement with the filament winding 
method. Wrapped reinforcements produced with this pro-
duction method have much higher ductility (approximately 
3 times higher) unlike the hybrid reinforcements produced 
in previous studies (17,18) (strain values at maximum stress 
approximately 1.5%). For this reason, the bond behavior 
of composite (steel+GFRP) reinforcements with this high 
ductility has not been studied before. Therefore, the bond 
behavior of these reinforcements should be examined. In 
the study, the effect of the reinforcement diameter and the 
GFRP ratio on the bond strengths and behaviors of the pro-
duced reinforcements with concrete were investigated with 
nine pullout tests. In addition, bond behaviors of concrete 
with unwrapped deformed steel reinforcement (8, 10 and 12 
mm) composed of the core part in GFRP wrapped reinfor-
cement were investigated with nine pullout tests. As a result 

Figure 1. Production of GFRP wrapped steel reinforcements

Figure 2. Production of completed reinforcement
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The physical and mechanical properties of glass fibers 
and epoxy resin, which are the materials that make up the 
FRP wrapped ribbed steel reinforcement, are shown in Tab-
le 1 and the reinforcements produced are shown in Fig. 2. 
The values of glass fibers and epoxy resin have been obtai-
ned from the manufacturer's catalog data.

Mechanical and Physical Properties of 
Reinforcements

In order to determine the tensile properties of the rein-
forcements produced by wrapping two layers of GFRP 
with a thickness of 0.9 mm on the 8, 10 and 12 mm defor-
med steel reinforcement used in the study and the steel 
properties of the steel reinforcement, a total of 18 tensile 
tests were performed. Tensile tests of steel reinforcement 
have been done according to EN ISO 15630-1 (22) and EN 
ISO 6892-1 (23) standards. Tensile tests of GFRP wrap-
ped steel reinforcement were carried out by making caps 
similar to the tensile caps specified in ASTM D 7205 (24). 
The physical and mechanical properties of the reinfor-
cements are presented in Table 2. In Table 2, Dsteel is the 
outer diameter of the ribbed steel reinforcement (mm); 
D is the outer diameter of GFRP wrapped deformed 
steel reinforcement (mm); n=AGFRP/A is the ratio of the 
GFRP cross-sectional area to the entire reinforcement in 
the GFRP wrapped deformed steel reinforcement. σyield 
,0.2% is the average yield strength of the reinforcement, 
corresponding to 0.2% elongation percentage from the 
origin in the stress strain diagram (MPa); σultimate is the 
average maximum tensile strength of the reinforcement 
(MPa); εmax is the strain that corresponds to the ultimate 
stress (%); E0.2% is the slope of the line drawn from origin 
onto the stress value corresponding to the percent elon-
gation of 0.2% in the stress strain diagram (GPa). In the 
determination of the reinforcement yield stress in the 
stress-strain diagrams of the hybrid reinforcement, the 
0.2% offset method was not used, since the hybrid rein-
forcement exhibits a parabolic behavior up to the yield 
zone (the beginning of the 2nd linear line) (Fig. 3). While 
determining the yield stresses of the reinforcement, ins-
tead of this method, the stress values corresponding to 
the 0.2% strain value from the origin (because of the re-
inforcement yielding at the end of the parabolic curve) 
has been used.

Mechanical and Physical Properties of Concrete

C25 / 30 class concrete having maximum aggregate di-
ameter of 16 mm is used in the pullout test samples. In 
addition, CEM I 42.5N and Water/Cement ratio of 0.60 
were used as cement type in the concrete mixture. Mix-
ture calculations of concrete were made according to TS 
802 (25). The materials and their proportions that com-
pose of the concrete mixture are presented in Table 3. In 
order to determine the concrete compressive strengths, 
six concrete mixtures prepared in size of 150x150x150 
mm3. The 28-day cube concrete compressive strength 
tests of the samples taken were determined as 30.96 MPa 
by performing according to TS-EN 12390-3 (26) standard.

Preparation and Method for Reinforcement 
Pullout Tests

While preparing the pull-out test samples, the reinforce-
ments in all samples were adjusted so that the embed-
ment length in the concrete is 5Φ (L) according to codes 
ACI 440.3R-12 (27) and ASTM D7913 (28). Thick bands 
were used to adjust the concrete embedment lengths of 
the reinforcements. After the prepared reinforcements 
were centered on 150x150x150 mm3 concrete molds with 
specially made steel apparatus, the concrete mixtures 
prepared were casted into the molds. In this way, a total 
of 9 GFRP wrapped reinforcement pullout test samples 
were prepared, 3 of each test sample (Fig. 4). In addition, 9 
unwrapped steel reinforcement pullout test samples were 
prepared to compare the bond of FRP wrapped steel re-

Figure 3. Stress-strain diagrams of reinforcements.

Table 1. Physical and mechanical properties of fibers and resin.

E-Glass fiber Epoxy

Filament tex (g/1000 m) 2501 -

Filament diameter (µm) 17.8 -

Density (g/cm3) 2.6 1.18

Tensile strength (MPa) 3300-3900 61

Tensile elongation (%) 4.5-4.9 2

Modulus of elasticity (GPa) 78-80 3.64

Table 2. Physical and mechanical properties of reinforcements.

Reinforcement 
type

Dsteel
(mm)

D
(mm) n σyield,0.2% 

(MPa)
σultimate 
(MPa)

εmax
(%)

E0.2%
(GPa)

Steel 8.17 - 465 735 12.76 222

Steel 10.16 - 426 667 12.12 190

Steel 12.28 - 440 673 16.88 212

GFRP+ Steel 8.17 11.77 0.52 226 478 4.88 113

GFRP+ Steel 10.16 13.76 0.45 241 541 5.78 120

GFRP+ Steel 12.28 15.88 0.40 242 528 6.44 121

Table 3. Mixing ratios of 1 m3 of concrete (kg/m3)

Coarse 
aggregate
(5-15 mm)

Fine 
aggregate
(0-5 mm)

Water
(kg)

Cement
(kg)

Density
(kg/m3)

550 1300 180 300 2330
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inforcement samples and unwrapped steel reinforcement 
samples. The prepared experiment samples are presented 
in Table 4.

After the experiment samples, which were taken out of 
the mold at the end of 2 days, were kept under laboratory 
conditions for at least 28 days, pullout tests were carried out. 
In the experiments, the heads of the universal testing mac-
hine (UTM) with a capacity of 600kN was rearranged for 
pullout experiments and the test speed of the machine was 
adjusted to be 2 mm per minute. During the experiments, 
in order to measure the amount of slipping of the reinforce-
ment from the concrete, two pieces of 0.01 mm precision li-
near potentiometers were attached to the loading end of the 
test samples. In addition, during the experiments, voltage 
changes in both the potentiometers and the load cell of the 
UTM were recorded with a 16bit high resolution data acqu-
isition system. The image of the test setup and test samples 
is presented in Fig. 5.

Determination of Bond Strength

The reinforcement tensile force values obtained for each 
pullout sample were converted into bond force values 
using Eq. (1). Eq. (3) is calculated from the tensile force 
coming to the reinforcement and bond force equation 

between reinforcement and concrete. In Eq. (3), it is assu-
med that bond strength are spread homogeneously over 
the length of bond. Equation 3 is also used in determi-
ning the FRP reinforcement-concrete bond strength (28).

tensile bondF F= (1)

tensileF DLuπ= (2)

tensileFu
DLπ

= (3)

Where, Ftensile is the pullout force to the reinforcement 
(N); Fbond is the bond force between reinforcement and 
concrete (N); D is outer diameter of reinforcement (mm); L 
is bond length (mm); u is bond strength between concrete 
and reinforcement (MPa).

TEST RESULTS

In this study, 18 pullout tests were carried out to exami-
ne the bond between GFRP wrapped steel reinforcement 
and the unwrapped steel reinforcement with concrete. 
The pullout test results are presented in Table 5.

Various error modes can occur during pullout tests 
(reinforcement failure, pull-out failure, concrete splitting fa-
ilure, concrete cone failure) (29-30). In this study, generally, Figure 5. The experimental setup

Table 4. Pullout test samples.

Pullout Test 
Sample

Dsteel
(mm)

D
(mm) n L

(mm)

S8 8.17 - 40.85

S10 10.16 - 50.80

S12 12.28 - 61.40

GFRP+S8 8.17 11.77 0.52 58.85

GFRP+S10 10.16 13.76 0.45 68.80

GFRP+S12 12.28 15.88 0.40 79.40

Table 4. Pullout test samples.

Test Sample D
(mm)

L
(mm)

Fmax
(N)

umax
(MPa)

uaverage
(MPa) Failure Mode

S8-1 8.17 40.9 25007 23.85

25.10

Pullout

S8-2 8.17 40.9 27912 26.62 Pullout

S8-3 8.17 40.9 26043 24.84 Pullout

S10-1 10.16 50.8 32992 20.35

22.51

Pullout

S10-2 10.16 50.8 38827 23.95 Pullout

S10-3 10.16 50.8 37681 23.24 Pullout

S12-1 12.28 61.4 48080 20.30

20.74

Pullout

S12-2 12.28 61.4 48894 20.64 Pullout

S12-3 12.28 61.4 50438 21.29 Splitting

GFRP+S8-1 11.77 58.9 23814 10.94

10.37

Pullout

GFRP+S8-2 11.77 58.9 21088 9.69 Pullout

GFRP+S8-3 11.77 58.9 22786 10.47 Pullout

GFRP+S10-1 13.76 68.8 29061 9.77

10.84

Pullout

GFRP+S10-2 13.76 68.8 32553 10.95 Pullout

GFRP+S10-3 13.76 68.8 35066 11.79 Pullout

GFRP+S12-1 15.88 79.4 55567 14.03

13.26

Splitting

GFRP+S12-2 15.88 79.4 53333 13.46 Splitting

GFRP+S12-3 15.88 79.4 48659 12.28 Pullout
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pullout and splitting failures were observed. However, due 
to the short embedment length of the reinforcement (5Φ) 
in the concrete, the number of experiments that resulted in 
pullout failure was observed are considerably higher than 
the number of experiments that resulted in splitting failure 
mode. General pullout samples of GFRP wrapped reinfor-
cement and deformed steel reinforcement that resulted in 
pullout failure mode are presented in Figures 6.a and 6.b, 
respectively. No visible deformation was observed on the 
surfaces of GFRP wrapped reinforcements pullout from 
concrete. The experiments that resulted in the splitting of 
concrete were generally seen in samples with large reinfor-
cement diameters. The reason is that may be the high bond 
forces. As the bond force carried by mechanical locking 
increases, the radial forces occurring perpendicular to the 
reinforcement axis increase and therefore the concrete is 
split by exceeding the tensile strength of the concrete. Some 
of the test samples that resulted in splitting failure mode are 
presented in Fig. 6.c-e.

The average bond strength of reinforcements produced 
by wrapping GFRP on 8 mm diameter deformed steel re-
inforcements are 0.41 times the average bond strength of 8 
mm diameter unwrapped steel reinforcements. This ratio is 
0.48 for 10 mm reinforcement and 0.64 for 12 mm reinforce-
ment (Fig. 7). However, although GFRP wrapped deformed 
reinforcements are not subjected to any surface deformati-
on (rib, groove, sand coated, etc.), bond strength values with 
concrete are quite satisfactory. As it can be seen from Fig. 7, 
steel reinforcement diameter increases while reinforcement 
bond strength decreases. However, bond strength increases 
in FRP wrapped reinforcements.

In Fig.8, the relationship between the bond strength of 
the reinforcement with concrete and the GFRP section ratio 
in the reinforcement section is shown. There is a very high 
correlation between these two factors, such as 0.94. As can 
be seen from Fig.8, as the GFRP section ratio in the reinfor-
cement increases, the bond strength between the reinforce-
ment and the concrete decreases.

The bond strength-slip curves obtained as a result of 
pullout tests are presented in Figs. 9, 10 and 11 for both 
GFRP wrapped and unwrapped deformed steel reinforce-
ments. When the bond strength-slip curves of the reinfor-
cements are examined and it is seen that all GFRP wrapped 
reinforcements have lower bond stiffness (the slope of the 
linear line drawn from the origin to the stress value up to 
point where curve begins) compared to the steel reinforce-
ments. However, the slip values corresponding to the ma-
ximum bond strength values of GFRP wrapped reinforce-
ments are very similar to those of steel reinforcements. The 
difference between the bond stiffness of the reinforcements 
resulted from the low maximum bond strength of the GFRP 
wrapped reinforcements compared to the deformed steel 
reinforcements. In addition, it was observed that bond stiff-
ness decreased with increasing GFRP cross-sectional area. 
This situation is thought to be caused by the increase in the 
crushing amount of the GFRP wrapping due to the increase 
in the GFRP cross section area in the reinforcement.

When the slipping behaviors of the reinforcements 
after the maximum bond strength are examined, the bond 
strength values of deformed steel reinforcements have dec-
reased rapidly due to the fact that the ribs of the steel rein-
forcement shear the concrete suddenly. However, compared 
to steel reinforcements, GFRP wrapped reinforcements 
have preserved bond strength values to long slip values by 
the effect of friction forces. This is thought to be due to the 
fact that the reinforcement surface is gradually crushed by 
concrete due to its low rigidity and hardness compared to 
steel reinforcement. However, it is not clear whether the 
bond strength values of the reinforcement after the maxi-
mum bond strength values are affected by the GFRP cross-
sectional area in the reinforcement.

Figure 7. Comparison of average bond strength of reinforcements

Figure 6. Samples of collapse after the experiments

Figure 8. Relationship between bond strength and GFRP cross-
sectional area

325



B.
 B

as
ar

an
 a

nd
 E

. T
. D

on
m

ez
/ H

itt
ite

 J 
Sc

i E
ng

, 2
02

0,
 7

(4
) 3

21
–3

27

CONCLUSIONS

In this study, the bond behaviors of glass fiber reinforced 
plastic (GFRP) wrapped steel reinforcements of various 
diameters produced by filament winding method have 
been investigated by pullout tests. In addition, bond be-
havior of deformed steel reinforcements used in making 
GFRP wrapped reinforcement was also tested under the 
same experimental conditions. Within the scope of the 
study, a total of 18 pullout tests were carried out using re-
inforcements of various diameters embedded in C25 class 
150x150x150 mm3 concretes with embedment length of 

5Φ. The main observed developments in the study can be 
summarized as follows:

• Maximum bond strength of GFRP wrapped de-
formed steel reinforcements ranged from 0.41 times to 0.64 
times the maximum bond strength of steel reinforcement. 
Although no surface deformation (ribs, grooves, windings, 
sandblasting, etc.) is applied to the surfaces of GFRP wrap-
ped reinforcements, bond strength of composite reinforce-
ment was seen higher than expected. If surface deformation 
processes are applied to composite reinforcement, bond 
strength values can be much more improved. 

• Unlike deformed steel reinforcements, bond
strength has increased as the reinforcement diameter inc-
reases in GFRP wrapped reinforcement. However, this inc-
rease was inversely related to the GFRP cross section ratio 
in GFRP wrapped reinforcements. In addition, due to the 
increase of the GFRP cross-sectional area in the GFRP-
wrapped reinforcements, the crushing amount of the GFRP 
wrapped increases and it has been observed that it has a 
bond reducing effect.

• The slipping values corresponding to the approxi-
mate maximum bond strength of GFRP wrapped reinforce-
ments are similar to those of steel reinforcements.

• Unlike steel reinforcements, bond did not drop
suddenly after maximum bond strength in GFRP wrapped 
reinforcements. Relatively compared to steel reinforcement 
samples, GFRP wrapped reinforcements maintained their 
bond strength values up to large slip values.

• At the end of the experiments, due to the short
embedment lengths, pullout failure was observed. No visib-
le deformation was observed on the reinforcement surfaces 
of all samples with GFRP wrapped reinforcement.

As a result, considering that the bond strength values of 
FRP rebars are in a wide range of 0.34 to 1.28 times the bond 
strength values of steel rebars, it is thought that additional 
studies are needed to expand the scope of experimental and 
statistical studies to determine the bond strength of FRP 
wrapped reinforcements.
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Figure 9. Bond strength-slip curves of 8 mm reinforcements

Figure 10. Bond strength-slip curves of 10 mm reinforcements

Figure 11. Bond strength-slip curves of 12 mm reinforcements
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Since its discovery, penicillin G has been useful for 
the treatment of infectious diseases in humans 

and animals. This compound is one of the most wi-
dely used drugs among antibiotics. Unfortunately, 
there is a continuous release of antibiotics due to the 
widespread and overuses of this family of the drug 
in some certain places such as hospitals and farms. 
Release of antibiotics to environmental waters is a 
crucial problem for human health. The residues of 
antibiotics were detected in industrial and municipal 
wastewater, and also surface and groundwater samp-
les [1-4]. The residues of antibiotics in environmental 
waters may cause the development of antibiotic re-
sistance [5]. The recognition and removal of the an-
tibiotics from environmental water are necessary to 
protect public health by using easy, compatible, cheap 
and reliable materials. 

There are several sensing and recognition systems 
for Penicillin G prepared by utilizing molecularly imp-
rinting method [6-8]. Most of them are related by detec-
ting of antibiotics from complex matrices such as food 
and food derivatives like milk, chicken, etc. [8, 9]. The 
production methods includes synthesis of nanopoly-
mers by emulsion polymerization [9], surface imprin-
ting onto various support materials like magnetic nano-
particles [10] or non-woven fabrics [11]. Unfortunately, 
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the number of researches on the removal of Penicillin G 
is not many.  Molecularly imprinted polymers are func-
tional materials prepared by polymerizing functional 
monomers and a crosslinking agent around a template 
molecule. Removing the template molecule from the 
network provides recognition sites that can accurately 
fit the template molecule concerning its affinity, size 
and shape. In this study, Penicillin G imprinted memb-
ranes were prepared by utilizing UV induced polyme-
rization method for removal of the template molecule 
Penicillin G from real water samples. Photopolymeri-
zation is a good alternative to thermal polymerization 
by providing polymerization and crosslinking at room 
temperature.  It is possible to say that the synthesis at 
room temperature is an important factor to get molecu-
larly imprinted polymers with high specific selectivity 
depending on the stability of pre-polymerization comp-
lexes [10]. 

EXPERIMENTAL 

Materials

Penicillin G, penicillin V, amoxicillin, methacrylic 
acid (MAA), ethylene glycol dimethacrylate (EGD-
MA), dimethylformamide (DMF), methanol, acetic 
acid and benzophenone were purchased from Sigma-

A B S T R A C T

Penicillin G imprinted membranes were prepared by utilizing UV induced in-situ po-
lymerization. The characterization of membranes was conducted by using ATR-FTIR, 

XPS, SEM and AFM. The binding properties of imprinted membranes were evaluated 
against concentration and time. The binding capacity of the membranes was tested for 
real water samples. The size of the binding cavities of membranes was determined by us-
ing PALS. The specific selectivity of the membranes was investigated by using similar 
ß-lactams, penicillin V and amoxycillin. The specific binding of the membranes was de-
termined as 3.27 µg/g for penicillin G while this value was obtained as 0.83 and 0.51 µg/g 
for pencillin V and amoxycillin, respectively. The binding capacity of the membrane was 
determined as 5.03 µg.g-1 for ultra pure water while this value was obtained as 4.01 µg.g-1 
and ~3.50 µg.g-1 for tap water and natural water samples from different sources, respectively.
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SEM membrane images were taken using an FEI Quan-
ta 200FEG instrument with an accelerating voltage of 2.00 
kV. Until screening, samples had been sputter-coated with 
gold.

Bruker Nanoscope 9 atomic force microscopy (AFM) 
was employed in tapping mode to make the morphological 
investigation of the membranes.

PALS experiments were performed using a standard 
system with detectors whose scintillators are plastic. The 
position of the detectors was face-to-face. The positron 
source was 22Na with an activity of 11 μCi, in the form of 
dried NaCl solution between two thin Kapton foils with 
glued together. The instrument time resolution was 258 
ps (FWHM). The source was placed between two identi-
cal membranes in a typical ‘sandwich’ configuration. Each 
spectrum was saved in the air at room temperature every 3 
h for a total count of 3×106. The sum of 5 spectra was used 
to produce 1.5×107 counts. The spectra obtained were exa-
mined using the program LT [12]. 

Investigation of binding properties of membranes

Batch binding experiments were performed to determi-
ne the binding capacity of imprinted and non-imprinted 
membranes. The membranes were incubated in 2 mL Pe-
nicillin G solutions with a various concentration in the 
range of 0.5-50 ppm. The concentration of Penicillin G 
before and after incubation was analyzed by employing 
a UV–vis Varian Cary100 spectrophotometer at a maxi-
mum absorption wavelength of 216 nm [11]. The number 
of repetition of the analyses was three. The binding be-
haviour of membranes was analysed by using adsorption 
isotherms. The adsorbed amount of penicillin G (qe) was 
determined by using the following equation:

q
C C
W

xVe
i f=
−

   (1)

where Ci and Cf are the initial and equilibrium concent-
rations of template molecule, penicillin G (µmol/L), res-
pectively, V is the volume of solution (L), W is mass of the 
dry membrane (g).

The kinetic behaviour of adsorption was investigated 
by incubation for various periods in 3 ppm Penicillin G so-
lution. 

The reusability of the membranes was investigated by 
an adsorption-desorption cycle which was repeated 7 times. 
The concentration of Penicillin G was 3 ppm and the in-
cubation time was 20 min. After each adsorption step, the 
membrane was washed as described before and then the in-
cubation was repeated. 

Aldrich (Milwaukee, USA). All the reagents and solvents 
were used as received without any further purification 
step. 

Preparation of Penicillin G imprinted membranes

Penicillin G (0.503 mmol) was dissolved in 2 mL DMF 
and then 2.01 mmol MAA was added into the solution. 
The solution had been kept overnight at 4 oC.  EGDMA 
(5.00 mmol) and 8 mL of DMF were added. The ratio of 
MAA to penicillin G was kept as 4:1 [11]. The formati-
on of pre-polymerization complex between template and 
functional monomers and the synthesis of penicillin G 
imprinted membranes were illustrated in Fig. S1. Finally, 
20.0 mg of benzophenone was added. The solution was 
purged with nitrogen and then placed between two iden-
tical silanized glass slides which separated by a  rubber 
O-ring.  The solution filled glass slides was placed into a 
zip-lock plastic bag under a nitrogen blanket. The poly-
merization was carried out by using a Philips type HB 
171/A self-tanning UV lamp, adapted with four fluores-
cent tubes of Philips CLEO 15 W UVA. The irradiation 
time was kept as 90 min. The distance from the glass 
slides to the UV lamp was held as 10 cm. Subsequently, 
Penicillin G imprinted membranes (MIM) were carefully 
removed from the surface of the glass slides. The templa-
te molecule and unpolymerised monomers were washed 
out of the membranes with a mixture of acetic acid/met-
hanol/water (1/5/1, by volume) until no Penicillin G was 
detected through a UV spectrometer. The non-imprinted 
membranes (NIM) was prepared using the same techni-
que except for the addition of penicillin G.

Characterization of membranes

ATR-FTIR, XPS, SEM and AFM were used in the chemi-
cal and physical characterisation of membranes. The size 
of the recognition sites in the membranes was investiga-
ted by employing positron annihilation lifetime spectro-
meter (PALS) to analyze the effect of the presence of the 
template molecule. 

The FTIR experiments were performed using Thermo 
Nicolet iS10 Thermo Nicolet iS10 model spectrometer in 
attenuated total reflection (ATR) mode. Spectra were recor-
ded by accumulating 32 scans with a resolution of 4 cm-1.

Experiments with X-ray photoelectron spectroscopy 
(XPS) were carried out using a Thermo spectrometer with a 
monochromated Al K α X-ray source. Survey and core scans 
were reported with a pass energy of 30 eV and 200 eV, res-
pectively. All analyzes were performed at a take-off angle of 
90o. Elemental composition of the surface of the membranes 
was examined with a 400 µm X-ray spot size and binding 
energy ranged from 0-1000 eV.
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The specific selectivity of imprinted membranes was 
investigated by incubation in the presence of similar com-
pounds, Penicillin V and amoxicillin (Fig. 1). The concent-
rations of antibiotics were kept as 3 ppm and the incubation 
time was 20 min.

The binding performance of the membranes was inves-
tigated in real water samples collected from Pazar Creek (in 
Ankara) and Kızılırmak (in İskilip/Çorum region). And the 
binding performance of the membranes was also tested in 
tap water. Water samples were firstly filtered by using a 0.25 
µm Nylon filter and stored at +4 oC until analysis. Before 
experiments 3 ppm Penicillin G was spiked into the water 
samples. The incubation time was kept as 20 min. All the 
experiments were repeated three times.

RESULTS AND DISCUSSION

Chemical characterization of membranes

As can be seen in Fig. 2 the structural characterization 
of imprinted and non-imprinted membranes was carri-
ed out by ATR-FTIR spectroscopy. The peak at 1721 cm-1 
is attributed to stretching of C=O groups of methacrylic 
acid and EGDMA. The stretching vibration of sp3 hybri-
dized C-H bonds can be seen at 2943 cm-1 while the ben-
ding vibration of the same group is at 1454 cm-1. The peak 
at 1140 cm-1 corresponds to the stretching of C-O groups 
in dialkyl ethers [13]. All the peaks can confirm the che-
mical structure of poly(ethylene glycol dimethacrylate-
co-methacrylic acid). Unfortunately, it is not possible to 
see any evidence of the presence of the template mole-
cule due to its trace amount in the polymeric network by 
using FTIR. However, the presence of the template mole-
cule can be proven by using more sensitive instrumental 
analysis methods such as XPS. XPS is a useful tool which 
provides detailed information about the chemical com-
position of the surfaces after modification for the appro-
ximately 10 nm depth from the surface. 

Therefore, the surface elemental composition of 
membranes was investigated by employing XPS. The sur-
vey scans of MIM and NIM can be seen in Fig 3. The che-
mical compositions of the imprinted and non-imprinted 
membranes show similarities for C1s (285 eV) and O1s 
(532 eV) peaks with an exception of the N1s peak at 400 
eV for MIM [14]. The appearance of N1s peak proves the 
presence of the template in the crosslinked polymer.

The C1s core level spectra of  MIM, pencillin G remo-
ved MIM and NIM can be seen in Fig 4. The common and 
the major component for all is the C-C and C-H peak which 
is detected at 284. eV.   The component at 286.0 eV is att-
ributed to the C-O [15]. The highest binding energy value 
(~288.3 eV) can be ascribed to C=O groups of copolymeric 
matrix [14].  There is one more component in MIM spect-
rum at 287.4 eV which corresponds to C-N type carbon 
atoms in amide (399.9 eV) and lactam groups (400.2 eV) of 
pencillin G (Fig. S2) [15].  This is a direct evidence of the pre-
sence of the template molecule in the imprinted membrane. 
It can be said that the procedure for the removal of template 
molecule is sufficient as can be noticed with the disappea-
rance of C-N in the spectrum of penicillin G removed MIM. 
The binding ability of the MIM was also investigated by 
XPS analysis. The C-N peak at 287.4 eV appears again for 
the penicillin G removed MIM after penicillin G incubation 
in 3 ppm for 20 min.

Physical and morphological characterization of 
membranes

The presence of the template molecule in the imprinted 
polymers can cause various morphological differences 
[16]. The difference in the morphological structures of 
the surfaces of NIM and MIM can be seen from SEM 

Figure 1. Chemical structures of antibiotics.

Figure 2. FTIR spectra of the imprinted membrane (MIM), template 
removed imprinted membrane and non-imprinted membrane (NIM).

Figure 3. Survey scans of penicillin G imprinted (MIM) and non-
imprinted membranes (NIM) and the chemical structure of penicillin G.
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images (Fig. 5). The interaction between the monomer 
and the template can cause more porosity and roughness 
on the surface of the membranes [17]. 

The roughness of the surfaces of the membranes was 
also investigated by employing AFM (Fig 6). The value of Rq 
is determined as 234 and 98 for MIM and NIM, respectively. 
The roughness of the surface of MIM provides higher bin-
ding capacity for penicillin G due to the increasing in surfa-
ce area and permeability of the membranes that provides to 

enhance in the possibility of the interaction between MIM 
and penicillin G [18].

The size of the free volume holes in the membranes was 
investigated by employing PALS. It is an absolute and highly 
sensitive method which provides detailed and certain in-
formation on the size and size distribution of free volume 
holes in polymeric structures [19, 20] and defects in metals 
[21]. The selectivity of the molecularly imprinted polymers 
can be controlled mainly by two factors: 1) chemical affinity 
of the recognition sites and 2) binding cavity size and size 

Figure 4. C1s spectra of penicillin G imprinted membranes (MIM), penicillin G free imprinted membranes by washing with a solution of acetic 
acid:methanol:water, non-imprinted membranes (NIM) and penicillin G free imprinted membranes after incubation in 3 ppm penicillin G solution 
for 20 min.

Figure 5. SEM images of NIM and MIM.
Figure 6. AFM images of non-imprinted (NIM) and imprinted memb-
ranes (MIM).
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distribution [13]. The second factor gains more importance 
when the binding of compounds with a similar molecular 
size is considered. Therefore, it is important to have infor-
mation about the size of the binding cavities of imprinted 
polymers. In previous work from our laboratory, the average 
diameter of the free volume holes of imprinted polymers of 
penicillin G prepared by grafting on the non-woven fabric 
was determined as 0.570 nm while this value was obtained 
as 0.469 nm for non-imprinted polymer grafts [13]. In this 
study, the diameter of the free volume holes in MIM was 
obtained as 0.558±0.003 nm that matches to previously 
obtained data. The pore size of the NIM (0.434±0.002 nm) 
was also similar to the previous data for the control polymer. 
The obtained data also correlates to the molecular diameter 
of the penicillin G which was reported as 0.500 nm by Wu 
and coworkers [22]. 

Investigation of the binding properties of 
membranes

Adsorption isotherms

To examine the binding characteristics of the memb-
ranes binding isotherms were constructed. Adsorption 
isotherms are created by using the equilibrium concent-
ration of an analyte onto an adsorbent (qe) and the con-
centration of the analyte in the solution (ce) with which it 
is in contact. This relationship is explained by using seve-
ral equations. The most common models used to investi-
gate the binding behaviours of the molecularly imprinted 
polymers are Langmuir, Bi-Langmuir and Freundlich 
isotherms (Table S1) [23]. The binding isotherms Lang-
muir and Freundlich were used to determine the binding 

efficiency of the membranes (Fig. 7). As it is apparent the 
binding behaviour of MIM fits Freundlich model with an 
R2 value of 0.96. Heterogenous binding models are more 
suitable to evaluate the binding behaviours of imprinted 
polymers due to their heterogeneous nature of the recog-
nition sites [23]. The heterogeneity index, n which varies 
in the range of 0-1 was determined as 0.13. The value of n 
shows an increase with an increase in homogeneity of the 
system and it equals to the 1 for an ideal homogeneous 
system [24]. As can be noticed the MIM prepared by con-
ventional free radical polymerization method has a hete-
rogeneous nature due to the polymerization method [25]. 

Kinetics of adsorption of penicillin G imprinted 
membranes

The kinetic evaluation of the adsorption is important as 
the type of the adsorption gives information about the 
nature of the binding. The adsorption rate-limiting step 
can be managed by diffusing the template to the adsor-
bent surface, or by the chemical interaction between the 
template and the adsorbent. Generally, the binding in 
molecularly imprinted polymers is controlled by chemi-
cal affinity between template and host. The kinetics of 
adsorption was evaluated by using Lagergren’s first-order 
rate equation and pseudo-second-order rate equation 
(Table S2). The kinetic behaviour of the prepared memb-
ranes matches the pseudo-second-order kinetic model 
with an R2 value of 0.99 (Fig. 8), which suggests that the 
rate-determining step of penicillin G adsorption is regu-
lated by the chemical affinity of penicillin G to MIM [16, 
26]. 

Figure 7. a) Langmuir and b) Freundlich isotherms for molecularly 
imprinted membranes (MIM).

Figure 8. Curves of (a) first-order and (b) pseudo-second-order kinetic 
models (incubation concentration of penicillin G was 3 ppm, n=3).
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Reusability of the membranes

The reusability of the membranes was investigated by 
repeating the adsorption-desorption cycle 7 times (Fig. 
9). After each binding step, the removal of the template 
molecule was achieved by solvent extraction which was 
described previously. The performances of the imprinted 
membranes did not show a significant decrease upon re-
peated use. The crosslinked imprinted membranes can 
be used for many times without a significant binding ca-
pability loss.

The binding capability of imprinted and non-imprinted 
membranes

As is evident from Fig. 10 the adsorption capacity of MIM 
is greater than the binding capacity of NIM. The morp-
hological differences and the data about the size of the 
recognition sites support the higher binding capability 
of the MIM. The roughness of the surfaces of the MIM 
enhances the chemical interaction between penicillin G 
and the imprinted membranes. It can be assumed that 
the rise in surface area due to the roughness makes the 
availability of the binding sites easier [18]. Non-imprinted 
membranes (NIM) were produced without the addition 
of the template molecule using the same procedure. The 
absence of a template molecule produces smoother surfa-
ce due to the lack of any specific chemical interaction [16].   

It still has a porous structure because of the presence of 
a porogen solvent. 

Specific selectivity of membranes

Specific selectivity of the membranes was investigated 
by using structurally similar β-lactam antibiotics such as 
amoxicillin and penicillin V (Fig. 11). The concentration 
of the antibiotics was kept as 3 ppm for 20 min incubation. 
The specific binding (SB) value is a criterion to investigate 
the specific selectivity of the imprinted polymers against 
the target molecule. SB is determined by substracting 
of the binding onto non-imprinted polymers due to the 
non-specific interactions from the binding of imprinted 
polymers. Thus, the obtained binding data is the result 
of the specific interaction between the template and ad-
sorbent [27]. SB of the MIM was determined as 3.27 µg/g 
polymer for penicillin G while this value obtained as 0.83 
and 0.51 µg/g polymer for penicillin V and amoxicillin, 
respectively. Because of the complete complement of the 
binding sites in terms of shape, size and unique interac-
tion between the template molecule penicillin G and the 
imprinted membrane, the highest SB value was obtained 
for the template molecule [11].

The selectivity (k) and relative selectivity coefficients 
(k') were determined by using equations summarized in 
Table S3. The selectivity coefficient (k) is used to investi-
gate the degree of selectivity of molecularly imprinted and 
non-imprinted polymers towards the target molecule. The 
selectivity of the MIM for penicillin G is 2.33 and 3.48 times 
higher than the selectivity towards penicillin V and  amoxy-
cillin, respectively (Table S4). The relative selectivity coeffi-
cients were determined as 1.38 and 1.46 for penicillin V and 
amoxycillin, respectively. The data prove that the specific 
selectivity of MIM is higher than the NIM as expected due 
to the formation of binding sites by templating of penicillin 
G. 

Figure 9. Binding of penicillin G which was determined by using the 
same imprinted membrane after each adsorption for seven cycles (incu-
bation concentration of penicillin G= 3 ppm, incubation time= 20 min, 
n= 3).

Figure 10. The adsorption capacity of imprinted (MIM) and non-
imprinted membranes (NIM) (n= 3, incubation time 20 min). 

Figure 11. Selectivity of penicillin G imprinted (MIM) and non-
imprinted membranes (NIM) against penicillin V and amoxicillin (con-
centration of each antibiotic= 3ppm, incubation time=20 min, n=3). 
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Investigation of the binding capacity in real 
samples

To analyze the binding capabilities of the imprinted 
membranes in real samples tap water and natural surfa-
ce water samples from different regions were used. As it 
is apparent in Fig. 12 the binding capacities of the MIM 
decreases due to the complexity of the real samples [16]. 
The binding capacity of the MIM was determined as 4.01 
µg.g-1 for tap water and ~ 3.50 µg.g-1 for natural surface 
waters which contains 3 ppm spiked penicillin G, respec-
tively. It is possible to say that the imprinted membranes 
can be useful to remove penicillin G from real water 
samples. 

CONCLUSION

Penicillin G imprinted membranes were produced by UV 
induced in-situ polymerization of methacrylic acid in the 
presence of a crosslinking agent. The detailed structu-
ral and physical characterization of the membranes was 
carried out using various methods of spectroscopy and 
microscopy. XPS was used to prove the existence of the 
template inside the imprinted membranes. The change in 
morphology of the membranes was investigated by SEM 
and AFM. The interaction of the template molecule and 
the network results in the roughness of the imprinted 
membrane surface. The size of the free volume holes of 
the imprinted membranes was investigated by PALS. The 
kinetic behaviour of the imprinted membranes supports 
the presence of the chemical affinity between penicil-
lin G and the membranes. The binding capability of the 
membranes was investigated for real water samples. The 
binding capacity was determined as approximately 3.50 
µg.g-1. As a result, the prepared membranes can be useful 
to remove penicillin G from natural surface water samp-
les.  The use of the molecularly imprinted membranes as 
a filtration material for the selective removal of penicillin 
G from environmental water sources can be considered 
as the main novelty of this work. 
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APPENDIX

Figure S1. Synthesis of penicillin G imprinted polymers by employing 
methacrylic acid and ethylene glycol dimethacrylate as functional mono-
mer and crosslinking agent, respectively.

Figure S2. N1s spectrum of penicillin G imprinted membrane (MIM).

Figure S3. The binding capacity of the pencillin G imprinted memb-
ranes vs time.
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E q u a t i o n P a r a m e t e r

D i s s o c i a t i o n  C o n s t a n t  ( K d) K
C C

C
d

f

f

x V
m

=
−( )

0

C0 Initial concentration of dye
Cf Final concentration of dye
V volume of the solution
M mass of the dry polymer
kMIM Selectivity coefficient of imprinted membrane
kNIM Selectivity coefficient of non-imprinted membrane

S e l e c t i v i t y  C o e f f i c i e n t  ( k ) k
K

K
= d Penicillin G

d Antibiotic

�

R e l a t i v e  S e l e c t i v i t y  C o e f f i c i -
e n t  ( k ' )

′ =k �
k

k

MIM

NIM

Table S3. Equations and related parameters for dissociation constant (Kd), selectivity (k) and relative selectivity coefficient (k').

Kd,MIM Kd,NIM kMIM kNIM k'

Penicillin G 4.75 2.04 - - -

Penicillin V 2.04 1.20 2.33 1.69 1.38

Amoxycillin 1.36 0.85 3.48 2.39 1.46

Table S4. Dissociation constant (Kd) and selectivity selectivity (k) and 
relative selectivity coefficient (k').

I s o t h e r m  M o d e l E q u a t i o n P a r a m e t e r

L a n g m u i r q NKc
Kce
e

e

=
+1 qe, bound concentration of analyte on 

imprinted membrane
ce, free concentration of analyte in solution
N, number of binding sites
K, binding constantS c a t c h a r d  E q u a t i o n q

c
qe

e
e= −KN K

F r e u n d l i c h q k ce f e= n kf, adsorption constant
n, heterogeneity index

Lagergren’s first-order rate equation and pseudo second-order rate equation [1] were employed to evaluate the kinetics of the binding by using the 
equations which summarized in Table S2. The binding capacity of the membranes changes with time as apparent in Fig. S3.

Table S1. Adsorption isotherm models and related parameters.

K i n e t i c  M o d e l E q u a t i o n P a r a m e t e r

P s e u d o - F i r s t  O r d e r  K i n e t i c 
M o d e l

ln lnq q q k t
e t e
−( ) = ( ) − 1

qe, amount of the analyte adsorbed at equilibrium
qt, amount of the analyte adsorbed at time t
t, time
k1, pseudo-first order rate constant 
k2, pseudo-second order rate constant 

P s e u d o - S e c o n d  O r d e r  K i n e t i c 
M o d e l 

t

q k q q
t

t e e

=








 +











1 1

2

2

Periasamy K, Namasvayam C. Process development for removal and recovery of cadmium from waste water by a low cost adsorbent: adsorption 
rate and equilibrium studies. Ind. Eng. Chem. Res. 1994, 33, 317–320.

Table S2. Kinetic models and related parameters.
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With diminishing resources for drinkable water 
in the world, wastewater treatment is more 

relevant than ever today. There are a number of 
physical, chemical, electrochemical and biological 
treatment methods [1-5] to remove harmful pollu-
tants from aqueous systems. One of these methods is 
photocatalysis which is one of the advanced oxidati-
on processes (AOPs) and basically includes the use of 
a photocatalyst for the mineralization of the pollutant 
into harmless small molecules such as CO2 and H2O 
[6, 7]. This is made possible by oxidation with reactive 
oxidizing radicals produced from the combined use 
of a photocatalyst and an appropriate light source. 

Heterogeneous photocatalysis is an economically 
feasible choice among AOPs since it has low operatio-
nal costs and it is possible to work at ambient conditi-
ons without the need of other chemicals [8]. The most 
widely researched and utilized photocatalyst is TiO2 
which is a semiconductor with a band gap energy of 
approximately 3.2 eV [9, 10]. Due to this band gap energy, 
photocatalytic degradation using TiO2 is performed 
under ultraviolet (UV) light which has the correspon-
ding energy to initiate the excitation and transfer of an 
electron from the valence band to the conduction band 
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of TiO2, leaving behind a positively charged hole. The 
formation of these electron-hole (e− / h+) pairs leads to 
the subsequent oxidation of adsorbed organic matter on 
TiO2 surface through the generation of reactive oxidi-
zing species such as HO2•, HO• and O2•− [11, 12].

There is a variety of approaches and strategies such 
as surface modification [13, 14], doping with another 
element [15, 16] or synthesizing composite materials [17, 
18] to enhance the activity of TiO2 under solar light or to 
obtain a more powerful photocatalyst. We have found
through our previous research that doping with metals
[19, 20], non-metals [21] or co-doping [16, 22] could inf-
luence the photocatalytic activity of TiO2 for the degra-
dation of a variety of pollutants. In this work, we have
used boron as the dopant and obtained B-TiO2 which
has previously been utilized as a catalyst [23-25]. It is
known that doping with transition metals narrows the
band-gap of TiO2, making it more efficient under solar
light and reduces the recombination rate of electron-ho-
le (e− / h+) pairs [26].

Boron deposits in Turkey are estimated to be 948 
million tons according to 2017 report of Turkish Natio-
nal Boron Research Institute, which constitutes 73% of 

A B S T R A C T

In this work we prepared boron doped TiO2 (B-TiO2) photocatalysts and evaluated their 
photocatalytic activity for the degradation of our model organic pollutant, 4-nitrophe-

nol (4-NP). The photocatalysts were prepared using wet impregnation method with differ-
ent calcination times, calcination temperatures and dopant amounts in order to determine 
the optimum parameters. The degradation of the pollutant was carried out in a specially 
designed degradation chamber and characterized by UV-Vis spectrophotometry. The 
degradation kinetics were evaluated with pseudo-first order kinetics by comparing rate 
constants and half-lives of various photocatalytic reactions. It was found that the highest 
removal rate was obtained for 0.50 % boron doping with calcination at 450°C for 3 hours. 
The results showed that TiO2 could be doped with boron, which is in abundance in our 
country, and used for the photocatalytic degradation of a toxic pollutant in water. The 
promising results for the organic matter removal could pave the way for further studies of 
environmental applications. 
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bution of the particles, the calcined photocatalysts were 
ground and sieved from a 32 Micron sieve. The complete 
preparation process is summarized in Figure 1.

The abbreviations for the obtained photocatalysts 
stand for their preparation conditions. For example, 0.25-
450-3 B-TiO2 stands for the photocatalyst that has 0.25% wt. 
boron and was calcined at 450°C for 3 hours. All photoca-
talysts were named accordingly and presented in Table 1.

Characterization of Photocatalysts

In order to show that the wet impregnation of TiO2 with 
boron was indeed achieved successfully, we have used 
scanning electron microscopy with energy dispersive 
X-Ray analysis (SEM-EDX). The analysis was carried on a 
FEI-Philips XL30 instrument equipped with EDAX unit 
operating at 5 kV. Photocatalyst powders were supported 
on carbon tape prior to analysis. 

the world's boron reserves [27]. Because of its natural abun-
dance in various mineral forms in Turkey, we chose boron 
as the dopant. We have used boric acid (H3BO3) as the bo-
ron source for doping. Boric acid also finds use in a myriad 
of areas from glass industry to detergents, nuclear reactors, 
and medicine.

Phenols and their derivatives are pollutants that are 
known to cause toxicity in wastewaters. Especially nitrop-
henols that are highly toxic are released in water as effluents 
of numerous industries [28]. One of these compounds is 
4-nitrophenol (4-NP) which has a maximum allowed con-
centration of 20 ppb in water [6]. We have chosen 4-NP as 
the pollutant to be studied because of its environmental re-
levance and toxicity. 

In this work, we prepared B-doped TiO2 photocatalysts 
by altering the experimental conditions. Successful doping 
was shown by SEM-EDX measurements. The photocataly-
tic activity of the catalysts were determined from the hete-
rogeneous photocatalytic degradation of 4-NP. We have in-
vestigated the effects of calcination time, calcination tempe-
rature and dopant amount in order to find the most promi-
sing photocatalyst in terms of activity. We used pseudo-first 
order kinetic model to obtain and compared rate constant 
values of the photocatalytic reactions. We also studied the 
removal percentages of the pollutant for assessing the pho-
tocatalytic efficiencies of the newly prepared B-TiO2 photo-
catalysts. We compared our results with the photocatalytic 
removal of 4-NP by bare TiO2.

MATERIAL AND METHODS

We used Evonik P25 TiO2 as the precursor to be doped. 
Evonik P25 is a mixture of anatase (79%) and rutile pha-
ses (21%). The doping procedure was achieved using the 
well-established wet impregnation method. Boric acid 
(H3BO3) was used as the dopant source. It was obtained 
from Merck and used without further purification. All 
the solutions were prepared with distilled water.

Preparation of Doped Photocatalysts

Boron doped photocatalysts were obtained via wet-
impregnation method where TiO2 is impregnated with 
the dopant solution, which in our case was boric acid. 
Briefly, we mixed 10 g TiO2 with 15 mL aqueous boric 
acid solution at different concentrations and stirred at 
room temperature for 1 hour. Dopant concentration was 
varied between 0.25 – 1.00% wt. Obtained photocatalysts 
were then washed with distilled water and dried for 24 
hours at 373 K. After the drying process, the samples 
were calcined at 350, 450 and 550°C for predetermined 
amounts of time. In order to achieve a narrow size distri-

Figure 1. Preparation steps for the B-doped photocatalysts

Photocatalyst  Boron Dose (%wt.), Calcinati-
on Temperature and Time

0.25-B-450-3 0.25% B, 450°C, 3hr

0.50-B-450-3 0.50% B, 450°C, 3hr

0.75-B-450-3 0.75% B, 450°C, 3hr

1.00-B-450-3 1.00% B, 450°C, 3hr

0.50-B-450-1 0.50% B, 450°C, 1hr

0.50-B-450-5 0.50% B, 450°C, 5hr

0.50-B-350-1 0.50% B, 350°C, 1hr

0.50-B-350-3 0.50% B, 350°C, 3hr

0.50-B-350-5 0.50% B, 350°C, 5hr

0.50-B-550-1 0.50% B, 550°C, 1hr

0.50-B-550-3 0.50% B, 550°C, 3hr

0.50-B-550-5 0.50% B, 550°C, 5hr

Table 1. RBoron Dose(% wt.), Calcination Times and Temperatures for 
the Preparation of Doped Photocatalysts.
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Photocatalytic Degradation Experiments

In order to assess the photocatalytic capabilities of the 
B-TiO2 samples, we have investigated the degradation re-
action of 4-NP under UV-A light in a specially designed 
reactor. The reactions were carried out in a double-jac-
keted pyrex photoreactor. Five 8-watt black fluorescent 
lights were used as the light source. The reactor was con-
nected to a water bath to utilize constant temperature at 
25°C. 600 mL solution containing 4-NP (1.0 × 10−4 mol/L) 
with 0.2 g/100 mL B-TiO2 photocatalyst was suspended 
in an ultrasonic bath for 30 minutes in dark in order to 
reach adsorption equilibrium. The solution was then int-
roduced to the photocatalytic reactor and mechanically 
stirred through the reaction. The photocatalytic experi-
ments were carried out at the natural pH of the solutions 
without pH adjustment. 10 mL samples were collected at 
predetermined time intervals and were immediately fil-
tered through 0.45 μm Millipore HA (cellulose acetate) 
filters to separate TiO2 from the solution. Absorbance va-
lues of the samples at λ = 317 nm were determined with 
a Perkin Elmer LS 55 UV-Visible spectrophotometer, and 
the concentrations of the solutions were calculated from 
calibration curves. 

Photocatalytic efficiencies were compared using remo-
val percentages of 4-NP with B-TiO2 photocatalysts. These 
were calculated from Eq.1 where C0 is the initial 4-NP con-
centration and C is 4-NP concentration at time t.

Removal % = 
C C
C

x0

0

100
−







            (1)

Experiments in identical conditions were also carried 
out for bare Evonik P25 TiO2 for comparison purposes. 

Kinetic Calculations

The degradation was estimated to follow pseudo-first 
order kinetics as was the case in our previous works [16, 
29]. The degradation rate constant was obtained from Eq. 
2 where C0 is the initial concentration (mol/L), C is the 
concentration (mol/L) after time (t) (mins) of the degra-
dation reaction, and k is the first-order rate constant:

ln
C
C

kt
0









 = (2)

RESULTS AND DISCUSSION

Effect of Dopant Amount

Photocatalysts were prepared using different amounts of 
dopant and their efficiencies on 4-NP degradation were 
investigated. With this purpose, 0.25, 0.50, 0.75 and 1.00 

Photocatalyst Removal (%) k (10-3.min-1) t1/2 (min)

0.25-450-3 59.02 7.71 89.90

0.50-450-3 68.47 9.26 74.85

0.75-450-3 56.13 6.56 105.66

1.0-450-3 56.99 7.29 95.08

Figure 2. PC/C0 – t plots for photocatalysts with different dopant amo-
unts

% wt. boric acid was used as dopant and 3 hours of cal-
cination at 450°C was performed. Degradation reaction 
was continued for 120 mins and C/C0 values were plotted 
against time in Fig.2. 

Kinetic data was modeled by pseudo first-order reacti-
on kinetics and rate constants (k, min−1), as well as half-lives 
(t1/2, min) were calculated from Fig. 2 using Eq. 2 and listed 
in Table 2. Removal % values were calculated according to 
Eq. 1 and also presented in Table 2. 

It can be seen that the photocatalytic degradation rate 
of 4-NP increased and then decreased and it was found that 
among the studied range, 0.50 % wt. showed the best result 
in terms of degradation with 68.47% removal. Photocataly-
tic degradation rate constant was also found to be highest 
for 0.50-450-3 which consequently yielded the lowest half-
life. A similar behavior was observed for selenium doping 
of TiO2 by Gurkan et. al. [30] which was attributed to two 
conflicting effects of doping. Enhanced photocatalytic acti-
vity is caused by the energy levels generated by the dopant 
ion, which acts as an electron or a hole trap. Also, the reac-
tion rate is directly proportional to the absorption of pho-
tons, which again is increased by doping. But if the dopant 
concentration is high (i.e. higher than 0.50% wt.), increase in 
the recombination rate of the charge carriers is observed be-
cause of the decreased average distance between trap sites. 
We continued our experiments with 0.50% wt. dopant as the 
optimum amount since it provided the highest photocataly-
tic activity of the studied photocatalysts. 

Table 2. Effect of dopant amount of B- TiO2 photocatalysts for the deg-
radation of 4-NP
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Effects of Calcination Time and Temperature

In order to investigate the effects of calcination proper-
ties on the photocatalytic activities of the photocatalysts, 
we used three different calcination times and three tem-
perature values. Studied calcination times and tempe-
ratures were 1, 3 and 5 hours, and 350, 450 and 550°C, 
respectively. The removal % value for each photocatalyst 
was calculated and given in Fig. 3.

When Fig. 3 is taken into account, we can conclude 
that highest removal percentages were obtained with pho-
tocatalysts prepared by 3 hours calcination time for every 
temperature value. This finding suggests that the optimum 
calcination time is 3 hours. For a better comparison, we also 
give the dependence of removal % values to calcination tem-
peratures in Fig. 4.

We can conclude that out of the studied calcination 
temperature values, photocatalyst prepared at 450°C had 
the highest photocatalytic efficiency for the degradation of 
4-NP. The exact ranking was 450°C > 550°C> 350°C with 
68.47%, 62.03% and 60.43%, respectively. 

The kinetic parameters of the photocatalytic degrada-
tion reactions were also calculated and given in Table 3 for 
each photocatalyst prepared by different calcination times 
and temperatures.

Table 3 shows that once again 0.50-450-3 yields the 
best photocatalysis efficiency for the degradation of 4-NP. 
The obtained rate constant for this photocatalyst was 
9.26x10-3 min-1, which is higher than all other prepared pho-
tocatalysts. t1/2 value suggests that the degradation of half of 
the initial 4-NP concentration takes approximately 75 mins 
where it could be as high as 105.50 mins, which is the case 
for 0.50-550-1. 

Taking into consideration the removal % values, rate 
constants and half-lives, we have concluded that calcination 
at 450°C for 3 hours yields the most efficient boron doped 
photocatalyst for the degradation of 4-NP. Calcination tem-
perature and times could alter the crystallographic proper-
ties of TiO2 [31]. It is known that with increased calcination 
times, the particle size also increases [32], which could be 
the reason for lower photocatalytic efficiency obtained for 
550°C. This increase in size is attributed to the fact that cal-
cination at high temperatures or for long periods cause the 
doped ions to be desorbed [22]. The increase in the photo-
catalytic activity when calcination temperature is increased 
from 350oC to 450oC, can be caused by the greater formati-
on of hydroxyl radicals per unit surface area [33]. We could 
conclude that calcination at 450oC for three hours yields the 
highest radical formation and smallest crystal size than ot-
her studied values. 

Comparison of Doped and Bare TiO2 Efficiencies

We have also compared the photocatalytic efficiencies of 
doped and bare TiO2 under UV light in order to reveal 
the effect of doping with boron. The results of photodeg-
radation of 4-NP with doped (0.50-450-3) and bare P25 
TiO2 under identical experimental conditions of pho-
tocatalyst amount, 4-NP concentration and irradiation 
time are given in Fig. 5.

When the removal rates were compared, 0.50-450-3 
was found to be more efficient with a removal rate of 68.47 

Figure 3. Removal % values for photocatalysts with different calcinati-
on times and temperatures.

Figure 4. Dependence of removal % values for photocatalysts with dif-
ferent calcination temperatures.

Photocatalyst Removal (%) k (10-3.min-1) t1/2 (min)

0.50-450-1 58.61 7.44 93.16

0.50-450-3 68.47 9.26 74.85

0.50-450-5 62.37 7.82 88.64

0.50-350-1 56.56 7.48 92.67

0.50-350-3 60.43 7.60 91.20

0.50-350-5 57.94 7.20 96.27

0.50-550-1 55.68 6.57 105.50

0.50-550-3 62.03 8.20 84.53

0.50-550-5 59.10 7.69 90.14

Table 3. Effect of dopant amount of B- TiO2 photocatalysts for the deg-
radation of 4-NP
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% than TiO2 with 64.40 %. Kinetic parameters of reaction 
rate and half-life were also improved by doping. Rate cons-
tant and half-life values were 7.29 10-3 min-1 and 95.08 min 
for bare TiO2 while they were found to be 7.82 10-3 min-1 and 
88.64 min for 0.50-450-3. Although the difference may not 
seem significant, one should keep in mind that the main 
purpose of doping is to make TiO2 more efficient under 
sunlight. The results of solar photocatalysis could show a 
more enhanced activity for B-doped samples since there is 
no direct correlation between the visible light activity and 
the photocatalytic activity [30]. But at this time, solar photo-
degradation is beyond the scope of our study and we could 
conclude that doping with boron enhances the photodegra-
dation efficiency under UV light.  

Morphology of the Photocatalysts

In this secton we have compared the morphologies of do-
ped and bare photocataysts and shown that doping has 
indeed taken place, using elemental analysis. SEM images 
and EDX spectra of B-doped TiO2 (0.50-450-3) and bare 
TiO2 are given in Fig. 6. 

No impurities are observed in EDX spectra. The presence of 
boron in the EDX spectrum of B-doped TiO2 confirms the 
doping procedure is successfully achieved. 

CONCLUSION

Here, we investigated the heterogeneous photocataly-
tic degradation reaction of 4-NP, using the newly pre-
pared, boron doped TiO2 photocatalysts. We prepared 
these photocatalysts using the well-established wet-
impregnation technique and evaluated the effects of do-
ping conditions on the photocatalytic activities of B-TiO2 
catalysts. The doping was proven by SEM-EDX results. 
Optimization of dopant amount, calcination times and 
temperatures were performed. The photocatalytic acti-
vity and performance of the B-TiO2 photocatalysts were 
evaluated in terms of removal percentage of 4-NP and 
also rate constants obtained from pseudo-first order ki-
netics model. The optimum amount of dopant was found 
to be 0.50% wt which yielded the best result in terms of 
pollutant removal. Highest removal of 4-NP was 68.47 % 
which was achieved by calcination of the photocatalyst 
at 450°C, 3 hours. Photocatalysis was performed with 
both doped catalyst, 0.50-450-3 and bare TiO2 in order 
to show the effect of doping. The results indicated that 
the 4-NP removal as well as kinetic parameters were imp-
roved after doping. The findings of this work showed that 
TiO2 could be doped with boron and used for the pho-
tocatalytic degradation of a toxic pollutant in water. In 
a time when water treatment is more relevant than ever, 
we think this work could provide a valuable insight for 
preparing photocatalysts by doping with an element that 
is in abundance in Turkey. Solar efficiency of boron-do-
ped photocatalysts could be studied in the future, which 
would be promising for commercial applications.
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Amides are an important class of organic compo-
unds in which a carbonyl group is connected to 

a nitrogen atom. These compounds and those similar 
possess various excellent biological activities inclu-
ding antibacterial, antifungal [1-6], antioxidant [7-11], 
insecticide [12], anticonvulsant, analgesic, and anti-
tumor agents [13-17].  

As is known, amide formation does not occur spon-
taneously at room temperature and for this reason, it is 
necessary to pre-activated the carboxylic acids such as 
acid chlorides. For this purpose, the corresponding ami-
des were synthesized the pre-activation the carboxyl 
group using thionyl chloride and then, in the presence of 
triethylamine (TEA) the interaction of those activation 
products with amine derivatives. The obtained compo-
unds were characterized using 13C NMR, 1H NMR, FT-
IR spectroscopies and elemental analysis. Antimicrobial 
activities of the synthesized compounds were evaluated 
against various bacterial and fungal species. These tar-
get molecules were tested for their antibacterial and an-
tifungal activities using serial dilution technique. As a 
result, compounds 1b and 2d showed good antibacterial 
and antifungal activities.

MATERIAL AND METHODS

Measurement and Reagent

All chemicals were purchased from Sigma-Aldrich, 
Merck or ABCR and directly used without further 
purification other than commercial thionyl chloride. 
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It was twice distilled; colorless product of high purity 
was obtained (b.p. 77 °C/760 mmHg). Melting points 
were determined using Stuart SMP 30 apparatus.  
The FT-IR spectra were obtained on Bruker Vertex 
80V spectrometer.  The 1H NMR and 13C NMR spect-
ra were recorded a Bruker/Biospin 400 MHz spectro-
meter instrument using CDCl3 as solvent and TMS as 
internal standard. The elemental analyses were car-
ried out on a Costech, ECS 4010 elemental analyser. 

Preparation of new amide compounds 1(a-c) 
and 2d

The newly amide compounds 1(a-c) and 2d were pre-
pared as a result of the two-step reaction shown in 
Fig. 1. In the firstly step, activation step, the acid chlo-
ride intermediate was formed by the interaction of 
thionyl chloride and carboxylic acid by the procedure 
as previously described in the literature [18]. In the 
second step, the acylation step: Heterocyclic amine 
or 4-nitroaniline derivatives (12 mmol) was dissolved 
in THF (6 mL) and triethylamine (8 mmol) was ad-
ded dropwise. Then, to mixture was added dropwi-
se (14 mmol) of 3-acetoxy-2-methylbenzoyl chloride 
or 2-thiophene carbonyl chloride in 8 mL of THF at 
room temperature [19]. After this mixture was allo-
wed to stir for 14 hours at room temperature, the re-
sulting white salt precipitate was filtered and washed 
several times with water. The filtrate was then preci-
pitated with water and the obtained the white crude 
product was recrystallized from acetonitrile.

A B S T R A C T

The some new amide derivatives 1(a-c) and, 2d were synthesized by the two-step N-
acylation of 4-nitroaniline or heterocyclic amine derivatives with acyl chlorides. All 

of the products were determined using 13C NMR, 1H NMR, FT-IR spectroscopies and 
elemental analysis. Antimicrobial activities of the molecules were evaluated against various 
bacterial and fungal species. The results show that the some new compounds exhibit good 
antibacterial and antifungal activities.

INTRODUCTION 

Keywords: 
Amides; Secondary amides; N-acylation, Antimicrobial activity; Characterization.
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pension of each microorganism and 100 µL suspension 
of compound tested were added into the wells. The mic-
roplate with no growth of microorganism was recorded 
to represent the MIC enounced in μg/mL. Amoxicillin 
and Tetracycline were used as the reference standard for 
antibacterial activity while Ketoconazole was used as the 
reference standard for antifungal activity, the MIC value 
were showed in Table 5.

RESULTS AND DISCUSSION

Physical characteristics

The some physical, chemical properties, and elemental 
analysis results of the newly synthesized molecules are 
given in Tables 1 and 2.

IR Spectra

The infrared spectrum of compound 1a displayed a sig-
nificant vibrational band at 3271 cm−1 for the presence of 
a seconder amide. The absorption for an amide carbonyl 
(-NHC=O) was observed at 1637 cm−1 while an absorp-
tion for the carbonyl of ester was observed at 1751 cm-1. 

Antimicrobial activity

Four new synthesized molecules were exhibited antimic-
robial activities against the following eight microorga-
nisms including Gram-staining-positive (Bacillus subtilis 
ATCC 6633; Staphylococcus aureus ATCC 25923; Ente-
rococcus faecalis ATCC 29212), Gram-staining-negative 
(Escherichia coli ATCC 25922; Klebsiella pneumoniae 
ATCC 70060; Pseudomonas aeruginosa ATCC 27853) 
bacteria and fungi (Aspergillus niger ATCC 16404; Can-
dida albicans ATCC 1023). Antimicrobial activities were 
performed using the microdilution method (MIC) [20] by 
the broth microdilution method carried out in 96-well 
microplates. Synthesized compounds were dissolved in 
DMSO at the appropriate concentration. The cultures 

were obtained from nutrient broth for all the bacterial 
strains after 24 h of incubation at 28 °C. Fungi were ma-
intained in nutrient broth after incubation for 24 h at 37 

°C. Bacterial and fungi cells were homogenized in nutrient 
broth. The turbidity of bacterial and fungi suspensions 
was set at a concentration of approximately 106 cells/ml. 
Only inoculated broth was used as controls. 100 µL sus-

Figure 1. General synthesis of compounds 1(a-c) and 2d Code Structure) Melting point (oC) Y i e l d 
(%)

1a
SC

N CH2

O

H

CH3OH3C-C
O

123-126 62

1b C
N

O

H

CH3

O
C-
C
H3

O
S

C
N

109-111 51

1c
OC

N CH2

O

H

CH3OH3C-C
O

96-98 58

2d
S

C
N

O

H
NO2 207-210 63

Table 1. The physical, chemical properties of prepared molecules (1a-1c) 
and 2d

Compound
Calculated Experimental

 N % C % H % S % N % C % H % S %

1a 4.84 62.22 5.18 11.06 4.74 62.71 5.06 10.75

1b 9.32 59.94 3.99 10.65 8.74 60.45 3.88 10.13

1c 5.12 65.87 5.49 - 5.01 66.07 4.87 -

2d 11.28 53.18 3.22 12.89 10.84 53.33 2.89 12.11

Table 2. The results for elemental analysis of prepared compounds (1a-1c) and 2d
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Due to resonance the aromatic ring with oxygen atom, 
the strong C=O stretching vibration of ester carbonyl 
is (~1740 cm-1) higher than normal stretching vibration 
of ester carbonyl. The other remarkable band at around 
1454 cm-1 belongs to C-N stretching vibration as shown 
in Fig. 2. In addition, important IR absorptions of the 
synthesized molecules are given in the Table 3. These 
spectral data are consistent with similar structures given 
in the literature [21, 22].

NMR Spectra

In the 1H NMR spectra of molecule 1a there are two sing-
lets at 2.26 ppm (s, Ar-CH3) and 2.34 ppm (s, -OCOCH3) 
belong to the methyl protons on the benzene ring and 
methyl protons bound to ester carbonyl respectively. The 
characteristic NH peak for amides was observed as a 
singlet at 6.27 ppm (s, -NHC=O). The methylene protons 
in the structure of compound 1a interacted with the ami-
de proton and were observed as a doublet at 4.79 ppm.  
The signals of the phenyl ring protons (H1-H3) appeared 
at between 7.25-6.97 ppm. Of phenyl ring protons, the 
H2 proton coupled to the H3 proton show a doublet and 
gives a triplet by coupling the H1 and the H3 as being 7.28 
ppm. The signals of the thiophene protons resonated in 
slightly lower up-field compared to the phenyl protons. 
These thiophene protons, labeled as H4, H5, and H6, sho-
wed two doublets and a triple signals observed in the ran-
ge of 7.11-6.95 ppm (Fig. 3). These values obtained are in 

consistent with similar compounds in the literature [21].  
In the Table 4 are illustrated the chemical shift values of 
the other compounds. 

13C NMR Spectra

The 13CNMR spectrum of compound 1a recorded in 
CDCl3 showed 15 different carbon signals. Two of these 
signals belong to ester carbonyl carbon and amide car-
bonyl carbon, was observed at 169.3 ppm and 168.9 ppm, 
respectively. The phenyl ring carbons (C1-C6) were de-
tected at 149.7, 124.4, 126.1, 123.8, 138.1 and 128.6 ppm 
respectively. The carbons (C7-C10) belonging to the 
thiophene ring were resonated at 140.5, 127.0, 126.6 and 
125.4 ppm, respectively. While the methyl carbon atom 
attached to the ester carbonyl group was observed at 
20.7 ppm, the other methyl carbon atom attached to the 
phenyl ring resonated at 12.9 ppm (Fig. 4) The methylene 
carbon atom (-CH2-) was observed at 38.7 ppm. These 
chemical shift values are compatible with the literature 
and confirm the formation of the target molecule [21]. 
The carbon chemical shifts values of other synthesized 
molecules are illustrated in the Table 5.

Figure 2. FT-IR spectrum of compound 1a

Comp. -NH Ar CH Aliph CH Amide 
C=O

E s t e r 
C=O C-N Ar-C≡N

Ar-NO2
N=O (Asym. Stretch)
N=O (Sym. Stretch)

Ar-NO2
C-N

1a 3271 3070-3040 2970-2845 1637 1751 1454 - - -

1b 3244 3113-3081 2981-2934 1755 1787 1457 2229 - -

1c 3264 3075-3012 2978-2907 1644 1744 1441 - - -

2d 3358 3138-3106 - 1641 - 1412 - 1538 (Asym.)
1322 (Sym.) 852

Table 3. Important IR bands of synthesis compounds (cm-1)

Figure 3. 1H NMR spectrum of compound 1a in CDCl3
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Antimicrobial activities

The four newly synthesized molecules were tested in vit-
ro for antimicrobial activity against three Gram-staining-
positive, three Gram-staining-negative bacterial strains 

and two fungi strains. While 1a and 1c compounds did 
not show antimicrobial activity, 2d and 1b compounds 
showed antimicrobial activity (Table 6). The MIC values 
of 2d and 1b were determined between the dose of 500–
1000 μg/mL and 125–500 μg/mL, respectively, against 
Gram-positive, Gram-negative bacteria and fungus spe-
cies. The 2d and 1b compounds showed better antimicro-
bial activity against S. aureus, E. faecalis, K. pneumoniae 
and P. aeruginosa than the Amoxicillin standard.

CONCLUSION

In this article, four new amide molecules (1a-1c) and 1d 
were successfully prepared by two-step synthesis reac-
tions consisting of activation and acylation steps. The 
structural analysis of the obtained molecules was made 
using   FT-IR, 1H NMR, 13C NMR, spectroscopy and ele-
mental analyses techniques. All of the target molecules 
were screened for their antibacterial and antifungal acti-
vities using serial dilution technique. As a result, among 
tested compounds 1b and 2d were exhibited good anti-

Comp H1 H2 H3 N-H H4 H5 H6 H7 -CH2- -COCH3 A r -
CH3

1a 7.24-7.20 
(d)

7.28-7.20 
(t)

7. 2 8 -7. 2 4 
(d)

6 . 2 7 
(s)

7.11-7. 0 7 
(d)

7. 11- 6 . 9 5 
(t)

7. 0 2 - 6 . 9 5 
(d) - 4 .78- 4 .77 

(d) 2.34 (s) 2 . 2 6 
(s)

1b 7.30-7.28 
(d)

7.36 -7.31 
(t)

7. 3 8 -7. 3 6 
(d)

8 . 9 2 
(s)

7.9 5 -7.93 
(d)

7. 9 6 -7. 9 4 
(d) - - - 2.52 (s) 2 . 3 5 

(s)

1c 7.24-7.22 
(d)

7.28-7.24 
(t)

7. 3 9 -7. 3 5 
(d)

6 . 1 2 
(s)

6.36-6.31 
(d)

7. 1 0 -7. 0 8 
(d)

7. 2 4 -7. 2 2 
(d) - 4 .64-4.62 

(d) 2.35 (s) 2 . 2 5 
(s)

2d 7.45-7.43 
(d)

7.28-7.20 
(m)

8 . 2 9 - 8 . 2 7 
(d)

7 . 9 0 
(s)

7. 6 7-7. 6 5 
(d)

7. 8 6 -7. 8 4 
(d)

7. 7 7-7. 7 6 
(d)

8 . 0 1 - 7. 7 7 
(d) - - -

Table 4. 1H NMR spectral values of the synthesized molecules (δ, ppm, in CDCl3)

Figure 4. 13C NMR spectrum of compound 1a in CDCl3

Comp C1 C2 C3 C4 C5 C6 C = O -
Ester

C = O -
Amide C7 C8 C9 C10 -CH2- C O -

CH3
A r -
CH3 R

1a 149.7 124.4 126.1 123.8 138.1 128.6 169.3 168.2 140.5 126.6 127.0 125.4 38.7 20.7 12.9 -

1b 150.3 126.4 127.7 125.7 134.6 129.6 169.0 162.1 134.6 118.6 129.0 125.4 - 20.9 13.3 124.0

1c 150.8 124.5 126.7 123.7 138.1 128.7 169.2 168.8 149.8 110.5 107.6 142.3 36.8 20.7 12.9 -

2d 136.0 119.3 125.1 135.2 125.1 119.3 - 156.6 132.0 128.1 128.4 129.3 - - - -

Table 5. 13C NMR spectral data for the synthesized compounds (δ, ppm, in CDCl3)
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microbial activity.  This antimicrobial activity can be the 
directly related to the nature of the substituents on the 
ring of compounds 1b and 2d.
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Minimum inhibition concentration (µg/mL)

Sample
Gram-staining-positive Gram-staining-negative Fungi

B. subtilis S. aureus E. faecalis E. coli K. pneumoniae P. aeruginosa A.niger C. albicans

1a - - - - - - - -

1b 125 125 125 125 125 125 125 500

1c - - - - - - - -

2d 500 500 500 500 500 500 1000 1000

Amoxicillin <2 >1000 >1000 32 >1000 >1000 NT NT

Tetracycline <2 8 8 <2 8 4 NT NT

Ketoconazole NT NT NT NT NT NT 1 2

NT: not tested

Table 6. The minimum inhibition concentrations (MIC’s) of the tested molecules
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APPENDIX

Figure S1. FT-IR spectrum of compound 1b

Figure S2. 1H NMR spectrum of compound 1b in CDCl3

Figure S3. 13C NMR spectrum of compound 1b in CDCl3

Figure S4. FT-IR spectrum of compound 1c

Figure S5. 1H NMR spectrum of compound 1c in CDCl3

Figure S6. 13C NMR spectrum of compound 1c in CDCl3
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Figure S7. FT-IR spectrum of compound 2d

Figure S8. 1H NMR spectrum of compound 2d in CDCl3

Figure S9. 13C NMR spectrum of compound 2d in CDCl3
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WWetlands are ecosystems with a high biodiver-
sity that allow their inhabiting species to carry 

out their basic vital activities such as feeding, shelte-
ring and breeding [1]. Identification of wetlands can-
not be easily achieved due to variations in the occur-
rence of birds and vegetation, variable water regimes 
and ranging from inlands to marine waters [2]. Altho-
ugh the definition of wetlands may vary, the most wi-
dely accepted definition in the world is the one inclu-
ded in the RAMSAR Convention [3]. According to in-
ternational Ramsar Convention wetlands are defined 
as "...areas of marsh, fen, peatland or water, whether 
natural or artificial, permanent or temporary, with 
water that is static or flowing, fresh, brackish or salt, 
including areas of marine water the depth of which at 
low tide does not exceed six meters..." and waterbird 
is defined as "...birds ecologically dependent on wet-
lands..." [4].

Different types of wetlands increase the ecosystem 
diversity, and in return, species using these wetlands 
increase biological and genetic diversity [5, 6]. Although 
wetlands are important hotspots for the conservation of 
biodiversity, they cover less than 2% of the continental 
surface on earth and continue to shrink [7]. Changes in 
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land use such as urbanization and conversion to agricul-
tural land due to population growth causes wetland dec-
reasing in proportion to the increase in human popu-
lation [8]. Turkey has a significant amount of wetlands 
compared to continental Europe. Although wetlands 
that exist in Turkey are known to be important for bre-
eding and wintering bird species, information about the 
populations of bird species using these areas are limited 
[9]. Waterbirds are considered as indicators of wetland 
quality and restoration as parameters of local biodiver-
sity, and many ecologists think that birds are one of the 
visible indicators of total productivity of biotic systems 
[2].

Mid-Winter Waterbird Census (MWWC) is one 
of the main methods used for long term monitoring of 
the changes in wetlands, as well as detecting changes 
in waterbird populations. MWWC was made at 1967 
in Turkey for the first time and with the participation 
of national and international institutions and non-
governmental organizations 34th was in 2018, 35th 
MWWC was made in 2019 [10].

Dam constructions change the environment by 
creating an artificial lake area on rivers, which may af-
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In this study, species diversity of waterbirds, which are the indicator species of wetland 
quality were investigated at Obruk Dam Lake in Turkey, which was built in 1996 and 

started to operate in 2009. Obruk Dam built on River Kızılırmak within Çorum province 
has created a new habitat for waterbird with a lake surface area of 50 km2. As a result of 
the studies, 21 waterbird species belonging to 6 orders were identified. According to the 
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individuals of waterbirds were counted in Obruk Dam Lake respectively and it has been 
proved that the Obruk Dam Lake forms a new terrain especially for birds. Although the 
census for the year 2020 could not be done completely due to adverse conditions, short 
observations in 2020 show that the Obruk Dam Lake continues to be used intensively by 
waterbirds. During the research, intensive and off season hunting activities were observed 
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are carried out as well these, irrigated agriculture by dam 
water exists. It was also observed that cattle and ovine bree-
ding were carried out in the surrounding villages. There are 
reeds densely in the lake area between Kumçelteği, Karlık 
and Tozluburun villages in the southeast of the bridge that 
passes over the lake. Although the lake shores are generally 
bare due to anthropogenic effect, there are partly reeds in 
the regions where the seasonal flowing streams reach the 
lake. In Obruk Dam, commercial fishing is allowed with a 
hunting quota determined by the cooperative. During the 
field trips, we also witnessed illegal waterbird hunting.

Waterbird Census

Canon EOS 7D Mark II DSLR digital camera, Canon 
100/400 mm L and 400 mm L lenses, Nikon Aculon 10x42 
binoculars, Nikon 20-60x50 field scope, DJI Phantom 4 
Pro drone, and mechanical counters were used during 
censuses. In the field studies, bird species are identified 
according to Heinzel et al [16] and Porter et al [17]. Ob-
served bird species together with the census results were 
recorded in the field notebook. Bird Censuses were made 
in 2018 and 2019, in January. In January 2020 a short mo-
nitoring and census was done to check the current status 
of study area because of bad weather conditions, low vi-
sibility, difficulties to access to the observation points by 
reason of muddy roads, and continuously movements of 
waterbirds due to hunting activities. Depending on these 
reasons census in 2020 was done from only 3 vantage po-
ints and condition of wetland was observed.

Field studies were done by using point transect method 
[18, 19]. Line transect method was carried out by boat on 
the lake in order to determine the locations where waterbird 
colonies are used extensively, and the point transects were 
made out from 8 vantage points (Fig. 1). The satellite image 
of the locations where the point transects made are shown 
in Fig. 1 and their coordinates are shown in Table 1. A total 
of 8 vantage points were decided due to both of topographic 
structure of the lake shore and vantage points’ view of field. 
The length of lake area using by waterbirds are approxima-
tely 13 km long and the widest area of lake is about 3 km 
long. Because of these situations, we used the points that 
have the characteristics of having a wide view of the lake 
area, the clear viewing angles of the shores and existence of 
waterbird colonies at the vantage points we chose. During 
the vantage points were determined, the viewing angle of 
each point and the area to be observed from each point were 
predetermined, and necessary precautions were taken to 
prevent the census results from being adversely affected by 
possible duplicate counts. We have counted waterbirds one 
by one using mechanical counter and field scope from right 
to left in view from vantage points. Waterbirds that moves 
in the opposite of the counting direction were included to 

fect the biota present in the area before the construction. 
Waterbird populations vary under the influence of different 
factors such as water quality in dam lakes, depth of water, 
vegetation structure around the lake area, fishing, and water 
sports [11]. Dam lakes and ponds can create different alter-
native habitats for waterbird, as well as respond to the diffe-
rent ecological needs of different species thus increasing the 
diversity of species in the area [12]. Research results in Kar-
kamış Dam Lake showed that the new wetland ecosystem 
created by the dam construction has significantly increased 
the biodiversity in the area. Censuses on waterbird resulted 
in the count of 118,434 individuals in 2005, and 73,964 indi-
viduals in 2007. After these results, the newly formed wet-
land ecosystem was included to the “Important Bird Areas 
of Turkey, 2004 update” [13, 14]. 

Obruk Dam Lake, the study area, was put into ope-
ration in 2009 with a 50.21 km2 maximum lake area [15] 
forming a new wetland ecosystem. During the field visits in 
Obruk Dam Lake, it was determined that the area was star-
ted to be used by waterbirds and the purpose of this study is 
to identify these waterbird species.

MATERIAL and METHOD

Study Area

Obruk Dam Lake is located on Kızılırmak River, covering 
an area of approximately 50 km long in the southwest-
northeast direction, with respect to the flow direction of 
the river (Fig. 1). The dam is surrounded by the districts 
of İskilip, Oğuzlar and Dodurga in northwest and the 
districts of Laçin and Çorum (Center) in southeast. The 
closest settlement area to the dam shore is the Oğuzlar 
district, which is on average 2.5 km away. The Çorum-
Çankırı D180 highway passes over the dam by a bridge 
from the upstream part of the dam, and the road that pro-
vides access to the Oğuzlar district passes through the 
downstream part.

The general vegetation structure consists of deciduous 
forests and sparse larch forests. In the vicinity of the lake, 
dry farming, fruit production and greenhouse cultivation 

Figure 1. Satellite Image of Point Transect Locations on the Google 
Earth image.
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census; in order to prevent recounting of waterbirds flying 
or changing location, individuals which changed their place 
in the direction of counting were not included in the results.

Entire observation areas and the waterbird colonies in 
the observation areas were photographed by a DSLR camera 
with a 400 mm lens mounted before censuses at predeter-
mined locations. The images were combined with Adobe 
Photoshop CS3 Extended PC software to create a panora-
mic view of the observation areas, and the “count tool” in 
the same PC software was used for carrying out the water-
bird censuses.

RESULTS

The waterbird census results are given in Table 2. Aythya 
ferina (Common pochard) is listed as "VU=Vulnerable", 
Numenius arquata (Eurasian curlew) and Turdus ilia-
cus (Redwing) are listed as "NT=Near Threatened"; and 
remaining 18 waterbird species are listed as "LC=Least 
Concern" according to the IUCN (International Union 
for Conservation of Nature) RedList [20]. In terms of Bern 
Convention (Convention on the Conservation of Europe-
an Wildlife and Natural Habitats) 6 species are listed in 
Appendix II (Strictly protected fauna species), 15 species 
are listed in Appendix III (Protected fauna species) [21].

14 waterbird species from 6 orders were identified in 
Obruk Dam Lake in 2018 winter season and from these spe-
cies 26.975 individuals were counted with the most common 
species Fulica atra (Eurasian coot) with 23.772 individuals. 
It was followed by Anas platyrhynchos (Mallard) with 1.151 
individuals and Tadorna tadorna (Ruddy shelduck) with 761 
individuals, respectively.

In the winter season of 2019, 13.158 individuals from 
19 waterbird species were counted, and the most common 
species was Fulica atra, represented with 10.655 individu-
als. Census results show that F. atra was followed by Anas 
platyrhynchos (Mallard) with 1,101 individuals and Anas 

crecca (Eurasian teal) with 601 individuals. The census re-
sults for January 2019 are given in Table 2.

As a result of the field study conducted in January 2020, 
a total of 11.597 waterbirds were counted in the study area, 
and the most observed species were Fulica atra with 10.101 
individuals and Anas platyrhynchos with 1.062 individuals, 
respectively. During the short observations, 7 waterbird spe-
cies were identified belonging to 6 orders. These results also 
are shown in Table 2.

Two different areas were detected that mostly preferred 
by waterbirds in Obruk Dam Lake. One of these locations is 
the shallow part of the area, stretching from the shores of 
Salur and Karaburun villages to the vicinity of the Kızılır-
mak Bridge, reaching a depth of about 5 meters and covering 
an area of approximately 30 km2. The second location is the 
reed-bed, which extends from the shores of Tozluburun vil-
lage to the shores of Kumçelteği village, where the lake area 
starts.

In the observations, we found that Eurasian coot, Mal-
lard, and Great crested grebe formed colonies together, away 
from the shores. Cormorant species were usually observed 
roosting in the submerged tree branches or floating around 
these trees. Ruddy shelduck usually prefers bare fender are-
as on the opposite shore of Yalakçay village. Heron species 
(Great egret, Little egret and Gray heron) were observed ro-
osting on the whole lake shore rather than a specific area.

Our monitoring studies showed that waterbirds do 
not choose locations like the shores of settlements by the 
lake and the coastal areas where human activities such as 
angling, picnic and boat docks regions. There is Kızılırmak 
Bridge on the D-180 highway which provides transportation 
between İskilip and Çorum on the lake and divides dam lake 
into two parts and waterbirds do not use bridge and areas 
near bridge because of disturbance.

DISCUSSION

Although, dams built on rivers are damaging the existing 
ecosystem, they can also provide significant benefits for 
the ecosystem in case of appropriate physical conditi-
ons [11, 13]. This research aimed to determine the wa-
terbird species wintering in Obruk Dam Lake. In Turkey, 
MWWC was started in 1967, and censuses are still being 
conducted annually under the leadership of the General 
Directorate of Nature Conservation and National Parks 
(DKMP) [10]. In Obruk Dam Lake, which started to 
operate in 2009, the first waterbird census was made by 
Erciyas Yavuz and Kartal (2012) [22]. After the first cen-
sus, a census was made in the following year by Erciyas 
Yavuz and İsfendiyaroğlu [23], and no other mid-winter 

Location No East North

36T

1 631893 4498132

2 629901 4496954

3 629541 4494626

4 630824 4495309

5 636208 4499195

6 637408 4498491

7 635293 4500302

8 637151 4500306

Table 1. UTM Coordinates of Point Transect Locations
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waterbird census was conducted in Obruk Dam Lake un-
til 2018. Results of censuses compared with Mid-Winter 
Waterbird Census (MWWC) results made by DKMP, it 
is seen that Obruk Dam Lake is the 13th location from 
153 different locations with 26975 waterbirds wintering 
in 2018 in the ranking of highest number of waterbird 
counted locations list [3].

According to the results of MWWC in 2019, among 
154 different locations with the highest number of waterbird 
counts, Obruk Dam Lake ranked the 24th with 13.158 indi-
viduals [10]. These results clearly show the status of Obruk 
Dam Lake among the sites hosting the highest waterbird 
populations in Turkey. This newly formed wetland, created 
by Obruk Dam Lake, which hosted 26.975 individuals in 
2018 and 13.158 in 2019, is an important wintering location 
for waterbird species in Turkey, as reflected by the census 
results.

Obruk dam, which is built on Kızılırmak, as a reservo-
ir type has created a new habitat especially for water birds, 
as in the case of Karkamış dam, as a result of observations 
made with. The Karkamış dam, built in 2000, has been an 
area visited by more than 20,000 waterbirds on average, alt-

hough there are differences in numbers every year. In the 
studies carried out, 110 bird species were identified in the 
Karkamış dam [13]. Obruk dam formed a new habitat espe-
cially for waterbirds following the impoundment of the dam, 
as in the example of Karkamış dam, and 59 different bird 
species and 22 different water bird species can be observed.

As a result of the studies carried out in Karaçomak and 
Beyler dams built in Kastamonu neighbouring province of 
Çorum, 23 waterbird species from 11 families belonging to 
6 orders in total were identified. 17 species belonging to 6 or-
ders in Karaçomak dam and 22 species belonging to 6 orders 
observed in Beyler dam [24]. When Obruk dam is compared 
with Karaçomak dam built between 1968-1973 and Beyler 
dam built in 1993, it is seen that the variety of species and 
the number of individuals are higher in Obruk dam. These 
results support that Obruk dam creates a new wetland and 
a new habitat for water birds.

In Eber and Köyceğiz lakes which are important wet-
lands of Turkey, 59 waterbird species belonging to 14 orders 
and 38 waterbird species belonging to 12 orders have been 
identified respectively [25]. Obruk dam contains 22 water-
bird species belonging to 6 orders and approximately half of 

Common Name Scientific Name 2018 2019 2020

Eurasian coot Fulica atra 23,772 10,655 10,101

Mallard Anas platyrhynchos 1,151 1,101 1,062

Ruddy shelduck Tadorna ferruginea 761 52 48

Great cormorant Phalacrocorax carbo 558 112 126

Black-headed gull Chroicocephalus ridibundus 184 205 63

Great egret Ardea alba 104 51 12

Little egret Egretta garzetta 93 1 -

Little grebe Tachybaptus ruficollis 84 165 -

Eurasian teal Anas crecca 57 601 -

Yellow-legged gull Larus michalensis 55 - -

Northern shoveler Anas clypeata 39 - -

Green sandpiper Tringa ochropus 28 - -

Grey heron Ardea cinerea 23 14 -

Great crested grebe Podiceps cristatus 19 132 185

Common redshank Tringa totanus - 20 -

Red-crested pochard Netta rufina - 16 -

Common pochard Aythya ferina - 9 -

Common greenshank Tringa nebularia - 8 -

Common shelduck Tadorna tadorna - 2 -

Eurasian curlew Numenius arquata - 2 -

Tufted duck Aythya fuligula - 2 -

Unidentified waterbird 47 10- -

TOTAL 26,975 13,158 11,597

Table 1. Winter Waterbird Census Results of 2018 and 2019 and short observation results of 2020
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the species diversity in these areas (Fig. 2).
Intense and illegal hunting is thought to have a higher 

negative effect on waterbird, reflecting on the behaviour of 
populations as an avoidance to use the area. Precautions 
to be taken on this issue have been identified and negotia-
tions have been initiated with the relevant authorities and 
actions have been started to reduce illegal hunting in the 
future times. Studies have been started to determine the 
water quality and water quality will be monitored according 
to the results to be obtained and if necessary, actions will 
be planned and implemented which are essential. Results of 
short observation and limited census in January 2020 shows 
that Obruk Dam lake wetland is still being used intensely 
by waterbird actually. The partial increase in the number 
of individuals proves that the Obruk Dam Lake is a new ha-
bitat especially for waterbird and indicates the necessity of 
monitoring its condition in the coming years.

CONCLUSION

As a result of the censuses made in 2018 and 2019, as well 
as the short monitoring carried out in 2020, waterbird 
species diversity and the number of individuals hosted by 
the Obruk Dam Lake show that a new wetland has been 
formed in the Çorum Province. With the construction of 
Obruk Dam, this wetland has increased the biodiversity 
of the region, creating new habitats where bird species 
that did not previously use the area can perform activities 
such as wintering and feeding.

Our studies in Obruk Dam Lake are important as they 
provide data about the status of waterbird species in the area 
for the first time. In this context, mid-winter waterbird cen-
suses will be repeated every year and the relationship betwe-
en waterbird species and Obruk Dam Lake will be revealed 
more clearly and precisely.
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