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   Abstract 

The aim of this study is to determine the natural and anthropogenic factors affecting the air quality 

index (AQI) and to create a model that shows the effects of these factors on AQI values in cities of 

Turkey. Natural and anthropogenic factors, which are thought to have an effect on AQI, were 

determined and interpreted with kriging maps. The effects of these factors on AQI were examined 

by explanatory spatial data analysis (ESDA). Global Moran’s I and local Moran’s I (LISA) indices 

were examined for the presence of spatial relation. Spatial lag model (SLM) was proposed for 

parameter estimation instead of ordinary least squares method (OLS) and the average AQI values 

for 2014 and 2015 were compared. It was also concluded that the average AQI values of 2014 and 

2015 were in a strong correlation relationship (Pearson correlation coefficient of 0.914). On the 

Southern Anatolia, desert dust transport decreases the air quality of the region, however on the 

Black Sea coast, meteorological factors have a strong effect on air quality. Both SLM and OLS 

models showed that higher wind speed increases air quality in the cities while increase in GDP 

increases AQI. 

1. Introduction*

Low air quality has a negative effect on human 

health, vegetation, structures, ecosystem, and climate. 

Worldwide, 3.8 million premature deaths annually are 

attributed to ambient air pollution. Average particulate air 

pollution levels in many developing cities can be 4-15 

times higher than World Health Organization (WHO) air 

quality guideline levels [1]. Ozone, which is formed as a 

result of the reaction of volatile organic compounds and 

nitrous oxides through sun rays in the troposphere, has a 

negative effect on human health and harms agricultural 

products and ecosystems [2-4]. Sulfur dioxide, another 

important anthropogenic pollutant, is released as a result of 

the burning of fossil fuels containing sulfur and causes acid 

* Corresponding Author: fusunyalcin@akdeniz.edu.tr

rains to occur in case of long-distance transport [5]. 

The air quality index (AQI) was developed to 

evaluate all atmospheric pollutants together in the urban 

environment and to easily share air quality with people. 

AQI, which was developed primarily in the USA, was used 

similarly in almost all of the world. AQI is generally 

calculated for particulate matter, carbon monoxide (CO), 

Sulfur dioxide (SO2), Nitrogen dioxide (NO2) and Ozone 

(O3) [6]. 

There are lots of studies carried out on the parameters 

affecting the air quality in the urban atmosphere in various 

parts of the worlds [7-11] and in Turkey [12-20]. These 

studies generally focused on the effects of urban pollution 

sources. However, the effects of regional processes and 

regional sources on AQI were not emphasized. Therefore, 

in those studies, regional drivers of urban air pollution are 

underestimated. In order to understand the spatial 

dependence in air quality, Local indicators of spatial 

association (LISA) analysis can be used. This analysis, 
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which assumes a spatial dependence, has been used in 

many areas where the local impact is considered in recent 

years [21-24]. 

In this study, it is aimed to identify the important 

parameters that have a negative and positive impact on air 

quality of urban atmospheres of Turkey for the year 2015. 

With the use of the results of the analysis, regional 

associations and differences in AQI were also investigated. 

In addition, the results of this research were helpful for the 

identification of the regionally effective parameters on 

AQI. These data for 2015 are compared with the data for 

2014 that have been previously published [25]. The 

MATLAB, ArcGIS 10.2 and GeoDA programs were used 

to create the exploratory spatial data analysis (ESDA), 

global Moran’s I and local Moran’s I index calculation, 

ordinary least squares (OLS), spatial lag model (SLM) and 

spatial error model (SEM), which we use to estimate the 

spatial distribution of the air quality index and the factors 

affecting it. 

 

2. Materials and Methods 
 

2.1. Study Area 

 

Turkey is located on Easteran Mediterranean basin. 

Turkey is the 37th largest country, with a total area of 

about 783 600 km2 however, it is the 17th most populous 

country with a population of approximately 84 million. 

There are 81 cities in Turkey and 23 of these have 

populations above one million. The rainfall and 

temperature pattern of Turkey is controlled by four 

pressure centres located over Basra, Azor, Siberia and 

Iceland. In summer, meteorology of Turkey is under 

influence of Basra low pressure centre and Azor high 

pressure centre. However in winter, Siberia high pressure 

center and Iceland low pressure centers, which cause 

colder climatic conditions and more precipiation, 

respectively, are more effective in Turkey. The climatic 

conditions differ significantly due to existence of the 

mountains that run parallel to the coasts. The coastal 

regions areas have a milder climate and the inner plateau 

of Anatolia has hot summers and cold winters with limited 

rainfall [26]. 

 

2.2. Data 

 

Air quality index values of the year 2015 were 

calculated from data obtained from air quality monitoring 

stations operated by Ministry of Environment and 

Urbanization. The AQI data for 2014 were taken from the 

previous study [25],[27]). The General Directorate of 

Meteorology provided daily, temperature, precipitation, 

wind speed and direction, relative humidity, atmospheric 

pressure, sunshine duration, mixture height, intraday 

temperature change and cloudiness data. Then, some of 

these data were re-arranged as “annual average” and others 

as “annual total”. Vehicle density, altitude, urban 

population, total population, population density, 

urbanization, per capita national income data were 

obtained from Turkey statistical institute (TSI). 

Descriptions of these data are given in Table 1. 
 

Table 1. Descriptions of variables. 

Independent 

variables 

Unit Brief descriptions of the 

variables 

AQI  Air Quality Index 

Wind Speed m/s Annual Average Wind 

Speed of Cities 

Average Actual 

Pressure 

kPa Annual Average Pressure 

of Cities 

Average 

Humidity 

 Annual Average Humidity 

of Cities 

Google 

Altitude(M) 

m Cities' Altitudes Above Sea 

Level 

Average Sunshine 

Duration 

hour Annual Average 

Sunbathing of Cities 

Total 

Precipitation 

mm Annual Average Rainfall 

of Cities 

Average 

Temperature 

0C Annual Average 

Temperature of Cities 

Number of 

Automobiles Per 

Capita 

car/person Number of Cars Per Year 

Per Person in Cities 

Number of 

People Per Car 

person/car Number of Cities Per 

Annual Car 

Secon-Ind TL Gross Domestic Product by 

City (for industry) Branch 

of Economic Activity 

GDP TL Gross National Product by 

City 

Per capita GDP TL Gross Domestic Product 

per Capita by Province 

Number of 

Vehicles 

 Annual Total Number of 

Vehicles in Cities 

Total Population  Annual Total Population of 

Cities 

Population 

Density 

/km2 Annual Population Density 

of Cities 

Urbanization Rate % Urban population / Total 

population 
 

Data such as “gross annual product per capita”, gross 

domestic product (GDP-S) for industry according to the 

economic activity branches on a provincial basis, gross 

domestic product per capita (GDP-K) and GDP-B for 

second level classification of statistical regional units, 

which are considered to have an impact on air quality, have 

been obtained from TSI. 

Using the "Ordinary kriging spherical model", annual 

average humidity (Figure 1(a)), annual average pressure 

(Figure 1(b)), annual total precipitation (Figure 1(c)), 

annual average temperature (Figure 1(d)), and total 

population maps (Figure 1(e)) were prepared. 
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Figure 1. Location map and krigging maps. 

(c) 

(a) 

(b) 
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Figure 1. (Cont.) Location map and krigging maps. 

 

Descriptive statistics of variables for spatial models 

are given in Table 2. In 2015, the lowest AQI value was 

calculated in Eskişehir with 64, the highest AQI value was 

608 and was calculated in Bolu. Incomplete data in the 

average sunshine duration and total precipitation were 

completed with the series mean method. Variation 

Inflation Factor (VIF) related to linear multiple connection 

problem was investigated. Accordingly, variables with 

VIF> 10 are not included in the model. 

 

2.3. Air Quality Index Calculation 

 

The air quality data used in this study were obtained 

from air quality monitoring stations operated by the 

Ministry of Environment and Civilization of Turkey [28]. 

There was at least one air quality monitoring station in 

every city that measures at least PM10 and SO2. If there 

were more than one monitoring station for a city, then the 

one that represents the urban background in the downtown 

area was selected and used in this study.  

The data coverage was from January 2014 to 

December 2015. Before the use of the data, a quality 

control check was done based on the correlation of data 

with each other and extraordinary results were excluded 

from the data set. The AQI is an index for reporting daily 

air quality and its health effects by converting the observed 

concentrations to a number on a range of 0 to 500. An AQI 

level lower than 50 means that pollutants will not have any 

significant effect to anyone. If the AQI levels are at or 

higher 51, the air quality level defined as moderate, while 

values below 50 considered satisfactory. Table 3 shows the 

categories of AQI, the range of pollutant concentrations 

(d) 

(e) 
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and index values for each category. 

The AQI values represent the maximum air quality 

sub-index of the following pollutants: PM10, O3, SO2, NO2, 

and CO. AQI is calculated, according to the Turkish 

standard, by using the pollutant concentration data from 

Eq. (1): 

 

𝐼𝑝 =
𝐼𝐻𝑖− 𝐼𝐿𝑜

𝐵𝑃𝐻𝑖−𝐵𝑃𝐿𝑜
(𝐶𝑝 − 𝐵𝑃𝐿𝑜) + 𝐼𝐿𝑜                        (1) 

 

where Ip is the air quality index for pollutant p, Cp is the 

monitored concentration of pollutant p, IHi is the maximum 

air quality index value for color category that corresponds 

to Cp, ILo is the minimum air quality index value for color 

category that corresponds to Cp, BPHi is the maximum 

concentration of air quality index color category that 

contains Cp, BPLo is the minimum concentration of air 

quality index color category that contains Cp. Final AQI of 

a city is determined as the maximum Ip value for a given 

time. In almost all cases, AQI calculated for PM10 was the 

maximum value. Therefore, daily AQI values of the cities 

were calculated for the years 2014 and 2015 and those AQI 

values were used for further analysis. There are 81 

provinces in Turkey and except for Bolu, daily AQI was 

calculated for each province for the years 2014 and 2015. 

For Bolu, daily AQI values calculated using daily average 

values of SO2 values because PM10 data of Bolu was not 

available. Finally, the data was transformed into spatial 

data by adding the coordinates of the cities to which they 

belong. 

 

Table 2. Descriptive statistics of the dependent and explanatory variables for 2015 years. 

 N Mean Std. Deviation Variance Min. Max. 

Valid Missing 

AQI 81 0 175.447 95.828 9183.022 64 608.96 

Wind Speed 81 0 1.777 0.676 0.457 0.6 3.786 

Average Actual Pressure 81 0 938.401 60.874 3705.654 819.199 1017.386 

Average Humidity 81 0 62.634 9.312 86.708 43.088 87.86 

Google Altitude(M) 81 0 691.469 554.694 307684.927 4 1923 

Average Sunshine Duration 64 17 6.204 1.286 1.654 1.596 8.378 

Total Precipitation 76 5 673.499 401.505 161206.232 110.7 2390 

Average Temperature 81 0 13.933 3.199 10.236 4.989 19.98 

Number of Automobiles Per 

Capita 
81 0 0.11 0.052 0.003 0.007 0.232 

Number of People Per Car 81 0 16.455 22.437 503.431 4.311 136.654 

Secon-Ind 81 0 24.374 9.350 87.416 8.17 50.458 

GDP 81 0 28872191.272 84018762.234 7059152407365370 1428560 722567040 

Percapita GDP 81 0 22668.494 7741.654 59933202.453 9657 49773 

Number of Vehicles 81 0 246845.333 466433.285 217560009188.4 7851 3624403 

Total Population 81 0 972111.765 1766432 3120282010079.6 78550 14657434 

Population Density 81 0 124.682 314.226 98738.216 11.582 2820.907 

Urbanization Rate 81 0 0.012 0.022 0.001 0.001 0.186 
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Table 3. Pollutant concentrations for each AQI category of according to Turkish-AQI [28]. 

Index Values Category SO2 (1-hr) 

(µg/m3) 

NO2 (1-hr) 

(µg/m3) 

CO (8-hr) 

(mg/m3) 

O3 (8-hr) 

(µg/m3) 

PM10 (24-hr) 

(µg/m3) 

0-50 Good 0-100 0-100 0-5.5 0-120 0-50 

51-100 Moderate 101-250 101-200 5.5-10 121-160 51-100 

101-150 Unhealthy 

for sensitive 

groups 

251-500 201-500 10-16 161-180 101-260 

151-200 Unhealthy 501-850 501-1000 16-24 181-240 261-400 

201-300 Very 

unhealthy 

851-1100 1001-2000 24-32 241-700 401-520 

300-500 Severe >1101 >2001 >32 >701 >521 

 

2.4. Exploratory Spatial Data Analysis 

(ESDA) 

 

Exploratory spatial data analysis (ESDA) is 

frequently used in many fields of basic and social sciences. 

The first studies were generally on biology and ecology, 

but especially the map studies by Jhon Snow on a cholera 

epidemic in London in 1854 contributed to this method 

[29]. ESDA studies on air quality have been widely seen in 

the literature in recent years [10], [30-33]. The phrase 

"everything is related to everything else, but close things 

are more related to distant things", known as Waldo 

Tobler's basic law of geography, is known as the leading 

sentence for spatial studies [34]. Based on this idea, we 

wanted to examine whether the AQI index values are 

affected by neighboring cities. The concept of spatial 

dependence is similar to the autocorrelation that was 

encountered in time series [35]. Therefore, spatial 

dependence can be called spatial autocorrelation. Spatial 

autocorrelation can offer versatile dependence, unlike the 

one-way dependency in time series. Spatial dependence 

shows the degree of spatial relationship between similar 

units in a geographical region and error terms [36]. In this 

context, there are different indices that measure spatial 

dependence. The most frequently used ones can be listed 

as "Moran’s I", "Geary’s C" and "General G" [37-41], 

[10]. Spatial autocorrelation can be examined in two ways, 

local and global. Local spatial autocorrelation (Local 

Indicators of Spatial Association-LISA) has been defined 

to determine the “relationship between close neighbors”. 

Global spatial autocorrelation is defined to determine the 

“spatial relationship of the entire region” [42-45]. In this 

study, Moran's I indices, which are frequently used in the 

literature, are used. 

LISA, one of the spatial statistical analysis methods, 

was developed with an index determined by Moran in 1948 

[46]. This study was extended by Anselin in 1995 [47]. It 

is used to examine the relationship between neighboring 

regions. A weight matrix is created depending on the 

geographical or political proximity of the neighbors. 𝑊 =

 (𝑤𝑖𝑗 : 𝑖, 𝑗 = 1, … , 𝑛) is the 𝑛 𝑥 𝑛 positive matrix as Eq. (2) 

[47]  

 

[

𝑤11
𝑤21

⋮
𝑤𝑛1

  

𝑤12
⋯ 𝑤1𝑛

𝑤22
⋯ 𝑤2𝑛

⋮     ⋱    ⋮
𝑤𝑛2

⋯ 𝑤𝑛𝑛

]                       (2) 

 

The weight matrix, which is used to determine the 

neighborhood, can be defined as; if 𝑖 and 𝑗 "neighbors", 

then 𝑊𝑖𝑗 =  1, else 𝑊𝑖𝑗 =  0 [48]. The spatial 

autocorrelation value for each region is calculated with 

LISA. The GeoDa program is frequently used for the 

creation of maps and for the calculation of Local Moran’s I 

[47]. 

The local Moran’s I (LISA) used to determine local 

spatial autocorrelation is as Eqs. (3-5). 
 

𝐼𝑖 =
𝑍𝑖

𝑘2
∑ 𝑤𝑖𝑗𝑍𝑖𝑗                                                (3) 

 

𝑘2 =
∑ 𝑍𝑖

2
𝑖

𝑁
                                                         (4) 

 

𝐼 = ∑
𝐼𝑖

𝑁𝑖                                                             (5) 

 

where, 𝐼𝑖  is the local spatial autocorrelation; 𝑁, number of 

observations; 𝑍𝑖 is the deviation from the average. In other 

words, Moran calculates autocorrelation by looking at the 

correlation between the variable of interest and the spatial 

average of that variable. Spatial average of a variable is 

calculated by taking the average of that variable value in 

the neighbors. The results are described in four categories; 

high-high, low-low, high-low and low-high. For example, 

a low-high relation indicates that once the AQI in province 

A is low, the average AQI of the neighboring provinces of 

province A is high. If there is also province B which shows 

similar pattern around province A, than province A and B 

are grouped. This indicates that these two provinces are 

under the influence of same regional source or process. 
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Global spatial autocorrelation for Global Moran’s I is 

calculated as Eqs. (6-7):  

 

𝐼 =
𝑛

𝑆0

∑ ∑ 𝑤𝑖𝑗(𝑥𝑖−𝑥̅)(𝑥𝑗−𝑥̅)𝑛
𝑗=1

𝑛
𝑖=1

∑ (𝑥𝑖−𝑥̅)2𝑛
𝑖=1

                (6) 

 

𝑆0 = ∑ ∑ 𝑤𝑖𝑗
𝑛
𝑗=1

𝑛
𝑖=1                            (7) 

 

where, 𝑛 is the number of cities; 𝑥𝑖 and 𝑥𝑖is the AQI of a 

spatial location 𝑖, 𝑗 [49]. Global Moran indicies take values 

between -1 and +1.  

 

2.5. Spatial Models 

 

In many similar scientific studies, the standard 

approach was started by developing the non-spatial linear 

regression model and then, by developing the model by 

examining the spatial interaction effects of the model [50-

52]. Linear regression models are often estimated by 

Ordinary Least Square (OLS). Spatial regression models, 

on the other hand, are assumed to be in correlation between 

each other, as opposed to traditional regression analysis 

[35]. 

In this study, it was started with the idea that 

neighboring provinces may have affected AQI values. It 

was studied with the idea that independent variables may 

also be affected by the neighborhood between provinces. 

SLM and SEM models were used to determine these 

interactions [53-54]). SEM model: 

 

𝑌 = 𝛼𝚤𝑛 + 𝑋𝛽 + 𝜆𝑊𝑢 + 𝜀                                 (8) 

𝜀~𝑁(0, 𝜎2𝐼𝑛)  
 

where 𝑌 denotes an 𝑁 × 1 vector the dependent variable 

for every unit in the sample (𝑖 = 1, . . . , 𝑁); 𝚤𝑁is an 𝑁 × 1 

vector of ones associated with the constant term parameter 

𝛼;  𝑋 denotes an 𝑁 × 𝐾 matrix of exogenous explanatory 

variables; 𝛽 is a 𝐾 × 1vector of parameters; λ is the spatial 

autocorrelation parameter; W denotes an 𝑁 × 𝑁 spatial 

weight matrix; u is an 𝑁 × 1vector of residual and  and ε is 

a vector of normally distributed errors. 

SLM model: 

 

𝑌 = 𝛼𝚤𝑛 + 𝑋𝛽 + 𝜌𝑊𝑌 + 𝜀                                (9) 

𝜀~𝑁(0, 𝜎2𝐼𝑛)  

 

where 𝜌 is the auto-regressive parameter [53-54],[10]. 

In this study, parameter estimates were obtained by 

ordinary least squares Estimation (OLS) method. All 

spatial regression modeling was conducted using Anselin’s 

Geoda Space and Geoda software. We used ArcGIS 10.6 

and Geoda to generate maps. 

 

3. Results and Discussion 

 

3.1. Spatial Relationship Results for AQI 

 

In the literature, there are studies that take the AQI as 

the dependent variable (i.e. the variable described). In this 

study, we examined which independent variables we can 

explain the AQI. We also examined whether there is a 

spatial relationship in the global and local sense. Based on 

this relationship, we wanted to suggest a model. Both 

cluster maps and Moran I index calculations proved that 

the air quality index and other variables show a spatial 

distribution. The spatial distribution maps for AQI (Figure 

2) showed that all the variables determined were affected 

positively from neighboring provinces (i.e., the increase in 

the value of one province also increased in the neighboring 

province) Moran's I value was obtained as 0.279. 

 

 

Figure 2. Spatial distribution of the AQI and Moran’s I 

value for 2015 years. 

 

In this study, spatial regression models were applied 

instead of the traditional regression model to investigate 

the relationship between the air quality index and 

meteorological and anthropogenic factors. The results of 

the variables showed that the independent variables 

determined for the spatial regression model are in a strong 

spatial relationship. These results show that AQI values are 

positively affected by neighboring provinces. These results 

are consistent with study in China [55]. 
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3.2. Spatial Model Selection for AQI 

 

For the error estimation of AQI, the ordinary least 

squares (OLS) method and classical regression model 

followed by the Spatial Error Model (SEM) was studied 

using MATLAB and Stata14 programs. 

While choosing the spatial model, it was examined 

whether the spatial effect was caused by the error term or 

by delay. Yalcin et al. [25] worked with the data of the year 

2014 and found out that the coefficient of determination 

(R2) of the OLS model was 0.2102, while R2 for the SEM 

was 0.2478. This result showed that a SEM is a better 

model than the OLS model. Also, the value of ρ in the 

model is 0.680 which is statistically significant. 

Similarly, spatial analysis was made for data of the 

year 2015. It was concluded that the spatial effect occurred 

without spatial delay (probability values 0.070 <0.079). 

For this reason, SLM model has been proposed. For the 

year 2015, the model's R2 with OLS was 0.238, whereas 

for SLM, the R2 was 0.290. This result showed that a SLM 

was a better model than the OLS regression model. At the 

same time, the ρ value in the model was 0.320 and was 

statistically significant (Table 4). This value indicates that 

a 1% increase in the AQI value in one province causes a 

3.2% increase in the AQI value in the neighboring 

provinces.  

Results indicates that both OLS and SLM models 

showed statistically significant negative correlation with 

wind speed. It is well known that as the wind speed 

increases fresh air dilutes the polluted air in the cities and 

hence, AQI decreases. The GDP, on the other hand, 

showed statistically significant (p<0.05) positive 

correlation. This fact indicated that, although the 

coefficients were low, as the GDP of the cities increases, 

people tend to release more pollution to air. Finally, 

number of people per car data had a positive correlation in 

SLM model. The other parameters such as humidity, 

altitude, total precipitation, total population also showed 

correlation but their significance were between 0.10 and 

0.05. 

 

Table 4. OLS and SLM Model Coefficients for 2015. 

Variables OLS SLM  Spatial Relationship Value Probability value 

CONSTANT   1.8997** 2.365**    

Wind speed -18.3913** -16.5763** Moran’s I(error) 2.9484 0.003 

Average Actual Pressure -0.5737* -0.4613 Log-Likelihood -471.384  

Average Humidity 5.4329* 4.8364* LM (lag) 3.2805 0.070 

Google Altitude(M) 0.05644* 0.0525* Robust LM (lag) 0.2239 0.636 

Average Sunshine Duration 9.2518 10.1284 LM (error) 3.0793 0.079 

Total Precipitation -0.009303* -0.011* Robust LM (error) 0.0227 0.636 

Average Temperature 20.1848 17.5375 LM (SARMA)  3.3032 0.191 

Number of people per car 0.1878 0.056**    

GDP 0.002*** 0.0003**    

Per capita GDP -0.00002* -0.003    

Total Population -0.731* -0.7338*    

Population Density 0.2760* 0.2338    

W=ρ  0.320***    

AIC 980.664     

SIC 1021.370     

R-squared 0.238      

Pseudo R-squared  0.290    

*: %10 significant; **: %5 significant; ***: %1 significant 

3.3. LISA Map Results 

 

For local spatial autocorrelation a result, local 

Moran’s I indices of each city's AQI were calculated and 

were showed in Figure 3 and Figure 4 for the years 2014 

and 2015, respectively.  

The local Moran’s I index results are between 0 and 

1. There is said to be a correlation when the index value is 

greater than 0. The correlation is stronger as the index 

value approaches to 1.  The local Moran’s I index for AQI 

values were calculated as 0.239 and 0.300 for the years 

2014 and 2015, respectively. This result shows that 

according to AQI values more cities were correlated by 

each other in 2015.  

LISA maps the year 2014 showed that 7 cities in two 

regions were categorized as high-high, 5 cities in two 

regions classified as low-low. In addition, the neighboring 

relationship was not statistically significant for 69 
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provinces. High-high relations were observed in 

Zonguldak, Bolu and Düzce provinces on Black Sea region 

and Mardin, Diyarbakır, Batman and Siirt provinces in 

Southeastern Anatolia. AQI values for the year 2014 of 

Zonguldak, Bolu and Düzce provinces, showed statistically 

significant correlation (p<0.01) with Pearson correlation 

coefficient varying between 0.602 (Zonguldak-Bolu) and 

0.735 (Zonguldak-Düzce). The AQI of these provinces 

were statistically higher than the surrounding provinces. 

There are no strong natural source affecting this region. 

Therefore, anthropogenic emissions, especially coal 

combustion for household heating, seems to be the major 

source of pollution. Similar meteorological activity in the 

area could have a negative effect on accumulation of air 

pollutants in the atmosphere resulting in higher AQI. In the 

Southeastern Anatolia region, AQI for the year 2014 of the 

four provinces (Mardin, Diyarbakır, Batman and Siirt) also 

showed statistically significant correlation (p<0.01) with 

Pearson correlation coefficient varying between 0.330 

(Batman-Mardin) and 0.728 (Diyarbakır-Mardin). Winter 

season household heating in the area is expected to be the 

major local source. However, there is a very strong natural 

source in the region: desert dust transport from Arabian 

Peninsula [56]. The dust transport from Arabian Peninsula 

seems to increase AQI values in the region. 

For the both of the low-low zones observed in 2014, 

the AQI values were observed lower than the surrounding 

provinces. The reason of low AQI from the surrounding 

provinces could be due to lower pollutant emissions than 

the surrounding provinces or have a different 

meteorological condition that increases the air quality of 

the regions. In general, we do not expect to see lower 

emissions form the surrounding provinces under same 

meteorological activities, but location of the downtown 

area might have an effect on such observation. 

LISA maps of AQI values for 2015 showed us that. 

Eight provinces in two regions were categorized as high-

high, eight provinces were grouped as low-low in one 

region and two provinces were clustered as low-high. In 

addition, the neighboring relationship was not statistically 

significant for 63 cities. The low-low zone for the year 

2015 in the Central Black Sea coast and composed of 

Kırıkkale, Çorum, Kastamonu, Sinop Samsun, Ordu, Tokat 

and Amasya provinces. On the east of the low-low region, 

there was a low-high region consist of Bartın and 

Zonguldak provinces. AQI values for the year 2015 of 

these low-low and low-high classified nine provinces, 

showed statistically significant correlation (p<0.01) with 

Pearson correlation coefficient varying between 0.265 

(Kırıkkale-Sinop) and 0.845 (Çorum-Tokat). The results 

indicate that the meteorological conditions on the Central 

Black Sea coast together with some central Anatolia region 

decreases the AQI of the area. On the south of low-high 

region, there was a high-high cluster. This cluster was 

composed of Sakarya, Düzce and Bolu provinces. Daily 

AQI values for the year 2015 of these three provinces 

showed statistically significant correlation (p<0.01) with 

Pearson correlation coefficient varying between 0.320 

(Sakarya-Bolu) and 0.749 (Düzce-Bolu). These three cities 

AQI values also showed statistically significant correlation 

with low-low and low-high provinces located on the Black 

Sea coast and Central Anatolia region (p<0.05). This 

indicates that AQI show similar pattern for this group of 

provinces. As indicated previously, there is not any 

regional natural source in the region. The only regional 

parameter is the meteorological events (precipitation and 

wind speed). These parameters could vary from province 

to province due to the topography of the downtown area. 

Therefore, this high-high relation could be a result of local 

anthropogenic emissions and similar negative effect of 

meteorological events. The second high-high cluster was 

on the south Anatolia and composed of Niğde, Adana, Kilis 

and Osmaniye and Antakya provinces. Daily AQI values 

for the year 2015 of these three provinces showed 

statistically significant correlation (p<0.01) with Pearson 

correlation coefficient varying between 0.439 (Niğde-

Antakya) and 0.845 (Antakya-Osmaniye). In Adana, 

agriculture and agriculture related industry is dominant. In 

between Adana, Antakya and Osmaniye provinces, 

İskenderun Heavy Industry Zone is located. However, in 

the downtown area of the other provinces, there is not any 

important industrial area. Therefore, this high-high trend in 

the region could not be due to local or regional 

anthropogenic emissions. As indicated earlier, the South 

Eastern part of Anatolia region is under influence of desert 

dust transport from Arabian Peninsula. Also, studies 

conducted in this region showed that desert dust transport 

from Northern Africa increases the particulate matter 

concentrations in the region [57-58]. Therefore, the 

regional dust transport has a negative effect on AQI of 

these cities. 
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Figure 3. AQI Local Moran’s I Graph and LISA Map for 2014. 

 

 

 

 

Figure 4. AQI Local Moran’s I Graph and LISA Map for 2015. 
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3.3. Comparison of the AQI values of the 

years 2014 and 2015 

 

Before the comparison of the averages of 2014 and 

2015 AQI values of provinces basis, normality test was 

conducted. The average values of the provinces were 

analyzed with the Kolmogorov-Smirnov Test and Shapiro-

Wilk test provided by the normality assumption (Table 5). 

Accordingly, it was determined that the data is normally 

distributed for both years. 

 

Table 5. Tests of Normality of Annual Average AQI of 

Cities for the years 2014 and 2015. 

Tests of Normality 

 Kolmogorov-Smirnov Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

Average 

2014 

0.075 80 0.200* 0.977 80 0.170 

Average 

2015 

0.077 80 0.200* 0.981 80 0.275 

*. This is a lower bound of the true significance. 

 

The mean of the cities average AQI values were not 

statistically different than each other with 95% confidence 

interval. This expected since most of the time, PM10 values 

are lower than the 100 µg/m3 and below this level, AQI 

and PM10 levels show correlation with a line 𝑦 = 𝑥. The 

correlation between average AQI of the years 2014 and 

2015 are shown in Figure 5. 

 

 
Figure 5. Correlation of average AQI of the provinces in 

Turkey for the years 2014 and 2015. 

 

Only Muş for the year 2015 exceeded average AQI 

level of 100. This indicates that the air quality in Muş 

province was unhealthy for sensitive groups for the year 

2015. In both years, 39 provinces had an average AQI less 

than 50 (Good) and rest of provinces had an average AQI 

between 51 and 100 (Moderate). 

Table 6. Pearson Correlation Result of Annual Average 

AQI of Cities for the years 2014 and 2015. 

Correlations 

 Average2014 Average2015 

Average 

2014 

Pearson 

Correlation 

1 0.914** 

Sig.  

(2-tailed) 

 0.000 

**. Correlation is significant at the 0.01 level (2-tailed). 

 

Since the data is normally distributed, the Pearson 

Correlation coefficient is examined and the coefficient was 

found to be 0.914, which is statistically significant in the 

99% confidence interval. This result shows us that there is 

a strong relationship between the averages of 2014 and 

2015 AQI values (Table 6). 

The AQI values of the provinces for the years 2014 

and 2015 are given in Figure 6 and Figure 7, respectively. 

The average AQI values of all cities were 53.1±18.2 and 

53.7±18.9 for the years 2014 and 2015, respectively. The 

highest average AQI was calculated as 103 for Muş for the 

year 2015. The lowest average AQI was calculated as 18 

for Tunceli for the year 2014. 

 

 

Figure 6. Average AQI values of the provinces in Turkey 

for the year 2014. 

 

 

Figure 7. Average AQI values of the provinces in Turkey 

for the year 2015. 

 

It was determined that 9 out of 10 provinces with the 

highest AQI values were the same in both years. These 

nine provinces were Muş, Iğdır, Bursa, Siirt, Hakkâri, 

Manisa, Kayseri, Batman, Muğla and Denizli.  

Muş, Iğdır, Siirt, Hakkâri and Batman provinces were 

located on the East Anatolia. There were almost no 

industrial activities on downtown area of the provinces. 

The main reason of the high AQI on these cities was 
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probably due to household heating and traffic emissions. 

Bursa and Kayseri were located on Marmara region and 

central Anatolia, respectively and Manisa and Denizli were 

on western Anatolia. These four cities host industrial 

production. Therefore, aside from household heating and 

traffic, industrial emissions could also contribute to high 

AQI. Muğla, on the other hand, was located on the Aegean 

Sea. Downtown Muğla was located 15 km from the sea 

and there were almost no industrial activities in downtown 

area of the province. Hence, household heating together 

with traffic emissions were the main sources of pollution in 

Muğla. 

Six of the ten lowest AQI cities of the years 2014 and 

2015 were the same. These were Tunceli, Çanakkale, 

Kırıkkale, Bingöl, Amasya and Rize. These six cities are 

located on different parts of the Anatolia (Tunceli and 

Bingöl are in Eastern Anatolia, Çanakkale is between 

Marmara and Aegean seas, Kırıkkale and Amasya are in 

central Anatolia and Rize is in Eastern Black Sea) is in and 

there were no important industrial settlements in the 

downtown areas of the cities. 

4. Conclusions

Understanding the need for regional air quality is 

going to help us to recognize the driving forces 

underneath. This study brings a different perspective to 

reveal the effects of natural and anthropogenic factors that 

are thought to affect the air quality index, which helps to 

understand air pollution. Considering the distribution of air 

pollution, the focus is on spatial autocorrelation. In this 

context, we tried to estimate the parameters of natural and 

anthropogenic effects through spatial regression models. It 

has been observed that there is a spatial distribution map of 

AQI values and Global Moran's I value (0.279). This 

information shows us that the AQI values in one province 

are affected by the AQI values in the neighboring province. 

Priority OLS method was used for parameter estimation of 

12 independent variables which are thought to have an 

effect on AQI value and R2 value is 0.223. Spatial error 

and spatial lag models were created in this investigation 

with ESDA. It was concluded that the spatial effect 

resulted from spatial delay (probability values 0.070 

<0.079). For the SLM model, R2 was obtained as 0.290. 

The model obtained with SLM was determined to be a 

better model compared to the model obtained according to 

the OLS method. In the model, the value of ρ expressing 

the presence of spatial effect was statistically significant 

and was found to be 0.320. This value indicates that a 1% 

increase in the AQI value in one province causes a 3.2% 

increase in the AQI value in the neighboring provinces. 

While wind speed causes a decrease in AQI value, increase 

in GDP increases AQI. 

The average AQI values for 2014 and 2015 were 

compared. The Pearson correlation coefficient of between 

the cites for the consecutive years was found to be 0.914, a 

value very close to 1. This result showed that the average 

AQI values of 2014 and 2015 are in a strong correlation 

relationship. In both years, just 39 provinces had average 

AQI value below 50; indicating most of the cities were not 

in the good air quality category.  

In this study, though average air quality of the 

provinces did not change significantly from one year to 

other, responses of cities to meteorological factors and 

regional dust transport plays an important role to change 

air qualities of the regions. Desert dust transport seems to 

increase AQI index of cities located on the Southern 

Anatolia whereas, meteorological factors either decreases 

or increases AQI of regions located on the Black Sea coast. 
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   Abstract 

 

In this study, the computational model is updated using an analytical model instead of an 

experimental one. Continuous and discrete parameter models of a Euler–Bernoulli beam are 

constructed analytically and computationally. To construct the computational models, Ansys™ 

software is employed, and 1-D beam elements are chosen to get the finite element model of a 

cantilever beam. To get analytical solutions for the continuous and discrete parameter models, a 

state-space representation is employed. In the first step, only mass and stiffness matrices are 

considered to model the beam. Eigenfrequencies and eigenvectors of the beam are calculated. The 

analytical and computational eigenfrequencies of continuous and discrete parameter models are 

compared. In the seconds step, non-proportional viscous damping and non-proportional structural 

damping matrices are introduced into the analytical discrete parameter model. Then, the frequency 

response functions of the model are generated. The damping matrices are identified using the 

generated frequency response functions. The damping matrices used in the analytical model, and the 

damping matrices identified using the frequency response functions are compared. It is observed 

that the assigned damping matrices and the identified damping matrices are identical, which shows 

that the computational model can be accurately updated provided the FRFs are available. 

 
 

 

 

1. Introduction
*
 

 

Deterministic element-based methods are widely used 

for modeling in structural dynamics; the most common one 

is the finite element method (FEM). Dynamic systems are 

mathematically expressed by mass, stiffness, and damping 

matrices. Finite element packages can populate mass and 

stiffness matrices using the data given in the preprocessing 

step such as, geometry and material properties of the 

structure. At this step, the model does not have a damping 

property, yet. Based on the Rayleigh damping model, a 

proportional damping matrix can be created using mass 

and stiffness matrices. This damping matrix does not 

reflect the actual physical behavior. For this reason, errors 

may occur in the final updated model. The error rate 

increases as the degrees of freedom (dof) of the dynamic 

model increase.  

                                                           
*
 Corresponding Author: akin.oktav@agu.edu.tr 

 
 

Model updating has been developed with many 

different methods proposed since 1980s. Mottershead and 

Friswell systematically summarized the classical model 

update theory [1]. There are different approaches to model 

updating in the literature. The relevant methods are based 

on a direct algorithm or an iteration algorithm. System 

parameter-based methods have a more apparent physical 

meaning and better computing performance than matrix-

based methods. Response data-based methods are 

becoming more common as there is an advantage to avoid 

errors arising from mode identification. Due to the 

difficulty of modeling damping and measuring the 

dynamic properties, there is incompleteness in updating the 

damping values in existing model update methods.  

The mass matrix of a structure can accurately be 

estimated by finite element model, but there may be errors 

in the stiffness matrix. For this reason, it is stated that the 

stiffness matrix should be updated using an appropriate 

method [2]. A method that reduces the norm of the 

difference between the computational and the experimental 

modes is proposed [3]. It states that the mass and the 

2667-484X © This paper published in Kocaeli Journal of Science and Engineering is licensed under a Creative 

Commons Attribution-NonCommercial 4.0 International License 
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stiffness matrices should be evaluated simultaneously, 

when updating a model. The model update process would 

be more successful, if performed with the experimental 

model [4]. In another study, it is stated that mass, stiffness, 

and damping matrices should be updated simultaneously 

with the experimental data [5]. In a study held in 2012, 

uncertainties in experimental data were evaluated [6]. 

These studies mentioned in the literature are direct 

methods. 

Iteration methods are another topic in model update. 

It is the method of matching the modal matrices obtained 

with computational models using experimental data and 

constructing the updated model. In the literature, iteration 

is performed using frequency response functions (FRFs) 

measured experimentally, which is known as the response 

function method [7]. The response function method is 

expanded to update the proportional viscous and the 

proportional structural damping matrices [8]. In another 

study, the differences between the computational data and 

the experimental data are minimized by the so-called 

Taguchi method [9]. Sipple and Sanayei proposed a new 

approach to solve the inverse problem [10]. They used a 

new frequency response function-based model update 

method by employing numerical sensitivity, instead of 

analytical sensitivity [10]. It is proposed that the model 

update should be performed with undamped frequency 

response functions [11]. Researchers developed a new 

method to define the structural damping matrix which can 

be used in simple structures as the procedure requires exact 

measurements [12]. The error margin in the model update 

approach is computed by Matta and Stefano [13] using the 

experimental data of a large building. Damping is a crucial 

parameter in model updating studies. There are studies 

which compare different damping models in the literature 

[14][15].  

In the response method, frequency response functions 

are used to quantify the dynamic characteristics of the 

model [16-18]. Natke has summarized the model updating 

methods based on the transfer character [19]. In another 

study, residues in resonance and anti-resonance are taken 

as a reference to update a damped model. Lu and Zhenguo 

evaluated the structural parameters and the damping 

parameters at different network levels [20]. However, 

when Rayleigh damping is employed, the physical 

meaning of the modes is in question. To increase the 

accuracy of the lightweight structure tests, the stiffness and 

the damping matrices are updated using an experimental 

setup [21]. The damping identification in Ref [22] can 

provide a non-proportional structural damping matrix, 

which can be used directly in calculations. 

In this study, the computational model is updated 

using an analytical model, instead of an experimental one. 

Non-proportional structural damping and non-proportional 

viscous damping matrices are obtained using the response 

method. First, a computational and an analytical model of a 

600-mm length Euler-Bernoulli aluminum beam with a 

rectangular cross-section of 19 mm   3 mm is constructed. 

The boundary conditions are fixed-free, i.e., a cantilever 

beam. The material properties are as follows: Young’s 

modulus,      GPa and density,         kg/m
3
. 

Computational and analytical models are considered as 

continuous and discrete parameter systems. The percentage 

error between the computational and the analytical model 

is computed. In finite element modeling, as the number of 

elements increase, the convergence rate increases. 

Computational models are formed using Ansys™ where, a 

1-D beam element is chosen to obtain a finite element 

model of the structure. Continuous and discrete parameter 

analytical models are constructed using Matlab™. In the 

first step, the eigenfrequencies and the eigenvectors of the 

beams are calculated by considering mass and stiffness 

matrices only. Computational and analytical results of the 

continuous and the discrete parameter models are 

compared for the transverse vibration case. In the second 

step, non-proportional structural damping and non-

proportional viscous damping matrices are introduced to 

the analytical models. Frequency response functions of the 

analytical models are obtained through a state-space 

representation. The damping matrices are identified using 

the frequency response functions. The damping matrices 

that are used in the analytical model, and the damping 

matrices identified using frequency response functions are 

compared. 

 

2. Continuous Beam Model 

 

The continuous beam model is analyzed 

computationally and analytically. Transverse vibration 

results of the two analyses are compared. In both models, 

the first six eigenfrequencies are considered, and a 

cantilever Euler-Bernoulli aluminum beam is used. The 

dimensions of the beam are as follows: L×W×H   

600×19×3 in millimeters. 

 

2.1. Computational Continuous Beam Model 

 

Ansys Workbench is employed for the computational 

modeling of the continuous model. A 1-D beam element is 

used for the modeling procedure. In the first step, an 

undamped model is constructed. The beam is modeled in 

different element numbers to observe the convergence in 

the results. Convergence in the results is tabulated in Table 

1, where the number of elements is increased 

systematically.  
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2.2. Analytical Continuous Beam Model 

 

The analytical solution of the continuous beam model 

is obtained using Matlab 2019b. The equation of motion 

for a continuous Euler-Bernoulli beam is given as follows: 

 

  

   
      

      

  
             (1) 

 

 

Table 1  The comparison of first six eigenfrequencies of computational continuous model and analytical continuous model 

R
# 

Analytical 

continuous mode 
frequencies (Hz) 

Computational continuous mode frequencies (Hz) 

6 Elements Error (%) 8 Elements Error (%) 10 Elements Error (%) 100 Elements Error (%) 

1 6,815 6,815 0,0 6,815 0,0 6,815 0,0 6,815 0,0 

2 42,711 42,738 0,06 42,715 0,01 42,709 0,005 42,705 0,01 

3 119,592 120,24 0,54 119,77 0,15 119,64 0,04 119,55 0,04 

4 234,353 239,13 2,04 235,82 0,63 234,89 0,23 234,21 0,06 

5 387,402 408,46 5,44 394,04 1,71 389,99 0,67 387,02 0,1 

6 578,712 655,05 13,20 600,48 3,76 587,47 1,51 577,88 0,14 

 

In Eq. (1), E is the modulus of elasticity, I is the moment 

of inertia of the beam’s cross section, Y(x) is transverse 

displacement,   is natural frequency, m is mass per unit 

length, and x is the distance from the fixed point of the 

beam (See A.1 for a closed form solution).  

Computationally and analytically calculated 

eigenfrequencies are tabulated in Table 1, and the 

percentage error is calculated over the analytical results. 

The third mode shape of the continuous six dof beam 

model is shown in Figure 1.  

 

Figure 1. Third mode shape of the computational 

continuous model 

 

3. Discrete Beam Model 

 

For discrete parameter modeling, the identical beam 

is analyzed computationally and analytically. 

Computational discrete beam model analysis results are 

obtained using Ansys APDL Mechanical, and Matlab is 

employed to construct the analytical discrete parameter 

model. Eigenfrequencies of the 6-element beam are 

calculated. In the first step, the results of an undamped 

model are compared. Then, the frequency response 

functions are generated by assigning non-proportional 

damping values to the analytical discrete parameter model. 

The damping matrices are identified through the generated 

frequency response functions. (See Section 5)  

 

3.1. Computational Discrete Beam Model 

 

A 6-element beam model is constructed in Ansys 

APDL Mechanical, and the eigenfrequencies are 

computed. The computed eigenfrequencies are tabulated in 

Table 2. First mode shape of the computational discrete 

parameter model is shown in Figure 2. 

 

Figure 2. First mode shape of the computational discrete 

parameter model 

 

3.2. Analytical Discrete Beam Model 

 

The 6-dof discrete parameter model is built in Matlab 

using a state-space representation (See A.2). The 6-dof 

analytical discrete parameter model is shown in Figure 3, 

where m, k, c and d stand for mass, stiffness, viscous 

damping, and structural damping, respectively. 

Eigenfrequencies and frequency response functions can be 

calculated by introducing mass, stiffness, and damping 

matrices to the system. The mass and stiffness matrices are 
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derived from Ansys APDL Mechanical using the “DMAT” 

command. The mass matrix and the stiffness matrix are 

given in Table 3 and Table 4, respectively. The undamped 

eigenfrequencies and the percentage error values are 

tabulated in Table 2.  Then, viscous, and structural 

damping matrices, where introduced in Section 5 are 

assigned. 

 

Table 2. Comparison of eigenfrequencies of computational 

discrete beam model and analytical discrete beam model. 

Mode 
Computational- 

discrete (rad/s) 

Analytical- 

discrete (rad/s) 
Error (%) 

1 891,08 891,23 0,02 

2 2734,57 2735 0,02 

3 4762,15 4762,96 0,02 

4 7068,58 7069,94 0,02 

5 9552,95 9554,43 0,02 

6 11463,04 11464,73 0,02 

 

 

Table 3. The mass matrix of analytical discrete beam 

model 

1.053e-2 2.631e-3 0 0 0 0 

2.631e-3 1.053e-2 2.631e-3 0 0 0 

0 2.631e-3 1.053e-2 2.631e-3 0 0 

0 0 2.631e-3 1.053e-2 2.631e-3 0 

0 0 0 2.631e-3 1.053e-2 2.631e-3 

0 0 0 0 2.631e-3 5.263e-3 

 

Table 4. The stiffness matrix of analytical discrete beam 

model 

3.637e5 -1.819e5 0 0 0 0 

-1.819e5 3.637e5 -1.819e5 0 0 0 

0 -1.819e5 3.637e5 -1.819e5 0 0 

0 0 -1.819e5 3.637e5 -1.819e5 0 

0 0 0 -1.819e5 3.637e5 -1.819e5 

0 0 0 0 -1.819e5 1.819e5 

 

 

Figure 3 Discrete parameter system of six degrees of freedom analytical model (m: mass; k: stiffness, c: viscous 

damping; d: structural damping) 
 

4. Damping Identification  

 

Equation of motion of a damped system in time 

domain is given as follows: 

 

                              (2) 

Here M, K, C and D represent n × n mass, stiffness, 

viscous damping, and structural damping matrices, 

respectively. f and x are   × 1 force and displacement 

vectors. If the excitation is harmonic,               

and              . Hence, Eq. (2) can be written in 

frequency domain as follows: 

 

                         (3) 

The term in square brackets is the dynamic stiffness 

matrix, and the inverse of this matrix is the complex 

receptance matrix        :  

 

                             (4) 

The receptance matrix can be populated using the 

receptance functions estimated through experimentation, 

where the displacement vector      is measured. The 

relation is given by: 

 

               (5) 

The complex receptance matrix consists of real and 

imaginary parts, which can be expressed: 

 

         
        

     (6) 

where the subscripts R and I stand for the real and 

imaginary values of the matrix, respectively. The 

undamped or normal receptance matrix can be expressed 

as follows: 

 

                 (7) 

which is the receptance type frequency response function 

matrix generated from the normal modes. Pre-multiplying 

Eq. (2) by the normal receptance matrix yield 

 

                                (8) 
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Transformation matrix can be expressed by 

                 (9) 

Substituting the transformation matrix into Eq. (8), yields 

 

                        (10) 

where I denote identity matrix. Using the relation given by 

Eq. (6), Eq. (10) can be rewritten as  

 

                     (11) 

so as to eliminate the displacement vector     . 

Substituting Eq. (6) into Eq. (11) yields 

 

            
        

            (12) 

which can be rearranged as 

 

   
           

     
     

    
       

            
(13) 

where the left-hand side has real and imaginary 

components. Since the right-hand side of Eq. (13) has only 

real components, the following statements are true for all 

frequencies: 

 

   
           

            

        
       

        
(14) 

   
           

           (15) 

Viscous and structural damping can be identified by 

substituting Eq. (9) into Eq. (14), which yields: 

 

                   
       

        (16) 

If the complex receptance matrix has been measured 

experimentally, the normal receptance matrix can be 

calculated, and if the normal receptance matrices are 

known, damping matrix can be calculated. Note that, Eq. 

(16) can be solved in a least-squares approach. It is 

recommended to use the pseudo inverse operator        

for the matrix inversion, which returns a least-squares 

solution. Hence, 

 
 
 
     

     
 

  
     

 
 

 

 
  

     
 

  
     

  
   

      
 

 
   

      
 
  (17) 

 

5. Frequency Response Functions 

 

In this section, non-proportional damping matrices 

are assigned to the analytical discrete parameter model, 

and the complex frequency response functions are 

generated. The assigned viscous and structural damping 

matrices are identified through the complex frequency 

response functions.  

One of the frequency response functions of the non-

proportional structural damped six degrees of freedom 

discrete parameter model, namely FRF11 is shown in 

Figure 4. In Figure 5, all the diagonal terms of the 

frequency response function matrix of the discrete 

parameter model are given. To yield the effect of damping 

on the model, the undamped aka normal frequency 

response functions (NFRFs) of the model are compared 

with the damped frequency response function. The 

comparisons are made for viscously damped and 

structurally damped models in Figures 6 and 7, 

respectively. 

 

 

Figure 4. Frequency response function of the non-

proportional structural damped six degrees of freedom 

discrete parameter model (FRF 11) 

 

 

Figure 5. Frequency response functions of non-

proportional structural damped six degrees of freedom 

discrete parameter model (FRFs) 
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Figure 6. Frequency response function and normal 

frequency response function of the non-proportional 

viscous damped six degrees of freedom discrete parameter 

model (FRF 11 and NFRF 11) 
 

The non-proportional viscous damping matrix 

assigned to the analytical discrete parameter model is as 

follows: 
 

                   
 

 
 
 
 
 
 
  
   
 
 
 
 

   
  
   
 
 
 

 
   
  
   
 
 

 
 

   
  
   
 

 
 
 

   
  
   

 
 
 
 

   
  

 

 
 
 
 
 
 

 

 

The identified viscous damping matrix through the 

complex frequency response functions is as follows: 
 

             

 
 
 
 
 
 
  
   
 
 
 
 

   
  
   
 
 
 

 
   
  
   
 
 

 
 

   
  
   
 

 
 
 

   
  
   

 
 
 
 

   
  

 

 
 
 
 
 
 

 

 

 

Figure 7. Frequency response function and normal 

frequency response function of the non-proportional 

structural damped six degrees of freedom discrete 

parameter model (FRF 11 and NFRF 11) 

The non-proportional structural damping matrix 

assigned to the analytical discrete parameter model is as 

follows: 

   

 
 
 
 
 
 

      
        

 
 
 
 

        
       
        

 
 
 

 
        
        
        

 
 

 
 

        
        
      

 

 
 
 

      
     
     

 
 
 
 

     
    

 

 
 
 
 
 
 

 

The identified structural damping matrix through the 

complex frequency response functions is as follows: 

 

             

 
 
 
 
 
 

      
        

 
 
 
 

        
       
        

 
 
 

 
        
        
        

 
 

 
 

        
        
      

 

 
 
 

      
     
     

 
 
 
 

     
    

 

 
 
 
 
 
 

 

It is shown that the assigned and the identified 

damping matrices are identical.  

 

6. Conclusions 

 

 It is shown that the damping matrix values assigned to 

the model can be identified identically through the 

complex frequency response functions of the model.  

 

 Once the frequency response functions of a structure 

are known by measurement, the structural and viscous 

damping matrices can be identified.  

 

 If the computational model is updated using the 

identified damping matrices, the results will be more 

accurate for engineering structures.    
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Appendices 
 

Using (Eq.1) and the boundary conditions for a 

cantilever beam, the closed form natural frequency can be 

written as follows:  

 

     
  

  

   
  (A.1) 
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The state-space representation used for the system is 

as follows: 

 

   
  

               
  

   
 

    ;            ;         

(A.2) 

 

 

 

 

 

 

 

 

 

 

 



24 

 Koc. J. Sci. Eng., 4(1): (2021) 24-38        https://doi.org/10.34088/kojose.833205 

Kocaeli University 

  Kocaeli Journal of Science and Engineering 

http://dergipark.org.tr/kojose 

Development of Personal Protective Respirator Based on Additive Manufacturing 

Technologies in Fighting Against Pandemic 

Levent AYDIN 1,*   ,  Sumeyya ILKIN 2        ,  Mehmet Onur ARICAN 3        ,  Ayfer Peker KARATOPRAK 4        ,  

Suhap SAHIN 5        ,  Guralp OZKOC 6         ,  Maksut Gorkem AKSU 7         ,  Serdar KUCUK 8        ,   

Ozcan GUNDOGDU 9        

1 Podology Program, Vocational School of Kocaeli Health Services, Kocaeli University, Kocaeli,41001, Turkey, ORCID: 0000-0002-2372-1711 
2 Department of Computer Engineering, Kocaeli University, Kocaeli, 41001, Turkey, ORCID: 0000-0002-0570-2250 
3 Department of Polymer Science and Technology, Kocaeli University, Kocaeli, 41001, Turkey, ORCID: 0000-0003-3776-9174 
4 Podology Program, Vocational School of Kocaeli Health Services, Kocaeli University, Kocaeli,41001, Turkey, ORCID: 0000-0003-1723-2038 
5 Department of Computer Engineering, Kocaeli University, Kocaeli, 41001, Turkey, ORCID: 0000-0003-1340-8972 
6 Department of Chemical Engineering and Polymer Science and Technology, Kocaeli University, Kocaeli, 41001, Turkey, ORCID: 0000-0002-3194-5256 
7 Department of Radiation Oncology, Kocaeli University, Kocaeli, 41001, Turkey, ORCID: 0000-0001-5532-2742 
8 Department of Biomedical Engineering, Kocaeli University, Kocaeli, 41001, Turkey, ORCID: 0000-0002-5543-7539 
9 Department of Biomedical Engineering, Kocaeli University, Kocaeli, 41001, Turkey, ORCID: 0000-0003-0171-3179 

Article Info 

Research paper 

Received : November 29, 2020 

Accepted : January 27, 2021 

Keywords 

Covid-19 

FDM 

Mask 
Respirator 

N95 

Pandemic 

   Abstract 

Flexible manufacturing systems have been widely used especially in the field of medicine to 

develop personal protective types of equipment such as ventilator components or sample collection 

apparatuses except the face visors and masks/respirators during the fight against the pandemic. In 

this study, an N95 derivative respirator was designed based on the FDM technology and then 

compared with similar known mask models in literature in terms of manufacturing costs and 

functionality. Optimization was carried out on printing parameters to improve the speed of 

manufacturing. Finally, all components of the mask were assembled and prepared to be used for 

medical needs during the pandemic. The cost of the mask and filter components were reduced to 7 ₺ 

for 2 hours and 32 minutes for each mask. Moreover, the durability of each mask was increased 

three times more than known protective types of equipment to offer longer usage without any 

fractures caused by daily activities and to have improved airtightness. Besides, the mask was 

designed to have multi-layered filters with the ability of replaceable membranes according to the 

epidemic agent, and the sterilization procedures were explained. Thus, a more economical and 

healthier protective equipment was created compared to the known respirators in the literature. 

1. Introduction*

The disease of Covid-19 (Coronavirus) was first 

detected in Wuhan in December 2019. It has turned into a 

pandemic in early 2020 that reached 26 million cases 

causing more than 864 thousand deaths in 188 countries 

[1-2]. While the most common symptoms of the disease 

are known as fever and dry cough, there are also less 

frequent symptoms such as pain and diarrhea. For patients 

with worsening conditions, respiratory distress and 

* Corresponding Author: levent.aydin@kocaeli.edu.tr 

shortness of breath occur and may require urgent medical 

assistance such as intubation or oxygen therapy. In 

addition, patients with diffuse pneumonia findings on chest 

radiography or tomography are isolated in intensive care 

units and need to be treated according to a specific 

algorithm [3]. With the onset of the pandemic, both 

patients and healthcare workers needed a lot of protective 

equipment, and it was not possible for every center to meet 

these requirements. Many different applications such as 

ventilator components or sample collection apparatus, 

protective equipment (i.e., visors and respirators), which 

can be easily produced via flexible manufacturing systems, 

were used to fight against the pandemic [4]. In particular, 

Fused Deposition Modelling (FDM) based additive 
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manufacturing systems were widely used in the production 

of such equipment and component due to their cost-

effectiveness. At the beginning phase of the pandemic, 

rapid solutions were required to be addressed with regards 

to crisis management based on health priority [5]. Since 

these manufactured equipment types were used by many 

people in health centers and hospitals, where they both 

have high-risk factors, the protection and functionality 

were not known well leading to create significant risks [6]. 

For this reason, some definitions and standards for the 

development of protective equipment based on additive 

manufacturing technologies have been determined by the 

authorized organizations (i.e., FDA, CDC, NIH). The Food 

and Drug Administration (FDA) has recently stated that 3D 

printed personal protective equipment (PPE) cannot 

provide one-to-one protection compared to FDA-approved 

masks. On the other hand, guidelines on 3D printable 

devices for emergency use such as ventilator components 

have been published by FDA [7]. Likewise, the Centers for 

Disease Control and Prevention (CDC) did not approve 

homemade face protectors in the category of PPE [8]. 

However, the National Institutes of Health (NIH) together 

with the FDA created an online repository for developable 

PPE prototypes based on additive manufacturing 

technologies but reported safety limitations due to 

differences in 3D printing systems, production parameters, 

and polymer materials used in manufacturing [9]. Although 

its reliability is questionable, during the pandemic, additive 

manufacturing technologies-based visors, 

masks/respirators, goggles, breathing apparatus, and 

laryngoscope production have been beneficial because a 

huge equipment need has been met significantly [10-12]. 

In this scope, it is necessary to know the properties of the 

equipments used, to ensure the functionality and protection 

of the products developed and to establish more ergonomic 

equipment for long-term usage. In addition, it is important 

to minimize the manufacturing time and cost in order to 

provide widespread effective protection. Specifically for 

N95-derived respirators, filters, and filter membrane 

porosity are important not only for sterilization but also for 

effectiveness and reusability. Considering these factors, the 

development of PPE, based on additive manufacturing 

technologies, gains great importance during the pandemic. 

Hence, many additive manufacturing methods were 

utilized in PPE production such as Direct Metal Laser 

Sintering (DMLS), Selective Laser Sintering (SLS), Fused 

Deposition Modelling (FDM), and Stereolithography 

(SLA) methods. FDM method-based equipment 

manufacturing is more widely used than other additive 

manufacturing technologies due to its low cost and 

feasibility [13-15]. Mostly PLA (Polylactic Acid), ABS 

(Acrylonitrile Butadiene Styrene), PC (Polycarbonate), 

PETG (Polyethylene Terephthalate Glycol), and various 

composite polymers are used during the manufacturing 

[16-17]. 

In the FDM method, the printing process is carried 

out by melting and extruding a thermoplastic polymer to 

form the target object on a printing table. In this scope, the 

target three-dimensional (3D) model is first divided into 

transverse 2D (two-dimensional) sections with a slicing 

software, and then derived G-Codes (machine codes) 

determine the system behavior until manufacturing is 

complete. Instant solidification of the molten thermoplastic 

polymer is provided by a fan during this printing process. 

However, the nozzle can be clogged due to the burnt 

polymer residues during printing [18]. Excessive 

application of the airflow that provides solidification may 

cause instant solidification of the molten polymer in the 

nozzle. For these significant and inevitable reasons, these 

systems must be well calibrated before printing.  

Today, there are various defined standards for 

respirators and filter membranes. Although these standards 

are named differently according to the countries, they 

specify the same functionality and mostly express particle 

permeability efficiency with a minimum size of 0.3 µ [19]. 

The respirators are named as N95, N99, and N100 in the 

United States, and as KN90, KN95, and KN100 in China, 

the numbers defined next to the letters together express the 

percentage efficiency at a particle permeability of 0.3µ 

[20]. Consequently, N95 and KN95 have the same 

functionality and have particle retention of 0.3 µ at 95%. In 

Europe, particle permeability has been determined as FFP1 

(P1), FFP2 (P2), and FFP3 (P3), and it means filtering 

efficiency at 80%, 94%, and 99.95%, respectively [21]. In 

addition, the MERV (Minimum Efficiency Rating Value) 

standard was developed to define the filter efficiency and 

graded between 1 and 17 as shown in Table 1. MERV 

standard is based on particle permeability in three different 

size that range between (3.0 - 10.0 µ, 1.0 - 3, 0 µ, and 0.3 - 

1.0 µ) are also categorized in Table 1 [22-23]. 

In Table 1, it is observed that MERV 17 filter group has 

99% retention in the 0.3 - 1.0 µ particle size band, while 

the MERV 13-16 filter group has less than 95% retention 

in the same particle size band. Accordingly, it is 

understood that the HEPA (High-Efficiency Particulate 

Arresting) filter group provides better protection than the 

Superior MERV filter group. Therefore, considering the 

spread rate of the virus during the pandemic, the use of 

HEPA Group filters in PPE development becomes even 

more important. It has not been possible in all cases to 

supply these filter membranes, which are used especially in 

the production of N95-derived respirators, at the beginning 

of the pandemic. Hence, a need was raised to prefer or 

develop alternative membranes. In line with this 

requirement, researchers have developed filter membranes 

with a certain porosity by means of electrospinning 
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methods [24-26]. On the other hand, vacuum cleaner filters 

were determined as suitable owing to the standard 

manufacturing and procurable especially at the beginning 

of the pandemic. Table 2 contains statements regarding 

HEPA filter groups and their activities [27-28]. 

 

Table 1. MERV filter membrane standards [22-23]. 

Catalog No 
0.3-1.0 

micron 

1-3 

micron 

3-10 

micron 
Filter Type Controlled Particles 

MERV 1 - - <20% 

Pre-Filter/Aluminum mesh 

 

Dust, dust mites, animal dander, 

pollen 

 

MERV 2 - - <20% 

MERV 3 - - <20% 

MERV 4 - - <20% 

MERV 5 - - 20-34% 

Low Quality MERV Filter 

 

Mildew, spores, baking soda, 

hair spray 

 

MERV 6 - - 35-49% 

MERV 7 - - 50-69% 

MERV 8 - <20% <70% 

MERV 9 - <35% <35% 

Standard MERV Filter 

 

Lead dust, smaller mold, smaller 

pollen 

 

MERV 10 - 50-64% <75% 

MERV 11 <20% 65-79% <80% 

MERV 12 <35% 80% <85% 

MERV 13 <50% <90% <90% 

Superior MERV Filter 

 

Bacteria, virus, fine dust 

 

MERV 14 75-84% <90% <90% 

MERV 15 85-94% <90% <90% 

MERV 16 <95% <95% < 95% 

MERV 17 99.97000% <99% < 99% HEPA Group/ULPA Filter Little bacteria and viruses, fumes 

 

Table 2. HEPA filter membrane standards [27-28]. 

Usage Class Performance Performance Test 
100% Retained 

Particle Size 
Test Standard 

Coarse filters 

(preferred as 

a primary 

filter) 

G1 65% Average value >5 μm 

>5 μm 

>5 μm 

>5 μm 

BS EN779 

BS EN779 

BS EN779 

BS EN779 

G2 65–80% Average value 

G3 80–90% Average value 

G4 90%– Average value 

Fine filters 

(preferred as 

a secondary 

filter) 

M5 40–60% Average value >5 μm 

>2 μm 

>2 μm 

>1 μm 

BS EN779 

BS EN779 

BS EN779 

BS EN779 

M6 60–80% Average value 

F7 80–90% Average value 

F8 90–95% Average value 

F9 95%– Average value >1 μm 

>1 μm 

>0.5 μm 

>0.5 μm 

BS EN779 

BS EN1822 

BS EN1822 

BS EN1822 

Semi HEPA 

filters 

E10 85% Minimum value 

E11 95% Minimum value 

E12 99.5% Minimum value 

HEPA filters 
H13 99.95% Minimum value >0.3 μm 

>0.3 μm 

>0.3 μm 

>0.3 μm 

BS EN1822 

BS EN1822 

BS EN1822 

BS EN1822 

H14 99.995% Minimum value 

ULPA 

U15 99.9995% Minimum value 

U16 99.99995% Minimum value 

U17 99.999995% Minimum value >0.3 μm BS EN1822 

 

According to Table 2, class, performance in 

percentage, performance test, particle size retained in 

percentage, and related test standard information are given 

for each filter. It can be observed that HEPA13 and 

HEPA14 filters are used as vacuum filter membranes in 

HEPA filter groups [29]. Especially HEPA13 filter 

membranes, which are more cost-effective and easily 

available, cannot hold 50 in 100.000 particles (99.95% 

efficiency). This filtration ability can also be improved by 

increasing the existing filter membrane thickness or by 

using a second filter membrane [30,31]. Thus, the current 

filtration efficiency can be increased. In addition, during 

the fight against the pandemic, environment and equipment 

sterilization are of great importance as PPEs. For this 

purpose, mobile robots that carrying portable UV-C 

(Ultraviolet C) lamps with 254 nm wavelength have been 
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developed in some hospitals for equipment and 

environment sterilization [32]. Likewise, UV-C lighting is 

known to kill many bacteria and micro-organisms. This 

light source causes DNA degradation in structures such as 

Corona and Sars viruses [33]. Although it may cause 

permanent damage to the skin and eyes, it is recommended 

to be used as an ideal solution for unmanned environment 

isolation and equipment sterilization. Parameters such as 

lamp power and distance are important in the effectiveness 

of sterilization [33]. Therefore, a sterilization process that 

is developed as a result of an optimization or a suggested 

protocol is required to be applied in terms of efficiency. In 

this study, a respirator mask that can be used as an N95 

derivative was designed and manufactured by means of an 

FDM based system. Before the design of the respirator, 

other similar models based on the FDM method in the 

literature, were determined and evaluated. In addition, the 

manufacturing time and cost of each model was calculated 

and compared with the developed prototype. Finally, 

optimization and revisions were applied to minimize 

manufacturing costs and improve the custom fitting of the 

developed mask to increase protectiveness. Consequently, 

PPEs may be manufactured at minimal cost and quickly 

where material supply is difficult to distribute. Moreover, 

more effective protection can be ensured for healthcare 

personnel and all other employees, active in the field 

during the fight against the coronavirus.  

 

2. FDM Method Based Personal Protective 

Masks, Properties, and Production Planning 

 

Before the manufacturing of the developed N95 derived 

respirator prototype, existing FDM based models utilized 

in hospitals and health centers were evaluated in terms of 

time and cost. In this study, the developed face mask 

design criteria and components were determined using the 

obtained data. Commonly used masks during the fight 

against Covid-19 and their features were listed in Table 3. 

 

Table 3. FDM-based face masks. 

Ref. Image Designer Time* Cost* Explanation 

 

[34] 

M
as

k
1

 

 

Copper3d 

(Open Source) 
3 h 14 min 35 g 

The model consists of 3 components. 

Printing time and cost are affordable. 

[35] 

M
as

k
2

 

 

LaFactoria3d 

(Open Source) 
8 h 45 min 96 g 

The model consists of 3 components. 

Although the printing time is quite long, 

the cost is also a bit high. 

[36] 

M
as

k
3

 

 

Cagriahiskali 

(10 €) 
10 h 3 min  113 g 

The model consists of 3 components. 

Although the printing time is quite long, 

the cost is also a bit high. 

[37] 

M
as

k
4

 

 

Harnelbe 

(2 €) 

5 h       

17.3 min  54.3 g 

The model consists of 2 components. It 

is not possible to form the model 

properly without supporting structures 

on a flat table surface. The printing time 

is a little longer while the cost is 

normal. 

[38] 

M
as

k
5

 

 

Michaeledi 

(Open Source) 
3 h 24 min  35.5 g 

The model consists of 3 components. It 

is not possible to form the model 

properly without supporting structures 

on a flat table surface. Printing time and 

cost are affordable. 
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Table 3. (Cont.) FDM-based face masks. 

 

[39] 

M
as

k
6

 

 

3d-mon 

(Open Source) 

20 h        

22 min 
212 g 

The model consists of 3 components. It 

is not possible to form the model 

properly without supporting structures 

on a flat table surface. The printing time 

is quite long, and the cost is very high. 

[40] 

M
as

k
7

 

 

Aleexstudios_2019 

(67 €) 
9 h 23 min 83.5 g 

The model consists of 5 components. 

The printing time is quite long, and the 

cost is also a bit high. 

[41] 

M
as

k
8

 

 

Stan_x 

(Open Source) 
4 h 39 min 47.5 g 

The model consists of 2 components. 

Printing time and cost are normal. 

[42] 

M
as

k
9

 

 

3dpicasso 

(5.517 €) 

13 h        

45 min  151 g 

The model consists of 3 components. It 

is not possible to form the model 

properly without supporting structures 

on a flat table surface.  The printing 

time is a bit longer, and the cost is also 

a bit high. 

[43] 

M
as

k
1

0
 

 

Imalize 

(Open Source) 
7 h 7 min  72 g 

The model consists of 2 components. It 

is not possible to form the model 

properly without supporting structures 

on a flat table surface. The printing time 

is a bit longer, and the cost is also a bit 

high. 

[44] 

M
as

k
1

1
 

 

Victorottati 

(53 €) 
8 h 29 min  82 g 

The model consists of 7 components. It 

is not possible to form the model 

properly without supporting structures 

on a flat table surface. The printing time 

is a bit longer, the cost is also a bit high. 

[39] 

M
as

k
1

2
 

 

3d-mon 

(Open Source) 

20 h        

22 min  212 g 

The model consists of 3 components. It 

is not possible to form the model 

properly without supporting structures 

on a flat table surface. The printing time 

is quite long, and the cost is very high. 

[46] 

M
as

k
1

3
 

 

Copper3d 

(Open Source) 

5 h 16 min  

 
48 g 

The model consists of 3 components. 

The printing time is a bit long, but the 

manufacturing cost is affordable. 

[47] 

M
as

k
1

4
 

 

Raimbault_ 

Industrie 

(Open Source) 

19 h        

38 min  

 

216 g 

The model consists of 5 components. 

The printing time is quite long,  and the 

manufacturing cost is also very high. 

[48] 

M
as

k
1

5
 

 

Ndreu 

(Open Source) 
3 h 34 min  37 g 

The model consists of 3 components. It 

is not possible to form the model 

properly without supporting structures 

on a flat table surface. Print time and 

cost are normal. 

[49] 

M
as

k
1

6
 

 

_Msa_ 

(10 €) 

9 h 19 min  

 
103 g 

The model consists of 11 components. 

It is not possible to form the model 

properly without supporting structures 

on a flat table surface. The printing time 

is quite long, and the manufacturing 

cost is quite high. 
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Table 3. (Cont.) FDM-based face masks. 

[50] 

M
as

k
1

7
 

 

Malamaker 

(Open Source) 
8 h 5 min  81 g 

The model consists of 8 components. 

The printing time is long, the 

manufacturing cost is also a bit high. 

Providing an elastic membrane between 

the mask and the face using a mold is 

the biggest advantage of the mask. 

[51] 

M
as

k
1

8
 

 

Think3ddd 

(Open Source) 
8 h 42 min  102 g 

The model consists of 3 components. 

The printing time is long, and the 

manufacturing cost is also a bit high. 

[52] 

M
as

k
1

9
 

 

Inhol 

(Open Source) 

8 h 50 min  

 
97 g 

The model consists of 3 components. 

The printing time is long, and the 

manufacturing cost is also a bit high. 

* The time and cost calculations specified in the table are valid for only one of a mask manufacturing. In addition, it was 

determined that 50 grams of material consumption with an average time of 4 hours were normal or affordable in the 

manufacturing of one mask for an FDM-based system. The evaluations of manufacturing in the table were generated 

based on this reference. 

 

Ultimaker Cura slicing software was used for the time 

and cost calculations in Table 3. Printing parameters of 

each mask model in this calculation step are listed in Table 

4.  

 

Table 4. Printing parameters for cost calculation. 

Parameter Value 

Nozzle diameter 400 µ 

Layer height 200 µ 

Inner fill rate 100% 

Inner fill pattern Line 

Default print temperature 200 ºC 

Default tray temperature 60 ºC 

Print speed 60 mm/sec 

Inner filling print speed 60 mm/sec 

Wall printing speed 30 mm/sec 

Top/bottom layer printing speed 30 mm/sec 

Cooling Active 

Support Close 

Tray adhesion function Close  

 

The duration of the printing process can be improved 

by parameters of layer height, internal fill rate, or printing 

speed. However, in order to clearly determine the cost 

differences between all models, the ideal manufacturing 

parameters, that can provide to obtain the target model into 

a correct geometry as fast as possible, should be taken as 

reference. Therefore, manufacturing parameters can also be 

optimized for all mask models. Thus, printing time can be 

significantly reduced by utilizing the following changes as 

an example: 

• Increasing the layer height from 200 µ to 350 µ 

depending on the nozzle diameter, 

• Increasing the printing speed from 60 mm/sec to 

120 mm/sec depending on the system mechanics, 

• Reducing the inner fill rates from 100% to 30% in 

the target model for unnecessary solid regions,  

It should be noted that the output must be controlled 

after each revision in order to ensure the quality of the 

equipment. In addition, the cost calculations include only 

the 3D printed body parts and sub-components but not any 

filter membrane or fixing apparatuses such as rubber. Table 

5 contains the ideal manufacturing plan of different types 

of equipment as listed in Table 3 (excluding filter 

membrane and rubber components). The mentioned costs 

were determined by utilizing the grams spent in 

manufacturing for ESUN PLA filament (1 kg = 100 ₺) and 

Ultimaker PLA filament (1 kg = 480 ₺). During this cost 

calculation build plate of the printer was identified as 220 

mm/220 mm (X/Y). Each mask model was placed on the 

same build plate, and printing parameters were fixed for 

each model. Moreover, their functionalities were evaluated 

as listed in Table 5. Consequently, basic needs for mask 

manufacturing were determined according to the results of 

this evaluation. In this study, an N95 derivative face mask 

was designed based on the FDM technology and compared 

with similar known mask models in literature in terms of 

manufacturing costs and functionality. Furthermore, 

optimization was carried out on printing parameters to 

improve the speed of manufacturing. Finally, all 

components of the mask were assembled and prepared to 

be used for medical needs during a pandemic.  
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Table 5. Manufacturing plan of masks (manufacturing cost of each model was determined in term of Turkish Lira, ₺). 

Image Max.* Cost* Explanation 

M
as

k
1

 

 

1 pc 

Esun 

3.5 ₺ 

Ultimaker 

16.8 ₺ 

Only one mask can be obtained during manufacturing. In addition, the 

wall thickness of the model is very thin and it must be manufactured 

with a flexible thermoplastic elastomer polymer such as ESUN e-

Lastic. Otherwise, it may break or crack. In addition, it may not fit 

every facial anatomy and may require additional rubber components. 

M
as

k
2

 

 

2 pcs 

Esun 

9.6 ₺ 

Ultimaker 

46.08 ₺ 

Two masks can be obtained during manufacturing. The apparatus used 

to fix the filter membrane on the main body of the mask may fall. In 

addition, it may not fit every facial anatomy and may require additional 

rubber components. 

M
as

k
3

 

 

2 pcs 

Esun 

11.3 ₺ 

Ultimaker 

54.24 ₺ 

Two masks can be obtained during manufacturing. The apparatus used 

to fix the filter membrane on the main body of the mask may fall. In 

addition, it may not fit every facial anatomy and may require additional 

rubber components. 

M
as

k
4

 

 

3 pcs 

Esun 

5.43 ₺ 

Ultimaker 

26.064 ₺ 

Three masks can be obtained during manufacturing. It offers a solid 

fixation opportunity with its screwed apparatus. With the dual filter 

membrane support, it allows to breathe more easily, but it may not fit 

every facial anatomy and may require additional rubber components. 

In addition, it is very difficult to manufacture with an FDM-based 

system without a support structure. 

M
as

k
5

 

 

2 pcs 

Esun 

3.55 ₺ 

Ultimaker 

17.04 ₺ 

Two masks can be obtained during manufacturing. The apparatus used 

to fix the filter membrane on the main body of the mask may fall. It 

may not fit every facial anatomy and may require additional rubber 

components. In addition, it is very difficult to manufacture with an 

FDM-based system without a support structure. 

M
as

k
6

 

 

1 pc 

Esun 

21.2 ₺ 

Ultimaker 

101.76 ₺ 

Only one mask can be obtained during manufacturing. The filter 

membrane fixing apparatus is relatively thin and It may not fit every 

facial anatomy and may require additional rubber components. In 

addition, it is very difficult to manufacture with an FDM-based system 

without a support structure. 

M
as

k
7

 

 

2 pcs 

Esun 

8.35 ₺ 

Ultimaker 

40.08 ₺ 

Two masks can be obtained during manufacturing. It offers a solid 

fixation opportunity with its screwed apparatus. With the dual filter 

membrane support, it allows to breathe more easily, but it may not fit 

every facial anatomy and may require additional rubber components. 

In addition, it is very difficult to manufacture with an FDM-based 

system without a support structure. 

M
as

k
8

 

 

4 pcs 

Esun 

4.75 ₺ 

Ultimaker 

22.8 ₺ 

Four masks can be obtained during manufacturing. The apparatus used 

to fix the filter membrane on the main body of the mask may fall. In 

addition, it may not fit every facial anatomy and may require additional 

rubber components. 

M
as

k
9

 

 

1 pc 

Esun 

15.1 ₺ 

Ultimaker 

72.48 ₺ 

Only one mask can be obtained during manufacturing. The apparatus 

used to fix the filter membrane on the main body of the mask may fall. 

It may not fit every facial anatomy and may require additional rubber 

components. In addition, it is very difficult to manufacture with an 

FDM-based system without a support structure. 

M
as

k
1

0
 

 

2 pcs 

Esun 

7.2 ₺ 

Ultimaker 

34.56 ₺ 

Two masks can be obtained during manufacturing. It may not fit every 

facial anatomy and may require additional rubber components. In 

addition, it is very difficult to manufacture with an FDM-based system 

without a support structure. 

M
as

k
1

1
 

 

1 pc 

Esun 

8.2 ₺ 

Ultimaker 

39.36 ₺ 

Only one mask can be obtained during manufacturing. The apparatus 

used to fix the filter membrane on the main body of the mask may fall. 

It may not fit every facial anatomy and may require additional rubber 

components. In addition, it is very difficult to manufacture with an 

FDM-based system without a support structure. 
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Table 5. (Cont.) Manufacturing plan of masks (manufacturing cost of each model was determined in term of Turkish Lira, 

₺). 

Image Max.* Cost* Explanation 

M
as

k
1

2
 

 

1 pc 

Esun 

11.8 ₺ 

Ultimaker 

56.64 ₺ 

Only one mask can be obtained during manufacturing. The apparatus 

used to fix the filter membrane on the main body of the mask may fall. 

It may not fit every facial anatomy and may require additional rubber 

components. In addition, it is very difficult to manufacture with an 

FDM-based system without a support structure. The existing mask 

structure consists of too many components.  

M
as

k
1

3
 

 

4 pcs 

Esun 

4.8 ₺ 

Ultimaker 

23.04 ₺ 

Four masks can be obtained during manufacturing. It may not fit every 

facial anatomy and may require additional rubber components. 

M
as

k
1

4
 

 

2 pcs 

Esun 

21.6 ₺ 

Ultimaker 

103.68 ₺ 

Two masks can be obtained during manufacturing. The apparatus used 

to fix the filter membrane on the main body of the mask may fall. It 

may not fit every facial anatomy and may require additional rubber 

components. In addition, it is very difficult to manufacture with an 

FDM-based system without a support structure. 

M
as

k
1

5
 

 

2 pcs 

Esun 

3.7₺ 

Ultimaker 

17.76 ₺ 

Two masks can be obtained during manufacturing. It may not fit every 

facial anatomy and may require additional rubber components. In 

addition, it is very difficult to manufacture with an FDM-based system 

without a support structure. 

M
as

k
1

6
 

 

2 pcs 

Esun 

10.3 ₺ 

Ultimaker 

49.44 ₺ 

Two masks can be obtained during manufacturing. It may not fit every 

facial anatomy and may require additional rubber components. In 

addition, it is very difficult to manufacture with an FDM-based system 

without a support structure. The existing mask structure consists of too 

many components. 

M
as

k
1

7
 

 

1 pc 

Esun 

8.1 ₺ 

Ultimaker 

38.88 ₺ 

Only one mask can be obtained during manufacturing. It has a molded 

elastic membrane that allows a better custom fitting and prevents 

leakage. It is very difficult to manufacture with an FDM-based system 

without a support structure. 

M
as

k
1

8
 

 

2 pcs 

Esun 

10.2 ₺ 

Ultimaker 

48.96 ₺ 

Two masks can be obtained during manufacturing. It may not fit every 

facial anatomy and may require additional rubber components. 

M
as

k
1

9
 

 

2 pcs 

Esun 

19.4 ₺ 

Ultimaker 

93.12 ₺ 

Two masks can be obtained during manufacturing. It may not fit every 

facial anatomy and may require additional rubber components. In 

addition, it is very difficult to manufacture with an FDM-based system 

without a support structure. 

 

3. Materials and Methods  

 

Initially, additive manufactured masks in the 

literature were evaluated in terms of design, functionality, 

and manufacturing cost. Considering these features, a cost-

effective mask model that can use any standard filter 

membrane and printed quickly without support structures 

was developed. The main body of the mask was designed 

in SolidWorks 2019 (Dassault Systemes) workspace. 

During the design step, the mask body was manufactured 

without support structures and developed at sufficient 

thickness to prevent any leakage. In addition, the filtering 

process was planned gradually in order to increase 

protection. Thus, it was possible to filter large particles 

directly with a pre-filter and smaller particles were 

collected by a second filter membrane. Figure 1 illustrates 

the 3D mask model and the sub-components. 
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Figure 1. Schematic drawing of the mask model and sub-components. 

 

In the design step, a special filtering apparatus was 

created according to the gradual filtering process, which 

can be fixed via screw mounts to create a sealing between 

the filter apparatus and the main body of the mask. It was 

planned to provide airflow through 3 mm holes on the pre-

filtering apparatus and 500 µ holes on the main filtering 

apparatus to create a gradual filtration. The circular 

membrane width to be placed on the filter apparatus was 

designed as 40 mm and all components had a thickness of 

3 mm to prevent any cracking or leaking. 

The manufacturing plan was made after the final 

design of the mask model was completed. It was possible 

to manufacture at least 3 masks at one time, according to 

the manufacturing scenario that was realized in Ultimaker 

Cura software, for any FDM-based system with 220 

mm/220 mm build area. Figure 2 illustrates the maximum 

manufacturing plan of the developed mask model for the 

22 cm2 build table. Support structures were not included 

during this planning in order to save time. Likewise, too 

much manufacturing at one time by placing the 

components on top of each other was not included in order 

to ensure the product quality. Therefore, each component 

was planned to contact the surface of the build table. 

Hence, any production risk related to complex geometry, 

which may prevent the printing process, was avoided. The 

purpose of this planning with the mentioned criteria was to 

produce a high protective and healthy equipment in a short 

time and to deliver as fast as possible for mask users. 

Figure 2 illustrates the maximum production planning of 

the 3D mask model and its sub-components. 

 

Figure 2. Production planning of the developed mask. 

 

After the production plan, the mask model was 

manufactured by an FDM based 3D printer (Ender 3 Pro, 

Creality). Before manufacturing, GCodes were derived by 

utilizing the parameters given as reference in Table 4, and 

then the mask was manufactured with ESUN PLA 

filament. With the completion of the manufacturing 

process, other sub-components such as rubber and filter 

membrane were determined. In this context, the mesh 

density of an existing filter membrane in FFP2 standard 

and filter membrane in 2 different HEPA13 standards was 

observed via a microscope (Portable Digital USB 

microscope 1000X, Ultra-eye-Optics Ltd.) and measured 

with ImageJ (Fiji) software. It was observed that HEPA13 

standard vacuum cleaner filters were cost-effective and can 

be obtained easier than other FFP3 and FFP2 standard 

filter membranes especially at the initial stage of the 

pandemic. For this reason, in this study, it was planned to 

use 2 layers of a 1000 µ thick HEPA13 standard vacuum 
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cleaner (Philips, Marathon) filter as a filter membrane. In 

addition, nasal cannula tubing was used as a silicone 

sealing apparatus on the main body of the mask that 

provides better fitting on any facial anatomy. A rubber, 5 

mm wide, oval-shaped, tres knitted rope was preferred for 

long-term use. After the assembly step, improvements, as 

given in Table 6, were made to the existing manufacturing 

process to reduce the time and cost. Finally, ideal 

manufacturing parameters were determined to obtain the 

developed protective equipment at a minimal cost. 

 

4. Results and Discussion 

 

The manufacturing time of a mask and sub-

components was calculated as 6 hours 55 minutes. The 

consumable material required for production was also 

determined as 84 grams. The internal fill rate was reduced 

to 30% for regions thicker than 3 mm on the main body of 

the mask. Likewise, other manufacturing parameters were 

revised and determined as ideal for the developed mask as 

shown in Table 6. The processing time was reduced to 2 

hours 32 minutes and the amount of material to 70 grams 

by using the parameters given in Table 6. Thus, masks can 

be manufactured with a desired thick wall to prevent any 

deformation during daily usage. As a result, the 

manufacturing cost of a mask was determined as 7 ₺ for 

ESUN PLA filament, excluding rubber, filter membrane, 

and sealing component. 

 

Table 6. Optimized printing parameters for the slicer. 

Parameter Value 

Layer height 300 µ 

Inner fill rate 30% 

Print speed 120 mm/sec 

Inner filling print speed 120 mm/sec 

Wall printing speed 60 mm/sec 

Top/bottom layer printing speed 60 mm/sec 

 

Figure 3 illustrates the comparison of the time and 

costs required for the manufacturing of a mask body and 

sub-components only. 

 

 

Figure 3. FDM-based production time and costs of N95-derived masks. 

According to the porosity measurements of the filter 

membranes, a standard FFP2 filter membrane (thickness 

200 µ) was determined between 21.4 µ (min.) and 32.6 µ 

(max.) (n = 5). In addition, measurements were performed 

on two different HEPA13 filter membranes (thickness 1000 

µ): i) For HEPA13-1 (Philips, Marathon product) it was 

measured as 19.1 µ (min.) and 43 µ (max.), and ii) For 

HEPA13-2 (another HEPA13 from a different supplier) it 

was measured as 40.5 µ (min.) and 55. 7µ (max.) (n = 5). 

As a result, average porosity of 4.84 µ was determined for 

a standard FFP2 filter membrane and 5.34 µ for the 

HEPA13-2 filter which is close to the FFP2 standard. 

Figure 4 illustrates the pore sizes of a standard FFP2 filter 

membrane and two different HEPA13 filters (Philips 

Marathon vacuum cleaner filter and another HEPA13 

filter). 

It was determined that 60 filter membranes could be 

obtained (1000 µ thick) in a single vacuum cleaner filter 

and the cost of a filter (Philips, Marathon) was 30 ₺. The 

total cost of the mask and its components were listed as 

below:  

i) Mask and sub-components – 7 ₺, 
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ii) Filter membrane - 0.5 ₺, 

iii) Sealing apparatus (nasal cannula) - 1.25 ₺ and 

iv) Rubber - as 0.25 ₺. In total, the manufacturing of a 

whole mask cost 9 ₺. Figure 5 illustrates the assembled 

mask prototype. 

 

Figure 4. FFP2 and HEPA pore sizes (n=5). 

 

The flexibility of the filament is important especially 

during the 3D printing of Mask 1 that is given in Tables 3. 

In addition, these flexible filaments should not be printed 

at normal and high speeds [53]. For this reason, masks in 

this group were excluded from the comparison chart given 

in Figure 3. Full face masks or masks that have additional 

eye protection apparatus were also not considered. Apart 

from these, designs that only cover the mouth and nose, 

such as Mask 12, have too many components. Hence, their 

printing time is quite long and their components can cover 

almost the entire surface of the build plate. On the 

contrary, it was determined that models with a design such 

as Mask 17 are more suitable in terms of manufacturing 

planning and usage. In addition to this planning, the 

manufacturing costs of each mask model is also important. 

The current manufacturing time and cost of the Mask 17 is 

higher (3.19 and 1.1 times, respectively) than the 

developed mask model in this study. Moreover, the 

thickness of the mentioned model is 1.5 times less which 

may affect the durability and tightness. 

The thick body structure may increase durability, 

especially in long-term use. An unwanted leakage, caused 

by the gaps between perimeters during the 3D printing 

process, may occur in models with thinner body structures 

such as Mask 11. Although the thickness of the body 

structure extends the printing time, the protection provided 

by the mask is more important, and thus it’s recommended 

that the thickness value should be a minimum of 2 mm as a 

result of this evaluation. It was observed that 1 mm and 

thinner models even the separation of the model may crack 

from the build table after printing. 

 

 

Figure 5. Completed mask prototype. Top view of assembled main filter apparatus only (a) and the assembled main filter 

and pre-filter apparatus (b). View of all unassembled (c) and assembled components (d). 
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Another important parameter is the attachable filter 

mount apparatus in mask models such as used in Mask 19. 

This apparatus is designed to be directly attached to the 

main body of the mask. Therefore, it may deform and may 

cause leakage during usage after several assemblies. On 

the other hand, the masks with screw mounts such as Mask 

1 and Mask 17 prevent more leakage than the models such 

as Mask 19. In this study, in order to minimize the 

unwanted leakage, it was decided to connect the main body 

of the mask and the filter apparatus by screwing. 

Moreover, a cannula, a gasket, or a silicone component can 

be placed into the gap between these two parts to improve 

tightness. Custom fitting is crucial for each mask to 

provide better protection. As observed in many mask 

models except the Mask 3 and Mask 17, the main body 

structures of the models require to contact directly with the 

face that may cause skin irritation. As applied in Mask 17, 

it is recommended to use a silicone or a rubber component 

between the mask and the face to prevent this discomfort 

and skin irritation, especially during long-term use. The 

sealing component must be developed or preferred from a 

medical-grade material whose effects are well-known. 

In addition to the mask design, the type and 

protection of the used filter membranes are important. 

Although the Coronavirus sizes are very small, such as 100 

nm, protection tests for a standard FFP2 or a HEPA filter 

are defined as 300 nm (min.) particle sizes [57-58]. In this 

case, the pore sizes of the filter membranes, their 

thickness, and particle capture capabilities also play a 

crucial role. These abilities may be grouped as mechanical 

particle capture capability, other trapping features such as 

inertia effect, retention, blocking, and diffusion in filter 

membranes or electrostatic capture that can be created in 

fibers [59]. Functionality tests of all these features are 

carried out by experimental or simulation studies to reveal 

the protection quality of the filter membranes [60]. As a 

result of this research, it was observed that the HEPA13 

filter membrane properties were close to a standard FFP2 

filter membrane. However, it should be noted that even 

commercially available same filter membranes may have 

different pore sizes. Therefore, it is recommended to 

perform an experimental study based on the target 

pathogen sizes before usage. 

Although FFP2 or HEPA standards are generally 

preferred on filter membranes in FDM-based mask 

prototypes, long-term protection is still uncertain. Even the 

FFP3 standard, it was determined that filter membranes 

prevent the risk of infection with an efficiency range of 

94% to 99% during a 20-minute inhalation [61]. Therefore, 

Ultra Hepa Filter (ULPA) group, which is listed in Table 2, 

is recommended as filter membranes to increase the 

protectiveness of developed masks. 

 

4. Conclusions  

 

In this study, a more reliable, robust, and cheaper 

respirator was developed to fight against the pandemic. 

Furthermore, the fundamentals of mask design and 

manufacturing process were meticulously clarified to 

ensure the protectiveness of personal equipment. In 

particular, the manufacturing time and cost of FDM-based 

masks were significantly decreased. Moreover, the 

airtightness of the mask was improved via commercially 

available components. 
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Abstract 

In today’s world because of increasing competition, shifting customer demands and expectations 

firms have to shorten their time-to-market, increase their flexibility and efficiency. Industry 4.0 

applications as meet these requirements gain popularity. Awareness of the necessity of Industry 4.0 

applications for excellent customer experience and great innovation capacity and studies searching 

advantageous applications for related sectors are increasing day by day. In this context, the 

agriculture sector, like other sectors, adapts to the changing conditions within the scope of Industry 

4.0, and the concept of Agriculture 4.0, which includes digital agricultural technologies, appears. 

This study provides a detailed framework for the transition from Industry 4.0 to Agriculture 4.0 and 

digital agricultural tools. In addition, it is aimed to contribute to the literature by choosing the best 

alternative by evaluating these digital agricultural tools with the Analytical Hierarchy Process 

method according to cost, income, applicability and practicality criteria. 

1. Introduction

Industry 4.0 represents the newest level of digital 

solutions offered by new production understanding and 

current technological developments, where concepts of 

speed, flexibility, efficiency, cost and innovation come to 

the fore. With increasing competition and changing 

customer expectations in today's world, companies should 

shorten their time to market, be flexible and increase their 

efficiency in order to achieve sustainable success. At this 

point, Industry 4.0 creates new production processes that 

communicate with each other, collect and process real-time 

big data and make decisions with autonomous mechanisms. 
1Cyber-physical systems aim to create “Smart Factories” of 

Industry 4.0 which includes the Internet of Things (IoT) 

and cloud computing technology [1]. In smart factories, 

cyber-physical systems observe physical processes, create 

a virtual copy of the physical world and make the final 

decision through distributed decision mechanisms. With 

IoT technology, cyber-physical systems communicate with 

each other and machine-machine, machine-human 

* Corresponding Author: meldaguliz.ates@kocaeli.edu.tr

collaborations are established in real-time, and instant data 

and information are transmitted to internal and external 

participants in the value chain of the organization through 

internet services [2].  

Industry 4.0 refers to the 4th Industrial Revolution, 

which includes intelligent, connected and decentralized 

production (Figure 1). The first industrial revolution 

(Industry 1.0) emerged with the introduction of steam 

power in mechanical systems. The second industrial 

revolution (Industry 2.0) started with electricity, assembly 

lines and mass production. The third industrial revolution 

(Industry 3.0) was accomplished by replacing people 

working in the production line of computerized production 

and automation, robots and machines, and the introduction 

of information technologies. Today, with the fourth 

industrial revolution (Industry 4.0), computers and 

automation come together with a brand-new structure and 

equipped with machine learning algorithms, computer 

systems control robots with a minimum human 

contribution [3]. 

The concept of Industry 4.0 was first mentioned at the 

Hannover Fair in Germany in 2011 and Germany and the 
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US, which lost their production power to countries like 

China and India, determined this reducing manpower 

impact on the production model as their new industrial 

strategy [4].  

 

Figure 1. Industrial revolutions (Source [3])  

 

In this context, the agriculture sector, like other 

sectors, adapts to the changing conditions within the scope 

of Industry 4.0, and the concept of Agriculture 4.0, which 

includes digital agricultural technologies, appears. This 

transformation is actually a necessary step to take against 

the threats expected in the future, because the world 

population will be more than 9.6 billion by 2050, 

according to the report titled "World Population 

Expectation" prepared by the United Nations (UN). That 

will cause a 70% increase in food consumption and also 

agricultural production is projected to decrease by 2% in 

the next decade, as 12 million agricultural lands 

deteriorated every year. The observations of the last five 

years indicate the loss of an average of 5.2 million hectares 

of forest land each year [5].  Smart and sustainable 

agriculture practices with Agriculture 4.0 technologies aim 

to be environmentally friendly, to achieve high 

productivity with fewer resources, and to be economical 

and practical. 

In this study, the transition process from Industry 4.0 

to Agriculture 4.0 and new technologies related to digital 

agriculture will be discussed, and the evaluation of digital 

agriculture technologies with the analytical hierarchy 

process (AHP) method will be carried out according to the 

cost, income, applicability and practicality criteria. 

 

1.1. From Industry 4.0 to Agriculture 4.0 

 

In the age of Industry 4.0, digital technologies 

developed and used thanks to the integration of data and 

the connectivity of their resources have developed highly 

efficient and sustainable production models. A more 

efficient and sustainable structure in the agricultural sector 

is considered as a natural result of the transfer of the 

Industry 4.0 approach to this sector [6]. As expected, the 

agricultural sector is changing like other sectors and is 

becoming much more technology and knowledge-intensive. 

Behind this, the concern of offering sustainable and 

affordable prices and more crops to the growing population 

with fewer resources in the coming periods lies and 

digital/smart agriculture principles are offered as a solution 

to this problem [7-8]. Traditional production methods turn 

into modern, productive and innovative forms, farmers 

realize the increasing importance of managerial activities 

and harmony with nature as well as production [9]. The 

meaning of the agricultural sector today shifted to smart 

agriculture, nature-friendly and water-saving agriculture, 

efficient agriculture and digital agriculture is the most 

necessary, effective and most appropriate approach for this 

transformation [10]. 

Digital agriculture is not the result of an instantly 

developing process, it has followed a path parallel to the 

development stages of the industrial revolution and this 

process has brought us to today's “Agriculture 4.0” [1]: 

-Agriculture 1.0: It is a labor-intensive and low-

yielding form of agriculture carried out with animal power 

in the early 20th century. 

- Agriculture 2.0: Started with the use of combustion 

engines and tractors in agriculture, another feature of this 

period is high volume production with synthetic pesticides 

and fertilizers with low cost. 

- Agriculture 3.0: Precision agriculture practices 

started with the opening of military GPS (Global 

Positioning System) signals for public use. Precision 

agriculture is defined as the management of variability in 

order to increase productivity and minimize the impact of 

environmental factors. With GPS signals and satellite 

images, terrain features, organic matter contents, moisture 

and nitrogen levels, crop efficiency, etc. can be measured. 

Similarly, decision support systems and agricultural 

software related to instant maps have been developed. 

- Agriculture 4.0: In the 2010s with the development 
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of cheap and advanced sensors, actuators, microprocessors; 

high bandwidth in the cellular communication system; 

cloud-based information communication technology and 

big data analytics leaded connected agricultural practices. 

1 
Figure 2. Agriculture 4.0 (Source [11])  2 

 3 

Digital agriculture, as a knowledge-based agriculture 

model, provides support to the manufacturer in 

management of resources, the efficiency of business 

operations and decision making by the collection and 

processing of high-precision, instant and personalized data 

with the technological tools offered by Industry 4.0, How 

agricultural components come together in the Agriculture 

4.0 concept is summarized in Figure 2. 

Internet of Things (IoT), one of the most important 

technologies of Industry 4.0, is the main component of the 

related agricultural practices in Agriculture 4.0. IoT is 

based on the natural environment and any measurable 

physical size, such as temperature, humidity, pH, gas rates, 

light intensity. The raw data collected by various sensors 

placed in the product area are transmitted to cloud 

computing systems for storage using wireless gateways or 

other methods required for human-machine, machine-

machine communication. The data in the cloud 

environment is transmitted to the farmers so that they can 

make better decisions directly or by processing [8-12]. 

With sensor technology, farmers are given detailed 

information on the fertilizer type they need to use, weather 

and soil conditions, irrigation and mineral amount, 

estimated harvest time, and this way, it is aimed to obtain 

high-level efficiency by managing their resources correctly 

[13]. An exemplary study on reducing water consumption 

with IoT was carried out with Bosh smart technology used 

in olive groves in Spain. With the wireless sensors placed 

on the trees, precise irrigation is made according to the 

weather conditions and actual needs. Similarly, Rajakumar 

[14] and Kumar and Ramasamy [15] have developed 

digital systems that automatically start and shut off 

irrigation if the humidity level is low with the soil moisture 

sensor and instantly transfer the current measurements via 

the IoT module. Again, by monitoring the soil properties 

and environmental factors with sensors, studies to find the 

ideal environment conditions for systems and plants that 

take automatic action have become prominent in recent 

years [16-17]. Another usage area of IoT and sensors is the 

monitoring of livestock and animal products [13-16]. With 

RFID technology counting and monitoring of animals, 

keeping the statistics in the process from birth to sale and 

providing security with the tracking mechanism has 

become extremely easy [18]. German CLASS company 

proposes a proactive approach by informing the producers 

via SMS with sensors attached to animals during 

pregnancy or disease situations. Following the herd with 

the Connected Herd Management application, the animal 

herds can be followed instantly [19]. The use of IoT in the 

agricultural sector has increased the functionality of the 

existing tools by making the physical environment a part of 

the information flow, and the collection and processing of 

a wide variety of information have accelerated the 

development of the agricultural sector from greenhouse to 

animal husbandry [20]. According to the research carried 

out by Business Insider, while 30 million objects in 

agriculture are interconnected in 2015, this figure is 

projected to increase to 75 million in 2020, which also 

indicates a 20% growth in the economy. 

According to the report published by the United 

Nations, two-thirds of the population will live in urban 

areas by 2050, which will reduce its agricultural workforce 

potential. The importance of autonomous systems, one of 

the new digital solutions to reduce the workload of farmers, 

is increasing with this statistic. With the developing object 

detection and radar technology, the developments in 

autonomous vehicle technology increase the applicability 

and decrease the costs. Robotic and autonomous vehicles, 
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which are among the components of Industry 4.0, have 

been transferred to the agriculture sector in a similar way, 

and agricultural vehicle applications that automatically 

recognize and talk to each other have started to appear with 

Agriculture 4.0 [11]. Agricultural robots aim to increase 

productivity by automating standardized and repetitive 

work (such as harvesting, mowing, pruning, seeding, 

spraying, phenotyping, packaging) for farmers [21]. While 

autonomous systems in agriculture and robotics are defined 

as the application process of robotics, automatic control 

and artificial intelligence techniques in all kinds of 

agricultural production -including farmbots and farm 

drones- one of the most important technologies is drones, 

which are small unmanned vehicles with cloud connections 

and cameras [12-13]. Drones, which can display the entire 

production area and take instant action, as well as carry 

loads such as fertilizer, water, increase work efficiency and 

reduce costs. In the Agriculture 4.0 report published by 

Oliver Wyman in 2018, drones have given wide coverage 

and usage areas of this technology shared as 3-D mapping, 

soil and field analysis, providing data for the best planting 

area decision, sowing, fertilizing, irrigation, spraying 

activities, harvest imaging and harvest health screening. 

Hektaş agriculture firm in Turkey started to collect 

significant information on optimum plant growing 

conditions via drone and sensor technology and create a 

library by analyzing the collected information [22]. 

 

2. Materials and Methods 

 

The development of digital agriculture in our country 

has started to be supported by state policies, and an action 

plan and roadmap have been created for the Agriculture 4.0 

transformation. The number of producers that support and 

nurture this strategy and keep pace with digital 

transformation is increasing. Thus, the decision to make 

the right technology investment for the manufacturer is 

becoming more and more critical day by day. As what kind 

of factors or variables need to be considered for 

agricultural policy and decision-makers is a challenging 

topic mostly economical and technical factors have been 

seen as the main criteria for agricultural investment 

decisions [23-25]. In this context, an AHP study based on 

cost, income, applicability and practicality criteria is 

conducted for both agriculture and animal husbandry 

sectors. 

 

2.1. Analytical Hierarchy Process (AHP) 

 

Analytical Hierarchy Process (AHP) was designed by 

Thomas L. Saaty in the 1970s to solve complex decision-

making problems involving multiple criteria. AHP is based 

on analyzing the problem with a hierarchical model 

consisting of goals, criteria and alternatives and reaching 

the appropriate solution with pairwise comparisons. It is an 

approach that can solve large-scale, dynamic and complex 

multi-criteria decision-making problems [26]. The stages 

of the AHP method can be summarized as [27]: 

-Defining the problem, determining the main goal 

-Determination of decision criteria 

-Determination of decision alternatives 

-Creating the hierarchical structure of the problem 

-Pairwise comparison of criteria 

-Pairwise comparison of alternatives and calculation 

of their priorities according to criteria 

-Selection of the highest priority alternative 

The scale 1-9 of Saaty is used to perform pairwise 

comparisons (Table 1), and to determine whether the 

comparisons are consistent, the consistency ratio (CR) 

should be calculated for each matrix after the comparison 

matrices are configured. However, if the CR value is less 

than 0.10, pairwise comparisons can be said to be 

consistent and the highest priority alternative can be 

decided.  

 

Table 1. The comparison scale in AHP (Source [28]) 

Importance 

Level 
Definition 

1 Equal importance 

3 Weak impotance of one over another 

5 Essential or strong importance 

7 Demonstrated importance 

9 Absolute importance 

2,4,6,8 
Intermediate values between the two 

adjacent judgements 

 

2.2. Hierarchy Models and Application 

 

Following the process steps of the AHP method, two 

separate applications were carried out for the agriculture 

and animal husbandry sectors. 

-In the determination of the main target, which is the 

first step, the target has been defined as “Selection of the 

best Agriculture 4.0 technology for the agriculture sector” 

and “Selection of the best Agriculture 4.0 technology for 

animal husbandry sector”. 

-Both literature review and expert opinions were 

consulted during the determination of criteria and 

alternatives, where the criteria were determined as cost, 

return, applicability and practicality for both sectors (with 

different weights). While the alternatives for the 

agricultural sector were a drone, soil sensor and 

autonomous tractor technology, animal sensor, associated 

herd application and milk scanner technology alternatives 
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were evaluated for the animal husbandry sector. 

-Pairwise comparisons were made by three experts, 

who are academics with PhD in the agricultural area. 

Experts opinions were collected via mailing (as an excel 

sheet) with the request of pairwise comparison of criteria 

and pairwise comparison of alternatives and calculation of 

their priorities according to criteria. Expert evaluations 

were singularized using the geometric mean method and a 

compromise value was obtained. 

-Super Decisions package program was used in the 

implementation of the AHP method. 

 

 

 Figure 3. Hierarchy model for agriculture  

 

 

 Figure 4. Hierarchy model for animal husbandry   

 

3. Results and Discussion 

 

According to the analysis conducted with Super 

Decisions software, the priority values for criteria and 

rankings of alternatives have been obtained for two sectors.  

For agriculture income was found as the most important 

criteria and followed by the criteria cost, applicability, 

practicality respectively. Similarly, despite the different 

limiting values, the orders of the criteria for animal 

husbandry have been obtained as income, cost, 

applicability, practicality respectively. In the selection of 

the best alternative, the soil sensor, one of the Agriculture 

4.0 technologies for the agricultural sector, came to the 

fore with its cost advantage and applicability and was 

chosen as the best alternative within the criteria. Similarly, 

for the animal husbandry sector, it was decided on the 

sensor technology attached to the animals as the best 

alternative with its cost advantage and the ability to 

provide fast returns. 

 

Table 2. Priorities of criteria for agriculture 

Criteria 

Normalized by 

Cluster Limiting 

Income 0,564 0,282 

Cost 0,255 0,128 

Applicability 0,113 0,056 

Practicality 0,068 0,034 

 

Table 3. Priorities of criteria for animal husbandry 

Criteria Normalized by Cluster Limiting 

Income 0,503 0,251 

Cost 0,285 0,143 

Applicability 0,114 0,057 

Practicality 0,098 0,049 

 

Table 4. Results for alternatives for agriculture 

Alternatives Ideal Normal Raw Rank 

Soil Sensor 1 0,575 0,287 1 

Drone 0,562 0,323 0,161 2 

Autonomous 

Tractor 
0,179 0,103 0,051 3 

 

Table 5. Results for alternatives for animal husbandry 

Alternatives Ideal Normal Raw Rank 

Animal Sensor 1 0,465 0,233 1 

Milk Scanner 0,643 0,299 0,15 2 

Associated 

Herd 

Application 

0,506 0,235 0,117 3 

 

4. Conclusions  

 

Due to the paradigm shift based on changing 

customer demand and expectations for gaining competitive 

advantage companies focused on being flexible, fast and 

efficient. Industry 4.0 applications serve these needs with 

their digitalized tools and emerge as a concept that 

increases its popularity. Similarly, the agriculture sector 

adapts to changing conditions within the scope of Industry 

4.0, and the Agriculture 4.0 concept, which includes digital 

agriculture technologies, stands out especially in terms of 

optimum use of resources in the face of expected 

population growth. In this study, the transition process 

from Industry 4.0 to Agriculture 4.0 and new technologies 
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of digital agriculture are mentioned. 

Although there are studies that presents conceptual 

frameworks on Agriculture 4.0, need for analytical 

approaches on the area is emerging. In this context, this 

study aims to close a gap by presenting an AHP based 

decision making approach on digital agriculture 

technologies for agriculture and animal husbandry sectors. 

For the decision-making process criteria were obtained as 

income, cost, applicability and practicality due to the 

literature review and field experts’ opinion. Similarly, 

alternatives for digital solutions were gathered from 

literature and chosen with field experts. As the result of the 

study, it has been decided that soil sensor technology is the 

best alternative for the agricultural sector, where the 

technological infrastructure and the availability of the 

necessary information bring the cost advantage. Similarly, 

in the animal husbandry sector, the sensor technology 

attached to the animals is obtained as the best alternative 

with its cost advantage and fast return. 

When the outputs of the study are considered from a 

managerial point of view, it has come to the forefront that 

the income and cost balance (criteria) have priority at the 

investment point. At this point, it is usual to proceed with 

an alternative that can provide a fast return on investment 

and offer a cost advantage. While sensor technology is the 

backbone of Agriculture 4.0, it has become the top priority 

alternative with the cost advantage of its prevalence and 

applicability.  
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   Abstract 

In this paper, the stability analysis of the neural field model is studied. The special case for three 

neuron populations is considered. The work is conducted by finding the characteristic equation of 

the system first and then investigating the characteristic roots of the third-order equation by using 

the Routh-Hurwitz criterion and Sturm sequence. The main analysis is given in two parts 

considering the nonexistence and existence of the delay term. Some basic stability criteria in terms 

of coefficients of the system are given in the theorems. 

1. Introduction*

The term ‘dynamical system’ is used to determine a 

system varying with respect to time. In applied 

mathematics, in order to understand the general 

construction for a real-world phenomenon and analyse its 

future state, mathematical models are used. Differential 

equations, difference equations and functional equations 

are frequently used when writing mathematical models for 

dynamical systems representing the real phenomena. 

Hence, the important analyses related to them can be made 

by using convenient mathematical methods.  

In sciences such as biology, engineering, economics, 

since time is very important, we generally use a time delay 

in writing more realistic models. The theory of delay 

differential equations has an important role in such fields.  

The scientists aimed to model the activity of large 

neuron populations in the brain, use the neural field 

models. These models are constructed using integro-

* Corresponding Author: berrak.ozgur@idu.edu.tr

differential equations including a time delay. For the basic 

facts in neural field models, one can refer to the studies 

given in [1,2]. Besides these studies, the stability analysis 

of the neural field model and the existence and uniqueness 

of their solutions are studied in some papers [3-15].  

In stability analysis, obtaining the characteristic 

equation of the system and determining the characteristic 

roots construct the important part. There are some studies 

on investigation of the stability analysis for this model 

including functional analysis and numerical methods 

[7,9,10]. In [11-15] the analysis is made by using the D-

curves method and the Routh-Hurwitz criterion.  

In this study, we are interested in the stability of a 

neural field model for three neuron populations. The 

general overview of the study is given in the following; the 

model is given in Section 2. The stability properties for the 

model are given in Section 3. The roles of the system 

parameters on the stability of the model are shown. This 

analysis is made by using the Sturm sequence since the 

corresponding characteristic equation of the model is third 

order. The conclusion of this study is in Section 4.  
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2. Neural Field Model 

 

The scientists use neural field equations to model 

dynamics of mean membrane potential for 𝑝 neural 

populations on the space Ω ⊂ 𝑅𝑑. This model given in 

[6,7,9,10] is given below 

 

(
𝑑

𝑑𝑡
+ 𝑙𝑖) 𝑉𝑖(𝑡, 𝑟)  = ∑ ∫ 𝐽𝑖𝑗(𝑟, 𝑟̅)𝑆[𝜎𝑗(𝑉𝑗(𝑡 −

Ω

𝑝
𝑗=1

𝜏𝑖𝑗(𝑟, 𝑟̅), 𝑟̅) − ℎ𝑗)] 𝑑𝑟̅ + 𝐼𝑖
𝑒𝑥𝑡(𝑟, 𝑡) , 𝑡 ≥ 0   , 1 ≤ 𝑖 ≤ 𝑝  

𝑉𝑖(𝑡, 𝑟) = 𝜙𝑖(𝑡, 𝑟)    ,    𝑡 ∈ [−𝑇, 0]                                 (1) 

 

Here, we consider this model for three neuron 

populations (𝑝 = 3). The synaptic inputs for large groups 

of neurons at position 𝑥  and time 𝑡  are represented by the 

functions 𝑉1(𝑥, 𝑡), 𝑉2(𝑥, 𝑡) and 𝑉3(𝑥, 𝑡). We consider Ω =

[−
𝜋

2
,

𝜋

2
]. The relations of neurons on different populations 

are shown by the functions 𝐽𝑖𝑗(𝑥, 𝑦). Some of the relations 

among them are restricted. The stability analysis is made in 

the special case that 𝐽12(𝑥, 𝑦) ≠ 0, 𝐽21(𝑥, 𝑦) ≠ 0,

𝐽23(𝑥, 𝑦) ≠ 0, 𝐽32(𝑥, 𝑦) ≠ 0. In this research, the delay 

term is considered constant as  𝜏(𝑥, 𝑦) = 𝜏. Hence the 

linearized model near (0,0,0) is given below. For this 

model the functions 𝑈1(𝑥, 𝑡), 𝑈2(𝑥, 𝑡) and 𝑈3(𝑥, 𝑡) are 

used. 

 

𝑑

𝑑𝑡
𝑈1(𝑥, 𝑡) + 𝑙1𝑈1(𝑥, 𝑡) = 𝜎2𝑠1 ∫ 𝐽12(𝑥, 𝑦)𝑈2(𝑦, 𝑡 −

𝜋

2

−
𝜋

2

𝜏(𝑥, 𝑦))𝑑𝑦     

𝑑

𝑑𝑡
𝑈2(𝑥, 𝑡) + 𝑙2𝑈2(𝑥, 𝑡) = 𝜎1𝑠1 ∫ 𝐽21(𝑥, 𝑦)𝑈1(𝑦, 𝑡 −

𝜋

2

−
𝜋

2

𝜏(𝑥, 𝑦))𝑑𝑦 + 𝜎3𝑠1 ∫ 𝐽23(𝑥, 𝑦)𝑈3(𝑦, 𝑡 − 𝜏(𝑥, 𝑦))𝑑𝑦
𝜋

2

−
𝜋

2

  

𝑑

𝑑𝑡
𝑈3(𝑥, 𝑡) + 𝑙3𝑈3(𝑥, 𝑡) = 𝜎2𝑠1 ∫ 𝐽32(𝑥, 𝑦)𝑈2(𝑦, 𝑡 −

𝜋

2

−
𝜋

2

𝜏(𝑥, 𝑦))𝑑𝑦                                                                        (2) 

 

3. Stability Analysis  

 

Considering the Fourier method, we are looking for 

the solutions as 𝑈1(𝑥, 𝑡) = 𝑒𝑖𝑘𝑥𝑢1(𝑡) , 𝑈2(𝑥, 𝑡) =

𝑒𝑖𝑘𝑥𝑢2(𝑡) ,  𝑈3(𝑥, 𝑡) = 𝑒𝑖𝑘𝑥𝑢3(𝑡). Here 𝑢1(𝑡) = 𝑐1𝑒𝜆𝑡, 

𝑢2(𝑡) = 𝑐2𝑒𝜆𝑡 and  𝑢3(𝑡) = 𝑐3𝑒𝜆𝑡. Writing them in the 

system (2), we get the following system 

 

𝜆𝑒𝑖𝑘𝑥𝑢1(𝑡) + 𝑙1𝑒𝑖𝑘𝑥𝑢1(𝑡) =

𝜎2𝑠1𝑒−𝜆𝜏𝑢2(𝑡) ∫ 𝐽12(𝑥, 𝑦)𝑒𝑖𝑘𝑦𝑑𝑦
𝜋

2

−
𝜋

2

     

𝜆𝑒𝑖𝑘𝑥𝑢2(𝑡) + 𝑙2𝑒𝑖𝑘𝑥𝑢2(𝑡) =

𝜎1𝑠1𝑒−𝜆𝜏𝑢1(𝑡) ∫ 𝐽21(𝑥, 𝑦)𝑒𝑖𝑘𝑦𝑑𝑦
𝜋

2

−
𝜋

2

+

𝜎3𝑠1𝑒−𝜆𝜏𝑢3(𝑡) ∫ 𝐽23(𝑥, 𝑦)𝑒𝑖𝑘𝑦𝑑𝑦
𝜋

2

−
𝜋

2

   

𝜆𝑒𝑖𝑘𝑥𝑢3(𝑡) + 𝑙3𝑒𝑖𝑘𝑥𝑢3(𝑡) =

𝜎2𝑠1𝑒−𝜆𝜏𝑢2(𝑡) ∫ 𝐽32(𝑥, 𝑦)𝑒𝑖𝑘𝑦𝑑𝑦
𝜋

2

−
𝜋

2

        (3) 

 

The solutions of the system are the functions 

𝑐𝑜𝑠(2𝑛𝑥) and 𝑠𝑖𝑛(2𝑛𝑥) [9]. Hence we have  

 

𝜆𝑢1(𝑡) + 𝑙1𝑢1(𝑡) = 𝜎2𝑠1𝑒−𝜆𝜏𝑢2(𝑡) ∫ 𝐽12(𝑥, 𝑦)𝑒𝑖𝑘𝑦𝑑𝑦
𝜋

2

−
𝜋

2

     

𝜆𝑢2(𝑡) + 𝑙2𝑢2(𝑡) = 𝜎1𝑠1𝑒−𝜆𝜏𝑢1(𝑡) ∫ 𝐽21(𝑥, 𝑦)𝑒𝑖𝑘𝑦𝑑𝑦
𝜋

2

−
𝜋

2

+

𝜎3𝑠1𝑒−𝜆𝜏𝑢3(𝑡) ∫ 𝐽23(𝑥, 𝑦)𝑒𝑖𝑘𝑦𝑑𝑦
𝜋

2

−
𝜋

2

   

𝜆𝑢3(𝑡) + 𝑙3𝑢3(𝑡) = 𝜎2𝑠1𝑒−𝜆𝜏𝑢2(𝑡) ∫ 𝐽32(𝑥, 𝑦)𝑒𝑖𝑘𝑦𝑑𝑦
𝜋

2

−
𝜋

2

  

     (4) 

Considering the coefficient determinant of this 

system with respect to 𝑢1(𝑡), 𝑢2(𝑡) and 𝑢3(𝑡), we get the 

following characteristic equation arranged in terms of the 

powers of 𝜆 

 

𝜆3 + (𝑙1 + 𝑙2 + 𝑙3)𝜆2 + (𝑙2𝑙3 + 𝑙1𝑙3 + 𝑙1𝑙2)𝜆 +

𝑙1𝑙2𝑙3 − 𝐾1𝐾3𝐹3𝐹4𝑒−2𝜆𝜏(𝜆 + 𝑙1) − 𝐾1𝐾2𝐹1𝐹2𝑒−2𝜆𝜏(𝜆 +

𝑙3) = 0             (5) 

 

where  𝐾1 = 𝜎2𝑠1, 𝐾2 = 𝜎1𝑠1,  𝐾3 = 𝜎3𝑠1,   

𝐹1 = ∫ 𝐽12(𝑥, 𝑦)𝑒𝑖𝑘𝑦𝑑𝑦
𝜋

2

−
𝜋

2

 ,   

𝐹2 = ∫ 𝐽21(𝑥, 𝑦)𝑒𝑖𝑘𝑦𝑑𝑦
𝜋

2

−
𝜋

2

,   

𝐹3 = ∫ 𝐽23(𝑥, 𝑦)𝑒𝑖𝑘𝑦𝑑𝑦
𝜋

2

−
𝜋

2

,   

𝐹4 = ∫ 𝐽32(𝑥, 𝑦)𝑒𝑖𝑘𝑦𝑑𝑦
𝜋

2

−
𝜋

2

  

 

If there is no delay term in the system, i.e., 𝜏 = 0, the 

characteristic equation turns into the following form 
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𝜆3 + (𝑙1 + 𝑙2 + 𝑙3)𝜆2 + (𝑙2𝑙3 + 𝑙1𝑙3 + 𝑙1𝑙2 − 𝐾1𝐾3𝐹3𝐹4 −

𝐾1𝐾2𝐹1𝐹2)𝜆 + 𝑙1𝑙2𝑙3 − 𝐾1𝐾3𝐹3𝐹4𝑙1 − 𝐾1𝐾2𝐹1𝐹2𝑙3 = 0 
                        (6) 

 

According to the Routh-Hurwitz criterion, we may 

give the following theorem. 

 

Theorem: Consider the system (2). If the following 

conditions are satisfied 

 

𝑙1 + 𝑙2 + 𝑙3 > 0 , 

 

𝑙1𝑙2𝑙3 − 𝐾1𝐾3𝐹3𝐹4𝑙1 − 𝐾1𝐾2𝐹1𝐹2𝑙3 > 0  

 

and 

 

(𝑙1 + 𝑙2 + 𝑙3)(𝑙2𝑙3 + 𝑙1𝑙3 + 𝑙1𝑙2 − 𝐾1𝐾3𝐹3𝐹4 −

𝐾1𝐾2𝐹1𝐹2) − (𝑙1𝑙2𝑙3 − 𝐾1𝐾3𝐹3𝐹4𝑙1 − 𝐾1𝐾2𝐹1𝐹2𝑙3) > 0  

 

then the system is stable near (0,0,0) in the absence of 

delay term. 

 

Proof: If the conditions given above are satisfied 

then, according to the Routh-Hurwitz criterion, all roots of 

the characteristic equation have negative real parts and the 

system is stable near (0,0,0) in the absence of delay term. 

 

In case of existence of a delay term, we apply the 

procedure given in [16]. Because of the critical delays, 

some characteristic roots change from having negative real 

parts to having positive real parts. For this reason, we will 

examine the purely imaginary roots 𝜆 = 𝑖𝜎. To get the 

characteristic equation and see such a change, we 

substitute 𝜆 = 𝑖𝜎 in Eq. (5) , and separating the real and 

imaginary parts, we get 

 

−𝜎2(𝑙1 + 𝑙2 + 𝑙3) + 𝑙1𝑙2𝑙3 − 𝐾1𝐾3𝐹3𝐹4𝜎𝑠𝑖𝑛(2𝜎𝜏) −

𝐾1𝐾3𝐹3𝐹4𝑙1𝑐𝑜𝑠(2𝜎𝜏) − 𝐾1𝐾2𝐹1𝐹2𝜎𝑠𝑖𝑛(2𝜎𝜏) −

𝐾1𝐾2𝐹1𝐹2𝑙3𝑐𝑜𝑠(2𝜎𝜏) = 0         (7) 

 

−𝜎3 + 𝜎(𝑙2𝑙3 + 𝑙1𝑙3 + 𝑙1𝑙2) − 𝐾1𝐾3𝐹3𝐹4𝜎𝑐𝑜𝑠(2𝜎𝜏) +

𝐾1𝐾3𝐹3𝐹4𝑙1𝑠𝑖𝑛(2𝜎𝜏) − 𝐾1𝐾2𝐹1𝐹2𝜎𝑐𝑜𝑠(2𝜎𝜏) +

𝐾1𝐾2𝐹1𝐹2𝑙3𝑠𝑖𝑛(2𝜎𝜏) = 0         (8) 

 

Rearranging them we get the following two equations 

 

−𝜎2(𝑙1 + 𝑙2 + 𝑙3) + 𝑙1𝑙2𝑙3 = 𝐾1𝐾3𝐹3𝐹4𝜎𝑠𝑖𝑛(2𝜎𝜏) +

𝐾1𝐾3𝐹3𝐹4𝑙1𝑐𝑜𝑠(2𝜎𝜏) + 𝐾1𝐾2𝐹1𝐹2𝜎𝑠𝑖𝑛(2𝜎𝜏) +

𝐾1𝐾2𝐹1𝐹2𝑙3𝑐𝑜𝑠(2𝜎𝜏)          (9) 

 

−𝜎3 + 𝜎(𝑙2𝑙3 + 𝑙1𝑙3 + 𝑙1𝑙2) = 𝐾1𝐾3𝐹3𝐹4𝜎𝑐𝑜𝑠(2𝜎𝜏) −

𝐾1𝐾3𝐹3𝐹4𝑙1𝑠𝑖𝑛(2𝜎𝜏) + 𝐾1𝐾2𝐹1𝐹2𝜎𝑐𝑜𝑠(2𝜎𝜏) −

𝐾1𝐾2𝐹1𝐹2𝑙3𝑠𝑖𝑛(2𝜎𝜏)        (10) 

 

Taking squares of both sides in these two equations 

and adding them we get the polynomial equation given 

below 

 

𝜎6 + (𝑙1
2 + 𝑙2

2 + 𝑙3
2)𝜎4 + (𝑙2

2𝑙3
2 + 𝑙1

2𝑙3
2 + 𝑙1

2𝑙2
2 −

𝐾1
2𝐾3

2𝐹3
2𝐹4

2 − 2𝐾1
2𝐾2𝐾3𝐹1𝐹2𝐹3𝐹4 −

𝐾1
2𝐾2

2𝐹1
2𝐹2

2)𝜎2 + 𝑙1
2𝑙2

2𝑙3
2 − 𝐾1

2𝐾3
2𝐹3

2𝐹4
2𝑙1

2 −

2𝐾1
2𝐾2𝐾3𝐹1𝐹2𝐹3𝐹4𝑙1𝑙3 − 𝐾1

2𝐾2
2𝐹1

2𝐹2
2𝑙3

2 = 0     (11) 

 

Now following the Routh-Hurwitz criterion, we 

replace 𝜇 by 𝜎2. Hence we have the following third-order 

polynomial equation to carry the stability analysis for the 

model.  

 

𝜇3 + (𝑙1
2 + 𝑙2

2 + 𝑙3
2)𝜇2 + (𝑙2

2𝑙3
2 + 𝑙1

2𝑙3
2 +

𝑙1
2𝑙2

2 − 𝐾1
2𝐾3

2𝐹3
2𝐹4

2 − 2𝐾1
2𝐾2𝐾3𝐹1𝐹2𝐹3𝐹4 −

𝐾1
2𝐾2

2𝐹1
2𝐹2

2)𝜇 + 𝑙1
2𝑙2

2𝑙3
2 − 𝐾1

2𝐾3
2𝐹3

2𝐹4
2𝑙1

2 −

2𝐾1
2𝐾2𝐾3𝐹1𝐹2𝐹3𝐹4𝑙1𝑙3 − 𝐾1

2𝐾2
2𝐹1

2𝐹2
2𝑙3

2 = 0     (12) 

 

For simplicity, we call the coefficients  

 

𝐴 = 𝑙1
2 + 𝑙2

2 + 𝑙3
2  

𝐵 = 𝑙2
2𝑙3

2 + 𝑙1
2𝑙3

2 + 𝑙1
2𝑙2

2 − 𝐾1
2𝐾3

2𝐹3
2𝐹4

2 −

2𝐾1
2𝐾2𝐾3𝐹1𝐹2𝐹3𝐹4 − 𝐾1

2𝐾2
2𝐹1

2𝐹2
2  

𝐶 = 𝑙1
2𝑙2

2𝑙3
2 − 𝐾1

2𝐾3
2𝐹3

2𝐹4
2𝑙1

2 −

2𝐾1
2𝐾2𝐾3𝐹1𝐹2𝐹3𝐹4𝑙1𝑙3 − 𝐾1

2𝐾2
2𝐹1

2𝐹2
2𝑙3

2       (13) 
 

Since the leading coefficient is positive, a positive 

real root may occur in two cases. 

i) If 𝐶 < 0 then the positive real root occurs. 

ii) If 𝐶 > 0 then a negative real root is guaranteed. To 

analyze the possibility to have two positive real roots, we 

use the Sturm sequence of the polynomial in Eq. (12).  

The details of the method of Sturm sequence are 

constructed by determining whether a positive real root 

exists. After finding the functions in the Sturm sequence, 

the sign changes in endpoints of the considered interval 

must be determined. The number gives us the number of 
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real roots. After this step, the conditions must be analyzed 

to see the positive real root.  

We will follow the procedure given in [16]. Let us 

start with the polynomials  

 

𝑓0 = 𝜇3 + 𝐴𝜇2 + 𝐵𝜇 + 𝐶  

 

and  

 

𝑓1 = 3𝜇2 + 2𝐴𝜇 + 𝐵  

 

where 𝑓1 = 𝑓0
′
. Applying the division algorithm 

 

𝑓0 = 𝑞0𝑓1 + 𝑓2  

𝑓1 = 𝑞1𝑓2 + 𝑓3  

 

we have 

 

𝑓2 = (
2

9
𝐴2 −

2

3
𝐵) 𝜇 + 𝐶 −

1

9
𝐴𝐵  

 

𝑓3 = −
9

4
 

4𝐵3−𝐴2𝐵2−18𝐴𝐵𝐶+4𝐶𝐴3+27𝐶2

(𝐴2−3𝐵)2   

 

By considering the sign changes at each endpoint of 

the interval (−∞, ∞), we may construct the following table 

given in [16] to have three sign changes, hence three real 

roots for the case (ii).  

 

Table 1. The sign changes for the Sturm sequence. 

     −∞         ∞ 

𝑓0 - + 

𝑓1 + + 

𝑓2 - + 

𝑓3 + + 

 

In order to get this table we need the following 

conditions, 

 

𝐴2 − 3𝐵 > 0  

 

and  

 

4(𝐵2 − 3𝐴𝐶)(𝐴2 − 3𝐵) − (9𝐶 − 𝐴𝐵)2 > 0  

 

where the constants 𝐴, 𝐵, 𝐶 are determined as in (13). 

And for the case (ii), there exists one positive real 

root if 𝐴 < 0 or 𝐴 > 0 and 𝐵 < 0 [16]. 

We will conclude this part by the following theorem 

based on the theorem in [16] in case of a delay term exists. 

 

Theorem: Consider the characteristic equation (5) for 

the system (2) with a delay term. The system is unstable 

near (0,0,0) if and only if 𝐴, 𝐵 and 𝐶 are not all positive 

and either 𝐶 < 0, or 𝐶 > 0, 𝐴2 − 3𝐵 > 0 and 4(𝐵2 −

3𝐴𝐶)(𝐴2 − 3𝐵) − (9𝐶 − 𝐴𝐵)2 > 0 is satisfied where 𝐴, 𝐵 

and 𝐶 are given in (13). 

 

Proof: In the existence of the conditions given above, 

we have three real characteristic roots and one of them is 

positive. Hence the system becomes unstable. 

 

4. Conclusion 

 

In this study, the stability properties of a neural field 

model are constructed in a special case. The linearized 

model for three neuron populations is considered and is 

investigated for the stability in an algebraic way. The main 

idea here is to determine the roots of the characteristic 

equation. Since the characteristic equation is third-order, 

the Routh-Hurwitz criterion and the Sturm sequence are 

used. These two methods give the chance to make the 

analysis in an efficient way. As shown in this study, the 

stability properties in terms of the coefficients on the 

system are determined in a quick way by two theorems.  
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   Abstract 

In this study, synthesis and characterization of naphthalimide derivatives containing both amide and 

urea groups were performed and their antioxidant activities were determined. 4-R-1 8-naphthalic 

anhydride (R = -H, -NO2 or –NH2) with different functional groups has been chosen as the precursor 

and reacted with 5,6-diamino-1H-benzo[d]imidazol-2(3H)-one to synthesize the targeted 

naphthalimide derivatives. ESI-MS and 1H-NMR techniques have been used to characterize the 

molecules. Antioxidant activities of compounds have been determined by DPPH and peroxide 

radical scavenging methods. 

1. Introduction*

Antioxidants are molecules that can inhibit the 

oxidation of other molecules after the release of free 

radicals and prevent what is left [1]. Designing and 

developing compounds that can exhibit antioxidant activity 

is a very interesting field of study, as such compounds can 

help prevent many diseases such as stroke, diabetes, and 

many types of cancer by relieving oxidative stress [2, 3]. 

Many types of natural compounds and different vitamins 

obtained from plants are used extensively in many 

industries such as food and cosmetics. Therefore, there is 

considerable scientific interest in discovering effective 

synthetic antioxidants.  

Amide derivatives are an important chemical group 

displaying many biological activities [4-6]. For example, 

anilides are widely used in medicine, pharmacy, biology 

and other related fields due to their biological activities 

such as anti-bacterial, anti-fungal, anti-infectious, and 

anesthetic. Various anilides have also found a broad of 

* Corresponding Author: ufukyildiz@beun.edu.tr

applicability as bioactive species (antimicrobial, 

antioxidant, and antatherosclerotic agents) [7]. At the same 

time, synthetic amide derivatives can show strong 

antioxidant activity [7, 8]. 

Urea and thiourea are important functional groups in 

many natural products and drug intermediates. Urea and 

thiourea derivatives have many promising biological 

activities such as herbicide, antimicrobial, antioxidant, 

antiviral, anti-HIV and antitumor activity [9-13]. It is 

known that molecules with urea functional groups show 

enzyme inhibition and promising antioxidant activity [14, 

15]. 

In this study, it is aimed to synthesize the compounds 

which could have high antioxidant activity due to 

including both urea and amide functional group (Figure 1). 

Thus, naphthalimide derivatives with different R-groups 

have been synthesized and their antioxidant activities have 

been examined. 

2667-484X © This paper published in Kocaeli Journal of Science and Engineering is licensed under a Creative 

Commons Attribution-NonCommercial 4.0 International License 
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Figure 1. General synthesis procedure for compounds. 

 

2. Materials and Methods 

 

2.1. Chemicals and Instruments 

 

All chemicals used were of analytical grade and 

obtained from Sigma-Aldrich unless otherwise stated. UV-

Vis absorption measurements were carried out using Varian 

Cary 100 spectrophotometer device. Proton Nuclear 

Magnetic Resonance Spectroscopy (1H NMR) was 

measured on a Bruker Ultra Shield Plus spectrometer, with 

chemical shifts reported as parts per million (in DMSO-

d6/CDCl3, TMS as an internal standard).  

 

2.2. Synthesis of Compounds 

 

2.2.1. Synthesis of 1 
 

1 mmol (198 mg) 1,8-naphthalic anhydride was 

dissolved in 30 ml of acetic acid and 1 mmol (164 mg) 5,6-

diamino-1H-benzo [d] imidazol-2(3H)-one was added to 

the balloon. After adding 1 equivalent of zinc acetate to the 

mixture, it was boiled at 130 ° C under reflux overnight. 

After the reaction was completed, the balloon was then 

taken over the heater and cooled to room temperature. 

Precipitation was formed by the addition of crushed ice. 

The precipitate formed was filtered under vacuum and 

washed sequentially with acetone, ethanol and ether. The 

commercially available compound obtained was 

characterized by electrospray ionization mass spectrometry 

(ESI-MS) and 1H-NMR techniques. Yield: 68%. M.p.: 

165 °C. ESI-MS: m/z = 327.0 [M+H] (Fig. A.1). 1HNMR 

(600 MHz, DMSO-d6 , ppm): 10.87 (s, 1H, NH), 10.80 (s, 

1H, NH), 8.62 (m, 2H, CH), 8.46 (d, 1H, CH), 8.27 (d, 1H, 

CH), 7.94 (s, 1H, CH), 7.94 (s, 1H, CH), 7.87 (t, 1H, CH), 

7.84 (t, 1H, CH), (Fig. A.2).  

 

 

 

2.2.2. Synthesis of 2 
 

Synthesis of compound 2 was achieved by the same 

way, using 1 mmol (243 mg) 4-nitro-1,8-naphthalic 

anhydride. Yield: 59%. M.p.: 173 °C. ESI-MS: m/z = 

372.0 [M+H] (Fig. A.3). 1HNMR (600 MHz, DMSO-d6 , 

ppm): 10.84 (s, 1H, NH), 8.80+8.60 (d, 2H, CH), 8.75 (s, 

1H, CH), 8.05+8.01 (t, 2H, CH), 7.89 (s, 1H, CH), 

7.44+7.37 (m, 2H, CH), 7.28 (s, 1H, CH) (Fig. A.4).  

 

2.2.3. Synthesis of 3 
 

Compound 2 was used as a reagent in the reaction. 

110 mg of 2 was taken into the flask and dissolved in 50 

ml of ethanol by boiling. 0.5 g of Pd/C and excess of 

hydrazine hydrate were added. The mixture was boiled 

under reflux for 6 hours, then filtered while hot and the 

Pd/C was removed. The remaining solution was cooled to 

room temperature and ether was added. The precipitate 

formed was filtered and washed sequentially with cold 

acetone and ether. The product was characterized by mass 

and NMR techniques. Yield: 52%. M.p.: 178 °C. ESI-MS: 

m/z = 341.7 [M+H] (Fig. A.5). 1HNMR (600 MHz, 

DMSO-d6 , ppm): 10.88 (s, 1H, NH), 10.81 (s, 1H, NH), 

8.75+8.72+8.62 (m, 2H, CH), 8.50+8.48+8.42 (m, 2H, 

CH), 8.27+8.21+8.05+8.01 (m, 3H, CH), 7.95 (s, 1H, CH), 

7.31 (s, 1H, CH) (Fig. A.6).  

 

2.3. Antioxidant Assays 

 

2.3.1. 1,1‑diphenyl‑2‑picrylhydrazyl (DPPH) 

radical scavenging activity  

 

DPPH method previously reported in the literature 

was modified and applied [16]. DPPH radical absorbs at 

517 nm wavelength. Stabilized DPPH was determined by 

following the absorbance at this wavelength. In the study, 

solutions of DPPH (0.5 mM) and compounds (0, 10, 20, 
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40, 80 and 100 µM) were prepared by dissolving in 

ethanol. 1.8 mL of DPPH solution was well mixed with 0.2 

mL of a solution of the compound. Absorbance at 517 nm 

of the resulting solution (DPPH + samples) was recorded 

after incubation for half an hour in dark. The abilities of 

compounds to stabilize DPPH radical was examined using 

the formula; 

 

DPPH % = (Ac – As) / Ac x 100                                    (1) 

 

where Ac is absorbance of control and As is absorbance of 

sample mixture at 517 nm. The required concentration of 

compounds to stabilize the half of the DPPH radical (IC50) 

was calculated. 

 

2.3.2. Hydrogen Peroxide Scavenging Activity 

 

The H2O2 scavenging abilities of the compounds were 

determined according to the literature [17]. 0.6 mL of 40 

mM H2O2 solution (pH 7.4) was well mixed with the 100, 

250, and 500 μg/mL of the samples. The absorbance of 

prepared mixtures at 230 nm were recorded after 

incubation for 10 min. The abilities of compounds to 

scavenge the peroxide radicals was examined using the 

formula; 

 

H2O2 % = (Ac – As) / Ac x 100 

 

where Ac is absorbance of control and As is absorbance of 

sample mixture at 230 nm. 

 

3. Results and Discussion 

 

3.1. Synthesis of the compounds 

 
1H NMR spectroscopy and ESI-MS spectroscopy 

techniques were used to analyse the structure of the 

compounds. The ESI-MS result for compound 1 (Figure 

S1) (327.0 (M+H)) directly matches with the calculated 

molecular weight (356.3 g/mol). When the 1H NMR 

spectrum of 1 is examined, number of protons derived 

from 1H NMR spectrum is compatible with the targeted 

molecule. The chemical shifts of the protons numbered 7 

and 8 (Fig.S2) were observed at different ppm values due 

to the fact that the proton number 7 is attached to a 

partially positive carbon as a result of conjugation. 

Likewise, protons attached to nitrogen atoms have very 

close chemical shift values to each other but at separate 

ppm values due to differences in charge distribution. When 

the structure is examined completely, the chemical shift of 

all protons is in the expected region and confirms the 

structure. 

When the mass distribution of compound 2 is 

examined, the high peak appeared at m/z = 372 directly 

confirms the structure as the M+H molecular ion peak. The 
1H NMR spectrum of 2 shows that the compound was 

synthesized as two different isomers as expected Fig. A.7). 

Number of integrated protons directly matches with the 

structure of the targeted molecule. Since the carbon atom 

to which the proton number 4 is attached is adjacent to the 

carbon attached to the electron withdrawing nitro group, 

the chemical shift value has increased up to 8.8 ppm. Since 

TFA was used together with DMSO as a solvent in the 

spectrum, one of the nitrogen protons 8 and 9 could not be 

observed. The 1H NMR spectrum of the compound 

suggests that 2 has been synthesized as its two isomers 

mixture with the ratio of 56% and 44%, while the triplets 

of the proton 2 gave twin signals at 8.05 and 8.00 ppm. 

ESI-MS spectra of 3 indicated that the molecular 

weight of the compound is 341.3 g/mol as supposed. The 
1H NMR spectrum of 3 is similar to the spectrum of 2. The 

1H NMR spectrum of the compound suggests that 3 has 

been synthesized as its two isomers as a continuation of 2 

with the ratio of 56% and 44% 

 

3.2. Antioxidant Activities 

 

Elimination of reactive species is an issue that is 

taken into consideration, as it causes various health 

problems by damaging the biochemical molecules in the 

organism. The task of the compounds that provide 

protection against cancer by showing antioxidant activity is 

to stabilize free radicals. This process occurs when 

compounds donate either a single electron or hydrogen 

atom to free radicals [18]. In this study, DPPH and H2O2 

methods were used, which give results much faster than 

other methods. All the newly synthesized compounds 

showed potent to moderate radical scavenging activities at 

all concentrations. 

DPPH radical scavenging activity of compounds is 

related to their tendency to donate hydrogen or single 

electron [19]. The results of percentage inhibition of the 

DPPH radical by synthesized compounds and standard 

antioxidant Vit C with different concentrations were 

represented in Figure 2. The IC50 values calculated by 

using graph were illustrated in Table 1. 
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Table 1. IC50 and total scavenging percentages of compounds. 

 DPPH H2O2 

Compound IC50 (µM) Tot. Scavenging % IC50 (µg/mL) Tot. Scavenging % 

1 35.1 73.9 550.2 48.7 

2 18.7 74.9 487.2 51.6 

3 12.3 82.6 251.1 66.7 

Vit C 39.2 88 409.5 58 

 

IC50 value of DPPH for Vit C used as standard 

antioxidant was calculated as 39.2 µM while IC50 

value for all compounds were greater than Vit C. The 

NH2 functional group in compound 3 increased 

antioxidant activity with 12.3 µM due IC50 value due 

to increasing the possibility of H-donating. 

 

 
Figure 2. Antioxidant activities of compounds by 

DPPH method. 
 

 Comparative DPPH scavenging percentages of 

compounds for different concentrations are shown in figure 

3. These results indicated that total scavenging activity of 

compounds were lower than Vit C. 

 

 
Figure 3. Percentage inhibition of DPPH scavenging 

activity of synthesized compounds in comparison to 

Vit C. 
 

Synthesized compounds 1–3 were screened for in 

vitro scavenging activity utilizing hydrogen peroxide. 

These tested compounds showed moderate hydrogen 

peroxide scavenging activity. 

The ability compound 1 and 2 to scavenge hydrogen 

peroxide were lower than Vit C but compound 3 had a 

better IC50 with 251.1 µg/mL (Fig.4). Scavenging activities 

of compounds were dose-dependent and increased with 

concentration. 

 

 
Figure 4. Antioxidant activities of compounds by 

H2O2 method. 
 

 Total hydrogen peroxide radical scavenging percentage 

of compounds at 500 µg/mL were 48.7 for 1, 51.6 for 2 

and 66.7 for 3 (Fig.5). Similar to the DPPH method, 

compound 3 could scavenge H2O2 radicals as effective as 

well-known antioxidant Vit C. 

 

 
Figure 5. Percentage inhibition of hydrogen peroxide 

scavenging activity of synthesized compounds in 

comparison to Vit C. 

 

4. Conclusions  

 

As a result, the antioxidant activities of the newly 

synthesized naphthalimide derivatives were determined by 
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DPPH and H2O2 methods. Adding functional group for 

single electron and –H donating just as nitro (compound 2) 

and amino (compound 3) prominently enhanced the 

antioxidant capacity. The availability of these new 

naphthalimide derivatives would facilitate further 

investigations of their applications in food and 

pharmaceutical industries. 
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Figure A.1 ESI-MS spectrum for 1. 

 

 
Figure A.2 1H-NMR spectrum for 1. 
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Figure A.3 ESI-MS spectrum for 2. 

 

 
Figure A.4 1H-NMR spectrum for 2. 

 

 
Figure A.5 ESI-MS spectrum for 3. 
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Figure A.6 1H-NMR spectrum for 3 

 

 
Figure A.7 The structures of possible isomers. 
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   Abstract 

 

Energy is one of the most important factors affecting the country's economy in developing countries. 

Factors such as interdependent relations, external dependence in primary energy sources such as 

natural gas and oil, international treaties to reduce carbon emissions, and the amount and availability 

of domestic conventional resources lead countries to renewable energy sources. In this study, the 

production sources and sectoral consumption places of the electric energy in Ankara in 2019 were 

examined. In addition, the share of renewable energy sources in production has been investigated. 

Economic and environmental analysis of electric energy consumption has been made. As a result, it 

was determined that 9.55 TWh of electricity was produced in 2019, and this value meets 68% of the 

14 TWh consumption value. 

 
 

 

 

1. Introduction* 

 

Energy is the basic requirement of life, which enables 

the formation of socioeconomic activities in the modern 

world. Fossil fuels that meet most of this need compared to 

the increasing energy need on a global basis are gradually 

decreasing. In the world, especially in the twentieth century, 

the intensive use of fossil fuels such as oil, coal and natural 

gas have caused the effects of ozone depletion, acid rain and 

global warming [1]. It is also known that fossil fuels will be 

an ultimate reserve and these fuels will run out in the coming 

years. Nature with limited resources makes fossil fuel-based 

energy consumption unsustainable. As a result, humanity 

has increased the trend towards renewable energy based on 

nature. 

Renewable energy is an important issue today and is 

expected to continue to play an important role globally in 

the future. Today, most countries are developing policies 

and trying to set accessible targets in this area. Renewable 

energy has an important place in meeting the energy needs 

of countries with domestic resources, reducing dependency 

on foreign resources, diversifying resources with ensuring 
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sustainable energy use and minimizing the damages caused 

by energy consumption [2].  

Renewable energy can be classified as solar energy, 

wind energy, hydraulic power energy, geothermal energy, 

biofuel energy, hydrogen energy, wave and current energy 

and tidal energy as seen in Table 1. 

 

Table 1. Energy sources. 

Renewable E.S. Non-Renewable E.S. 

Hydrogen Wind Oil (LPG, 

Gasoline, Diesel) 

Nuclear 

(Thorium, 

Uranium, 

Plutonium) 

Solar Hydraulic Coal (Lignite, 

Coal, Charcoal, 

Coke, Air Gas) 

Methane 

hydrate 

Geothermal Wave Natural gas 

(LNG) 

Biofuel 

(Biomass, 

Biodiesel/ 

Bioethanol, 

Biogas) 

Tidal Unconventional natural gas 

(Sand gas, Coal mine methane, 

Shale (rock) gas) 

Approximately 20% of the energy consumed in the 

world today is obtained from renewable sources. Currently, 

despite the high dependence on fossil fuels, renewable 
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energy use has been increasing steadily over the years. In 

recent years, Turkey is following the global trend of 

significant progress in the field of renewable energy. 

According to data from 2019, the share of electricity 

production in renewable energy in Turkey was 44% [3]. 

Fossil fuels are the energy source that has originated 

from living organisms such as animal and plant remained 

under the ground for millions of years. These are fuels 

formed by the fossilization under high pressure in airless 

environments in the layers of the Earth's crust. Fossil fuels 

can be used in various fields such as operating factories, 

electricity generation, operating vehicles, comfort heating 

and meeting kitchen needs. 

On the other hand, climate change has become one of 

the most important reasons to support renewable energy. 

Climate change is the most controversial and known 

environmental problem today. Climate change occurs with 

a combination of natural and anthropogenic factors that 

slowly increase the temperature in the atmosphere. The 

global warming pollution is constantly measured, and CO2 

equivalent gases are given to all gases causing the climate 

change. Renewable energy such as fossil energy is used as 

electricity generation, heat generation and vehicle fuels. 

One of the latest developments common to all renewable 

energy sources is that different technologies are expected to 

emerge in the future. In recent years, renewable energy 

transfer and CO2 capture technologies have been developed 

[4]. 

The natural process that causes the gases in the earth's 

atmosphere to be permeable to the incoming sun rays and to 

be less permeable to the rays reflected from the ground, and 

to cause the place to heat up more than normal, is called the 

greenhouse effect. Global warming is the phenomenon of 

increasing the temperature of the earth by intensive increase 

in greenhouse gases (CO2, CH4, N2O, O3, CFCs and H2O) 

as a result of unnatural activities [5]. Supply-demand 

imbalances in the quality of energy causes additional CO2 

emissions due to exergy destruction and these exergy 

destructions are not possible to return. CO2 emission 

amounts for different energy sources are given in Table 2 

[6]. In this table, emission values generated by renewable 

energy sources result from the installation of plants, 

production and assembly of materials and waste disposal 

processes. 

 Table 2. CO2 emission of different energy sources. 
Energy Sources CO2 Emissions (ton / 

GWh) 

Natural Gas 499 

Lignite 1054 

Coal 888 

Fuel-Oil 733 

Nuclear 66 

Hydraulic 26 

Geothermal 38 

Solar PV 85 

Wind 26 

Biofuel 45 

 

When we examine the literature on energy analysis, the 

scarcity of resources is remarkable. Bastianoni et al. stated 

that the energy sector is responsible for 92% of the total 

greenhouse gas production by evaluating the 

thermodynamic analysis of Ravenna region of Italy and the 

entropy waste production of greenhouse gases [7]. Liu et al. 

conducted an energy analysis of the ecological economic 

system for Liaoning province and stated that non-renewable 

resources constitute 74% of the total consumed energy [8]. 

In a similar study performed in Turkey level, it was found 

that energy production in Karabük province can meet 45% 

of its power consumption, and the share of renewable energy 

in the total energy production has been calculated as 32% 

[9]. 

To better understand energy sources and their end use, 

energy flow diagrams, also called Sankey diagrams, are 

created that visualize complex relationships [10]. 

In this study, the place of traditional and renewable 

energy sources in Ankara in terms of production and 

distribution of energy consumption to the usage areas as 

well as environmental and economic analysis of energy 

production and consumption was investigated. 

 

2. Method 

 

Turkey, in terms of solar potential is quite favorable 

compared to European countries. The average annual 

sunbathing time of Ankara is 2506 hours, and the average 

annual solar radiation is 1389 Wh/m2 [11]. Figure 1 shows 

Ankara's solar energy potential [12]. 

 
Figure 1. Ankara global solar radiation distribution. 
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When the sunshine duration values (hours) and global 

radiation values (kWh/m2day) given in Figure 2 are 

analyzed, it is observed that the solar radiation values differ 

during the year and months and increase in the south and 

east and increase in July-August [13]. 

Sun rays come to the city center of Ankara (39.56 N, 

32.52 E) with the lowest angle of 26.7° (in winter), the 

steepest 73.5° (in summer), 61.9° in spring and 39.5° in 

autumn. Kocer et al. (2016) calculated the annual optimum 

angle of inclination for Ankara provinces and districts as 

34 ° 1. In addition, it was calculated as 15 and 56 for six-

month periods, and 62, 23, 6 and 49 for seasonal (winter, 

spring, summer, autumn) periods, respectively, and solar 

radiation values were found for optimum slope angles [14]. 

Although Ankara had 27 MW solar power plant installed 

capacity as of 2019, the ratio Ankara in Turkey’s installed 

capacity is only 0.5% [15]. Figure 3 shows the wind power 

plant installable areas of Ankara. 

 

 

 
Figure 2. Ankara province global radiation values (kWh/m2day) and sunshine time (hours). 

 

For economic Renewable Energy Source (RES) 

investment, a wind speed of 7 m/s or more and a capacity 

factor of 35% or more are required [16]. Average absolute 

percentage errors for the test data in the wind speed 

estimation made in MATLAB by taking the historical 30 

years wind speed, humidity, pressure, temperature and 

precipitation amount data obtained from the General 

Directorate of Meteorology Affairs for sample districts in 

Ankara province are 9,48% for Çubuk, 7,77% for Keçiören, 

7,88% for Polatlı, 6,83% for Bala, 8,02% for Şereflikoçhisar 

and 5,41% for Haymana [17]. 

 
Figure 3. Wind power plant installable areas of Ankara. 

Although there is no wind power plant currently 

installed in Ankara, there are projects planned to be built. 

The theoretical hydroelectric potential of our hydraulic 

resources, which holds the most important place in the 

renewable energy potential of our country, is 433 billion 

kWh, and the technically available hydroelectric potential is 

216 billion kWh and the economic hydroelectric energy 

potential is 140 billion kWh / year [18]. Although Ankara 

had a hydroelectric power plant installed capacity of 304 

MW by the year 2019, the ratio of Ankara in Turkey’s 

installed capacity was 1.07% [19]. 

Biofuel energy is fuel obtained from recently living 

organisms. Organic substances and biogas yield in biofuel 

production are given in Table 3, equivalent energy values 

for animal/plant waste amounts for Ankara province are 

given in Table 4 and equivalent for municipal and forest 

residues energy values are given in Table 5 [20]. 

 

Table 3. Organic matter and biogas yields. 

Organic Matter 

Type 

Biogas Yield (m3 / 

ton) 

Source 

Cattle Manure 45 [21] 

Kitchen Waste 30 [22] 

Small Cattle 

Manure 

60 [23] 
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Table 3. (Cont.) Organic matter and biogas yields. 

Organic Matter 

Type 

Biogas Yield (m3 / 

ton) 

Source 

Domesticated 

Poultry Manure 

70-90 [24] 

Wastewater 

Treatment Sludge 

310-800 [25] 

Food Waste 50-480 [22] 

Vegetable and Fruit 

Waste 

45-110 [21] 

Agricultural Wastes 20 [24] 

Poultry Manure 310-620 [23] 

Sugar Beet Meal 147,1 [26] 

Table 4. Equivalent energy values for animal/plant waste 

amounts. 
  Number of 

Animals 

(Pieces) / 

Crop 

Production 

(Ton) 

Waste 

Amount 

(Ton) 

Energy 

Equivalent 

(TOE/ Year) 

Cattle 13.631.000 17.469.453 15.376.587 

Small Cattle 10.652.000 12.376.785 3.525.390 

Poultry 13.956.000 3.429.963 2.699.417 

Field Crop 23.707.000 22.360.580 18.950.380 

Garden Plant 43.498.000 7.686.060 4.598.154 

Vegetables 27.161.000 23.036.800 18.009.426 

Table 5. Equivalent energy values for municipal and forest 

residues. 

Municipal Wastes 

Amount of Municipal Waste Suitable for 

Biomethanization (Ton/Year) 

926.598 

Amount of Municipal Waste Suitable for 

Incineration (Ton/Year) 

758.125 

Forest Wastes 

Industrially Not Evaluated (Ster/Year) 64.481 

Total Energy Equivalent (TOE/Year) 14.508 

According to the data obtained from the studies 

conducted, the kitchen waste value per capita is 

approximately 1 kg [21]. 60% of this waste is organic waste. 

Organic waste amount from Ankara is given in Table 6. 

Ankara's 2019 population was 5,639,076 [27]. According to 

this information, the total kitchen waste potential is 

approximately 5,639 megatons. The amount of gas per 

person in the domestic wastewater treatment plant varies 

between 15-22 liters / person. The methane percentage of 

the gas generated is 65%, and its energy value is 22.4 MJ / 

m3 [28]. 

 

Table 6. Organic waste amount in Ankara province. 

Organic Waste Type Total Amount of Organic 

Waste (TOE / Day) 

Kitchen Waste 5,60 

Wastewater Treatment 

Sludge Waste 

858,70 

Agricultural Waste 113.857,40 

Animal Fertilizer Waste 59.181,90 

Forest Waste 39,70 

Municipal Waste 2,10 

Total 173.945,49 

Although Ankara had 61 MW biomass power plant 

installed capacity as of 2019, the ratio Ankara in Turkey’s 

installed capacity is 7.44% [29]. 

Similarly, Ankara had 1958 MW thermal power plant 

installed capacity as of 2019, and the ratio of Ankara in 

Turkey’s installed capacity is 4.18% [30-31]. 

Residential heating, greenhouse cultivation and 

industry are involved in the direct use of geothermal energy. 

It is seen that geothermal energy is used in residential 

heating and tourism in Ankara as depicted in Figure 4. 

Geothermal energy is at 80 oC, and 2500 houses are heated 

in Kızılcahamam, a district of Ankara. Thermal tourism and 

balneology applications of geothermal energy are also 

available in Haymana. Energy efficiency can be achieved in 

the districts by increasing the use in Ankara's Ayaş, 

Beypazarı, Çamlıdere, Çubuk, Etimesgut, Gölbaşı, Güdül, 

Haymana, Kahramankazan, Kızılcahamam, Mamak, 

Polatlı, Pursaklar, Sincan and Yenimahalle districts that 

have geothermal energy [32-33]. 

 
Figure 4. Geothermal energy map of Ankara province. 

 

3. Research Results 

 

The share of renewable energy-based power 

generation in the licensed power plants in Turkey is 45% 
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(38,425.02 MW) as seen in Figure 5. The biggest share 

among these resources is hydraulic energy with 34% 

(28,494.4 MW). Hydraulic energy is followed by wind 

energy with 9% (7,520.3 MW) and geothermal energy with 

2% (1,514.7 MW). The largest share in non-renewable 

energy sources belongs to natural gas with 31% (25,935.43 

MW). 

 
Figure 5. Turkey licensed potential installed capacity of 

2019. 

 

In the unlicensed power generation plants, the biggest 

share has solar (photovoltaic) energy with 97% (5,666.25 

MW) as seen in Figure 6. 

 
Figure 6. Turkey unlicensed potential installed capacity 

of 2019. 

 

Hydraulic power comes first in renewable licensed 

electricity generation. As can be seen in Figure 7, an 

increase in the production amount is observed with the 

increase in the water carrying capacity of the rivers 

especially in the spring months. Natural gas and imported 

coal lead to the production of electricity from the non-

renewable energy sources as shown in Figure 8. 

 
Figure 7. Licensed production of electricity from renewable energy in Turkey in 2019. 
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Figure 8. Licensed production of electricity from non-renewable energy in Turkey in 2019. 

 

Electricity generation in Ankara was 9.55 TWh annually 

as reported in detail in Figure 9. This value refers to 3% of 

Turkey’s equivalent production [34]. 

 

 
Figure 9. Electricity production in Ankara, 2019. 

 

 

 

 

 

 

 

 

 

Photovoltaic solar energy has the largest share in 

unlicensed installed power as shown in Figure 10. 

 

 
Figure 10. Ankara 2019 unlicensed installed power. 
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Ankara's annual electrical energy consumption was 14 

TWh as reported in detail in Figure 11. 

 

 
Figure 11. Electricity consumption in Ankara, 2019. 

 

 

In Turkey, the share of electric energy usage was 6%. 

Of this consumption, 30% is in industry (Figure 12a), 38% 

is in the commercial (Figure 12b), 29% is in dwellings 

(Figure 12c), 2% in illumination (Figure 12d), and 1% in 

agricultural irrigation (Figure 12e) is used. 

It is seen from the graphs that electricity consumption 

is distributed proportionally throughout the year in 

industrial, commercial and residential buildings. This usage 

decreases due to the increase in day length in summer 

months, and agricultural irrigation increases because of hot 

summer temperatures. 

 

 

 

 

 

 

 
Figure 12. Distribution of electrical energy usage by sectors in Ankara,2019. 

 

In Figure 13, the electricity production & consumption 

values for Ankara in 2019 are shown on the Sankey diagram. 

In 2019, the electricity consumption of Ankara was 

provided by 0.8 TWh from self-licensed generation, 8.75 

TWh from self-licensed generation, and 4.45 TWh from the 

interconnected network. 
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Figure 13. Ankara 2019 electricity production/consumption values SANKEY diagram. 

 

4. Conclusion 

 

Ankara's electricity production and consumption in 

2019 were 9.55 TWh and 14 TWh, respectively, and the 

ratio of electricity production to electricity consumption is 

68%.  

Ankara's 787.6 GWh of electricity generation in 

2019 was from renewable energy sources. 22,934 tons of 

CO2 emission occurred in the consumption of electricity 

produced from these sources. Considering that other 

consumption of 13,216.4 GWh was from fossil origin 

sources in 2019, approximately 11 million tons of CO2 

emission occurred from these sources. 

While Enerjisa Ankara Başkent electricity unit price 

in 2019 was 0.5375 TL/kWh for dwellings including 

taxes, this value is 0.7148 TL/kWh for commercial houses 

[35]. It is known that electricity consumption is 4.3 

million MWh for dwellings and illumination and 9.7 

million MWh for commercial, industrial and agricultural 

irrigation. While there was a pricing of 2.3 billion TL for 

dwellings and illumination, this expense was 6.9 billion 

TL in industry, commercial and agricultural irrigation. 

Efforts should be made to reduce losses and leakages 

that occur during the transmission and distribution of 

electrical energy. Projects developed within the 

framework of the energy efficiency law should be 

supported. Solar energy use should be encouraged, 

especially in organized industrial zones and street 

lighting. 

It is thought that Ankara, which is in a central 

location close to energy resources, can reduce existing 

CO2 emissions with its support programs to renewable 

energy sources. It is expected that the rooftop PV panels 

will become the green cities that produce their own energy 

by producing electricity from renewable energy sources 

such as the widespread use of geothermal resources in 

regional heating and electricity production. 
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   Abstract 

 

This study presents an AR technology-based software that will work on mobile platforms and the 

pilot application of this software to solve the possible problems that may be experienced other than 

routine maintenance activities on protection/control panels and devices in SCADA centers. AR is 

essentially an information technology that provides the ability to present digital data and images in 

the same environment as our real world through its visualization, instruction/guidance, and interaction 

capabilities. Object recognition methods, necessary software, and infrastructure requirements are 

mentioned in this study in order to benefit from these advantages of AR technology correctly. 

Different scenarios have been created by using AR for possible failures in automation panels in a 

distribution center with a telemetry system. Finally, an exemplary scenario in the study is realized in 

a distribution center located in the SEDAŞ area of responsibility. 
 

 

1. Introduction* 

 

The continuous increase in demand for electrical 

energy is an important part of our lives today. Thus, the 

amount of energy consumed per capita is shown as an 

indicator of every country’s development level. The 

increase in energy demand has created a more reliable and 

high-quality energy concept known as "power quality" in 

electrical engineering. To meet the continuous and high-

quality energy demand of consumers, it is necessary to take 

action quickly and safely against possible problems in 

electrical energy systems. In this context, it is thought that 

the use of information technologies to resolve problems 

rapidly in SCADA systems and to improve the quality of 

service for electricity distribution companies will have a 

positive impact on the maintenance/repair (MR) processes. 

There is an essential inconsistency between the rich 

digital data presented to us and the physical world in which 

we apply. Although, the physical world is three-dimensional 

(3D), digital data affects our decisions but practices are 

                                                           
* Corresponding Author: korhan.karaarslan@kocaeli.edu.tr 

happening in two dimensions. The difference in dimensions 

must be mentally eliminated, and turning the digital data 

into the 3D real world. Augmented Reality (AR) technology 

can eliminate the obligation because it has the ability to 

present digital data and images in the same environment like 

the real world [1]. 

In the future, it is inevitable that all kinds of structures 

and industries, from educational institutions to social 

institutions, will be affected by AR technology. AR will 

change our decision mechanisms and learning styles. In 

addition, AR will change the way companies train their 

employees, deliver services, design their products, manage 

value chains, and compete. AR is an information technology 

that has visualization, instruction/guidance, and interaction 

capabilities that can make certain changes. 

Through the visualization feature, it is ensured that the 

interior parts of a product, which are impossible to see under 

normal conditions, are made visible. For example, a medical 

device company that converts vein temperature data into 

images on the patient's skin reports a 350% increase in the 
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rate of venipuncture on the first attempt [2]. 

The instruction, training, and guidance processes 

required to increase productivity and service quality, ensure 

occupational safety, and take quick action are redefined with 

AR. It is difficult to follow written instructions/directions 

during the manufacturing phase. Training sessions are 

expensive and time-consuming, as well as creating space 

and equipment is required. AR can overcome such problems 

in a real physical environment with an array of real-time 

visual instructions. Boeing Company used AR technology 

in training for a process that included 50 step assembly 

drawings and found that training time was reduced by 30% 

compared to traditional training time [3]. In addition, AR-

based devices can send images to an expert who is not in the 

field, and thus the performance of the personnel in the field 

can be increased and costs can be saved. 

AR technology offers a virtual control panel that is 

projected directly on the product, instead of using physical 

control elements such as buttons, valves, and touch screens. 

Thus, it enables users to manage products remotely. With 

AR-based devices, it is possible to control the product 

through hand gestures and voice commands. 

Although initially AR technology was used in limited 

areas, it is used in many areas in a short time in parallel with 

technological developments (increase in processor 

capacities and image quality in cameras). In addition, the 

availability of end-user hardware such as wearable AR 

systems and smart glasses (Magic Leap, Microsoft 

HoloLens,), has increased this usage much faster. Currently, 

the areas where AR technology is mostly used are games, 

educational applications, advertising and marketing, 

architectural and construction applications, health, routing 

and travel applications, military equipment, and industry 4.0 

applications [4-14]. 

The electricity sector is leading those industries that 

are not yet using AR technology enough. Because of the 

literature review, it has been determined that the 

applications of AR technology in the electric energy sector 

are also limited. Virtual Reality (VR) applications were 

included in the first studies [15-18]. While digital data are 

superimposed on the real world in AR applications, the real 

world is simulated in a computer environment in VR 

applications. An application showing the appearance of the 

basic elements in a transformer substation, the functions of 

these elements, and how to perform the switching operations 

were conducted by [15] for the purpose of personnel 

training. Another study describes how VR technology can 

be used to visualize electrical power systems and how to 

make professional educational activities more effective. For 

this purpose, a study was conducted for expert staff involved 

in the diagnosis, MR of complex machines such as 

transformers and generators [16]. In 2013, an application 

developed for a transformer center provided the opportunity 

for visitors to navigate in a virtual environment. In addition, 

the user was enabled to perform real-time operations with 

real data obtained from the field [17]. With a VR application 

of electrical tests performed in substations, the aim of using 

this technique was to increase the number of electrical 

technicians and train the undergraduate students [18]. 

In the following years, VR applications were replaced 

with AR applications. In a study where AR technology is 

used in the electricity energy sector, a typical 220 kV 

transformer substation in Shanghai Electricity Grid was 

selected as a pilot application. AR models of primary and 

secondary equipment were created to improve the 

operations and MR training [19]. In 2017, the French 

electricity distribution company Edenis implemented an AR 

application consisting of a series of instructions in order to 

facilitate the use of low voltage control panels and medium 

voltage devices as well as to reduce possible errors. The 

same distribution company also implemented an application 

that enables the field staff to easily locate the fault in 

underground cables using smart glasses [20, 21]. In another 

study in which AR technology was used, a mobile 

application was made to determine and monitor the amount 

of sag in overhead transmission and distribution lines [22]. 

 As can be seen from the results of the literature 

review, AR technology, which has a limited number of 

applications in electrical energy systems, is also 

underutilized in electrical energy systems in our country. In 

order to take an advantage of AR technology, a research and 

development project was carried out in a distribution 

substation located in the area of responsibility of Sakarya 

Electricity Distribution Corporation (SEDAS). This project, 

for the use of AR technology, forms the basis of the 

proposed study. In the project, the aim is to develop an AR 

technology-based application on mobile platforms to be 

used in MR operations of SCADA systems and to support 

on-field technical teams with quick diagnosis using this 

application. 

The following part of the study mentions the methods 

of object recognition, the necessary needs for software and 

infrastructure, which will be used in the AR application. The 

third section contains an example scenario for an AR 

application designed for possible failures on the automation 

panels of the remote terminal unit (RTU) and the data 

concentrator unit (DCU) belonging to the distribution 

substation. Achievements with the application are described 

in the fourth part. 

 

2. Materials and Methods 

 

Some applications are relatively simple according to 

complex and instruction-based AR applications, such as 

furniture and decoration applications that allow you to 
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visualize objects in different configurations and settings, 

using simple content for objects to obtain the necessary 

digital content. However, complex applications use 

advanced recognition techniques and AR applications to 

digitalize objects in a more precise and detailed way. 

 

2.1. Object Recognition Methods 

 

Various methods have been developed to recognize 

objects in AR applications. These methods are based on 

image processing, which is the principle of digitizing the 

image and converting it into a form that computers can 

understand. Target recognition is made by taking useful 

parts of the objects transferred to digital form. The useful 

parts have distinct details of the object. It is important to 

analyze the object well and choose a recognition method. In 

short, the details of the object inform us which recognition 

method will be chosen. In this study, three different object 

recognition methods and an advanced object recognition 

program are used. 

In the early stages of the development of the AR 

application, it is planned to use the photographs of the 

objects to create target images. However, the fact that each 

element in SCADA panels needs to be photographed 

individually and has shown that the success rate of this 

recognition process will be affected negatively. Moreover, it 

has been found that a large number of photographs are 

required since the photography has to be taken from many 

angles. Instead of this approach, it is decided to photograph 

each of the devices on the panels (Energy quality recorder, 

W-automat, RTU, modem, …) independently, regardless of 

the SCADA cabinet and panels. 

For this purpose, Vuforia program is used as an object 

recognition program in the AR application which is 

proposed to be designed. Vuforia is a library that provides 

the ability to recognize images or objects through image 

processing technology and develop AR applications 

according to the location of the objects in the real world. 

Objects located in the real world can be identified using the 

three different object recognition methods discussed below. 

 

2.1.1. Image Target 

 

In this method, the photo of the target object is taken 

and digitalized. The captured image is loaded into the object 

recognition program database. It is desired that the uploaded 

images have planar features that provide sufficient detail 

that can be detected by the program. Images do not need to 

be divided into special black-and-white zones or contain 

conventional reference marks, such as quick response codes 

(QR). The image is graded by analyzing the natural features 

of the image. The rating is to show the detection level of the 

object and its traceability by the system. An image without 

enough detail and pattern is graded with a low score, while 

an image with different shapes, texts, characters, and 

patterns that do not repeat itself is rated with a high score. 

Other recognition methods are tried for objects with low 

grading scores. In Figure 1, images of two different objects 

graded with low and high scores are given. 

 

 
a) 

 
b) 

Figure 1. Rating image target a) Low-scored 

image b) High-scored image.  

 

For the image target method, a database must first be 

created within the Vuforia application. There are three 

different database types of Vuforia, which are specified as 

device, cloud, and vumark. These databases are shown in 

Figure 2 by taking a screenshot of Vuforia. 

After selecting a suitable database for the application, 

the image target we want to recognize is loaded into the 

created database. There are different types of image targets 

that Vuforia offers to the user for object recognition. The 

target selection screen for two-dimensional objects, 3D 

cubic objects, 3D cylindrical objects, and other 3D objects 

that do not comply with this classification is shown in 

Figure 3. Once the loading process of the image target is 

finished, the rating of the image target can be seen as in 

Figure 1. After this process, the database created by Vuforia 

becomes available in the project where the application is 

developed. 
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2.1.2. Object Scan 

 

The method, which is used to recognize objects that 

are not very large, is for situations where the image target 

method is insufficient. The proposed study is used primarily 

to recognize the objects that can be scanned. Real objects 

are scanned and digitized with an application installed on 

mobile devices. Digital data is loaded into the database of 

the object recognition program, as in the image target 

method, and the objects are recognized. Scanning is carried 

out by rotating 360 degrees around the object. Thus, 

recognizing the target from different angles is presented. 

For the object scan method, the three-dimension object 

scanner application running on the Android operating 

system within Vuforia is used. By running the application, 

the object placed on the image is scanned. After the scanning 

process is completed, the created file is loaded into the 

database by selecting the "3D Object" model. Figure 4 

shows the RTU digitalization used in SCADA panels by the 

object scan method. 

 

2.1.3. Model Target 

 

Real objects are not used in this recognition method. 

3D models of objects drawn using computer-aided design 

(CAD) programs are used. The 3D model is loaded into a 

converter program and converted into a format that the 

object recognition program can understand. In short, digital 

data is transformed into another form of digital data. This 

transformation program gives us an output showing the 

external lines of the object. In practice, when these lines are 

overlapped on the real object, the recognition process takes 

place. This method can be used for objects that do not have 

sufficient detail on their surface, do not contain patterns, and 

have CAD drawings. The size of the object is not important 

in this method. Even a car with a 3D CAD drawing can be 

easily recognized by this method. 

Vuforia includes a program that enables the 

recognition of 3D drawing models in order to create a model 

target. The CAD drawing in the supported extension is 

transferred into the project by running this program, which 

is called the model target generator. After the CAD model 

object is transferred into the project, the angle we want to 

recognize the object is determined and the project output of 

the target file is saved in the computer. Figure 5 shows a 

visual of this process.  

 

 

Figure 2. Creating a database in Vuforia.  

 

 

Figure 3. Adding image target in Vuforia. 

 

 

Figure 4. Object scanning for an RTU. 
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Figure 5. Object recognition with CAD drawing. 

 

2.2. AR Development Tool 

 

In the proposed study, ARKit software is used, which 

enables the determined objects that are detected and the AR 

processes start when the camera captures the objects. The 

library, called Object Scanner in the software, scans 360 

degrees of the reference object placed on a flat surface. Once 

the scanning process is completed, the file with the 

extension ".arobject" is placed in the project in which the 

AR application is developed in order to find the scanned 

object. The steps of this process performed for the energy 

quality analyzer (EQA) located in the panels in the SCADA 

center are shown in Figure 6. Objects in the project file are 

recognized by the relevant library through the Image 

Tracking module within ARKit, and reference objects are 

tracked as long as they are in the camera image. By using 

this module, horizontal-vertical planes and identified 

objects can be recognized quickly.

 

 

Figure 6. Scanning EQA. 
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2.3. Server and Database 

 

The AR application actually does not need a web 

server and can run independently on a device (tablet, 

phone). However, it requires a webserver to collect and 

report the valuable data generated on the device in a central 

database. In addition, the user name and password 

information to be used by the people who will use the AR 

application to log in to the application are also defined 

through the web interface. This information is sent to 

devices via web services. Therefore, the AR application 

needs a web server to be able to exchange data with a central 

database and generate reports. 

In the proposed study, two databases are created. First 

case, when there is no communication network available, 

the system produces data over the device database. In the 

presence of a communication network, the system design is 

made in such a way that the data stored on the device are 

transmitted to the central database. Data are written to the 

device database after the user action. Buttons are shown to 

the user at each step. When these buttons are clicked, data 

are stored in the device database. Second case, when the 

problem can not be solved, and the information about the 

fault is stored on the device database. Therefore, when the 

communication network is provided, the information starts 

transmitting to the central database. 

 

3. Results and Discussion 

 

The facts that the department of SCADA 

development/maintenance (DM) team in SEDAS, 

headquartered in Gebze, has to travel in a wide area 

covering Kocaeli-Bolu-Düzce-Sakarya provinces for 

automation panel faults in SCADA cabinets od distribution 

centers with telemetry system, and the field maintenance 

teams do not have the experience to fix these faults are the 

most important starting point of the AR application 

proposed in this study. A system software has been 

implemented to work on AR technology-based mobile 

platforms that can take action more quickly and safely in 

order to solve possible problems that may occur in 

automation panels other than routine maintenance activities, 

reduce of occupational accidents, shorten of personnel hired 

adaptation period, minimize operational errors and raise the 

rate of resource utilization. A flowchart is used to create 

software is shown in Figure 7

 

 

Figure 7. The roadmap of developed AR application. 
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In the first stage, panels in SCADA cabinets are 

examined and MR scenarios are created for possible faults 

in these panels. A workflow scenario is drawn for each case. 

By analyzing the AR requirements of the Android platform 

on which the software environment is developed, the visuals 

are used to determine the SCADA cabinet which has been 

made recognizable by the application. 

In the next step, screen designs are made for possible 

failure scenarios individually that may occur in the RTU and 

DCU automation panels of distribution centers. Scenarios 

are recorded for each step. Scenario steps, screen messages, 

buttons on the screen, and information about the next screen 

display can be defined systematically in this way. “RTU/IO-

BOX Automat Tripped”, “No EQA Communication”, “RTU 

EQA W-AUTO Control”, “Rectifier Mainboard 

Replacement”, “Rectifier AC Failure”, “Rectifier Fan 

Failure”, “No Communication”, “RTU Module Failure” and 

“On/Off Failure” states are the names of the scenarios 

whose screen designs are realized. As an example, the 

screenshots designed for the "Rectifier Motherboard 

Replacement" scenarios are shown together in Figure 8. 

 

 

Figure 8. Rectifier motherboard replacement. 

 

Two different recording procedures are made during 

the operation of the system. In every step of the application, 

during the interaction with the operator, the recording 

process is made and information such as the work number, 

scenario number, and time spent at each step, the buttons 

pressed at each step are kept. In this way, reports can be 

made on which scenarios work more (frequency of the 

problem), which steps are spent longer, and which problem 

the faults are mostly caused. In cases where the existing 

fault cannot be solved, records are stored to find out why the 

problem could not be solved. 

In addition, a scenario record has been created for each 

scenario. The steps of each scenario, the messages and 

buttons that will appear on the screen, and the next step 

information when each button is pressed can be 

systematically defined in this way. The scenarios in the 

application are operated over ".json" extension files. The 

code text in this file is collected under two basic tags as 

"Scenario" and "Steps". In Figure 9, there is a part of the 

codes belonging to the ".json" file created for the "No 

Communication with EQA" scenario. 

The scenario tag holds the information of the scenario 

name and scenario number. The step tag, on the other hand, 

holds the data used in the operation of the scenario steps. 

These data include the index used to access the sequence 

information in the series, step number, work order to be 

made, work order detail, whether the AR camera will be 

operated or not, the button to be displayed to the user in the 

work step, the number of the next work steps to go when the 

relevant button is clicked, and other scenarios information 

if there is any. Information obtained from these tags is 

reflected on user screens. 
 

 

Figure 9. The code for the first two steps of the ".json" file 

created for “No EQA Communication” scenario. 
 

In Figure 10, a rectifier and RTU-DCU automation 

panels, as well as EQA used in these panels, can be seen in 

the photograph of a distribution center within SEDAS. 

The developed AR application is used on the EQA 

device in this distribution center, and the scenario of "No 

EQA Communication" is executed. The EQA image 

obtained from the mobile device camera used by the 

operator is shown in Figure 11. Figure 12 shows some of the 

photographs of the scenario steps obtained when the "No 

EQA Communication" scenario is started for the device 

detected by the camera. 
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Figure 10. Automation panels of distribution center a) 

RTU, DCU and rectifier b) EQA in the panel. 

 

 

Figure 11. EQA image obtained from mobile camera. 

 

The operator switches between scenario steps by 

following the instructions specified in the scenario 

according to the fault and terminates the process. When the 

fault is fixed, the operations performed at each step are 

recorded with the "Finish/Save" button. On the other hand, 

when the fault remains unfixed, then this situation is 

recorded with the "Finish/Save Problem" button. 

 

4. Conclusions  

 

AR is an innovative technology that has the potential 

to be applied in many different industries. In parallel with 

the increase in processor capacities in mobile devices and 

the image quality of cameras and the introduction of smart 

glasses and wearable AR systems for the end-user, it is 

predicted that AR applications will be used frequently in the 

electrical energy sector in the near future, as in other sectors. 

Therefore, electrical energy suppliers also need to adapt to 

AR technology as quickly as possible in order not to lose 

their competitiveness in the market. 

In the proposed study, a Software that works on AR 

technology-based mobile platforms is developed and used 

in maintenance and repair processes on protection/control 

panels and devices in SCADA centers, apart from routine 

maintenance activities. The main aim of using this Software 

is to provide task support by quickly detecting faults to field 

maintenance teams. For this purpose, a software application 

is implemented for possible fault scenarios that may occur 

in RTU and DCU automation panels of SCADA cabinets 

located in distribution centers. The gains from this 

application that also contributes to digital transformation 

can be listed as follows: 

The fact that the teams of DM Department within 

SEDAS traveled multiple times to the distribution center 

where the defective cabin is located for detecting faults and 

MR operations in the SCADA cabins in the area of 

responsibility covering four provinces, causing time and 

budget losses. The ability to have these operations 

performed by field teams, thanks to the developed software 

application has minimized the losses. Thus, it is predicted to 

save approximately 50.000 TL per year. At the same time, 

with reduced fuel consumption, approximately 7 tons of 

carbon dioxide emission per year will be prevented and it 

will contribute to the reduction of the carbon footprint. 

As the workload of the staff is reduced in the DM 

Department, which consists of an expert team, pending jobs 

can be handled faster. 

From the perspective of occupational safety, it is 

guaranteed to reduce the exposure of expert personnel to 

risks during long journeys. According to the risk 

assessment, the risk value, which is at the significant risk 

level, has been reduced from 600 to 150. 

Thanks to the developed mobile application, human 

errors are reduced by following the steps that should be 

taken to eliminate the failure. 

A backup facility, albeit partially, has been created 

expert personnel and a training portal has been provided for 

new recruits in the department.  

The proposed study constitutes an example of the AR 

technology applications, which is rare in the electricity 

energy sector both in our country and in the world. 

In short, the advantages of AR technology-based 

applications are they can be easily used in information 

transfer. They are highly productive, they have increased 

efficiency with a low error rate, high quality, and safety. The 

procedures are simplified, they have effective resource 

usage and capacity of early adoption of learning that makes 

the use of this innovative technology important. 
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Figure 12. Some of the images of the “No EQA Communication” scenario steps. 
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   Abstract 

 

Thermal comfort is basically affected by environmental (mean radiant temperature, indoor air 

temperature and relative humidity and air velocity) and personal parameters (clothing value and 

activity level). Mean Radiant Temperature is the most complicated parameter among all thermal 

comfort parameters due to the difficulty of measurement and calculation processes. Calculation 

methods are not preferred by the researchers because of the complexity of obtaining angle factors 

while the measurement methods require very expensive devices such as globe thermometers and 

radiometers. On the other hand, assumptions are commonly used in thermal comfort studies because 

of their simplicities. One of the most frequently used assumptions expresses the equality of mean 

radiant temperature to indoor air temperature. However, the accuracy of this assumption needs 

further experimental research in order to evaluate thermal comfort, especially in free-running 

buildings. To this aim, this study proposes to determine the accuracy of the assumption of mean 

radiant temperature equals to indoor air temperature in a free-running building where Adaptive 

Thermal Comfort approach is applied in summer condition. Environmental parameters are measured 

via objective sensors, while adaptive thermal comfort is assessed by a software program. The 

statistical results show that there are significant deviations between two parameters in summer 

conditions for a free-running building. 

 
 

 

 

1. Introduction* 

 

The main concerns on thermal comfort are 

traditionally assessed with Fanger’s Predicted Mean Vote 

(PMV) and Predicted Percentage of Dissatisfied (PPD) 

method for air-conditioned and/or mixed-mode buildings 

[1-3]. However, free-running buildings are without indoor 

climate control such as heating, cooling and ventilation [4]. 

Occupants have wider tolerance on their discomfort since 

windows and/or doors are allowed to be open when an 

occupant wants to re-satisfy thermal comfort in the indoor 

environment [5]. For free-running buildings, Adaptive 

Thermal Comfort (ATC) models are applied by using 

linear correlations linking an optimal comfort temperature 

to mean outdoor temperature [6-7]. Thus, obtaining 

                                                           
* Corresponding Author: cihan.turhan@atilim.edu.tr 
 
 

operative temperature (OT) is vital to obtain accurate 

thermal comfort for free-running buildings. In the 

calculation of OT, Mean Radiant Temperature (MRT), 

Indoor Air Temperature (Ti) and Air Velocity (va) are 

included [8]. In a free-running building, air velocity is 

uncontrolled since there is no ventilation controlling. For 

this reason, MRT and Ti values generally vary, which 

makes thermal comfort models difficult to obtain [9]. 

MRT is defined as “the temperature of a uniform, 

black enclosure that exchanges the same amount of heat by 

radiation with the occupant as the actual enclosure” in 

ASHRAE Standard 55 [1] and measured by globe 

thermometer, radiometers and constant air temperature 

sensors. However, the price of the sensors is very high, and 

the usage of these devices require highly skilled and expert 

users. On the other hand, calculation methods are very 

complicated due to determine the angle factors of the 

occupant [10,11]. Instead of calculation and measurement 

methods, the researchers prefer to use the assumption of 

2667-484X © This paper published in Kocaeli Journal of Science and Engineering is licensed under a Creative 

Commons Attribution-NonCommercial 4.0 International License 
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the equality of MRT and Ti [1,12-15]. However, the 

accuracy of the assumption is always a question mark for 

free running and/or air-conditioned buildings. To this aim, 

some researchers compare the assumption of the equality 

of MRT and Ti. In the studies, the comparison of the MRT 

and Ti values are assessed with an equivalent ratio [16]. 

For instance, Koch [17] studied the relationship between 

the MRT and Ti in ranges of 22.7°C to 29.9°C and 21.2°C 

to 26.9°C for Ti and MRT, respectively, in mechanically 

ventilated buildings with 12 different measurement data. 

As a result of the study, MRT and Ti had a difference up to 

1.5°C, and the equivalent ratio was found as 0.669. In 

another study, McIntyre et al. [18] used 33 measurements 

between a range of 20.8°C to 23.8°C and 24°C to 28.5°C 

for Ti and MRT, respectively. The authors found the 

equivalent ratio as 0.791. Lin et al. [19] conducted research 

in mixed type buildings that have different heating systems 

of the radiator, radiant floor heating and all-air heating 

systems. The results showed that the difference between 

MRT and Ti was between -0.5°C to +0.5°C. Catalina et al. 

[20] handled research in the mixed type test chamber by 

using radiant ceiling panels and found 0.8°C difference 

between Ti and OT. The most blazing research was 

conducted by Dave et al. [15] that used over 200.000 

measurement data in 48 different mechanically conditioned 

office buildings. The results demonstrated that the median 

absolute difference between the MRT and Ti was 0.4°C.  

The assumption of the equality of MRT to Ti causes 

uncertainty on thermal comfort results. For instance, 

Chaudhuri et al. [21] investigated the effect of using the 

equality of MRT and Ti on the PMV in air-conditioned 

buildings. The experiments proved that using this 

assumption cause an error to the PMV value up to 1.54 

PMV difference. Furthermore, De Dear and Brager [5] 

found that this assumption overestimated the occupant 

responses on ASHRAE 55 scales in high temperatures 

while using PMV/PPD method, which was originally 

created for air-conditioned buildings, in free-running 

buildings. 

Even though the studies on the accuracy of the 

equality of MRT to Ti are common in air-conditioned 

buildings, the studies on the accuracy of the assumption 

are very limited for free-running buildings, especially in 

temperate climate zone. To this aim, this study investigates 

the accuracy of the assumption of MRT to Ti for a free-

running building in a temperate climate zone by using ATC 

approach. 

 

2. Materials and Methods 

 

A free-running case-building (4.7m depth x3.25m 

width x 2.75m height) was selected in a university campus 

in Ankara, Turkey which is located in Csb-type climate 

zone according to the Köppen-Geiger Climate 

Classification [22]. The case building includes a large-

glazed window (window to wall ratio is 3.6) in the south 

direction. Since the case building is a free-running 

building, Heating Ventilating, and Air Conditioning 

(HVAC) system does not exist, and the building is 

ventilated naturally. An outlook and architectural drawing 

of the case building are depicted in Figures 1 and 2, 

respectively. 

 

 
 Figure 1. The outlook of the case building. 

 
Figure 2. Architectural drawing of the case building. 

 

The methodology of the study consists of three 

separate sub-sections, namely, measurements of Ti, Tg and 

va, determining the MRT and OT via using Eq. (1) and Eq. 

(2) and comparison of the results to determine the accuracy 

of the assumption as shown in Figure 3. 
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Figure 3. The methodology of the study. 

The MRT, va, and Ti measurements were taken on 

weekdays from 09:00 to12:00 and from 13:00 to 17:00 

with a 10-min interval between 15th of July 2020 and 6th of 

October 2020 including summer season. During the 

measurements, one male occupant was seated (metabolic 

rate value: 1 met) and occupant could open and/or closed 

the window and door, and the occupant was allowed to 

freely adopt clothing insulation to ensure thermal comfort 

since ATC standards were applied [23]. Besides, the 

outdoor temperature (To) values were taken from 

Meteorological Station of the university. 

Ti values were taken with an infrared thermometer –

EXTECH Measurements 42530 [24] – and va was 

measured with an anemometer – TESTO 425 [25] –inside 

the case building. The utilized devices in the measurement 

campaign and their specifications are indicated in Table 1. 

Table 1. Utilized devices for measurements of Ti and va. 

Device Model Specification 

Infrared 

Thermometer 

EXTECH 

Measurements 

42530 [24] 

Accuracy ±2% 

Resolution: 0.1 °C 

Anemometer 
TESTO 425 

[25] 

Accuracy: ± (0.03 m/s 

+ 5% of Measured

Value) 

Resolution: 0.1 m/s 

On the other hand, the MRT values were obtained 

from a developed Globe Thermometer (GT) by the authors. 

The developed GT has 135 mm diameter with 0.6mm thick 

matt-black copper globe and k-type thermometer in the 

middle of the copper sphere. It is worth to note that the GT 

was calibrated with an industrial well-known globe 

thermometer.  The MRT was calculated by using the Eq. 

(1), which is also indicated in ISO 7726 [26].  

𝑀𝑅𝑇 =  [(𝑇𝑔 + 273)4 +
0.25×108

𝜀𝑔
(

|𝑇𝑔−𝑇𝑖|

𝐷
)

1

4
(𝑇𝑔 − 𝑇𝑖)]

1

4

− 273 (1) 

where Tg represents the globe temperature, 𝜀𝑔 defines

emissivity of the globe, which is 0.95 for matt-black 

copper [26], and D is the diameter of the globe.  

In ATC models, the OT, defined as the temperatures 

of a body that can achieve in its natural environment, was 

used [1,27,28] and calculated, as shown in Eq. (2). 

𝑂𝑇 =  𝑇𝑖 + (1 − 𝐴)(𝑀𝑅𝑇 − 𝑇𝑖) (2) 

where A is equal to 0.5 if va is lower than 0.2 m/s, 0.6 if the 

va is between 0.2 m/s to 0.6 m/s and 0.7 if the va between 

0.7 m/s to 1 m/s. 

In order to check the accuracy of the assumption, the 

null hypothesis (Ho) and the alternative hypothesis (H1) 

were constructed as; “There is no difference between the 

MRT and Ti in a free-running building (MRT=Ti)” and 

“There is a difference between the MRT and Ti in a free-

running building (MRT≠Ti)”, respectively. 

The determination of the accuracy of assumption was 

provided with well-known statistical criteria which are 

Mean Squared Error (MSE) (Eq. (3)) and Determination of 

Multiple Coefficient (R2) (Eq. (4)) by using the MRT data 

stem from GT and Ti. 

𝑀𝑆𝐸 =
1

𝑝
∑|𝑧𝑖 − 𝑜𝑖| (3) 

𝑅2 =  1 − (
∑ |𝑧𝑖−𝑜𝑖|2

𝑖

∑ 𝑜𝑖𝑖
) (4) 

where 𝑜𝑖  represents the output, 𝑧𝑖 defines the target, and 𝑝

is the number of input-output pairs of 𝑖𝑡ℎ data [29,30].

Moreover, two-tailed t-test was used in the study in 

order to check the accuracy of the hypotheses (Eq. (5)). 

The significance level was selected as 5% [31,32]. 

𝑡 =  
𝑥𝑎̅̅ ̅̅ −𝑥𝑏̅̅ ̅̅

√𝑆𝑎
2

𝑛𝑎
+

𝑆𝑏
2

𝑛𝑏

(5) 

where 𝑥𝑎̅̅ ̅ and 𝑥𝑏̅̅ ̅ represents the means, 𝑆𝑎
2 and 𝑆𝑏

2 defines
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standard deviation and 𝑛𝑎 and 𝑛𝑏 are the sample sizes of Ti

and MRT, respectively. 

In the final step, ATC graphs were drawn in order to 

compare both cases in different acceptance levels of 80% 

and 90%. The ATC acceptable upper and lower limits were 

described in Eqs. (6) and (7) for 80% acceptance limits and 

Eqs. (8) and (9) for 90% acceptance limits [1,33]. 

𝑈𝑝𝑝𝑒𝑟 𝐿𝑖𝑚𝑖𝑡80% =  0.31 𝑇𝑜𝑢𝑡 + 21.3 (6) 

𝐿𝑜𝑤𝑒𝑟 𝐿𝑖𝑚𝑖𝑡80% = 0.31 𝑇𝑜𝑢𝑡 + 14.3 (7) 

𝑈𝑝𝑝𝑒𝑟 𝐿𝑖𝑚𝑖𝑡90% =  0.31 𝑇𝑜𝑢𝑡 + 20.3 (8) 

𝑈𝑝𝑝𝑒𝑟 𝐿𝑖𝑚𝑖𝑡90% =  0.31 𝑇𝑜𝑢𝑡 + 15.3 (9) 

3. Results and Discussion

The MRT and Ti data were examined in order to 

determine the variation between two parameters and to 

check the accuracy of the null hypothesis, which was 

identified in Eq. (5). Moreover, Figure 4 represents the 

comparison of MRT and Ti data while the results of 

regression analysis are expressed in Table 2.  

Figure 5 depicts the results of Ti, MRT, OT with 

respect to To values.  Since the study was conducted in the 

summer season, the MRT values were found higher than Ti 

values.  

Figure 4. Comparison of measured MRT and Ti data with 

linear comparison method. 

Table 2. Results of Regression Analysis 

Slope 0.63 

Intercept 11.08 

MSE 1.22 

R2 0.66 

The linear comparison analysis demonstrated that 

MRT and Ti had exceedingly different values with a R2 

value of 0.66 and MSE of 1.22. MRT is generally bigger 

than Ti because the temperature of the glazing surface is 

greater than Ti and the short-wave solar radiation is 

significantly high in the summer season. The equivalent 

ratio was found as 0.85. In comparison with the 

mechanically ventilated buildings, the equivalent ratio was 

found slightly higher. 

Figure 5. An example of measured values of Ti, MRT, OT and To. 
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Table 3 indicates the standard deviations (SD), mean 

values of MRT and Ti and t & p values. 

Table 3. Statistical values of the study. 

MRT Ti 

SD 1.27 1.64 

Mean 29.05 28.45 

t-value 4.18 

p-value .001 

The two-tailed t-test revealed that the null hypothesis 

was rejected since the p-value was found lower than the 

significance value, which was selected .05 in the study. 

Therefore, the equality of MRT and Ti hypothesis was 

rejected, and the alternative hypothesis was accepted.   

Figure 6 depicts the effect of using the assumption of 

the equality of MRT and Ti to the ATC standards for 

acceptable limits of 80% and 90%, respectively. A 

significant difference was observed in both 80% and 90% 

acceptable limits. While comparing the OT data for 80% 

acceptance limit, using assumption changes the OT data of 

30.4% to the out of the upper and lower acceptable limits. 

In the other side, the assumption changes the OT data of 

27.4% out of the upper and lower acceptable limits of 

90%. 

Figure 6. Adaptive thermal comfort charts for 80% and 90% acceptance limits with temperature data. 

4. Conclusions

The MRT is the most crucial and difficult to obtain 

one of the environmental parameters which affect 

thermal comfort. There are three different methods to 

obtain to MRT in the indoor environment, which are 

calculation, measurement method and assumptions. The 

calculation methods are not preferred since its 

complexity and challenging calculation steps, and 

measurement methods are not chosen to obtain MRT due 

to the cost of equipment. Therefore, the MRT values are 

generally obtained by using the assumption of the 

equality of MRT and Ti in various studies because of its 

easiness. However, using this assumption brings along 

the uncertainty about the accuracy of the assumption. 

The evidence from this study discussed the 

accuracy of the assumption. The findings of this study do 

not support the idea of using the assumption of the 

equality of MRT and Ti in summer conditions for free-

running buildings by using the linear comparative 

method and two-sample t-test method. 

As a result of applied methods, R2 was found 0.66 

and p-value was found .001. Besides, the equivalent ratio 

was depicted 0.853, which slightly higher than previous 

findings of mechanically ventilated buildings [16-18]. 

This study clearly has some limitations. As a first 

limitation, the occupant, who was inside the case 

building while taking the measurements, was an 
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additional heat source to the environment. Therefore, the 

MRT and Ti values could be affected from the occupant. 

Secondly, this study only examined the accuracy of the 

assumption in the summer season. The result should be 

discussed for winter condition in a free-running building. 

In winter conditions, since the radiative heat diffuses 

from the human body to the outside, the MRT is 

expected to be lower than the indoor air temperature. 

Furthermore, solar radiation values will be different as 

discussed in [1,34]. 

As future work, further experimental studies will 

determine the accuracy of the assumption also for the 

lower values of the MRT and Ti. 

Declaration of Ethical Standards 

The authors of this article declare that the materials 

and methods used in this study do not require ethical 

committee permission and/or legal-special permission. 

Conflict of Interest 

The authors declare that they have no known 

competing financial interests or personal relationships 

that could have appeared to influence the work reported 

in this paper. 

References 

[1] ASHRAE 55, 2017, Thermal Environmental

Conditions for Human Occupancy

[2] ISO Standard 7730, 1994, Moderate Thermal

Environments-Determination of the PMV and PPD

Indices and Specification of the Conditions for

Thermal Comfort, International Standards

Organization, Geneva, Switzerland.

[3] Fanger, P.O., 1970. Thermal comfort. Analysis and

applications in environmental engineering. Thermal

comfort. Analysis and applications in

environmental engineering.

[4] Nicol, F. and Humphreys, M., 2010. Derivation of

the adaptive equations for thermal comfort in free-

running buildings in European standard EN15251.

Building and Environment, 45(1), pp.11-17.

[5] De Dear, R.J. and Brager, G.S., 2002. Thermal

comfort in naturally ventilated buildings: revisions

to ASHRAE Standard 55. Energy and Buildings,

34(6), pp.549-561.

[6] Wagner, A., Gossauer, E., Moosmann, C., Gropp, T.

and Leonhart, R., 2007. Thermal comfort and

workplace occupant satisfaction—Results of field

studies in German low energy office buildings. 

Energy and Buildings, 39(7), pp.758-769. 

[7] Pfafferott, J., Herkel, S., Kalz, D.E. and Zeuschner,

A., 2007. Comparison of low-energy office

buildings in summer using different thermal

comfort criteria. Energy and Buildings, 39(7),

pp.750-757.

[8] CEN EN 15251, 2007. Indoor Environmental Input

Parameters for Design and Assessment of Energy

Performance of Buildings Addressing Indoor Air

Quality. Thermal Environment. Lighting and

Acoustics. European Committee for

Standardization. Brussels, Belgium.

[9] Van der Linden, A.C., Boerstra, A.C., Raue, A.K.,

Kurvers, S.R. and De Dear, R.J., 2006. Adaptive

temperature limits: A new guideline in The

Netherlands: A new approach for the assessment of

building performance with respect to thermal

indoor climate. Energy and Buildings, 38(1), pp.8-

17.

[10] Kántor, N. and Unger, J., 2011. The most

problematic variable in the course of human-

biometeorological comfort assessment—the mean

radiant temperature. Central European Journal of

Geosciences, 3(1), pp.90-100.

[11] Wang, Y., Meng, X., Zhang, L., Liu, Y. and Long,

E., 2014. Angle factor calculation for the thermal

radiation environment of the human body. In

Proceedings of the 8th International Symposium on

Heating, Ventilation and Air Conditioning (pp. 447-

455). Springer, Berlin, Heidelberg.

[12] JOKL, M.V., 2015. 4 New Thermal Comfort

Standards of the Czech Republic. Standards for

Thermal Comfort: Indoor air temperature standards

for the 21st century.

[13] ROWE, D., 2015. 24 Warm and Sweaty: Thermal

Comfort in Two Naturally Ventilated Offices in

Sydney, NSW. Standards for Thermal Comfort:

Indoor air temperature standards for the 21st

century, p.48.

[14] Itani, M., Ghaddar, N., Ghali, K. and Laouadi, A.,

2020. Development of heat stress charts for older

people under indoor environmental conditions.

Energy and Buildings, 224, p.110274.

[15] Dawe, M., Raftery, P., Woolley, J., Schiavon, S. and

Bauman, F., 2020. Comparison of mean radiant and

air temperatures in mechanically-conditioned

commercial buildings from over 200,000 field and

laboratory measurements. Energy and Buildings,

206, p.109582.



Mehmet Furkan ÖZBEY et al. / Koc. J. Sci. Eng., 4(1): (2021) 79-85 

85 

[16] Guo, H., Aviv, D., Loyola, M., Teitelbaum, E.,

Houchois, N., and Meggers, F., 2020. On the

understanding of the mean radiant temperature

within both the indoor and outdoor environment, a

critical review. Renewable and Sustainable Energy

Reviews, 117, 109207.

[17] Koch, W., 1962. Relationship between air

temperature and mean radiant temperature in

thermal comfort. Nature, 196(4854), pp.587-587.

[18] McIntyre, D.A. and Griffiths, I.D., 1972. Subjective

response to radiant and convective environments.

Environmental Research, 5(4), pp.471-482.

[19] Lin, B., Wang, Z., Sun, H., Zhu, Y. and Ouyang, Q.,

2016. Evaluation and comparison of thermal

comfort of convective and radiant heating terminals

in office buildings. Building and Environment, 106,

pp.91-102.

[20] Catalina, T., Virgone, J. and Kuznik, F., 2009.

Evaluation of thermal comfort using combined

CFD and experimentation study in a test room

equipped with a cooling ceiling. Building and

Environment, 44(8), pp.1740-1750.

[21] Chaudhuri, T., Soh, Y.C., Bose, S., Xie, L. and Li,

H., 2016, October. On assuming Mean Radiant

Temperature equal to air temperature during PMV-

based thermal comfort study in air-conditioned

buildings. IECON 2016-42nd Annual Conference

of the IEEE Industrial Electronics Society (pp.

7065-7070). IEEE.

[22] Köppen-Geiger Climate Classification, 2009.

Retrieved March 3, from http://koeppen-

geiger.vuwien.ac.at/ (Access Date: 30/11/2020)

[23] EN 16798, 2019. Energy performance of buildings -

Part 1: Indoor environmental input parameters for

design and assessment of energy performance of

buildings addressing indoor air quality, thermal

environment, lighting and acoustics.

[24] Extech Instruments 42530,

http://www.extech.com/display/?id=14256, (Access

Date: 30/11/2020)

[25] TESTO 425 - Compact Thermal Anemometer,

https://www.testo.com/en-UK/testo-425/p/0560-

4251, (Access Date: 30/11/2020)

[26] ISO 7726, 1998. Ergonomics of the Thermal

Environment-Instruments for Measuring Physical

Quantities.

[27] Camacho, A., Rodrigues, M.T. and Navas, C., 2015.

Extreme operative temperatures are better 

descriptors of the thermal environment than mean 

temperatures. Journal of thermal biology, 49, 

pp.106-111. 

[28] Kazkaz, M. and Pavelek, M., 2013. Operative

temperature and globe temperature. Eng. Mech,

20(3/4), pp.319-325.

[29] Allen, M.P., 2004. Understanding regression

analysis. Springer Science & Business Media.

[30] Dekking, F.M., Kraaikamp, C., Lopuhaä, H.P. and

Meester, L.E., 2005. A Modern Introduction to

Probability and Statistics: Understanding why and

how. Springer Science & Business Media.

[31] Schechtman, E. and Sherman, M., 2007. The two-

sample t-test with a known ratio of variances.

Statistical Methodology, 4(4), pp.508-514.

[32] Rumsey, D. J., 2016. Statistics For Dummies, 2nd

ed., John Wiley & Sons, Nashville, TN.

[33] Bughrara, K.S., Arsan, Z.D. and Akkurt, G.G.,

2017. Applying underfloor heating system for

improvement of thermal comfort in historic

mosques: the case study of Salepçioğlu Mosque,

Izmir, Turkey. Energy Procedia, 133, pp.290-299.

[34] Walikewitz, N., Jänicke, B., Langner, M., Meier, F.,

and Endlicher, W., 2015. The difference between

the mean radiant temperature and the air

temperature within indoor environments: A case

study during summer conditions. Building and

Environment, 84, 151-161.




	2.dergi iç kısmı.yeni
	3.Table of Contents.4.1
	4.Makale1.10.34088-kojose.803949-1322886
	4.Makale2.10.34088-kojose.772731-1212587
	4.Makale3.10.34088-kojose.833205-1421728
	4.Makale4.10.34088-kojose.768344-1198698
	4.Makale5.10.34088-kojose.852170-1483370
	4.Makale6.10.34088-kojose.816212-1363264
	4.Makale7.10.34088-kojose.800608-1311617
	4.Makale8.10.34088-kojose.784989-1255605
	4.Makale9.10.34088-kojose.833707-1423421
	9-Arka kapak



