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 In this study, enrichment possibility of apatite-bearing iron ore sample was investigated to 
obtain iron and phosphate concentrate, separately. It was determined that the raw ore 
contains 35.75% Fe and 5.36 P2O5. Magnetite in the ore can be enriched with low-intensity 
magnetic separator, and apatite can be enriched from the non-magnetic product by flotation. 
For this purpose, the raw ore was ground below 106 m size and then subjected to magnetic 
separation (with two cleaner and one scavenger), and following flotation (with three cleaner 
and one scavenger). 

According to the experimental result, a magnetic concentrate containing 63.55% Fe 
and 1.65% P2O5, and phosphate concentrate containing 25.33% P2O5 and 6.45%Fe were 
obtained. The results show that there are still difficulties to obtain plausible iron and 
phosphate concentrates in terms of phosphorus and iron impurities for iron and phosphate 
concentrate, respectively. It is concluded that it is hard to separate the iron and phosphorus 
phases from each other, possibly due to complex mineralogical composition and poor 
mineral liberation of the ore. 
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1. INTRODUCTION 
 
With the developing industry and technology in the world, the 
demand for iron and steel is increasing continuously. Reserves 
of high-grade iron ore, that can be used directly in the iron and 
steel industry, are limited and are getting depleted very fast. 
In addition, it has become essential to prepare the iron 
concentrate to meet the specification of the steel industry. 
Physical methods such as gravity concentration, magnetic 
separation and flotation are standard practices to separate the 
gangue minerals from iron ores. However, the ores having 
ferromagnetic nature are suitable for being processed using 
magnetic separation methods [1]. For example, magnetite 
(Fe3O4) is the most ferromagnetic of all the naturally occurring 
minerals on earth, and therefore low-intensity magnetic 
separators are widely used to upgrade magnetite ores. 

Phosphorus is an important impurity and almost all of the 
phosphorus in iron ore transferred directly into cast iron 
during metallurgical processes. It is well known that steel 
containing high phosphorus is brittle, and therefore 
dephosphorization of iron ore is an important research topic. 
The only option to control phosphorus in the metal is limiting 
the amount of phosphorus in the ore. It is generally 
recommended that the phosphorus content of iron ore should 

be less than 0.1%, though phosphorus limits vary according to 
steel-producing countries. Removal of phosphorus from 
certain iron ores has proven difficult, especially when 
phosphorus phases are associated with the iron phases in a 
very complicated manner. However, phosphorus can be 
removed from iron ore by physical processes (magnetic 
separation, flotation and selective agglomeration), chemical 
(leaching), thermal and bioleaching processes, as reported in 
the literature [2-5]. 

On the other hand, phosphorus is the common element in 
the earth’s crust and is found in all living organisms. It is 
known that there are more than 200 phosphate minerals in the 
earth’s crust, and structurally all have a (PO4) tetrahedral unit. 
Approximately 95% of the world phosphate rock production 
is consumed in fertilizer manufacturing. The primary 
phosphate mineral is apatite (Ca5(PO4)3 (F, Cl, OH, CO3)), and 
found in phosphate rock as: (a) fluorapatite (Ca5(PO4)3F), 
found mainly in igneous and metamorphic deposits, (b) 
chlorapatite (Ca5(PO4)3Cl), found in igneous and 
metamorphic deposits, (c) hydroxylapatite (Ca5(PO4)3(OH)), 
found in igneous and metamorphic deposits and, (d) 
carbonate-hydroxyl-apatite (Ca5(PO4,CO3)3(OH)), found 
mainly on islands as part of bird and bat excrements (e.g. 
guano phosphate formations) [6-8]. 

https://doi.org/10.36222/ejt.866718
https://orcid.org/0000-0002-1954-7837
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Beneficiation of phosphate ores is one of the important 
research subjects in mineral processing studies. After size 
reduction and classification, the enrichment processing of the 
phosphate ores may include washing, desliming, magnetic 
separation, and flotation depending on the types of gangue 
minerals present. However, flotation is the most common 
process among them as more than 60% of the marketable 
phosphate in the world is produced by flotation [9]. It was 
reported by Nanthakumar et al. [10] that the anionic flotation 
of phosphate ores generally relies on the use of fatty acid 
surfactant-type collectors, and in the case of high-iron 
phosphate ores, the depression of iron minerals is usually 
achieved using starch and the use of this polysaccharide in this 
role is based on the very successful application of various 
starches in beneficiating hematite-based iron ores [10]. 
However, the role of reagents utilised in igneous phosphate 
ores flotation was reviewed by Guimarães et al. [11]. 

The igneous and metamorphic phosphate deposits such as 
Bingöl-Genç (Avnik) and Bitlis-Ünaldı ores are very complex 
and contain mainly magnetite and apatite, and silicates such 
as amphibole, epidote, diopside and chlorite, carbonates, 
(calcite, dolomite, siderste, and ankerite), nepheline syenite, 
pyroxenite, foskorite, etc [12-16]. The major problem of 
Bingöl-Bitlis ores is the high phosphorus content. Obtaining, 
both, the iron and phosphate concentrate from these deposits 
will significantly contribute to the valuation of such ores. 

In this study, it has been aimed to obtain both magnetite 
and apatite concentrates by using magnetic separation and 
flotation, respectively. 

 
2. MATERIAL AND METHODS  

 
2.1. Material 

In this study, apatite-bearing iron ore sample from Bingöl 
region was used. The sample was initially crushed below 6.70 
mm and then below 3.35 mm using laboratory jaw and roll 
crusher, respectively. The crushed product was ground by rod 
mill, and then magnetic separation and flotation tests were 
carried out according to the procedure shown in Fig. 1. 

 
2.2. Methods 

Magnetic separation: The magnetic separation 
experiments were performed using a drum type wet low-
intensity magnetic separator. Drum rotation speed was 
selected as 25 rpm, pulp density in the mixing tank was 
adjusted to 10% of solids by weight. In the first magnetic 
separation circuit, a rougher magnetic and non-magnetic 
product were collected. And then, the magnetic product was 
subjected to two cleaner stages and a final magnetite 
concentrate was obtained (Fig.1). 

Flotation tests: The direct anionic flotation of phosphate 
minerals was conducted in accordance with the flowsheet 
shown in Fig. 1. Flotation tests were carried out in a Denver 
type laboratory flotation machine with 1.5 L cell. 400 g of 
ground samples were used for each test. The conditioning and 
flotation steps were made at 45% and 27% solids 
concentrations by weight, respectively, while keeping the pulp 
stirring speed constant at 1500 rpm. An industrial-grade 
distilled tall oil type fatty acid was used as a collector to float 
phosphate minerals. Sodium metasilicate and corn starch were 
used as dispersant and depressant, respectively. But, it was 
demonstrated that sodium silicate could be used not only as a 
dispersant of slime but also as depressant and activator for 

some minerals. MIBC was used as the frother and the dosage 
was fixed at 30 g/t. NaOH was used to regulate and control 
the pulp pH. According to the flowsheet in Fig. 1, in the first 
part of flotation tests, apatite was floated to obtain rougher 
apatite concentrate. The rough concentrate was subjected to 
further flotation process using three cleaner stages. The sink 
product from rougher flotation test was then transferred to the 
apatite scavenger stage. In the cleaner and scavenger stages, 
froth product was scraped for 5 and 3 min., respectively. After 
the flotation process, a final apatite concentrate and a tailing 
from scavenger stage, and a middling product attained by 
combining the middlings from scavenger and cleaner stages 
were obtained. After carrying out the flotation tests, all 
products (apatite concentrate, middling, and tailing) were 
filtered, dried, and weighed. Chemical assays of all products 
were determined using XRF analysis technique. The flotation 
recovery was calculated based on the grade and weight of 
flotation products. 

 

 
Figure 1. Flowchart of the ore preparation and beneficiation tests procedure. 

 
Characterization techniques: Crystallinity of the samples 

was determined by X-ray diffraction analysis (XRD) using 
Rigaku RadB type diffractometer (at the Scientific and 
Technological Research Center, İnönü University, Malatya). 
The radiation applied was CuKα (λ = 1.5405 Å) from a long 
fine focus Cu tube, operating at 40 kV and 40 mA. The 
samples were measured in the range of 2-80o with 0.02º steps 
at a rate of 2oper min. Data collection and evaluation were 
performed with the International Centre for Diffraction Data 
(ICDD). The microstructure was observed by using an LEO 
Evo 40 model scanning electron microscope (SEM-EDS) The 
chemical composition of all sample was determined by X-ray 
fluorescence spectroscopy using the Thermo Scientific ARL 
ADVANT'X series XRF Spectrometers. The PSD analysis of 
the ground sample was determined using a Malvern 
Mastersizer 2000 particle analyser (Malvern Instruments Ltd., 
UK). The sample was stirred with distilled water at 2000 rpm 
in a 1-liter cell integrated with the device and in-situ 
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measurements were performed. Particle size distribution data 
were automatically obtained using Mastersizer 2000 software. 

 
3. RESULTS AND DISCUSSION  

 
3.1. Characterization of the ore  

It is well known that the successful applicability of the 
physical beneficiation methods highly depends on the 
mineralogical characteristics of the iron ores [1] and the 
phosphate flotation is strongly influenced by the 
mineralogical composition of the phosphate ore [7,17]. 
Therefore, mineralogical and chemical characterization of raw 
ore was carried out before beneficiation tests. 

Mineralogical analysis: XRD technique which may be 
coupled with chemical analysis is essential for 
characterization study, and applied for many purposes such as 
ore genesis, mineralization control and mineral processing, 
etc. In this study, XRD analysis was performed to determine 
the mineral phases of the raw ore, and the results are illustrated 
in Fig. 2. According to XRD analysis results, major mineral 
phases in the ore are apatite (Ca5(PO4)3(F, Cl, OH, CO3)) (but 
apatite type could not be distinguished), magnetite (Fe3O4), 
quartz (SiO2), feldspar (NaAlSi3O8), calcite (CaCO3), 
dolomite (CaMg(CO3)), ilmenite (FeTiO3), barite (BaSO4), 
rectorite ((Na,Ca)Al4(Si,Al)8O20(OH)4.2(H2O)), muscovite 
(KAl2(AlSi3O10)(F, OH)2). They are common minerals of 
phosphate bearing iron deposits, as reported in the literature 
[7,13]. 

 

 
Figure 2. The XRD patterns of raw ore (Mnt: Montmorillonite, Ms: 
Muscovite, Ap: Apatite, Hlb: Hornblende, Fsp: Feldspar, Qz: Quartz, ılm: 
Ilmenite, Brt: Barite, Mag: Magnetite, Cal: Calcite, Dol: Dolomite). 
 

Chemical analysis: Chemical analysis results of the raw 
ore is given in Tab. 1. The raw ore contains 35.75% Fe and 
5.36% P2O5. From the XRF results it can be seen that the ore 
sample is an iron rich ore containing phosphate and silicates 
as main gangue minerals. The raw ore can not be used directly 
in the iron-steel or fertilizer industries. Therefore, it must be 
enriched with suitable methods. 

 
TABLE 1 

CHEMICAL COMPOSITION OF THE ORE SAMPLE USED IN THE STUDY 
Compound Fe P2O5 SiO2 Al2O3 CaO MgO 
Content (%) 35.75 5.36 27.25 6.12 10.18 0.68 
 K2O Na2O TiO2 MnO LOI*  
 0.05 1.58 0.30 0.01 4.5  

* Loss on ignition (1000 °C) 
 

3.2. Beneficiation tests 
Magnetic separation test results: Phosphorous is a major 

contaminant for the vast majority of uses of iron ores, 
especially all related to iron making. It is found in a variety of 
forms from separate phosphate minerals to intimate 
association with iron hydroxide phases. When phosphate 
minerals can be traced as the major source of phosphorus, 
physical separation methods are feasible. The phosphorous 
removal of such ores can be normally carried through 
magnetic separation and flotation [18].  

Magnetic separation test results are presented in Tab. 2. 
The results show that low-grade iron ore can be enriched by 
magnetic separation. It can be seen that the quality of 
magnetite product was improved in terms of chemical 
composition, especially for grades of Fe% and P2O5% 
compared to the content of the original ore. For example, Fe 
grade of raw ore increased from 35.75% to 63.55% with 
80.40% Fe recovery.  

 
TABLE 2 

MAGNETIC SEPARATION TEST RESULTS 
Product Weight 

(%) 
Grade %       Recovery % 
Fe P2O5 Fe P2O5 

Magnetite Conc. 45.23 63.55 1.65 80.40 13.92 
Middling 15.68 24.06 3.42 7.19 10.00 
Tailing/Non-mag 
Feed 

39.09 
100 

10.06 
35.75 

10.43 
5.36 

12.41 
100 

76.06 
100 

 
The full chemical analysis of the magnetite concentrate 

was also carried out and the results are given in Tab. 3. It can 
be concluded that a reasonable magnetite concentrate (can be 
used in iron and steel production and fed into the blast 
furnace) has been obtained by magnetic separation, except for 
the phosphate phase. However, the concentrate still contains a 
critical amount of phosphorus (1.65%). 
 

TABLE 3 
FULL CHEMICAL ANALYSIS OF MAGNETITE CONCENTRATE 

Compound Fe P2O5 SiO2 Al2O3 CaO MgO 
Content(%) 64.73 1.62 6.36 2.22 1.94 2.16 
 K2O Na2O TiO2 MnO S  
 0.11 0.68 0.25 0.05 0.5  

 
Chemical analysis results are also supported with XRD 

and SEM-EDS images given in Fig. 3 and Fig.4. When XRD 
patterns of the magnetic product (or magnetite concentrate) 
from magnetic separation were examined, it was observed that 
the peak intensity of magnetite dramatically increased at 
around 35°2θ (Fig. 3). The predominance of magnetite peaks 
indicates that magnetite is more abundant in magnetic 
concentrate. Although other peaks such as apatite are 
relatively declined, they are still present in the magnetic 
product. 

As know, the combination of scanning electron 
microscopy-energy dispersive X-ray spectrometry (SEM-
EDS) enable the chemical characterization of bulk and surface 
of individual particles. It can be observed from EDS spectrum 
of magnetic product that Fe exhibits very high distribution 
(95.95 wt.%). 
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Figure 3. XRD patterns of the magnetic product obtained by low-intensity 
magnetic separation. 
 

It indicates that main mineral phase in magnetic 
concentrate is magnetite, but, according to SEM observations, 
free particles consisting of single mineral phase in the 
mapping images are very rare, indicating poor mineral 
liberation as a result of intergrowth relationship with 
magnetite and phosphate mineral phases (Fig.4). 

 

 
Figure 4. SEM-EDS images of the magnetite particles from magnetic 
separation. 
 

Flotation test results: It is well known that the flotation 
performance strongly depends on particle size and liberation 
of the valuable mineral [19,20]. Also, previous studies have 
shown that the particle size distribution of milling ore has an 
essential effect on metallurgical results of phosphate flotation 
[21]. The particle size distribution of the flotation feed, the 
non-magnetic product of the magnetic separation, is shown in 
Fig. 5. As seen from the Fig. 5, d(50) value is about 80 mm. 
However, the slope of the curve becomes slightly steeper and 
indicates a narrow particle size distribution. According to the 
literature, narrow feed size distribution may have a positive 
effect on flotation process compared to large particle size 
distribution [22]. 

Magnetic separation tailling (i.e. non-magnetic product) 
was subjected to flotation process to obtain apatite 

concentrate. An industrial-grade distilled tall oil type collector 
(tall oil+fuel oil, 800 g/t of dosage) was used as an apatite 
collector. As dispersant of slime, sodium metasilicate 
(Na2SiO3) solution (about 40%) was used to disperse silicate 
gangue minerals. Also, soluble corn starch ((C6H10O5)n was 
used as depressant for iron minerals. The dosages of the 
sodium silicate and corn starches were 1200 and 1000 g/t, 
respectively. MIBC was used as the frother and the dosage 
was fixed at 30 g/t. NaOH was used to regulate and control 
the pulp pH at 9.5. Phosphate concentrate obtained by rougher 
flotation was subjected to three cleaning circuits to obtain 
high-grade phosphate concentrates. 

 

 
Figure 5. Particle size distribution of the flotation feed (i.e non-magnetic 
product from magnetic separator). 
 

Flotation results presented in Tab. 4 clearly show that there 
is an improvement in P2O5 grade of the phosphate concentrate. 
It can be seen that the quality of concentrate was improved in 
terms of P2O5 and Fe grades, compared to the content of the 
original ore. A high-grade phosphate concentrate containing 
25.33% P2O5 was obtained with 64.89% recovery. However, 
the relatively higher iron content (6.45% Fe) implies that Fe-
bearing minerals may be present in concentrate. According to 
a recent study by Nakhaei and Irannajad [23], starch is a 
depressing and flocculating agent for various minerals but 
normally used as a depressant for iron oxides. However, it 
should be emphasized that the composition and interlocking 
of iron-bearing minerals are very critical in phosphate 
flotation. In cases where the magnetite is intimately 
intergrown with phosphate minerals (i.e. apatite), such 
particles tend to either float (i.e. going up to concentrate or 
middling) or sink (i.e. remaining to tailling) depending on the 
flotation conditions. As a result, interlocked mineral particles 
are the most important handicap to selective flotation, and it 
is very difficult to predict their behavior in flotation. 

 
TABLE 4 

DIRECT ANIONIC FLOTATION OF APATITE 
Product Weight 

(%) 
Grade %       Recovery % 

P2O5 Fe P2O5 Fe 
Apatite Conc. 26.72 25.33 6.45 64.89 17.13 
Middling 18.39 9.47 8.49 16.70 15.52 
Tailing 
Feed 

54.89 
100 

3.50 
10.43 

12.34 
10.06 

18.42 
100 

67.33 
100 

 
XRD pattern and SEM-EDS images of the apatite 

concentrate are shown in Fig. 6 and Fig. 7, respectively. Based 
on attrition-direct flotation, the results of XRD analysis 
confirmed that apatite minerals were enriched in flotation 
concentrate. In the apatite concentrate, the major crystalline 
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phase is apatite, XRD intensity of which is sharply increased 
by flotation. However, apatite flotation causes the intensity of 
magnetite reflection to decrease significantly, but never 
completely disappear (Fig. 6). 

According to EDS spectrum of the flotation concentrate in 
Fig. 7, the total distribution of Ca and P elements is 83.89 
wt.% and much higher than other elements. It indicates that 
the abundant mineral phase in flotation concentrate is 
phosphate minerals such as apatite, but also carries less 
amount of silica (e.g. quartz) and other mineral phases such as 
iron oxides (e.g. magnetite). Although the mineral source of 
fluor (F) in the ore is unrecognized, it may indicate 
fluorapatite (Ca5(PO4)3F). 

 

 
Figure 6. XRD patterns of flotation concentrate (i.e. apatite conc.). 

 

 
Figure 7. SEM-EDS images of flotation concentrate (i.e. apatite conc.). 
 

As seen in the XRD pattern of flotation tailing in Fig. 8, 
the peak intensities of silicate minerals dramatically increased. 
The highest peak by appearing at around 26.5°2θ is the typical 
peak of quartz. XRD results emphasize that the tailing is 
mostly composed of gangue minerals, but it also includes 
phosphate and iron phases. 

 

 
Figure 8. XRD patterns of flotation tailing. 

 
The distribution of Fe and Si element in the EDS spectrum 

of tailing particles in Fig. 9 is 29.78 wt.% and 24.70 wt.%, 
respectively, implying that iron and silica mineral phases are 
more in tailings, as expected. Also, the tailing particle contains 
a significant amount of Ca (23.52 wt.%) and P (12.58 wt.%). 
Source of Ca in the flotation tailing comes from phosphate or 
largely carbonate minerals like calcite and dolomite. 
 

 
Figure 9. SEM-EDS images of flotation tailing. 

 
4. CONCLUSION  
 
In this study, the concentration of apatite-bearing iron ore 
from Bingöl region with low Fe and high P2O5 contents was 
investigated by utilizing consecutive magnetic separation and 
froth flotation. The following conclusions were drawn from 
this study: 

1) As a result of magnetic separation processes, a 
concentrate having 63.55% Fe and 1.65% P2O5 grade was 
obtained with an 80.40% recovery from the raw ore containing 
35.75% Fe and 5.36% P2O5. However, the phosphorus content 
of the magnetite concentrate is critical for the iron and steel 
industry. Nevertheless, harmful impurities such as SiO2, 
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Al2O3, MgO, K2O, and Na2O have been reduced to the 
plausible level demanded by the iron and steel industry. 

2) In order to obtain high-grade apatite concentrate with 
high apatite recovery, cleaning and scavenging stages are 
required. The batch flotation test with three cleaning stage 
increased the P2O5 content in the concentrate from 10.43% to 
25.33% and decreased the Fe content from 10.06% to 6.45%. 
Unfortunately, P2O5 grade is still low for marketable 
phosphate concentrate, and Fe content in the concentrate was 
still high for the fertilizer industry.  

3) The higher quality phosphate concentrate could not 
be obtained, probably due to mineralogical composition of the 
ore such as interlocking of Fe-oxides with phosphate minerals 
and the lack of mineral liberation. 
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 Solar energy, which is an unlimited, costless and clean type of energy, is often preferred in 
architecture also as in all other areas. Today, all new technologies are made by focusing on 
solar energy. The main objective of lighting design in buildings is, to minimize energy 
consumption by keeping health and visual comfort at a high level. In this study, a home type 
heliostat system which is one of the modern and economic heliostat systems was introduced 
and its properties are listed. Based on the features of home type heliostat systems, all 
components of the system are modelled in a 3 Dimension stereolithography format. The 
daylighting performance of the home type heliostat systems was observed with the lighting 
simulation software. DIALux lighting design software was used in the study.  

The results show that the home type heliostat systems can successfully transfer natural 
light into the building in a simulation environment created by modelling and contribute to 
illuminance. 
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1. INTRODUCTION 
 

Like every other area, energy consumption continues to 

increase its importance every day in all interior design. 

Keeping building performance at the top level has become a 

primary objective when lowering energy consumption. With 

the research and the developing technology, sustainability has 

also been commemorated with other terms such as green, 

ecological, user, and environmentally friendly [1]. With these 

concepts desired in the field of lighting, energy optimization 

should be achieved by not reducing the comfort of the room 

but by creating the necessary illuminance without 

compromising building performance and user health [2]. 

Besides these, the efficiently designed natural lighting system 

supports the balancing of the space, the heat loads, the health, 

and the activities of the users [3]. Today, about 20% of the 

electricity consumed is on a large part of the lighting needs 

[4]. Daylight has a very important place among renewable 

energies in terms of reducing electricity consumption around 

the world [5, 6]. Daylight gain in buildings has a very 

important position in terms of both heating and lighting. 

The natural lighting provides to the desired area by taking 

maximum advantage of daylight in daylight time and 

minimizes energy consumption by artificial lighting or even 

completely remove it. Besides, the positive effects of natural 

daylight on people have been discussed in previous studies [7, 

8]. The vast majority of people who live in the city spend 

daylight hours under artificial lighting without seeing the 

daylight, and the harmful effects of this have been explored in 

previous studies [9]. 80% of human perception capacity is 

realized with the sense of sight [10]. Therefore, healthy 

sensing can be realized with natural and optimum 

illumination. In another study on lighting, results were 

obtained by neurobiological studies [11]. As a result of this 

comprehensive study, it has been mentioned that healthy 

lighting affects the regulation of brain activities and affects the 

regulation of the melatonin hormone secreted by the body [12, 

13]. When designing living space, designers must account for 

the fact that lighting design affects autonomic reactions, 

hormones, and our nervous systems [14]. In a study conducted 

by Innovative Design, daylight schools were established 

through sensors, as result of this study, because of this space 

https://doi.org/10.17694/ejt.893985
https://orcid.org/0000-0003-3792-1922
https://orcid.org/0000-0002-8394-5362
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which can use daylight in every area it was observed that the 

rate of children's coming to school was increased, there was a 

great reduction in library volume and children were much 

cheerful and they showed a rapid development [15]. In line 

with the work done, natural energy recovery and lighting 

design are at the forefront when the general methods are 

insufficient to provide the required lighting levels. In the 

design stage of the place, this situation should be determined 

and calculated by various simulation software. Alternative 

methods have emerged for current buildings and new 

buildings without energy-saving calculations at the design 

stage [16]. Because of the mini software and sensors, heliostat 

systems that collect and concentrate daylight are used in 

lighting systems from the past to the present [17]. Despite the 

rapid development of artificial lighting technologies designers 

are directed to the use of natural resources together with 

artificial lighting [18]. It has been realized that the energy-

saving potential of the buildings can be subtracted to the upper 

levels with natural lighting [19]. With the correct use of a 

natural source such as the sun at our disposal, CIE lighting 

standards and optimum illuminance can be reached. Because 

of the building's north direction, it may not have access to 

daylight and environmental factors which block daylight can 

also cause this [20]. Home type heliostat systems can be used 

in these types of variations and even to remove frosted areas. 

The sun, which plays a major role in sustainable architecture 

in particular, plays a major role in optimizing energy use [21]. 

The importance of solar energy in energy-efficient buildings 

has been mentioned in earlier studies. In these studies, the 

importance of transferring daylight into living space and direct 

and indirect lighting methods are mentioned. It has been 

observed that energy consumption can be reduced between 

30% and 70% by using natural lighting in addition to artificial 

lighting [22]. 

This study aimed to observe the value of daylight that 

home type heliostat systems can transfer into the building in a 

simulation environment, to present the obtained data with 

graphics, and to create a sample study with DIALux software 

for future studies. 

 

2. MATERIAL AND METHODS  
 

The home type heliostat system used in simulation has motors 

that provide 2-axis motion. Includes one sun sensor to detect 

and track the sun and it has one microprocessor that 

determines the motion by processing this data [23]. Provides 

the power of the movement with the solar energy collects by 

the solar panels located on it. Thus, there is no need for any 

external energy source to operate. It reflects daylight to the 

living space with its solar-powered motors and vinyl-coated 

reflectors. The light reflection area is about half a square meter 

and according to the manufacturer, the light stream is expected 

to correspond to 50,000 lumens or 500 watts [23]. This power 

is equivalent to approximately 60 standard light bulb luminous 

flux. First of all, the home type heliostat system has been 

detailed by plotting it as a technical drawing. The created a 

scaled format was transferred to the 3D modelling software by 

using the DXF (Drawing Interchange File) format. The 3D 

model of the home type heliostat system was created for the 

lighting design simulation process and visualization by 

utilizing the measurements on the picture. The modelled home 

type heliostat system is shown in Figure 1. 

 

 
Figure 1. Home type heliostat system modelled for use in simulation 

 

The modelling process was carried out by taking the basic 

information of the maximum height, the coating reflection 

rates, the axial rotation restrictions, and each component such 

as reflector number, reflector dimensions, electronic 

components, protection materials, axis support rods, sun 

sensor limits. A total of 160 m² 2-story villa has been modelled 

and prepared for the virtual simulation environment created. 

Illumination-focused windows are added and the entrance is 

positioned to be in the east direction. The model and 

simulation area view is shown in Figure 2. Coating, wall 

paints, window materials, reflecting rate information of the 

models has been entered in the DIALux software for the best 

results. Completed models were converted to 3D STL file 

format and exported from the 3D design software by object 

transfer to the lighting simulation area in DIALux. The 

distance of the home type heliostat system from its targeted 

space is planned as 9.1 m and the upper angle which it will 

make with vertical targeted as 16o and the lower angle 

targeted as 3o. This angle determined in daylight design is 

very important and the ideal angle range to be used year-round 

is shown between +15 and -15 degrees [24]. The distance and 

angle values determined for the home type heliostat system 

were selected according to the maximum dimensions 

determined by the manufacturers such as Wikoda [23, 24]. 

 

 
Figure 2. Detailed villa model and position of home type heliostat system 

 

Information of the region where the simulation will be 

performed is defined in the software as 29.00 longitudes 41.00 

latitude location in Turkey / Istanbul. Turkey is a good 

location for this type of application [25]. To make regular 

measurements throughout the day and to obtain optimal 

results, the definition of the time zone is Istanbul (UTC + 02: 

00). 

Interior walls, texture coatings, and reflection rates have 

been set following the standards for an optimal simulation. At 

the same time, interior detailing models of the building and 

other parts were made transferable passing through a 

structural arrangement in STL format as separate files. The 

transferred interior detail models were placed in the space. 
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Texture coatings and reflection rates of the locally organized 

internal detail models were entered. Daylight calculation is 

performed using the three different sky models described in 

CIE 110-1994 in the DIALux lighting simulation software. 

These occur with the formation of sun position and light stage 

following the time zone and region of the software according 

to cloudy sky, average sky, and clear sky conditions. In the 

study conducted, modelling and daylight staging was 

performed using open sky conditions without a heliostat 

system and with a heliostat system at 1-hour intervals 

throughout the day. The open sky condition is chosen as the 

condition that can best measure heliostat efficiency from 

natural lighting methods. This system and similar ones have 

shown their true abilities when they are placed properly in the 

upper part of a window opening to capture the sky beam in 

open sky conditions and to direct their direct component to the 

part near the ceiling window [26, 27]. Polygon constructions 

of the used design materials were transferred to the DIALux 

software without distortion in their structural details by 

keeping their polygon structures at a detailed level and by 

maintaining scales while importing interior design models. 

Thus, in the daylight lighting simulations which will be made 

although the simulation and calculation times are extended, it 

is aimed to get the most accurate results from the simulation. 

Reflection rates of textures (wall, floor, furniture) are 

presented in Figure 3. 

 

 
Figure 3. Reflection rates of textures 

 

Calculation area 1 (daylight transfer area which is the 

primary target of the home type heliostat system), calculation 

area 2 (Interior zone at the working plane defined by the 

DIALux software) were defined. Then the two defined areas 

were simulated model together with the open sky by 

measurements made at intervals of one hour per day. In the 

DIALux lighting simulation software, according to sun 

position, the home type heliostat system repositioned with 

hourly metrics by calculating angle with measurement 

horizontally for best results. Solar track sensor section, 

support section, and reflective surfaces were separately 

defined to DIALux lighting simulation software and therefore 

this positioning was made possible. The angular adjustment of 

the reflective surfaces is shown in Figure 4. Defined angular 

movement and the angle required for the home type heliostat 

system to the specified targets are determined by the NOAA 

(Earth System Research Laboratory) solar calculator. Angular 

changes of less than 1° were entered by using object position 

in the DIALux software [28]. The working plane and window, 

defined as the target for the home type heliostat system, were 

used as virtual computing fields to obtain daylight 

illumination values. 

 

 
Figure 4. Defining the angular motion for the home type heliostat system 

reflective surfaces 

 

When the amount of solar energy transfer used in the 

windows decreases, the light transmission also decreases [29]. 

The window glasses used in the modelled space were defined 

in standard single glass properties at a rate of 90% 

permeability. The preliminary comparison image of the home 

type heliostat system position calculations at the same time 

and conditions is presented in Figure 5. Afterwards, results 

were obtained with the home type heliostat system at intervals 

of one hour throughout the day and the contribution rate of the 

heliostat model to illuminance was calculated to be compared 

with the tables. 

 

 
 

Figure 5. Sample images are taken from daylighting simulation under equal 

conditions (a) Without home type heliostat (b) With home type heliostat 

 

3. RESULTS AND DISCUSSION  
 

For the measurement which its modelling and simulation 

preliminary information is completed, the indoor working 

plane which was defined by DIALux software has two 

different virtual measurement surfaces as indicated in Figure 

7, windows are set as light zones of brightness levels. These 

zones were established for taking a total of 12 results hourly 

in open sky conditions between 07:00 a.m. and 06:00 p.m. on 

01.06.2017. The graph of the colour information graph values 

based on DIALux software data is shown in Figure 6.  

According to this data, the first contact points of the daylight 

are measured at 15,000 lux and more. These points are 

represented by a white tissue sample. The daylight-gathering 

criterion is distributed in the hot-cold colour range. 

 

 
Figure 6. The colour range of DIALux lighting software illuminance 

 

Daylight transferring element (window) and working 

plane (living space) which are 2 calculation areas was 

specified in DIALux software. The measurements taken from 

these areas are presented in comparison tables. The images of 

these 2 calculation areas are shown in Figure 7. 
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Figure 7. Virtual sensor areas (a) Sensor area 1 (b) Sensor area 2 

 

Virtual illumination level sensors are placed on the 

window (virtual sensor area 1) and the work plane (virtual 

sensor area 2). Dimensions of the measuring areas serving as 

sensors were determined as 6.1 x 2.2 m and 8.4 x 9.5 m, 

respectively. Measurements were taken on equal conditions, 

every 1-hour interval in the 2 defined calculation areas, and 

binary comparison tables were generated from the obtained 

data. Based on the results of the calculation area data 

comparison given in Tables 1 and 2, comparisons were made 

by drawing a table of illumination intensity change charts. 

 
TABLE 1 

MAXIMUM ILLUMINANCE OBTAINED THROUGH THE WINDOW 

(AREA 1) 

Clear sky Calculation area 1 

Date / Time 

(01.06.2017) 
Heliostat passive Heliostat active 

07:00 22,378 lx 22,631 lx 

08:00 47,196 lx 47,456 lx 

09:00 57,417 lx 57,706 lx 

10:00 56,197 lx 56,531 lx 

11:00 46,298 lx 46,625 lx 

12:00 30,768 lx 30,913 lx 

13:00 11,835 lx 12.727 lx 

14:00 7,646 lx 8,784 lx 

15:00 5,411 lx 7,074 lx 

16:00 4,325 lx 5,735 lx 

17:00 3,216 lx 3,970 lx 

18:00 3,076 lx 3,432 lx 

 

 
TABLE 2 

MAXIMUM ILLUMINANCE OBTAINED OVER THE WORKING 

PLANE (AREA 2) 

Clear sky Calculation area 2 

Date / Time 

(01.06.2017) 
Heliostat passive Heliostat active 

07:00 4,238 lx 4,303 lx 

08:00 6,953 lx 7,028 lx 

09:00 7,765 lx 7,854 lx 

10:00 7,240 lx 7,335 lx 

11:00 5,840 lx 5,945 lx 

12:00 4,048 lx 4,162 lx 

13:00 2,845 lx 2,984 lx 

14:00 2,258 lx 2,420 lx 

15:00 1,971 lx 2,158 lx 

16:00 1,844 lx 2,040 lx 

17:00 1,741 lx 1,955 lx 

18:00 1,589 lx 1,799 lx 

According to the data taken for these zones, it is seen that 

the average home type heliostat system effect for the working 

plane is around an average of 150 lux. A gain zone chart was 

given for workspace values in the direction of the data which 

is obtained with DIALux software and presented in Table 2. 

Figure 8 shows a graph of the average value of the gain for the 

working plane (Area 2) generated from the obtained data. 

 

 
Figure 8. Working plane average lighting gain chart with home type heliostat 

system 

 

Observed that in the simulation area created, home type 

heliostat system has been observed that it contributes totally 

up to 1,000 lux between 12:00 p.m. - 06:00 p.m. It was 

observed that the home type heliostat systems had a 

contribution of 3.41% in total to the working plane luminous 

intensity when the daylight is active. The visualization of 

these values as a color distribution in the DIALux software is 

presented in Figure 9. 

 

 
Figure 9. Illuminance colour distribution at the working plane (area 2) 

 

Luminous distribution and brightness values at the 15 m² 

walls where daylight is projected by using the home type 

heliostat system are presented in Figure 10. 

 

 
Figure 10. Image of the luminous distribution and brightness values from 

wall 

 

According to the measurements taken from the working 

plane (Area 2), it has been observed that the home type 

heliostat system can instantaneously add up to 200 lx value to 

the average illuminance. The positioning of these systems in 
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the design phase of the challenging spaces can provide great 

advantages to the designer.  At the same time, this will help to 

create sustainable buildings that conserve energy.  The use of 

such natural energy resources, which can create a visual unity 

with space, will become an indispensable part of modern 

architecture and eco-friendly places. The architectural 

visualization of the system modeled as a simulation area is 

given in Figure 11. 

 

 
Figure 11. Visualization of the generated simulation environment 

 

Thanks to the reflective ratio coating feature of the 

DIALux software, the positive effect of home type heliostat 

systems on sustainable structures can be observed in the 

simulation environment. This observation will also give an 

advantage to the designer and with the use of preliminary 

calculations of such systems in further studies, will be 

reflected as positive effects on nature, humans, space, and the 

environment. Because of the easy-to-use feature of home type 

heliostat systems, more efficient hybrid systems can be found 

by investigating the possibility of simultaneous operation with 

other systems which are difficult to integrate into living areas 

[30]. As we know it, such systems use the sun as a light source, 

that's why it will be beneficial to use them for the areas which 

have high daylight-taking time. With the use of the north 

facade of the place, the heating problem caused by the transfer 

can be overcome. Regions such as Turkey have an effective 

geographical settlement with their location for lighting 

systems that utilize natural energy [31]. The natural daylight 

reaching indoors will be beneficial to our physique balance 

system in the first place. This type of natural lighting 

application will help people to improve their health and 

productivity levels by reducing stress levels. Thanks to 

daylight transmitted by natural lighting systems, they will 

provide physiologically positive effects to us. Also, in 

geographically disadvantaged areas, for example, it has been 

observed that in deep valleys, there is a system that can 

contribute to lighting values in shaded facades of places 

located on steep slopes. The use of such systems in 

conjunction with artificial lighting systems may provide 

maximum electricity savings by reducing the duration of 

artificial lighting devices. This study will be a reference to 

future research in terms of simulation and measurement 

methods for home type heliostat systems.  

 

4. CONCLUSION  
 

According to the manufacturers, light stream from home type 

heliostats is expected to correspond to 50,000 lumens and the 

illuminance for a 0.5 m2 area transmitted from the 

recommended 9.1 m distance is an average of 15,000 lx and 

above [23, 24, 32]. This value was observed and visualized in 

the lighting simulation. In the measurements taken from the 

working plane, it has been observed that the home type 

heliostat system can instantaneously add up to 200 lx to the 

average illuminance. These systems, which are practical for 

installation and application, are introduced for the alternative 

lighting methods, and simulation data was generated for the 

home type heliostat systems in the name of sustainable 

buildings. 
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1. INTRODUCTION  
 
Various building materials have been used throughout the 

history in order to form a structural system, and steel and 

reinforced concrete materials are still widely used today. 

Research of alternative structural materials has increased for 

the get solution of topics like limited resource, sustainable 

structure, energy efficiency and environmental pollution. 

Therefore, potential of timber, the oldest construction 

materials of mankind, takes attention day by day, especially 

with the developing industrial facilities and technologies.  

Since the millennium, the variety and frequency of 

research on wood has increased. General topics of studies 

about solid timber and glued laminated timber can be 

summarized like potential of timber according to physical and 

mechanical properties, positive and negative effects on 

environmental, energy efficiency etc. 

Örs and Togay [1], investigated to production, cost and 

employment condition of timber industries in Turkey. They 

explained that the unit cost of timber buildings is not 

expensive comparisons between alternative materials and will 

be cheaper in future with the developments of production 

techniques. Doğangün et al [2] examined the earthquake 

performance of traditional wooden structures. They stated that 

the performance of timber structures was good in the past 

earthquakes in Turkey and they underlined that these 

structures should be encouraged. There is a similarity on 

results of studies about timber structures seismic performance 

around the world. Investigation of casualties in huge 

earthquake general in the world showed that platform framed 

timber structures had a little part in entire losses [3]. In 

addition, studies show that wood will make a major 

contribution to the reduction of CO2 emissions in the world 

and thus have a positive impact on the environment [4]. 

Moreover, using of timber could be preferred than concrete 

for large-scale highway bridges because of CO2 emissions and 

environmental friendly, resulting from life cycle assessments 

[5].  

It is the fact that if there is a requirement to resisting the 

bigger loads and the long spans, solution can be more resistant 

materials. That is why the developments of glued laminated 

timbers (glulam). Glulam is produced by lamination of a few 

timber layers. Production phase can be summarized like; 

timbers taking from logs, drying, and lamination with 

hydraulic press [6]. In Fig. 1, producing of glulam beams can 

be seen.  

There isn’t significantly difference between solid timber 

and glulam. But, through the production techniques of glulam 

has important advantages against to solid timber. For example, 

different tree species can be used together in lamination 

process. Thus, with variety of layer dimension and layer 

numbers, glued laminated timber can be solution for 
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engineering or architectural requirements. Possibility of using 

timber purify from defects while taking timber from logs 

ensure glulam more qualify than solid timber. Also, it can be 

obtaining same dimension of solid timber with using of small 

timber pieces. So, amounts of wastage materials can be 

reduced. Glued laminated timber had used first time in 1893 

for auditorium construction in Basel, and today, bridges, 

houses, mosques, cinemas, theatres are being built with this 

material. Moreover, wide range of structures has been 

constructed with glulam beams [7]. 
 

 Figure 1.  Producing Scheme of Glulam Beams [6] 

 

Glulam is often used construction of pedestrian bridges 

and vehicle bridges. Crocetti enounce that timber becomes 

alternative choice for bridge construction in European 

countries because of developments of engineering wood 

products like glued laminated timber [8]. Fragiacomo et al 

focused on timber-concrete composite bridges. They 

explained that timber-concrete composite bridges have the 

same compression and tension strengths compared with 

concrete bridges. In addition, composite bridges are lighter 

and more environmental than concrete one [9]. Additionally, 

studies about cost comparison between timber, steel and 

prestressed concrete bridges showed the timber bridges initial 

costs cheaper than other alternatives, due to timber weight to 

strength ratio [10]. Similarly, glulam girder bridge cost 

cheaper than prestressed concrete bridge, including of full-

scale fatigue and strength tests [11].  

 

2. PROPORTIES OF TIMBER 
 

Physical and mechanical properties have significant 

effects on structural durability, safety and costs. Strength 

properties of structural timber elements must be adjusted 

according to climate condition, role in structural system and 

etc. Therefore, in this part of paper, physical and mechanical 

properties of timber will be mentioned.  

In generally, timber is fibrous, heterogenic and anisotropic 

structural materials taken from trees. Timber occurs with 

longitudinal living cells. Widths of this structure like tubules 

are bigger than a few hundred times of its heights. These 

tubules made the basis of structural system of timber and it 

has lignocelluloses chemical form. Jelly formed pectoselulose 

is resin that keep it together this tubules [12]. 

 

2.1. Weight per volume  
Weight per volume of timber is ratio of sample weight to 

the volume at a given humidity. This value can change 0,1 

t/m3 to 1,5 t/m3 according to timber varieties [13]. 

With the relatively low weight to strength, timber has 

some advantages comparison between steel and reinforced 

concrete. Total consumed energy amounts including 

production of timber, construction of timber structures and 

service life will be low levels against to reinforced concrete 

and steel structures [4]. Also, thanks to its low weight to 

resistant, seismic performance of platform frame timber 

structures can provide to keep casualties low. For example, 

life loss in earthquakes can show in Tab. 1 [4].  

 
Table 1 

CASUALTIES IN EARTHQUAKES [4] 

Earthquakes 
Richter  

Magnitude 

Number of  

Person Killed 

Number of 

Platform Frame 

Wood House 
Strongly 

Shaken(Estimated) 

 

  Total 
Wood 

House 

  

Alaska, 

1964 
 

8.4 13 <   

San 

Fernando  
 

CA, 1971 

6.7 

 

63 4 100000  

Edgecumbe, 
NZ 1987 

 

6.3  0 0 7000  

Saguenay 
QC, 1988 

5.7 0 0 10000  

Loma Pieta 

CA, 1989 

7.1 66 0 50000  

Northridge 

CA, 1994 

 

6.7 60 2 200000  

Kobe 

Japan, 

1995 

6.8 63 0 8000  

 

2.2. Thermal expansion and conductivity 
Thermal expansion coefficient of timber can be assumed 

1,7 to 2,5*10-6/oF-1 at parallel to grain and coefficient for 

across the grain are generally five or ten times greater than 

parallel to grain coefficient. Timber is not good at thermal 

conductivity because of its nature that cellular and made by 

cellulose [13]. Timber is flammable, even exposed low fire 

temperature; it loses too much capacity of resistant parameters 

comparisons between reinforced concrete and steel [14]. But 

still it has got an advantage. Timber layers that exposing to 

fire will be charred and it covers the timber inner section from 

fire penetration. Also, timber has lower thermal expansion 

coefficient than steel and reinforced concrete [13, 14].  

 

2.3. Moisture  
Timbers mechanical properties is effecting too much with 

moisture ratio. As the moisture content of timber increases, 

pressure, tensile and bending strengths decrease. But this 

decreasing is stopped at the certain level of moisture 

saturation point [15].  
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2.4. Mechanical properties   
It is not easy to investigate timber’s mechanical properties 

because of its heterogenic and anisotropic nature. Timbers 

resistance against mechanical effects may be changeable by 

different species and same species’s different samples. 

Timber’s mechanical properties change with its anatomy, 

density, moisture content, applied force direction [16]. In Tab. 

2, can be seen some resistance values of timber.   

 
Table 2 

THE VALUES OF STRETCHING ACCORDING TO ITS CLASS OF 
GENUS AND SPECIES OF TIMBER MATERIALS [17]. 

 
Strength 

Allowable Stress Values According To 
Material Type And Class  

 

 

  
Classes of Needle Leaf 

Trees 

Oak 

and 
Beech 

 

 

1 

 

Bending 

Tensile 

Compression* 

Compression** 
Compression* 

Compression** 

1 

130 

105 

110 

20 
251 

9 

2 

100 

85 

85 

20 
251 

9 

3 

70 

0 

60 

20 
251 

9 

 

110 

 

2 100  

3 100  

4 30  
5 401  

6 10  

1 It can be usable only if consider to gently crushing of materials, *: 

Parallel To Grain; **: Perpendicular To Grain, values given in kg/cm2 

 

Timber modulus of elasticity change with fiber direction. 

For example, elasticity modulus of pine is 10 000 MPa at 

parallel to grain, 3 000 MPa perpendicular to grain [17].  

Because of timber’s anisotropic material, design methods 

little more complicated than steel and reinforced concrete 

design methods. Also, the fact that the strength parameters 

perpendicular to the fibers are lower than the strength 

parameters parallel to the fibers is disadvantages of timber.  

 

2.4. Load duration   
Flexural strength of timber is inversely related with load 

duration. Deformation of timbers has direct proportion with 

load duration [16].  

 

3. TIMBER AND GLUED LAMINATED TIMBER 
DESIGN PRINCIPLES 

 
Today, various materials based on wood can be used in 

structure. Solid timber, glued laminated timber, plywood, 

OSB and other wood-based panels are entered in scope of 

Turkey Seismic Code-2018 [18]. Many countries, published 

codes or standards for structural timber design. According to 

Turkey Seismic Code-2018 timber structures design with 

‘Eurocode 5-Design of Timber Structures [19]. But, TS647-

Building code for Timber Structures still exists. So, this paper 

aimed on TS647-Building Code for Timber Structures [17], 

Eurocode 5-Design of Timber Structures [19], National 

Design Specification for Wood Construction [20]. These 

codes based on same principles and may show some 

differences about application of strength adjustments, load 

and resistance factors and load values [21]. So, these codes 

and standards are investigated and shortly explained of their 

design philosophies.  

 

3.1. TS 647-Building Code for Timber Structures  
In this code, timber is identified as solid timber and 

plywood that is used in construction of timber structures. The 

code includes different types of timber building construction 

and allowable stress design. According to TS647, mechanical 

properties of timber must be correlated with some factors 

given by different environmental conditions.  

 

3.2. Eurocode 5-Design of Timber Structures   
The code includes solid timber, solid timber, glued 

laminated timber and other wood based structural products 

and wood based panels. It takes into account of some 

requirements such as mechanical resistance, serviceability, 

durability and fire resistance.  

This code depends on limit state design 

requirements. While designing with different limit states, 

materials mechanical properties, time dependent behaviour, 

climate conditions and situations like stages of construction 

must be notice.  

According to EN5, materials characteristic 

properties must be adjust appropriate to various 

environmental conditions. These conditions is load duration, 

moisture content and changes of moisture. Load duration class 

is given with a table and samples. Service classes are 

characterized by moisture content in the materials 

corresponding to temperature of 20oC and the relative 

humidity of the surrounding air. Adjustment of characteristic 

values is made by given modification coefficient (kmod) and 

deformation coefficient (kdef). Resistance factors are listed as 

a table for different wood materials. For instance, factor of 

solid timber and glued laminated timber is 1,30 and 1,25 

respectively. Design values of mechanical properties are 

calculated characteristic values divided by partial factors and 

multiplied with kmod. Stiffness properties such as modulus of 

elasticity and shear modulus are modified for serviceable 

limits states or ultimate limit states. Stiffness properties adjust 

with moisture conditions in serviceable limit states 

calculations. In ultimate limit states design, corrections are 

made considering load durations, service conditions and load 

factors [19].  

  

3.3. National Design Specifications for Wood 
Construction (NDS)  

Specification includes lumber, glued laminated timber, 

piles, poles, prefabricated wood I-joist, lumber composites, 

and wood based panels and cross laminated timber. It contents 

allowable stress design (ASD) methods and load and 

resistance factor design (LRFD) methods.  

Similar to EN5, characteristic value of wood materials 

must be adjusted due to moisture, load duration and other 

requirements. Corrections are made by several coefficients. 

Some of this coefficient is only used in allowable stress design 

and some used in load and resistance factor design. So that, 

coefficients given in parentheses indicate which design 

method it belongs to. Also, adjustment of characteristic values 

is not applied for all resistance parameters. The application of 

coefficients is explained in the related sections of the 

specification and the table shows which coefficient will affect 

which parameters according to the type of material.  

Some coefficients in the specification are common to all 

wood materials. These coefficients are load duration factor, 

temperature factor, resistance factor and time effect factor. 

Load duration factor (ASD) is used for loads with different 

periods than normal loading conditions (ten years period). 

Temperature factor values are given in tables considering 

moisture conditions and temperature values. It is used in cases 

where the limit value 37,78 oC is exceeded. Resistance factors 
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(LRFD) are given in table in accordance with timber materials 

types and resistance values. Time effect factor (LRFD) is 

given in tables according to load combination and for 

earthquake combinations, this value is taken 1. Properties of 

solid timber material are corrected depending on load 

duration, moisture and temperature conditions, dimension, 

direction of load and grain, defects of timber, usage of 

combined elements, bearing area and time effects. Some 

coefficients decrease characteristic values while others 

increase. Also, some strength effects like stability of column-

beam and buckling are taking into account with adjustment 

coefficient. Similar to solid timber, properties of glued 

laminated timber are adjusted conditional on load duration, 

moisture, temperature, dimension, load direction, curvature, 

layer numbers, bearing area and time effects. Besides, several 

effects like stability of column-beam and buckling are 

considering to adjustment coefficient like solid timber. 

Resistance factor changes with different strength parameters 

[20]. 

 

4. NUMERICAL ANALYSIS 
 

In order to examine the potential of timber as an 

alternative, analysis and design of an existing steel bridge was 

reanalyzed and redesigned using with timber and glued 

laminated timber. The existing steel bridge is a pedestrian 

bridge and was completed in 2015. The steel pedestrian bridge 

was reanalyzed with TSC-18 [18] and TSDC-17 [21] which 

are existing codes in Turkey. Although NDS includes LRFD 

and ASD methods, EN5 includes only LRFD methods. So, 

LRFD design methods were applied in calculation of bridge 

design for timber bridge and glulam bridge. Also, as a result 

of the calculation, the sections found by LRFD method were 

smaller than those found by ASD method [23].  

Steel bridge structural system can be showed in Fig. 2. The 

bridge consists of S275JR build up main beams and IPE180 

profile joists. Build up main beams has made by steel plate, 

which is welded body and flanges of the profile. Metal decks 

are placed on the beams and bridge platform is obtained from 

reinforced concrete slab. Total span of the bridge is 44 m, 

width is 11 m. The height of the bridge rises 2.35 m inwards 

19 m from the start and end points. Bridge geometry, restrain 

and build up section properties are given in Fig. 3.  

 

Figure 2.  Steel structural system design model (blue for main beam, 

green for joists) 
 

 
Figure 2.  Bridge geometry and built up section dimensions 

 

Structural system of the timber bridge is given in Fig. 4 

and it contains main truss beams, joists solid beams and braces 

located on secondary direction. Cross section dimensions of 

timber structural system are given in Tab. 3. Easily available 

cross-sectional dimensions were selected and used. Timber 

bridges are designed with EN5 and NDS separately. In design, 

C24h and C50h solid timber and GL24h glued laminated 

timber beam was used. Load and resistance factors were taken 

from ASCE 7-16 for NDS, also taken from EN0 for EN5. 

Common loads used in bridge designs are given in Tab. 4.  

 

Figure 2.  Timber load bearing system design model (the model used in 

all timber bridge design. Red and green represents the chords, yellow 

represents webs, blue represents the lateral stability element obtained the 
joists and bracing member.) 

 

Table 3 
DIMENSION OF TIMBER STRUCTURAL SYSTEM ELEMENTS 

SECTİON 

Element NDS 

(cm) 

Eurocode 5 

(cm) 

 

C24h Timber Truss 
Chords 

50*25 60*30  

C24h Timber Posts 

and Diagonals 

40*20 50*25  

C24h Timber 

Lateral Stability 

Elements 
 

40*25 40*25  

C50h Timber Truss 

Chords 

45*20 50*20  

C50h Timber Posts 

and Diagonals 

30*15 40*20  

C50h Timber 
Lateral Stability 

Elements 

 

30*20 30*15  

GL24h Glued 

Laminated Timber 
Truss Chords 

 

50*20 60*25  

GL24h Glued 
Laminated Post 

and Diagonals 

 

40*20 50*25  

GL24h Glued  

Laminated Timber 

Lateral Stability 
Elements 

40*25 40*25  
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Table 4 
SAME LOAD VALUES TAKING INTO ACCOUNT 

Slabs load= 15 cm concrete + mosaic-adhesive + metal deck = 515 
kg/m2 

 

Live load = 500 kg/m2 

Snow load = 75 kg/m2 

Railing load = 50 kg/m 

Wind Load = 50 kg/m2 

Span/800 was chosen as displacement limit at steel and 

timber bridge design. All bridge calculations were performed 

with SAP2000 v20 structural analysis program [24]. 

Maximum displacement of steel bridge was calculated as 3,94 

cm. Maximum displacement values of solid timber and glued 

laminated timber bridges are given in Tab. 5.  

 
Table 5 

TIMBER BRIDGES MAXIMUM DISPLACEMENTS FROM ANALYSIS 

RESULTS  

Bearing System 

Types 

NDS(cm) Eurocode 5(cm) 

C24h Solid Timber 3,92 3,91 

C50h Solid Timber 4,07 4,09 

GL24h Glulam 4,04 4,06 

Largest stress ratio (requirements/capacity) showed from 

results is given below in Tab. 6 and quantities of structural 

elements given below in Tab. 7.  

 
Table 6 

CAPACITY RATIO OF LOAD BEARING ELEMENTS 

Bearing System 

Types 

ELEMENT TYPES STRESS RATIO 

S275 Main beam 0,47 

S275 Joists 0,41 

C24h NDS Main beam 0,77 

C24h NDS Joists 0,94 

C50h NDS Main beam 0,78 

C50h NDS Joists 0,86 

GL24h NDS Main beam 0,78 

GL24h NDS Joists 0,91 

C24h EN5 Main beam 0,67 

C24h EN5 Joists 0,95 

C50h EN5 Main beam 0,53 

C50h EN5 Joists 0,85 

GL24h EN5 Main beam 0,66 

GL24h EN5 Joists 0,95 

 

Table 7 
QUANTITIES TAKING FROM SAP2000  

Bearing System 
Types 

Quantities 

S275 110,074 ton 

C24h NDS 211,742 m3 

C50h NDS 132,94 m3 

GL24h NDS 180,22 m3 

C24h EN5 271,255 m3 

C50h EN5 134,44 m3 

GL24h EN5 255,41 m3 

 

5. Results 
 

Timber based materials have been found to be used in 

structural system for satisfying to lots of engineering or 

architectural requirements because of their positive 

characteristic properties. The most important reasons for this 

are its high strength to weight ratio and being a sustainable 

material.  

There are codes and standards of various countries in the 

design of timber structures. In this paper, commonly used 

codes namely NDS and EN5 were used in analyzes. 

According to these codes, characteristic values of timber 

material must be adjusted depending on different reasons for 

structural design. This regulation is based on similar 

philosophy and may comprise some differences.  

In this paper, the existing steel pedestrian bridge 

redesigned and reanalyzed with solid timber and glued 

laminated timber materials. The steel bridge was controlled 

with TSC-18 and TSDC-17. Vertical displacements were 

effective in the design of the steel bridge. While vertical 

displacement was dominant in main beams stress was 

dominant in lateral stability elements in solid timber and glued 

laminated timber design. Quantities, capacity ratios and 

vertical displacement results are given in the tables in related 

topics. According to the stress ratios given in Tab. 6, it is seen 

that the capacities of solid timber and glued laminated timber 

materials can be used more efficiently than steel. Since the 

vertical displacement criterion is dominant in stress in steel 

bridge solution, the use of material capacity remains low. In 

addition, since the weight of the bridge made of wood 

materials is less than that of the steel bridge, less earthquake 

force comes into the system and loads and stresses remain at 

lower levels. Therefore, timber structural system has more 

capacity ratio than steel structural system. 

As a result of the analyses made with GL24h glued 

laminated timber and C24h solid timber, the structural system 

could be solved with approximately similar sections. On the 

other hand, it is difficult to obtain the required sections with 

solid timber and the material loss is considerable. In the use of 

glued laminated timber, the necessary elements can be 

preferred because they are easily produced and protection 

procedures are not required [25].  

The materials GL24h and C24h were chosen because they 

are readily available from the manufacturers. However, as can 

be seen from the values given in Tab. 7, the use of more 

strength timber material had a positive effect on the results. 

But, since the C50h solid timber is special production and 

difficult to supply, the unit cost is high. Thus, it has expensive 

cost than GL24h and C24h materials. This paper not includes 

the cost analysis because of the cost is variable depends on 

many factor. As the costs are variable and depend on many 

factors, cost analysis is not performed in the study.  

Analysis results from NDS and EN5 have some 

differences. The main reason for this is diversity of resistance 

factors. The strength coefficients of NDS in timber material 

corrections are taken different for tenacity parameter. In 

contrast, all parameters in EN5 are reduced by the same 

parameter. This result in higher quantities in the solutions 

made with EN5 than in NDS. This result is similar with 

literature knowledge [22].  

 

 



18 
 

  
Copyright © European Journal of Technique (EJT)                  ISSN 2536-5010 | e-ISSN 2536-5134                                    https://dergipark.org.tr/en/pub/ejt 

 

EUROPEAN JOURNAL OF TECHNIQUE, Vol.11, No.1, 2021 

REFERENCES  
 

[1] Y. Örs and A. Togay, “Production, price and 

employment in Turkish wood construction 

industries”, Journal of Polytechnic, vol. 7, no. 1, pp. 

53-61, 2004. 

[2] A. Doğangün, R. Livaoğlu, Ö. İ. Tuluk and R. Acar, 

“Earthquake performances of traditional timber 

structures”, presented at Deprem Sempozyumu, 

Kocaeli, Turkey, pp. 797-799, 23-25 March 2005. 

[3] J. H. Rainer and E. Karacabeyli, “Ensuring good 

seismic performance with platform-frame wood 

housing”, National Research Council of Canada, 

Institute for Reseacrh in Canada, Construction 

Technology Update No.45, 2000. 

https://doi.org/10.4224/20327963 

[4] A. H. Buchanan, “Can timber buildings help reduce 

global CO2 emission”, presented at 9th World 

Conference on Timber Engineering, Portland, USA, 

1, pp. 2204-221, 2006. 

[5] R. O’Born, “Life cycle assessment of large scale 

timber bridges: a case study from the World’s largest 

timber bridge design in Norway”, Transportation 

Research Part D: Transport and Environment, vol. 

59, pp. 301-312, March, 2018. https://doi.org/10.10 

16/j.trd.2018.01.018 

[6] E. Borgstörm, “Design of Timber Structures”, 2nd 

ed., vol. 1, Stockholm, Sweden, Swedish Forest 

Industries Federation, 2016.  

[7] R. C. Moody and R. Hernandez, “Glued-Laminated 

Timber”, in Engineering wood products-a guide for 

specifiers, designers and users, S. Smulski, Ed., 

Madison, Wisconsin, USA, PFS Research 

Foundation, 1997, pp. 1-1-1-39. 

[8] R. Crocetti, “Timber bridges: general issues, with 

particular emphasis on Swedish typologies”, 

presented at 20. Internationales Holzbau-Forum IHF, 

Garmish, Germany, 3-5 December 2014. 

[9] M. Fragiacomo et al, “Timber-concrete composite 

bridges: three case studies, Journal of Traffic and 

Transportation Engineering, vol. 5., no. 6, pp. 429-

438, 2018. https://doi.org/10.1016/j.jtte.2018.09.001 

[10] R. A. Behr et al, “Cost comparison of timber, steel 

and prestressed concrete bridges, Journal of 

Structural Engineering, vol. 116, no. 12, pp. 3448-

3457, 1990. 

[11] M. Tazarv et al, “Glulam timber bridges for local 

roads”, Engineering Structures, vol. 118, pp. 11-23, 

2019. 

https://doi.org/10.1016/j.engstruct.2019.03.012 

[12] J. T. Ricketts and S. F. Merrit, “Building design and 

construction handbook”, 6th ed., New York, USA, 

McGraw-Hill Companies, 2001.  

[13] R. J. Ross, “Wood handbook: wood as an 

engineering material”, Wisconsin, USA, United 

States Department of Agriculture Forest Service, 

2010. 

[14] M. H. Ramage et al, “The wood from the trees: the 

use of timber in construction”, Renewable and 

Sustainable Energy Reviews, vol. 68, pp. 333-359, 

February,2017. 

https://doi.org/10.1016/j.rser.2016.09.107 

[15] S. K. Duggal, “Building materials”, 3rd ed., 

Daryaganj, New Delhi, New Age International, 

2008.  

[16] J. M. Dinwoodie, “Timber: its nature and behaviour, 

2nd ed., London, United Kingdom, Taylor&Francis, 

2004.  

[17] TS 647-Building Codes for Timber Structures, 

Ankara, Turkey, Turkish Standards Institution, 

november, 1979. 

[18] TSC-18-Turkish Seismic Design Code, Ankara, 

Turkey, Ministry of Environment and Urbanization, 

2018. 

[19] Eurocode 5-Design of Timber Structures, European 

Committee for Standardization, 2004. 

[20] NDS, National Design Specifications for Wood 

Construction, USA, American National Standards 

Institute, 2018. 

[21] TSDC-17, Turkish Steel Design Code, Ankara, 

Turkey, Ministry of Environment and Urbanization, 

2017.  

[22] J. P. Wacker and J. S. Groenier, “Comparative 

analysis of design codes for timber bridges in 

Canada, the United States, and Europe”, 

Transportation research record, no. 2200, pp. 163-

168, 2010. https://doi.org/10.3141/2202-19. 

[23] J. Showalter, H. B. Manbeck and D. Pollock, “LRFD 

versus ASD for wood design”, presented at ASAE 

Annual Internatıonal Meeting,Orlando, Florida, 

USA, July 12-16, 1998. 

[24] SAP2000, Structural Analysis Program-Integrated 

Finite Element Analysis and Design of Structures, 

Analysis Reference, Berkeley, California, USA, 

2019.  

[25] A. Çekiç et al, “Properties of timber and glulam 

beams, usage and design of structures and 

strengthening of glulam beams with FRP”, BSc 

graduation thesis, Department of Civil Engineering, 

Dokuz Eylul University, Izmir, Turkey, 2019. 

 
BIOGRAPHIES 
 

Gökhan Şakar is an associate professor in the Department of Civil 
Engineering at the Dokuz Eylul University where he has been a faculty 
member since 1997. He also completed his PhD at Dokuz Eylul University. 
His main research interest is strengthening of reinforced concrete structures 
especially with fiber-reinforced polymer materials. He has been involved in 
experimental research on the behavior of reinforced concrete structures. He 
has many papers on this subject. He is also interested in steel and timber 
structures. He currently has several master and PhD students and continues to 
experiment in the field of structural mechanics.  
 
Hüseyin Kürşat Çelik received his BSc degree in civil engineering from 
Dokuz Eylul University (DEU) in 2019. Currently, he is an MSc student in 
Structural Engineering at The Graduate School of Natural and Applied 
Science, Dokuz Eylul University. His main research interest is timber 
structures.

 



Copyright © European Journal of Technique (EJT)   ISSN 2536-5010 | e-ISSN 2536-5134  https://dergipark.org.tr/en/pub/ejt 

European Journal of Technique 

journal homepage: https://dergipark.org.tr/en/pub/ejt 

Vol.11, No.1, 2021 

Production of Curved Surface Composites Reinforced 
with Rubber Layer 

Mustafa Albayrak1*  and Mete Onur Kaman2

1* Inonu University, Department of Machine and Metallurgy Technologies, Malatya, Turkey, (mustafaalbayrak@inonu.com) 
2 Firat University, Mechanical Engineering Department, Elazıg, Turkey. (mkaman@firat.edu.tr). 

1. INTRODUCTION

With the development of production techniques, a 

significant part of the elements that make up the machine and 

building system can be produced from composite materials. 

Fiber reinforced composites are manufactured in thin section, 

ie plate form, due to their high mechanical properties. 

Considering the usage areas and locations of the plates, the 

most used ones are the plates with curved surfaces. These 

composite plates can be produced by combining a single type 

of fiber and matrix, or by combining several fibers with 

different properties [1]. It is understood from experimental 

studies in the literature that rubber reinforcement provides 

improvements in the mechanical, acoustic and ballistic 

performance of composites [2-14].  

As with every element that makes up the machinery and 

structures, plates are also exposed to impacts and strains 

depending on where they are used, and as a result, different 

stresses occur. These stresses can damage the plates and 

prevent them from fulfilling their essential function. Fiber 

reinforced composites are mostly orthotropic materials that 

exhibit elastic behavior. Especially, fiber reinforced 

composites are materials that exhibit brittle fracture behavior 

and damage occurs due to fiber breakage as a result of impact. 

These breaks also cause the onset and spread of the damage 

on the surfaces outside the impact contact area, and sometimes 

even invisible delamination (separation between layers) 

damages. Rubbers are the most effective impact absorbing 

materials today. Thanks to the rubber layer to be used as an 

intermediate layer in fiber-reinforced composite materials, 

large fiber breaks and irreparable structural damage can be 

prevented. When the studies on this subject are examined; 

Sabah et al. [5] obtained sandwich samples using rubber and 

aluminum honeycomb as core material between carbon fiber 

reinforced plastic shells. Repeated impact tests were carried 

out on these samples with hemispherical steel strikers at 

different energy levels. Khodadadi et al. [6] studied the impact 

absorption energies of composite materials consisting of 

kevlar fibers and polymer matrix under high speed impact test. 

Using two different matrix materials, rubber and thermoset 

(epoxy), they examined the effect of the composite on the 

impact absorption energy. Therefore, rubber layers have been 

added between thin composite plates with curved surfaces in 

order to make the structure more ductile and flexible, to 

increase the damped impact energy and to distribute the 

impact load better [5, 6]. Composites with the same alignment 

and curved surface geometries were produced under room 

temperature and 100 ° C curing temperature. As a result of the 
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productions made by vacuum infusion method, rubber and 

fiber interface adhesion properties were examined and 

compared. 

 

2. MATERIAL AND METHOD  
 

In the study, firstly, molds with flat and curved surface 

geometries were produced on CNC machines for composite 

production. For these molds, 600x150 mm cold work tool 

steel molds are preferred. Metal molds are preferred because 

curing process will be performed under the effect of 

temperature in the production to be made by vacuum infusion 

method. In order to make CNC workmanship less costly, these 

molds are not emptied. The geometries and dimensions of the 

curved surface molds to be used for composite production are 

given in Figures 1 and 4. 

 

 
Figure 1.  Sandwich plate models with fixed width and different curved 
surface (3 models) 
 

 
Figure 2.  Sandwich plate models with different curved surfaces with fixed 

height (3 different models) 
 

   
Figure 3.  Sandwich plate models with different geometries tangential to 

the curved surface from inside 

 

  
Figure 4.  Sandwich plate models tangent to the curved surface from 
outside (3 different models). 

 

In the production of sandwich plates, woven glass fiber 

fabrics with a weight of 300 g / m2 are used as fiber material 

and epoxy resin suitable for 100 ° C curing is used as matrix 

material. Lineflex EPDM membrane with a thickness of 0.5 

mm was preferred as an intermediate layer. In the vacuum 

infusion method; First, a release film is laid to allow the mold 

to separate. Then, a flow net was laid on the curved surface 

where the fabrics will be spread, so that the resin can also wet 

the lower fabrics. Afterwards, the plate was affixed around the 

mold surface with double-sided tape that would leave the 

fabrics within its boundaries and provide sealing. After cutting 

the appropriate fabric and rubber for the size of the plate to be 

produced, how many layers and which fiber orientation is 

desired, the fabric is laid on top of each other and rubber layers 

are added between them. After the stripping layer is added to 

the fabrics to scrape the bag and the flow net, the flow net is 

laid on the peeling layer and closed with vacuum nylon. 

Finally, resin transfer was achieved by connecting one end of 

the mold to the resin and the other to the vacuum pump with 

a hose. After the vacuum process was completed, the fabric 

and rubber layers were left to dry and removed from the mold 

as a curved surface plate.  

 

Figure 5.  Vacuum infusion method schematic representation 
 

 
Figure 6.    Vacuum infusion method schematic representation 

 

          
Figure 7.    Solid model and alignment of the sandwich plate. 
 

The schematic view of the vacuum infusion method is 

shown in Figure 5. In addition, the surface geometry and layer 

(rubber and glass) arrangement for the plate with common 
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geometry in all sandwich groups to be produced are given in 

Figures 6 and 7. The graph of the curing process over time is 

presented in Figure 8. 

 

   
Figure 8.    Curing process change over time [15]. 

 

Production stages of triangular, rectangular and common 

model composites from curved surface composites are 

presented in Figure 9. These samples have an array of [0°]6 

glass fiber / EPDM (Ethylene Propylene Diene Monomer) 

rubber / [0°]6 glass fiber. It is also produced separately at room 

temperature and under 100 ° C curing. Later, these composite 

plate samples were prepared by cutting along the mold 

boundaries. Wet marble cutting machine is used for cutting. It 

was preferred to use the wet cutting method because the glass 

dust that will occur during the cutting of the glass composite 

is harmful to health. 

 

 
Figure 9.    Sandwich composite production stages; 1) laying a flow net on 

the molds, 2) lining up fabric and rubbers between two peeling layers, 3) 
adding a flow net to the top for the resin to flow easily, 4) laying vacuum 

nylon to check its tightness under vacuum, 5) the samples obtained. 
 

3. RESULTS 
 

The interface adhesion properties of the samples obtained 

under different curing temperatures were checked and 

evaluated. In the examinations, it has been observed that 

especially rubber materials with hyperplastic material 

properties have a good compatibility with the fabrics under 

temperature and their adhesion properties increase. In 

addition, it has been determined that temperature is a highly 

influential parameter on glass fiber / rubber interface adhesion 

properties. Pictures of the products obtained at two different 

temperatures are shown in Figure 10.  

 

 
Figure 10.    Interface properties of the samples produced; a) Sample obtained 
by curing at room temperature b) Sample obtained by curing at 100 ° C. 
 

As can be seen in Figure 6, it has been observed that as a 

result of curing at room temperature, a sufficient adhesion 

surface has not been formed between EPDM rubber and glass 

fiber layer and it can be easily peeled off the glass fiber surface 

by hand. Sivaraman et al. [10] performed the curing of carbon 

fiber / rubber composites at room temperature and observed 

delamination damage at the fiber / rubber interface in the 

bending test. In addition, in the curved surface samples 

obtained by curing under high temperature, the interface 

strength between the fabric and the rubber was clearly seen 

and smooth geometries were obtained with vacuum. As a 

result of the study, it has been revealed that ductile materials 

such as rubber, which have the feature of hyper elastic 

material, must be cured under high temperatures in order to be 

used with fiber fabrics. It has been determined that only this 

way the desired adhesion surfaces can be obtained. Stelldinger 

et al. [16] produced sandwiches with a rubber interface layer 

of Krabion® EPDM using carbon fiber / epoxy prepreg layers 

at 135 degrees Celsius, and they did not find any delamination 

damage in impact tests. Similar situation Taherzadeh-Farda et 

al. It is also valid in the study by [17].  

 

4. CONCLUSION  
 

In this study, sandwich plates with rubber interlayer with 
different curved surface geometries were produced under 
different curing temperatures. The results obtained can be 
briefly summarized as follows; 

• With the increase of temperature, the melting rubber 
layer surface adhered to the glass fiber surface and created a 
high bond strength. However, it should not be forgotten that 
the melting event is at a partial level at this point. 

• Since rubber does not melt in production at room 
temperature, the internal force that holds the rubber and fiber 
interface together is only the strength of the epoxy. This force 
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is insufficient to hold the rubber and glass fiber interface 
together. 

• The next step is to examine the impact behavior of 

sandwiches produced by curing at 100 ° C. In addition, in 

order to understand the damage mechanisms as a result of the 

impact, numerical analysis based on the appropriate damage 

model should be done. For this, the fracture toughness of the 

rubber / glass fiber interface Mod-I and Mode-II should be 

determined. 
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1. INTRODUCTION

Applications in areas such as electric vehicles, grid 

integration of renewable energy systems, transmission, 

and portable electronic devices have increased the need of 

dc-dc power converters with high voltage gain power

supplies in recent years [1]. Also, applications in

photovoltaic systems, wind turbines, fuel cell stacks,

lightning, switched-mode power supplies, robotics,

televisions, personal computers, transportation, battery

charger topologies can be given as examples of devices

using high conversion dc-dc converters [2, 3]. High

efficiency, high gain, and low cost dc-dc step-up

converters are power circuits that increase the voltage to a

higher value make them significant for optimum operation

and design of electronic devices [4, 5]. The conventional

boost converters increase the dc voltages at limited

conversion rates. For this, advanced high-boost dc-dc

converters are implemented to obtain better voltage

conversion gain capability in several applications.

Various dc-dc boost converter structures with isolated and 

non-isolated are used to obtain higher voltage gain than 

conventional boost converters [6, 7] for different 

implementations, including renewable energy. Figure 1 

shows several application areas of high-gain dc-dc 

converters. As shown in the figure, these converters can be 

used for photovoltaic, fuel cell applications, grid 

integration, electric vehicle interface, and residential usage 

[8, 9]. Some isolated topologies are bridge [10], flyback 

[11], and forward [12] dc-dc converters. But, in these 

topologies, using a step-up transformer induces higher 

volume and losses together with a high cost. Instead of 

isolated topologies, the most common boost topologies are 

interleaved [13], cascaded [14], and quadratic [15] dc-dc 

converters. In interleaved topology, the voltage gain is 

constant like a conventional boost converter. This 

converter is preferred to reduce the current ripples. The 

cascade converter, the combination of two or more boost 

converters, is the simple method to obtain a higher voltage 

conversion rate than the conventional boost power circuits 
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[16]. However, this converter causes high switching losses 

and supplementary elements. Quadratic converters use a 

single switch to obtain better voltage conversion in 

comparison with interleaved and cascaded boost 

converters [17, 18]. 

In the current study, a quadratic boost dc-dc power 

conversion circuit with an additional inductor- capacitor-

diode voltage multiplier circuit is presented. Its 

performance is compared to conventional boost, cascade 

boost (two-level) and conventional quadratic converters. 

The quadratic boost power circuit based on voltage 

multiplier circuit is a single switching element-based 

power electronic converter like conventional boost and 

quadratic topologies. The presented topology consists of a 

transistor, three inductors, four capacitors, and four diodes. 

It aims to obtain higher output voltage values than the 

conventional boost, cascade boost, and conventional 

quadratic converter with the same switching ratio.

 
Figure 1. A typical scheme of high gain dc-dc converters for various applications 

 

The rest of the current study is organized as follows: 

operating principles and analytical behavior of the 

quadratic boost power circuit with voltage multiplier 

circuit is given in Section II. The control scheme of the 

designed converter is given in Section III. The 

performance evaluation of the presented dc-dc converter 

topology is introduced in Section IV. And finally, the 

conclusions are summarized in Section V. 

 

2. QUADRATIC BOOST CONVERTER 
INTEGRATED WITH VOLTAGE MULTIPLIER 

 

A dc-dc converter is a power electronic circuit that step-up 

a dc voltage from a level to a different level [19]. In the 

current study, a quadratic boost power circuit is integrated 

with a voltage multiplier circuit. The scheme of a quadratic 

boost converter with a voltage multiplier circuit is 

presented in Figure 2. It is used to increase the output 

voltage, and to diminish voltage stress on transistor and 

diodes. As shown in the electrical scheme, it consists of 3 

inductive elements, 4 capacitive elements, 4 diodes and 1 

transistor [20]. It is demonstrated that 𝑉𝑖𝑛 symbolizes input 

voltage while output voltage is defined as 𝑉𝑜.  

In the analysis of quadratic boost converter with additional 

multiplier circuit, all the components are assumed as ideal. 

We presume that the power circuit works in continuous 

conduction mode. Furthermore, the values of capacitance 

voltages and inductance currents are supposed as fixed 

with minimal ripple [20]. As presented in Figure 3, the 

designed quadratic boost converter with an additional 

voltage multiplier circuit has two switching states. Figure 

4 shows the quadratic boost converter's electrical 

waveforms with additional voltage multiplier circuit. 

 

 
Figure 2. Quadratic boost converter connected with an additional 

inductive-capacitive-diode multiplier circuit 

 

State 1: In the first state, the switching element is ‘closed’, 

and its state is defined as ON state. The inductors (L1, L2 

and L3) store the energy through the input voltage source.  

All diodes are open, and this state is defined as a reversing 

state. C1 capacitor supplies its stored energy to inductor 

L2. The capacitors, C2 and C3, discharge in this state, and 

their energy are stored in output inductance (L3). As a 

result, all inductors’ currents increase linearly in the 

switching ON state [21]. As shown in the waveforms 

(given in Figure 4), the inductor currents are linearly 

reduced between t=0 and t=T. 
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Figure 3. The states of converter (a) switch is ON, (b) switch is OFF 

 

In state 1, the changes in inductors are defined as follows: 
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State 2: In the second state, the switching element is 

‘open’, and it is said as OFF state. When the switching is 

in OFF state, the inductor L1 supplied its stored energy to 

capacitance C1, and the inductor L2 supplies its energy to 

capacitances C2, C3, and load resistance R. The inductor 

L3 delivers its stored energy into the load resistance. Thus, 

all inductors’ currents decrease linearly in the switching 

OFF state [21]. As shown in the waveforms (given in 

Figure 4), the inductor currents are linearly reduced 

between t=DT and t=T. 

In state 2, the changes in inductors are expressed as 

follows: 
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In Eqs. (1-2), 
𝑑𝑖𝐿1

𝑑𝑡
,

𝑑𝑖𝐿2

𝑑𝑡
,

𝑑𝑖𝐿3

𝑑𝑡
 indicate the changes in 

inductor current versus time. 𝑉𝑖𝑛 and 𝑉𝑜 express input 

voltage and output voltage in dc-dc converter, 

respectively. 𝑉𝑐1  and 𝑉𝑐2 are capacitance voltages in the 

converter. 

Solving 𝑉𝑜, the net change in inductor currents must be 

zero for a periodic operation. Using Eqs. (1)-(2), we can 

arrange the equations to obtain the output voltage [21]. 
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Solving the Eqs. (3-5), the output voltage is obtained as: 
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By using Eq. (3-5), the voltage stresses of capacitive 

elements are computed as: 
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The voltage stress of the switching element is given as 

below: 
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The voltage stresses of the diodes (D1, D2 and D3) are 

defined as follows: 
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Figure 4. The significant waveforms (a) inductor current iL1, (b) 

capacitor voltage Vc1, (c) inductor current iL2, (d) capacitor voltage Vc2, 

(e) diode voltage VD2, and (f) inductor current iL3 

 

3. CONTROL 
 

In order to supervise the output voltage of quadratic boost 

converter connected with an extra voltage multiplier 

circuit, a PI controller is used. In PI control method, both 

proportional and integral gains are used together [22], as 

shown in Figure 5. 

 

 
Figure 5. PI controller for quadratic boost converter integrated with 

additional multiplier circuit 

 

In the controller, an error signal is produced with dc-link 

voltage at the output. The obtained voltage is measured 

and compared to the reference voltage value [23]. In the 

designed system, the reference voltage value is selected as 

240 V. 

 

4. RESULTS 
 

The quadratic boost power circuit integrated with an 

additional voltage multiplier circuit is tested with an input 

voltage of 24 V (dc) for a 720 W resistive load. The 

proposed converter has been built and analyzed through 

Simulink software. The parameter values of the designed 

power circuit are also given in Table 1. The component 

values are selected according to the design criteria in Ref. 

[20]. 

 
TABLE 1  

PARAMETERS OF THE DESIGNED CONVERTER 

Parameters  Value Unit 

Input Voltage Vin 24 [V] 

Inductances L1 0.1 [mH] 

 L2 1 [mH] 

 L3 1 [mH] 

Capacitances C1 100 [uF] 

 C2 47 [uF] 

 C3 47 [uF] 

 C4 100 [uF] 

Resistance R 80 [Ω] 

Switching f 5000 [Hz] 

Duty cycle D 0.6 [-] 

 

Figure 6 exhibits the voltage gain waveforms of the 

converters tested in the simulation program. When the 

results are examined, it is seen that the voltage conversion 

gain of the quadratic boost converter connected with 

voltage multiplier circuit is higher than other topologies. 

At D=0.6, the voltage gain of the quadratic boost converter 

with the voltage multiplier circuit is 10. The gain values of 

quadratic boost, cascade boost, and conventional boost are 

6.25, 6.25, and 2.5, respectively.  

 

 
Figure 6. Voltage gain analysis of the converters tested in the simulation 

environment 

 

The input/output voltages and switching signals are 

presented in Figure 7. The dc-dc converter is performed at 

5000 Hz and 250 W load rating. As shown in waveforms, 

the magnitude of the input voltage is 24 V. The switching 

process is achieved with 0.6 duty cycle and 5 kHz. The 
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quadratic boost power circuit’s output voltage with 

inductive-capacitive-diode structure is measured as 240 V, 

which is appropriate with the theoretical analysis. 

Figure 8 introduces inductor currents IL1, IL2, and IL3, 

and output current Io, respectively. As shown in the 

results, the net change in the inductor current is zero. Also, 

the value of the output load current is fixed, and it equals 

to 3 A.  

 

 
Figure 7. The input voltage, switching, and output voltage 
 

The power waveform at the output load is presented in 

Figure 9. At the steady-state situation, the stepped-up 

voltage of the converter is equal to 240 V. In this way, a 

current in the rating of 3 A flows through the resistive load 

(80 Ω). For this, the consumed power by the resistive load 

is calculated as 720 W. As shown in the waveform, the 

output power value is equal to 720 W for steady-state 

situation. 

 

 
Figure 8. Inductor currents and output current 

 
Figure 9. Output power waveform 

 

5. CONCLUSION 
 

In this study, the performance evaluations of the quadratic 

boost converter integrated with inductive-capacitive-diode 

structure are presented. This converter is a single switch-

based dc-dc converter similar to conventional boost, 

cascade boost, and quadratic topologies. It consists of a 

transistor, three inductors, four capacitors, and four diodes 

to convert low voltage into higher voltages. In the current 

study, it is also mentioned that this converter, which has 

high gain and high efficiency, is important in energy 

applications. Using this converter aims to obtain higher 

output voltage values compared to conventional boost, 

cascade boost, and conventional quadratic converter with 

the same switching and input voltage ratings. The 

quadratic boost power circuit with voltage multiplier 

structure is performed for low voltage low power in the 

performance results. Also, the voltage conversion 

superiority of the converter is supported through voltage 

gain analysis compared to the aforementioned dc-dc 

converters. Besides, the input/output waveforms are given 

to verify the operation of quadratic boost converter with 

inductive-capacitive-diode circuit. 
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1. INTRODUCTION

In recent years, industry groups and universities all around 

the world launch an increasing number of micro satellites. 

Small satellites like CubeSat allow low-cost access to space. 

Several companies have proposed global broadband Internet 

networks provided by vast constellations of thousands of 

small satellites. [1]. A small spacecraft produced in 

accordance with the standards significantly reduces the 

development process and cost. At this stage, the most 

important problem is the pollution caused by expired satellites 

and the destruction of them. The existence of satellites, which 

have completed their lifetime and are now waste, poses a 

collision hazard for newly sent and active satellites. Out of 

34,000 objects larger than 10 cm in orbit, only 20,000 have 

been cataloged [2, 3]. These cataloged objects include about 

2000 active satellites, among which less than 1500 are 

maneuverable. These numbers are indicated in figure 1. 

Everything else consists of orbital debris, large moons of 

the launch vehicles upper stages, mission-related objects, 

immobile parts from non-maneuverable fragmentation or 

collisions [4]. Non-trackable debris population is the primary 

risk and danger to successful operations in space. Objects that 

are too small to be cataloged in an orbital debris environment 

could cause a collision large enough to disable a satellite [5].  

In a recent study, the authors propose establishing a new 

initiative called space environment management (SEM), 

consisting of both debris mitigation and debris remediation to 

reduce the risk of collision [6]. Another possible system used 

to avoid collisions is a sounding rocket system that will drag 

down the satellite and cause a deviation from the orbit [7]. 

Some technologies exist to increase the surface area of a 

CubeSat and accelerate orbit due to aerodynamic drag in low 

Earth orbit [8, 9].  There are also other studies that focus on 

use of lasers to re-orbit large orbital debris and spacecraft [10, 

11]. Also, some other studies consider basic technologies of 

active removal of space debris from the geostationary orbit. 

This concept designed to take advantage of service spacecrafts 

by coupling them to a rigid arm to capture debris and tow them 

to graveyard orbit [12]. In another study, a solar sail was 

deployed to low Earth orbit and the sail membrane was used 

as a drag-sail to perform de-orbiting [13].  

In this study, an electromagnetic satellite de-orbiting 

system is designed using aerodynamic principle. The 

electronic system operates a mechanical sailing module with 

the Sail module codes it receives from the earth. This 

electromechanical system will bring the micro satellite, with 

the maximum edge dimensions of 100 cm and a maximum 

weight of 50 kilograms, back to the earth at the latest of 11 

years. In this study, a de-orbiting electromechanical system 
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(DES) is designed with an assumption of 750 km of satellite 

altitude and 98.4 degrees of orbital slope. 

 

 

 
Figure 1.  Number of cataloged objects in earth orbit by object type [4] 

 
 

2. MATERIALS AND METHOD  
 

The designed de-orbiting system uses aerodynamic 

principle. The system model block diagram is shown in Figure 

2. The electronic circuit system breaks the line that will enable 

the operation of the mechanical system with the signal coming 

from the Earth to the micro satellite microprocessor. 4 different 

arms in the mechanical system are opened to activate a wide 

drop sail which will increase the dragging area. Each arm 

contains 3 different opening mechanism. 

 
Figure 2.  Electromechanical system model 

 

The first opening mechanism opens a separate arm at 90 

degrees from the satellite's body. After the first opening is 

completed, the second and third opening mechanisms begin to 

open simultaneously. After the opening is completed, the total 

surface area reaches 10.804 m2.  

 

2.1. Design Equipments  
The system is a design formed by the cooperation of many 

different equipment. 

Torsion Spring: Torsion spring generates a force that will 

open the system 180 degrees. There are 2 torsion springs for 

each fan which sums up to a total of 8 torsion springs.  

Compression Springs: After the fan is turned on, the 

compression springs push the fan, creating an additional 0.4 m2 

drag area for each fan.  

Sail Hinge: Sail hinge is used to open the sail arm.  

Body Hinge: Body hinge joins the satellite and the fan 

system. The first opening occurs through the body hinges. It 

opens the main arm. Here, a spring with a wire thickness of 1.5 

mm is used. The system contains a total of 4 hinges.  

Sail Wing: It is used to open the arms in different directions. 

A torsion spring is also used here. Sail wing is connected to the 

body hinge.  

Arm and Arm Slot: This area contains the compression 

springs. The compression spring pushes the inner lever which 

expands the sail area.  

2.2. The Sail  
The sail are the core components of the design. They 

increase the total aerodynamic drag area, increasing the 

satellite's fall time. The springs release the sails by moving the 

levers where the sails are connected. The unfolded sail is shown 

in figure 3. Sail will be turned off using origami techniques. 

 
Figure 3.  Sail and CAD design 

 

2.2.1. Sailing Material Kapton HN Film  
Kapton HN general-purpose film has been successfully 

used in applications with temperatures ranging from -269°C (-

452°F) to 400°C (752°F). Kapton HN film can be laminated, 

metallized, punched, formed or adhesive coated. For 

applications requiring an all-polyimide film with excellent 

property balance over a broad temperature range, Kapton HN 

is the preferred alternative. Kapton HN Film is shown in Figure 

4. Physical and thermal properties of Kapton HN Film is shown 

table1 and table 2 [14]. 

 
Figure 4.  Kapton HN film  

 

TABLE 1. Physical properties of Kapton HN film [14] 

30
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Property Unit 75μm 125μm 

Ultimate Tensile Strength 
At 23°C (73°F) 

At 200°C (392°F) 

psi 
(MPa) 

 
33,5 (231) 

20,0 (138) 

 
33,5 (231) 

20,0 (138) 

Density g/cc 1.42 1.42 

Tear Strength, Initial (Graves) N (lbf) 26.3 (1.6) 46.9 (1.6) 

 

TABLE 2. Thermal properties of Kapton HN film [14] 
Property Typical 

Value 

Test Conditions 

Thermal Coefficient 

of Linear Expansion 

20 ppm/°C 

(11 

ppm/°F) 

-14 to 38°C 

(7 to 100°F) 

Specific Heat, J/g.K 

(cal/g·°C) 

1.09 

(0.261) 

 

Shrinkage, % 

30 min at 150°C 
120 min at 400°C 

0.17 

1,25 

 

 

2.2.2. Sailing Material Mylar Film  
Mylar films are rugged, all-purpose films that are 

translucent in heavier gauges and clear in 48 through 92 
gauges. They have a rough surface that allows for easy 
handling, adhesion, and processing. They're used in a wide 
variety of industrial settings. Physical and thermal properties of 
Mylar Film is shown table 3 and table 4. Mylar film is shown 
in Figure 5 [15]. 

TABLE 3. Physical properties of Mylar film [15] 
Property Unit Thickness 

(μm) 

Tensile Strength MD  kpsi 28 

Tensile Strength TD  kpsi 34 

Elongation at Break MD  % 125 

Elongation at Break TD  % 100 

 

TABLE 4. Thermal properties of Mylar film [15] 
Property Unit Thickness (μm) 

Shrinkage MD 

(150°C) 30 min 

% 1.5 

Shrinkage TD (150°C) 
30 min 

% 1.0 

 
The system is completely switched to open conformation 

with the opening of the compression springs which activates 
DES. The steps of DES activation are shown in Figure 6. 

 
Figure 5.  Mylar film  

 

 
Figure 6.  The steps of DES activation 

 

2.3. Mechanism Design  
During the lifetime of the satellite, the system will stay in a 

closed conformation. After the completion of its lifetime, the 

first part of the unfolding starts with the release of the torsion 

spring. The lines that keep the torsion spring taut are connected 

to a resistor which when heated burns the line causing the 

release of the torsion spring. After release, the torsion spring 

opens the main lever 90 degrees. The completion of first 

opening starts the second opening. The fan mechanism starts 

moving after the lines are burned. With this step, the sails start 

to unfold. 

 

2.3.1 Mass Budget 
It is important to keep the additional weight that DES will 

bring on the micro satellite as small as possible. Therefore, the 
mass budget of DES was calculated in table 5 and it was 
observed to be low. 

Area Calculation: ((0.5x0.5x3.14)/2 + 0.4) x 4 + (0.5 x 0.5) = 3,42m2 

TABLE 5. Mass budget 
Components  Mass 

(gr) 

%20 

Tolrance 

(gr) 

Estimated 

Mass (gr) 

Long spring (steel)  7.47 1.49 8.96 

Tube (aluminum)  74.61 14.92 89.53 

Inner lever (aluminum)  49.15 9.83 58.99 

Wings x 2 (aluminum)  48.17 9.63 57.81 

180 degree opening hinge piece 
(aluminum) 

2.35 0.47 2.82 

180 degree opening spring 

(steel) 

1.10 0.22 1.32 

First hinge (steel)  53.12 10.62 63.75 

Kapton Film  2.22 0.07 1.85 

Total x4 pieces 1140.2 (gr) 

 

Because of its flexibility, low cost, and positive results at the 
end of its project life, the proposed design framework is 
favored. In order to develop an efficient DES system, we must 
consider whether it would work in space. At the end of its 
mission life, it must have an acceptable atmospheric re-entry 
period. The aerodynamic drag force concept is used to reduce 
the satellite's atmospheric re-entry period. This necessitates 
lowering the satellite's ballistic coefficient. The ballistic 
coefficient (BC) is used to describe spacecraft orbital decay, 
integrating the mass of the spacecraft, m, the region of its line-
of-flight cross section, A, and the related drag coefficient, Cd, 
where: 

𝐵𝐶 =
𝑚

𝐴.𝐶𝑑
 (1) 

Atmospheric drag is a major perturbing force for objects in 
Low-Earth Orbit. The drag force experienced by a spacecraft is 
determined by; 

𝐹𝑎𝑒𝑟𝑜 =  −
1

2
 . 𝐶𝑑. 𝑆 ∥  𝑉𝑟𝑒𝑙  ∥  𝑉𝑟𝑒𝑙   (2) 

 

S is the spacecraft area projected along the direction of 
motion, 𝐶d is a dimensionless drag coefficient, q is the local 
atmospheric density, and Vrel is the relative velocity of the 
spacecraft with respect to the atmosphere. 

By lowering the ballistic coefficient (BC), which is 
inversely proportional to Cd. A, we can reduce satellite 
atmospheric re-entry time. Therefore, Cd or satellite projected 
area along the direction of motion (A) must be increased. We 
create a DES concept based on a satellite in order to increase 
the projected area by using sail. 

Advantages/Disadvantages of Kapton Film over Mylar 
Film; 

• The tensile strength is higher than that of Mylar Film 
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• Elongation at break rate is less than Mylar 

• It shrinks with less heat than Mylar 

 

2.3.2 Operating System 
The sail unfolding occurs through the heated resistors. For 

each sail to be unfolded, 4 resistors and 2 separate lines are 
required. In case one of the resistors malfunctions, the others 
will complete the operation. In case of a problem in the circuit 
and early heating of the resistors, one of the 2 lines will remain 
intact and prevent early unfolding. This way, the early 
unfolding of the sails is prevented, and the safety of the satellite 
is prolonged. The line system is shown in figure 7. 

The line that holds the sails can resist a total of 37 kg of 
force. During the test, since real time waiting is not possible, 
the test was carried out by applying 37 kg of force to the line 
for 7 days. At the end of the test, no disintegration or expansion 
was observed on the line. This method was designed in the 
Istanbul Technical University Space Systems Design and Test 
Laboratory and was used in itüpsat, Türksat3Usat, BeEagleSat, 
Havelsat and Ubakusat satellites. And this line system has 
worked successfully in all satellites [16-18]. 

 
Figure 7.  The line system 

 

At room temperature, the 10-ohm resistor connected to the 

line was burned and disconnected in 7 seconds with 5V, 0.48A. 

Here, Nickel chrome wire, which can withstand higher 

temperatures, can be considered as a replacement for the 

resistor. Electronic circuit controlling the sailing system is 

shown in Figure 8. 

 
 

Figure 8.  Electronic circuit controlling the sailing system 

 

2.3.3 Lifetime Analysis 
Satellite lifespan analysis was made with the analysis 

parameters given in Table 6. The results of the drop analysis 

for some scenarios are shown in Figure 9. 
 

TABLE 6. Analysis parameters 
Semi-major axis 7128 km 

Orbital inclination 98.4 degree 

R.A.A.N 30 degree 

Argument pf Perigee 210 degree 

Mean Anomaly 190 degree 

Atmosphere model  

Cd 2.2 

Cr 1 

Solar Flux Estimates CSSI 

 
Figure 9.  Drop Analysis for some scenarios 

 

 

TABLE 7. Analysis results 
Scenario Satellite 

Height 

(m) 

Satellite 

Mass 

(kg) 

Total 

Drag 

Area 
(m2) 

Total 

Drag 

Area Of 
The 

Satellite 

(m2) 

Life 

time 

(day) 

Life 

time 

(year) 

1 1 50 10.804 11.804 2716 7.4 

2 1 52 10.804 11.804 2875 7.9 

3 1 40 10.804 11.804 2281 6.2 

4 0.75 30 6.077 7.077 3772 10.3 

5 0.75 50 6.077 7.077 6313 17.3 

6 0.5 50 2.701 3.701 16496 45.2 

7 0.5 40 2.701 3.701 7524 20.6 

8 0.5 30 2.701 3.701 6276 17.2 

9 1 50 0 1  340 

 

According to the results indicated in Table 7, the system we 

designed can drop a 1 cubic meter satellite of 50-kilogram mass 

in 7.4 years. The analysis was repeated with different satellite 

sizes and masses and a comparison was made. As can be seen 

from the table, If the length of one edge of the satellite is 

reduced to 0.5 meters, the time required to drop the satellite 

from an altitude of 750 km increases to 17 years. If a square 

satellite is designed with 1-meter edge length and the mass kept 

as 50 kg, the system meets the required conditions and drops 

the satellite before 11 years. 

 

2.4 Sail Electronics Module 
A simple electronic circuit that allows the sails to be 

unfolded was designed. The electronic circuit consists of 

Arduino microcontroller, pressure and height sensors. At a 

certain height and pressure value, the circuit enables the lines 

to break by heating the resistors. Thus, the release mechanism 

actuators work. The satellite's command receiver will interpret 

the sail module commands sent from the ground. It will send 

these commands to the sail electronics module over the bus. 

When the lifetime of the satellite ends or the satellite becomes 

unusable by any means, the command sent from the ground 

station to set the sails and de-orbit the satellite. The release 

mechanism and actuators have been tested with this circuit 

assembly. The electronic circuit controlling the sail opening 

system is shown in figure 8. 
 

3. CONCLUSION  
 

As a conclusion of this study, the system we designed can 

drop a 1 cubic meter satellite with 50 kilograms’ mass in 7.4 

years. The analysis was repeated for varying sizes and masses 
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of satellites. The results suggest that this system can drop a 

micro satellite in a solar cycle. Also, altitude information data 

has been transferred successfully. The results vary for satellites 

with different sizes and masses. In addition, solar flux value is 

another important parameter that determines the life of the 

satellite. The system is applicable for various sizes of satellites. 

It is cheap and simple. At very high altitudes, the system is not 

effective enough due to low atmospheric density. Since the 

system is simple, inexpensive and has low mass, it can be 

preferred at altitudes such as 750 km. The drag area can be 

increased with minor improvements to the system. 
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1. INTRODUCTION  
 

The Internet of Things (IoT) has recently turned into a human 

lifestyle of great potential. Due to the development of modern 

wireless communication technology, the IoT concept is a 

revolutionary concept that has gained popularity. In different 

areas, comprehensive IoT-related research and applications are 

currently underway. The fundamental formation of this concept 

is to create applications that allow human life to interact with 

each other through the objects in the world [1]. One of the more 

prevalent IoT technologies is a smart home. Both digital and 

mechanical devices are interconnected in a smart home to 

create a network that interacts and creates collaborative space 

between the user and others [2]. This involves everything from 

smartphones, lamps, washing machines, coffee makers, 

sensors, actuators, and computers to the internet, where devices 

are intelligently connected to allow new ways of 

communication between people and almost everything else 

between them. These can be controlled and accessed at any 

time remotely from any computer, smartphone, or tablet [3]. 

With the increasing amount of devices connected to the IoT, 

security and privacy problems are being noticed and more 

pronounced [4]. Since IoT devices are expected to make their 

data available to stakeholders, doing so in a managed manner 

has become the key problem [5]. The data transmitted can 

include sensitive information relating to behaviors, privacy, 

activities, and relationships of users, all of which relate to the 

privacy of individuals [6]. Therefore, IoT systems must ensure 

data integrity and confidentiality and also user's anonymity and 

privacy [7]. This paper explores how a framework for the 

monitoring and controlling of home appliances using Arduino 

Uno, NodeMCU, and relay module as the main hardware parts. 

Also, the Ubidots IoT platform and Blynk application have 

been introduced in this paper to allow the use of IoT. The 

various sensor modules data in the home environment are sent 

through the Arduino Uno and Arduino exchange the data with 

NodeMCU. The NodeMCU is coded via Arduino Integrated 

Development Environment (IDE) with the USB to tell the 

NodeMCU what to do. NodeMCU controls three channels of 

relay kit and receives instructions to show the temperature, 

humidity, door status, window status, and distance 

measurements from Blynk mobile application and Ubidots IoT 

platform web application and processes them to monitor the 

sensors and control actuator circuit of home appliances. Also, 

implementing an Advanced Encryption Standard (AES) is 

needed to increase confidentiality in data security. All the 

information in the system will be encrypted and decrypted by 

the AES method. The remainder of this article is structured as 

follows, the related work in this area is mentioned briefly in 

section two. The system design is described in section three. 

Section four presents the implementation of the performed 

method. Section five discusses and shows the application 
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results. This paper is concluded in section six and describes 

future work. 

 

2. RELATED WORK 
 

To thoroughly understand the definition of smart home and IoT 

technologies, we have gone through many articles, studies, 

conference papers, and project reports. The following are some 

of the suggested and current smart home systems. 

The design and implementation of a smart home for the elderly 

and disabled were proposed by Das et al. [8], the presented 

system was a sample of smart home technology applications 

consisting of a variety of networked sensors. While it was just 

a very clear example of smart homes, it illustrates that smart 

homes can impact the elderly and disabled in all aspects of 

everyday life. Mandula et al. [9], suggested a home automation 

based on IoT using an android mobile application. Two kinds 

of home automation Bluetooth-based and Ethernet-based were 

used in their article. The custom mobile android application 

was used to control home appliances such as air-conditioning, 

TV, fan, etc. however, the prototype data sources were not 

transparent, leading to an impasse when several android phones 

attempt to access the same website. Tuna [10], proposed a 

secure smart home systems web-based communication frame 

for elderly and disabled people. To ensure safe internet 

communication first, the RSA algorithm was used to encrypt 

the data and then transmit and sent the encrypted data to the 

receiver. For security purposes, signs of contact should be 

removed after the receiver reads the encrypted content. The 

proposed system was able to allow confidential messaging 

between smart home residents and individuals they want to 

communicate with. The platform can also be conveniently built 

into clever home control panels or web-based smart home 

systems. Reddy et al. [11], have presented a home automation 

based on IoT using an android application. The authors used 

android mobile via the Wi-Fi module to send commands to the 

Arduino and Arduino processes all the home devices to be 

monitored and controlled. The voltage levels of electrical 

appliances were regulated in their framework such as lamps, 

fans, etc. On their android cell phone, they get the status of their 

home appliances. A smart automated home framework using 

IoT with the Blynk application was developed by Durani et al. 

[12], their study included the functionality of NodeMCU 

ESP8266 that is connected with the house appliances such as 

lights, water pump, fan, etc. with the help of online coding and 

hosting using a web server. The entire functionality was 

handled by a mobile application created in the android 

application from which house applications were managed with 

the support of the internet. The focus of their study was also on 

wireless control of circuit devices by NodeMCU and the Blynk 

application. 

A smart incubator with IoT has been proposed by Sivamani et 

al. [13], their paper explores the cost-effective existence of an 

embedded incubator baby monitoring system in real-time. All 

the information and data were stored in the Ubidots user's 

account and then a message of parameters value send as a 

notification to the signed user when Arduino has Wi-Fi access. 

Every second the values can be verified. It gives precise values, 

which are synchronized every second. A smart home 

automation system based on IoT with a sensor node was 

proposed by Singh et al. [14], in their paper, a smart home 

integrated various electrical appliances in the house and 

automated them without human intervention. Their system was 

able to monitor the various environmental variables and directs 

devices to function according to the user's requirements. By 

using IoT technology they achieved the development of smart 

homes. Imam [15], have proposed a simple smart home based 

on IoT using NodeMCU and Blynk. Based on the results of the 

review of all data obtained by testing a smart home with an IoT-

based NodeMCU, it showed that it can be built with different 

hardware and software support components so that it can be 

incorporated into a smart home system that is functioned by the 

Blynk android application according to what is intended to 

control some of the performance of home electronics, such as 

lights, fan, early warning system, etc. A healthcare monitoring 

system based on IoT by using NodeMCU and Arduino was 

introduced by Wai et al. [16], the proposed patient monitoring 

system was designed to minimize the time. Results 

demonstrated that the doctor can test his/her patient anytime 

and anywhere. The nurses or doctors could conveniently use 

the computer to search and store them in the database. Also, the 

doctors were able to use mobile phones and with the help of 

NodeMCU can be incorporated into a global network. Data 

security and challenges in smart cities have been presented by 

Farahat et al. [17], the suggested system prevents attackers 

from attacking citizen data by encoding and then encrypting 

them through the AES technique when they are transmitted 

wirelessly from any source to any destination. The destination 

decrypts and decodes the data for the approved user to recover 

the original sensor data. A mechanism of authentication was 

used to avoid others from accessing the data of the person. 

Table I introduce a comparative summary from the previous 

studies and compared with our work: 

 
TABLE I  

Comparative summary for the literature studies 

Ref. Purpose Technology Application Results 

[8] 
Design a smart air conditioning 
application for smart home services 

Raspberry Pi, 
M2M 

Control of an air conditioner Successfully design a smart air conditioner 

[9] 

To implement an IoT based home 

automation system through data 
processing 

Arduino Uno, 
NodeMCU 

ESP8266 and 
Arduino 

Nano, IoT 

Home control and monitoring 
system detect the presence of 

harmful gas and measure 

temperature and humidity 

Successfully can control the proposed system 

remotely by android smart phone via internet 

[10] 
To eliminate potential information 

security threats 

Web-based smart 

home interfaces 

Secure smart home for the elderly 

and disabled 

The system is capable of using confidential 

messaging between smart home inhabitants 
and people they would like to communicate 
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[11] 

To control and monitor home 

appliances using android application 

over internet 

Arduino Mega, 

IoT, Wi-Fi 

Home control and monitoring 

system 

The system capable solution has proved to be 

controlled remotely, provide home security 

and it is low cost as compared to the previous 
systems 

[12] 

To present a small IoT system 

designed and created by utilizing a 
WLAN network based on Node 

MCU ESP8266 

NodeMCU 
ESP8266, IoT 

Real-time home security, 

automation, monitoring, and 

controlling of remote systems 

Successfully implemented an intelligent, 
comfortable, and energy-efficient system 

[13] 

To design a cost-worthy of an 

embedded device for real-time 
monitoring of newborn babies in the 

incubator 

IoT, Arduino, 
NodeMCU, Wi-Fi 

Monitor’s oxygen supplementation 
and pressure levels, monitors the 

temperature, radiation, pulse 

activity, and air humidity, gas 
around the environment 

Successfully monitor and maintain 

environmental conditions suitable for a 
newborn baby, store data, and check the 

values every second 

[14] 

To develop a new solution which 

controls some home 

appliances 

NodeMCU 

ESP8266, IoT 

Arduino UNO 

Provides information about the 

energy consumed, check the level 

of gas detects the human object 

The system achieved the development of 
smart home by using the IoT 

[15] 

To presents a simple prototype of 

smart home, or the easy way and low 

cost to control loads by Wi-Fi 

connection generally 

NodeMCU 

ESP8266, IoT 

Home control and monitoring 

system 

Based on the results of analysis of all data 
obtained by testing the smart home, the 

system accomplished successfully 

[16] 
To constantly monitor the patient’s 

physiological parameters 

NodeMCU 

ESP8266, IoT 
Arduino UNO 

Healthcare 

monitoring system 
The system achieved the desired result 

[17] 
To secure the WiFi-based data 
transmission system that encrypts and 

encodes data 

IoT 
Smart sensors data encoding, Smart 

cities, Real time data security 

The system successfully avoids any attackers 

to attack the citizen’s personal data when it is 

wirelessly transmitted from 
any source to any destination 

[18] 
Provide essential security to homes 

and associate control operations 
Raspberry Pi 

Home control and monitoring 

system 

The smart home system successfully 

designed and implemented 

[19] 
To design and implement a cost-
effective IoT based autonomous 

alarm and access control system 

Ethernet module, 

IoT 

Control the states of the alarm, set 
an alarm, lock, and unlock the door, 

monitor the state of the door 

The aim of developing a cost-effective IoT 

based autonomous alarm and access control 

system is accomplished 
 

[20] 

To give ease in everyday life, provide 

comfort, authentication and security, 

and additionally spare power and 
human endeavor 

Arduino Mega 

2560, Arduino 

UNO, GPRS, 

ESP8266, Ethernet 

Shield, Router 

Controlling and indicating electrical 

and electronic devices in houses and 

buildings 

The implementation of the system was 

managed successfully, the system can work 

with all its pieces through the internet 
properly 

[21] 

To provide secure data transmission 

among several associated sensor 
nodes in the network 

Intel Galileo 
Board, Wi-Fi 

Module (N-2320), 

IoT 

Secure data transmission, facilitate 

energy-efficient data encryption 

The proposed TBSA algorithm consumed 

less energy in comparison with some existing 
methods 

[22] 

To study and evaluate a suitable set 

to develop a smart door lock which is 

intended to offer high security, easy 
access, and control 

IoT, 
Microcontroller, 

Bluetooth beacons 

Smart door lock 

A fully functional smart door application was 

accomplished, and the result of security 

implementation of the product was an 
overall, more robust 

[23] 

To explores the Android OS as a 

medium to manage and operate 
different sensors embedded within 

smartphones 

IoT 

Extract the data from sensors, data 

in the local database, Transfer data 
via 

HTTPS to Ubidots 

The Android application completed 
successfully all the tasks that were 

programmed 

[24] 

To solve the problem of the 

popularity of smart homes due to 
high costs in real life 

NodeMCU 

ESP8266 
Smart home control system 

The system worked normally, and the 

monitoring data can be reflected in the 
monitoring interface in real-time 

[25] 
To optimize performance and saves 

unnecessary wastage of power 
NodeMCU Home control and monitor 

Proposed a user-friendly system that can be 

used for benefiting the mass. Also, the cost 
of the system is within reach 

[26] 
To present a cost reduced and flexible 
home control and monitoring system 

Raspberry Pi, IoT 

Accessing and 

controlling devices and appliances 

remotely 

The projects achieved desired results and can 
be said to be done successfully 

[27] 

To monitor the status of the door, 

controlling the door, and increasing 

security in a house 

ESP32, IoT Door security system 

The motion detection sensor can detect 

movement accurately up to 1,6 meters ahead, 

and messages published encrypted properly 

[28] 

To switch to automated state 
controlling the appliances 

automatically as per the sensors’ 

readings 

IoT, NodeMCU, 

Raspberry Pi 

Home control and monitoring 

system 

The project was designed and implemented 

successfully 
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[29] 
To design a system to help reduce the 

energy consumption 
Arduino, IoT 

Monitor electricity consumption 

and trace the history of electricity 

consumption data 

The system successfully worked to control 

the monitoring of the amount of electrical 

energy usage through IoT 

Our 

work 

To create a prototype for an IoT-
based smart home system to monitor 

and control electrical equipment and 

to protect the system's data from 
hackers and intruders while 

connecting with the internet 

Arduino Uno, 
NodeMCU 

ESP8266, IoT 

Home control and monitor remotely 

from a smartphone application and 
web application, Door unlock, Door 

status, Window status, system 

encryption, and decryption 

Our work accomplished to designs a smart 

home system that enables homeowners to 
control and monitor appliances remotely, and 

also the data of the system was encrypted and 

decrypted properly 

Based on Table I, we can analyze that every author comes with 

different technology and concept for the smart home system. 

With these different technologies, designs, and algorithms. The 

common purpose of every author's work was to smoothen the 

lives of homeowners, the old aged, and disabled people, save 

electricity, provide comfort, authentication, and security, a 

cost-reduced and flexible home control and monitoring system, 

and additionally spare power and human endeavor. Compared 

to the above smart home system applications, our system can 

be more secure with the AES technique by encrypting and 

decrypting the entire system parts and being more protected 

and more secure from hackers and intruders connecting with 

the internet. Furthermore, our system can be monitored and 

controlled remotely from anywhere and anytime by mobile 

application and web application. 

 

3.  SYSTEM DESIGN 
 

The designed system has two main parts: hardware design and 

software design. The hardware part is constructed by arranging 

microcontrollers, actuators, and sensors while programming 

written and uploaded into the microcontrollers is included in 

the software part. The system performed in this paper displays 

microcontrollers connected to household devices for 

monitoring and controlling sensor modules and actuator 

modules. The general block diagram of the performed system 

is shown in Figure 1. This design section demonstrates how 

various components of the hardware are set up. The system 

uses an IoT platform and mobile application to control three 

loads and to monitor four sensor modules. 

 

NodeMCU ESP8266Arduino UNO

DHT22 sensor

Ultrasonic sensor

IR 1 sensor

IR 2 sensor

Relay 

switches

Load 1

Load 2

Load 3

Internet server

PCPC
SmartphoneSmartphone

 
Figure 1.The general block diagram of the performed system 

The requirements, data relating to different components and 

different functional units used in the performed system are 

listed below: 

 

3.1. Arduino Uno  
Arduino is an open source hardware and software platform that 

encourages ease of use. It has an electronic circuit board 

(Known as a microcontroller), and a ready to use a program 

called Arduino IDE to write a program code and upload it to 

the physical platform. Arduino boards can read and transform 

analog or digital input signals from various sensors into outputs 

such as triggering a motor, turning ON/OFF LED, connecting 

to the cloud, and several other activities. Using Arduino IDE, 

you can control your board functions by sending a series of 

instructions to the board microcontroller [30]. In this system, 

Arduino reads the sensor modules data and send them via serial 

communication UART protocol to NodeMCU. 

 

3.2. NodeMCU ESP8266  
NodeMCU is a Lua-based open-source firmware and 

development board specifically designed for IoT-based 

applications. It includes firmware running on Espressif 

Systems' ESP8266 Wi-Fi SoC, and ESP-12-based hardware. 

By connecting it to any microcontroller using the serial UART 

or directly as a Wi-Fi enabled microcontroller by programming 

a new firmware using the SDK, the ESP8266 can be used as an 

external Wi-Fi module. This microcontroller has built-in Wi-Fi 

networking support to send and receive mobile data via a web 

server [31]. In this paper, it receives sensor data from Arduino 

Uno and sends them to the Blynk mobile application and 

Ubidots IoT platform, and then receives instructions to control 

home appliances from them. It then drives the relay module to 

power the appliances. 

 

3.3. Sensor modules  
The sensor modules gather their information about the current 

state of the environment in the home and submit that in turn to 

the Arduino board and then Arduino transfer the data by UART 

serial communication protocol to NodeMCU. Three types of 

sensor modules are used in the project, the HC-SR04 ultrasonic 

sensor for distance measurements, DHT22 temperature and 

humidity sensor to detect room ambient temperature and 

humidity, and IR1 and IR2 obstacle avoidance sensor to 

monitor the status of the door and window respectively. 

 

3.4. Relay module  
It is a 5V relay interface board, it has a standard interface that 

a microcontroller can control directly. In this study, three 

switches are used, two are used to turn ON/OFF the lights and 

the other one is used for unlocking/opening the solenoid door 

lock. The NodeMCU output signal activates and deactivates the 

relay for switching. 

 

3.5. Solenoid electric door lock 12V  
The solenoid is electromagnets. As electricity is applied, the 

coil of copper wire inside is energized and magnetized. In the 

performed system the solenoid is used to unlock/open the door. 

 

37



EUROPEAN JOURNAL OF TECHNIQUE, Vol.11, No.1, 2021 

 

Copyright © European Journal of Technique (EJT)                  ISSN 2536-5010 | e-ISSN 2536-5134                                    https://dergipark.org.tr/en/pub/ejt 

  

3.6. Blynk  
Blynk is an IoT platform that enables remote control of 
electronic devices using android and IOS software. It offers a 
dashboard that allows the user to build a graphical interface 
with various widgets. Sensor data can also be stored and 
displayed by Blynk [32]. Blynk provides libraries to the most 
common hardware platforms like SparkFun, Arduino, 
Raspberry Pi, ESP8266, etc. Libraries, server, and application 
are the three most significant components in the Blynk. The 
application can assist to construct the GUI. All the 
communication between the hardware and application is the 
server's responsibility. And libraries use the commands to 
enable the communication between the server with hardware. 
NodeMCU is the main component of this project. It is 
connected with an external power source with cable and also 
receives sensor module data from Arduino. Relay is the next 
critical component. The door and lights are connected with 
NodeMCU through the relay. We can run all devices via the 
Blynk server using the Blynk application. Different buttons are 
added in the Blynk application, using certain buttons that can 
turn ON/OFF the switches. 

 

3.7. Ubidots 
Ubidots platform is also used in this paper which is a cloud 

storage system that uses IoT to store a vast amount of 

information and record several values for every second. Each 

Ubidots user has the API credential to be included in the code. 

Then Ubidots are linked to the hardware, and hardware-

measured data is sent to the IoT platform. The device in 

Ubidots is a virtual representation of data sources [33]. It 

transmits data from the sensor to the cloud of Ubidots through 

a connection protocol. When the device is built, it receives 

hardware data and is displayed inside the device in a variable. 

This is achieved in the code by using variable names. It is 

applied to the dashboards as a widget to visualize the data after 

data is presented in a variable. Users may display data as a 

table, indicator or graph, etc. 

 

3.8. Advanced Encryption Standard 
The AES is a symmetric key algorithm. AES used a 128, 192, 

256-bit block length. AES is centered at the top of the network 

of permutations and substations. AES used a block size that 

was set. AES acts on a 4x4 bytes column-major order matrix. 

It is fast to implement hardware and software in equal measure. 

AES offers high and fast security [34]. Low power 

consumption is used by AES.  

 

Secret Key Plain Text

Cipher

Cipher Text

Secret Key Plain Text

Cipher

128 bit128 bit

192 bit192 bit

256 bit256 bit

128 bit128 bit

192 bit192 bit

256 bit256 bit

 
Figure 2. AES design 

The AES conducts byte-based computations. 128 bits of a 

plaintext block is used as 16 bytes by AES. These 16 bytes are 

divided into four rows and four columns. AES is a variable 

depending on the key length. The AES cipher specifies the 

number of conversions round repeats that the input exchange is 

called plaintext, and the cipher text is called the final output 

[35].  In this study, we provide a secure data mechanism, using 

the AES method to improve data security. The AES technique 

encrypts and decrypts data before sending it from one device to 

another. Figure 2 shows the AES technique design. 

 
4. SYSTEM IMPLEMENTATION 
 

The performed system allows users to monitor and control their 

home appliances remotely at any time, using smartphones, 

tablets, and PCs. Using a mobile application and IoT platform, 

the user is able to control his or her home appliances easily 

through the internet by reading sensor data in their mobile 

application and IoT platform webpage. Figure 3 shows the 

schematic diagram of the performed system. 

 

 
Figure 3. Schematic diagram of the performed system 

NodeMCU needs to be identified to the SSID, the password, 

and token code letting the server of Blynk and Ubidots connects 

them. Sensors send variable data to Arduino Uno regarding 

environmental conditions and then Arduino Uno transfer the 

data to the NodeMCU via serial communication UART 

protocol. The user receives this information from the internet 

server in his/her mobile application and IoT platform and then 

decides on his/her behavior to control the appliances. 

NodeMCU ESP8266 receives the instruction from the internet 

server when pressing the required button in the application and 

platform and provides the actuator circuits with an output 

signal. When the relay is switched high, the power from the 

source is obtained by the devices. The switching circuit is used 

for turning lights ON/OFF and unlocks the door. Furthermore, 

the Blynk application and Ubidots IoT platform webpage show 

the temperature and humidity so the user can read the 

information on the DHT22 sensor, monitor the status of door 

and window by IR1 and IR2 sensors and, also the ultrasonic 

sensor displays the distance measurements of an object in the 

house. In order to achieve the desired performance, the 

encryption part involved, it consists of several processes and 

techniques. Encrypting all the data through the server and 

ESP8266 is the main concept. The processes that were involved 

in this project are encrypting and decrypting using AES-128 
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and also encoding and decoding the encrypted data to make it 

more secure. The process starts by ESP8266 at first gets the 

original sensor modules data from the Arduino with the original 

load's data connected with NodeMCU. This data will be 

encrypted into a string by the AES algorithm, only the system 

knows what are these generated data means and after the data 

are encrypted, it will be encoded until it is sent to the server for 

the session to start. By decrypting and encoding, the server 

processes the data. The connection between the ESP8266 and 

the server must be authenticated. After all, data is encrypted 

and encoded, the strings will be sent to the server. The strings 

obtained by the server will be decrypted and decoded and the 

relation authentication will be recognized as a credential 

between the server and ESP8266. The complete flowchart that 

gives the entire performed system operation is shown in Fig 4.  

Start

Data readings from sensors

Arduino Uno Initialized IR 2=ONIR 1=ONDoor is closed

Door is opened Window is opened
Transfer sensors data 

from Arduino

NodeMCU ESP8266 initialized

Relay control initialized

Encrypt all the  data  by AES technique

Web server

Decrypt all the data  by AES technique

Display sensors data 

and encrypted/

decrypted data  on the 

serial monitor screen

End

YesYesYesYes

NoNo

Window  closed

No

Blynk server and Ubidots cloud server 

connected

Blynk 

application and 

Ubidots 

Platform 

Figure 4. Flowchart diagram of the performed system 

To display the value of sensor modules on the Blynk 

application and Ubidots IoT cloud platform, NodeMCU 

ESP8266 returns the output values of the sensor modules to the 

Blynk application and Ubidots platform, the remaining process 

are only commands send from ESP8266 to the mobile 

application and web application to control the appliances. 

Figure 5 and Figure 6 show and explain the Blynk and Ubidots 

operations respectively. 

Start

Connected to Wi-Fi

Connected to Blynk

Display devices ON/

OFF and sensors data 

on Blynk application 

End

Check for 

internet and Wi-Fi 

connection

Wi-Fi not connected

Yes

No

Blynk server ?

Yes

No

Figure 5. Flowchart diagram of Blynk operation 

Start

Connected to Wi-Fi

Connected to Ubidots

Display devices ON/

OFF and sensors data 

on Ubidots platform 

End

Check for 

internet and Wi-Fi 

connection

Wi-Fi not connected

YesYes

NoNo

Ubidots cloud 

server ?

YesYes

NoNo

Variable and device

Figure 6. Flowchart diagram of Ubidots operation 

5. APPLICATION RESULT

In the performed system, all hardware components were first 

verified and tested to ensure that all systems operate properly. 

Also, the key important parts of the system were tested to see 
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if they worked properly such as the connection between 

Arduino and NodeMCU for exchanging sensors data. Figure 7 

shows the entire setup of the performed system. 

 

 
Figure 7. The entire setup of the performed system 

 

Besides, the connectivity of the ESP8266 Wi-Fi module with 

the internet was tested to ensure that the connection was 

properly made. Figure 8 illustrates the sensor readings data on 

the serial monitor.  

 

 
Figure 8. Sensors reading data on the serial monitor 

The results on the serial monitor screen, shows that the Wi-Fi 

ESP8266 is connected to the internet and the IP address has 

been obtained. And also, the figure shows the data readings of 

the sensors, which read the temperature and humidity degrees 

in real time and their incoming data comes from the sensor 

DHT22, the ultrasonic sensor which is known as the “length” 

in the Arduino IDE code to measures the distance of an object, 

and the status of the door and window is called "win" and 

"door", which indicates their status if the door and window are 

closed, "0" will be displayed, and "1" will be displayed if it is 

open and their data comes from IR1 and IR2 sensors 

respectively.  Results are acquired after the system hardware 

and software implementation and can be viewed on the internet 

created by the Blynk android application and Ubidots IoT cloud 

platform webpage. 
The Blynk application provides the facility for easy 

monitoring, reading of sensor data, and controlling appliances. 

There are three different tabs for the three appliances namely 

solenoid, light 1, and light 2 also, there are display widgets that 

show sensor modules readings from Arduino Uno to 

NodeMCU via the Blynk server which is named length, 

temperature, humidity, door status, and window status. On the 

button widget, the current ON/OFF status of the system is 

displayed. The home appliances can be operated from any 

remote location by pressing the virtual button on the 

smartphone. The results of the designed system obtained on the 

Blynk android applications are shown in Figure 9. 

 

 
Figure 9. Screenshot of the Blynk application 

The Ubidots IoT cloud platform is the best connection for the 

IoT. Ubidots provides developers with a platform that allows 

them to quickly capture sensor data and convert it into helpful 

information and also control appliances in an easy way. Using 

the Ubidots platform to send data to the cloud from any web-

enabled device. The dashboards use widgets such as metrics, 

indicators, tanks, thermometers, and button switches to display 

the data. The dashboard generated in the platform uses 

thermometer and tank widgets to visually show the temperature 

and humidity degrees reading in real-time, and their incoming 

data comes from the DHT22 sensor.  The indicators used on the 

IoT platform dashboard named door status and window status 

to show and monitor the status of the door and window if it's 

open or closed and their data comes from IR1 and IR2 sensors. 

The distance of an object measured by the ultrasonic sensor 
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using a metric widget identified as a length on the dashboard 

and finally, three button switches generated on Ubidots 

platform dashboard to switch ON/OFF relay board which is 

connected to bulb1, bulb2, and solenoid to unlock the door. 

Figure 10 illustrated all the widget used in Ubidots platform 

webpage. 

 

 
Figure 10. The system web page of Ubidots IoT platform 

 

 
Figure 11. Data encrypted and decrypted by AES displays on the serial 

monitor 

Encryption is a mechanism that transforms the actual 

information into an encrypted data. The results are shown on 

the serial monitors in Figure 11, in the beginning, all the 

incoming data from ESP8266 are encrypted into a string by the 

AES algorithm, only the system knows that what is this 

generated data means. And, it also relies on the size of the 

information which requires to be processed. After that, this 

information is sent to the ciphertext. Finally, all the encrypted 

data are encoded and sent to the server. 

Decryption is a mechanism for converting encrypted 

information returns to their original data. When the server 

receives encrypted and encoded data, the server decrypts the 

data first and then go through the decoding process to get back 

to the original data. 
6. CONCLUSION  
 

The performed system in this paper is a simple design of an 
IoT-based smart home system. The performed system is 
designed and successfully implemented. In this project, all 
sensor modules data are sent to NodeMCU by Arduino Uno, 
and home devices are connected to NodeMCU by relay module 
which then sends to the Blynk server and cloud server of 
Ubidots by ESP8266 Wi-Fi. The data can be monitored and 
controlled on the Blynk application and Ubidots platform 
webpage. Also, all the data are encrypted through ESP8266 and 
the server by using the AES method.  The process that was 
involved to secure the data is encrypt/decrypt using AES-128. 
To prevent others from accessing the user's data, an 
authentication method is used. This system refers to the real-
time automation, monitoring, and control of remote systems. 

Future studies will concentrate on incorporating the 

proposed system into essential smart home services. By using 

various sensors and various home appliances, this work can 

also be further improved.  
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1. INTRODUCTION

Railway transport has an important place in both freight 
and passenger transport. Railway transportation, which is in 
the safe class in the field of logistics, consists of three main 
parameters as railway, vehicles and facilities [1]. Railway is 
divided into two main components as infrastructure and 
superstructure. Railway infrastructure is known as all kinds of 
excavation work (ground consolidation) to be able to build a 
superstructure on the railway whose route is determined. The 
superstructure, on the other hand, is the part consisting of rails, 
sleepers, ballasts and fasteners that enable the movement of 
railway vehicles and transfer the loads on them to the platform 
[2-4]. 

The rail, which is one of the elements that make up the railway 

superstructure, is a very important element for the 

superstructure that enables the railway vehicles to roll (move) 

on it and is responsible for transferring the weight and forces 

from the vehicles to the ballast and sleeper. The rail is 

specially manufactured because it must be resistant to weight 

and other forces from railway vehicles. A standard rail; It 

consists of three parts: cork, body and base (Figure 1) [5]. 

Figure 1. Sections of a standard rail 

Rails are divided into classes in terms of shape and weight. 

S49 (49E1), UIC60 (60E1), which are divided into corrugated, 

single mushroom, double mushroom. such as the rail's weight 

per kilogram per meter (Figure 2). 
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Figure 2. Rail shapes 
 
Rails should be rigid enough not to wear but flexible 

enough not to break [6]. As the train speed increases, security 
problems occur. Therefore, material properties and shape are 
important in the railway line [7]. 

S49 (49E1) type rails, which are known to be 
approximately 49 kg per meter, are an important type of rail 
used in rail superstructure for both freight and passenger 
transportation. It is especially preferred in conventional 
railway lines. Since conventional lines generally operate 
under intense operation, the rails are broken, cracked, 
deteriorated over time. such defects occur. 

Due to fatigue damage, which is one of the most common 

damage to the rails, increase in train operating speeds, higher 

axle loads and higher traffic density, train logistics will 

continue and will continue to be important. The contact 

pressure between the wheel and the rail, which can increase 

up to 1 GPa, and the surface shear stresses that can reach MPa 

at high levels can cause plastic deformations in the rails [8]. 

The surface, microstructural and mechanical properties of the 

rail have a significant effect on the mechanism of damage that 

may occur in the rail material during train operating 

conditions and on the wear resistance of the rail [9]. High and 

repetitive loads that occur during service conditions cause 

micro and macro cracks or rail breaks on the surface where the 

rail contacts the wheel [9]. When these defects cannot be 

detected within maintenance intervals, they may cause deray 

events to occur. 

 

2. EXPERIMENTAL STUDIES 
 

Standard metallographic processes were applied to obtain 

images of the samples with scanning electron microscopy 

(SEM). These applied metallographic processes were applied 

as sanding, polishing and etching respectively. Scanning 

electron microscopy (SEM) analysis was taken from the "FEI 

QUANTA 250 FEG" brand device in Kastamonu University 

Central Research Laboratory. Energy dispersion spectrometer 

(EDS) analyzes were taken from the "FEI QUANTA 250 

FEG" brand device in Kastamonu University Central 

Research Laboratory. Hardness measurements were made to 

determine the mechanical properties of the samples. Hardness 

measurements were made by DIGIROCK brand macro 

hardness tester with Rockwell-C hardness measurement 

method. Since the strength of the test specimens is not in the 

shape and size of the tensile test specimen, it was measured by 

the three-point bending test. The bending tests were carried 

out with a SCHIMATZU type universal test machine 

according to the ASTM B 528-83 standard. By making a 

special apparatus shown in Figure 3, the flexural strength of 

the samples was measured using the TRAPEZIUMX 

software. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3. Schematic view of the three-point bending test [10]. 

 

In Figure 3, the graphics obtained as a result of the three-

point bending tests for all three sample series are given. 

 

3. EXPERIMENTAL RESULTS AND DISCUSSION 
 

SEM image and EDS analysis results taken from S49 rail 

steel are given in Figure 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. SEM image and EDS analysis of S49 rail steel 
 

When Figure 4 is examined, scattered cementite grains are 

observed in martensite blocks. In addition, the microstructure 

is thought to be composed of acicular martensite. When the 

EDS analysis results given in Figure 4 are examined, it is 

understood that the material is S49 rail steel material. In 

addition, when the analysis results are examined, the Fe, Mn, 

Si and C peaks present in the S49 rail steel material can be 

seen clearly [11, 2, 12]. 

 

 

 

 

 

Surface EDS Analysis 

Element Weight (%) 

Fe 98.42 

Mn 1.23 

Si 0.30 

C 0.05 

 

Acicular martensite 

  Flat Bottom Rail     Bull Headed Rail      Tram Rail 
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TABLE I  
HARDNESS VALUES OF S49 RAIL STEEL. 

 

1. 

Measurem

ent 

2. 

Measure

ment 

3. 

Measure

ment 

Average 

Measurement 

Value 

HRC 

Hardness 

Value 

22.2 25.4 26.7 24.76 

 
In order to determine the hardness exactly, hardness values 

were measured from various parts of the sample and at least 
five hardness values were taken from all surfaces of each 
sample. By taking the average of the hardness values 
measured, the average hardness values of the samples were 
found (Table 1). Macro hardness measurement values were 
determined by applying HRC test method and diamond cone 
tip by applying 10 kgf preload and 150 kgf total load. 

In Figure 5, macro images of S49 rail steel after three-point 

bending are given. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 5. Macro images of S49 rail steel after the three-point bending test 

 
When the sample images given in Figure 5 are examined, 

it is clearly seen that the samples are broken in the same 
regions and in the same shapes after the three-point bending 
test. 

Three-point bending strengths of the samples are given in 

Figure 6 graphically. 

 

 

Figure 6. Three-point bending strength graphs of the samples 

When the graphic given in Figure 6 is examined, the 
bending strength of S49 rail steel can be seen clearly. Three-
point bending tests were carried out with three samples. It was 
measured as 1776 MPa in the first measurement, 2251 MPa in 
the second measurement and 1301 MPa in the last 
measurement. The average of three measurements was 
calculated as 1776 MPa [8,13]. 

In Figure 7, broken surface SEM and EDS analysis images 

and results are given after the three-point bending test of S49 

rail steel. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 7. Broken surface SEM and EDS analysis of S49 rail steel after three-
point bending test 

 

When the SEM images given in Figure 7 are examined, it 

is seen that the S49 rail steel material is broken in a brittle 

way. Because, when looking at the SEM images of the sample, 

it is seen that there is too much roughness on the surface and 

the materials that make up the composition are broken from 

the grain boundaries. In addition, Fe, Mn and C peaks were 

detected in the internal structure of the sample as a result of 

the broken surface EDS analysis [10,14]. 

 

4. CONCLUSION 
 

In this study, the microstructure and mechanical properties 
of S49 rail steel were successfully performed. Scanning 
electron microscopy (SEM), Energy dispersion spectrometer 
(EDS), hardness, three-point bending test and SEM and EDS 
analyzes of fractured surfaces were successfully applied to the 
samples. The report of the experimental results can be 
summarized as below: 

 

 Fe, Mn, Si and C peaks present in S49 rail steel 
material were determined. 

Sample 1 

Sample 2 

Sample 3 

(4000 x) (2000 x) (1000 x) 

Surface EDS Analysis 

Element 
Weight 

(%) 

Fe 98.74 

Mn 1.10 

C 0.16 

 

(500 x) 
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 In the inner structure, scattered cementite grains were
found in martensite blocks.

 Macro hardness measurement values were measured
by HRC test method using a diamond cone tip by
applying 10 kgf preload and 150 kgf total load and
the hardness value was measured as 24.76.

 The average of the three-point bending test
measurement was calculated as 1776 MPa.

 It was found that the S49 rail steel material broke
brittle after the broken surface.

 As a result of the broken surface EDS analysis, Fe,
Mn and C peaks were detected in the internal
structure of the sample.
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1. INTRODUCTION
In industry applications, increase in using composite materials

causes that it is necessary to know behaviour of working

conditions, so that wear is the most important parameter and its

experimental behaviour must be known. The kind of composite

material used in production technology and their usage areas

have been increased every day. Fiber-reinforced polymer

composite, due to good combination of properties, are used

particularly in automobile and airplane industries, the

manufacturing of spaceship and sea vehicles. Composite

materials are ideal for structural applications where high

strength-to- mass ratio and specific stiffness of GFRP is not

extraordinarily high. Especially woven fabrics have rather low

specific strength and stiffness is required. Aircraft and

spacecraft are typical mass-sensitive structures in which

composite materials are cost effective. To gain full advantages

of composite materials, both aircraft and spacecraft are being

designed in a manner much different designing with

composites is state of the art [1]. The increase in the usage of

composite materials means that it is necessary to know their

behaviour under working conditions. The wear resistance is an

important parameter and its experimental behaviour must be

known. Composite materials are being used more and more

instead of steels and other metals because of their high strength

at low specific mass. Besides, wider choices of materials and

manufacturing of GFRP still require a lot of handworks and are 

rather expensive make them an ideal case for engineering 

applications [2, 3, 4]. On account of their good combinations 

of properties, fibre reinforced polymer composites are used 

particularly in the automotive and aircraft industries, the 

manufacturing of spaceships and sea vehicles [5, 6]. 

Nowadays, non-metal composite materials are being widely 

used as an alternative to steel and other materials. There are two 

main characteristics which make these materials 

attractive comparing conventional metallic designs. They are 

of relatively low density and they can be tailored to have 

stacking sequences to provide high strength and stiffness in the 

direction of high loadings [8].Composite materials consist of a 

resin and reinforcement chosen according to desired 

mechanical properties and the application [9, 10]. Among the 

fibre reinforcements, glass, carbon and aramid fibres are the 

most likely candidates and are widely employed. Polymer 

composites reinforced with these fibres are usually one to four 

times stronger and stiffer than their unfilled equivalents [11]. 

Among the resins, polyester, epoxy, phenolic and silicon resins 

are the most likely candidates and are widely employed.The 

ever-increasing demand for reliability and long life of 

machines are one of the main problems of contemporary 

engineering [12]. In industry, particularly materials working in 

places where wear properties are desired to be wear resisting. 
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For this reason, the wear resistance of the materials must be 

known [7]. Wear (DIN 50320) is called as occurring non-

desired modifications with deviation of little pieces due to a 

mechanical cause or energy on surface of material [13].Many 

studies reported that the wear resistance with polymer sliding 

against steel improved when the polymers are reinforced with 

glass or aramid fibres. However, the behaviour is affected by 

factors such as the type, amount, size, shape and orientation of 

the fibres, the matrix composition and the test conditions such 

as load, speed and temperature [11, 13, and 19]. The wear 

resistance of materials is determined in the result of laboratory 

experiments. In this study, the wear behaviours of woven glass 

fibre, composite materials are investigated under different 

loads, speeds, temperature and sliding distances.  

 
2. Experimental Procedure  
In this work, composite materials were made of Kevlar-epoxy 

resin, glass fibre-epoxy resin and glass fibre -polyester resin 

material. They had a quasi-isotropic stacking sequence, 900, 

with the surface ply, which is contact with friction during 

experiments having a 900 fibre orientation direction. Wear 

behaviour of the glass fibre-polyester resin (provided by Fiber 

Cag, Turkey) and glass fibre-epoxy matrix resin 

(CYCOM7701) provided by TAI, Turkey are experimentally 

investigated. The woven glass fibre-reinforced composites 

made of 425 gm-2 and 500 gm-2 (yarns can be produced from a 

wide range of fibers and whiskers. In the case of short fibers 

and whiskers, the yarn must be spun (or twisted) to hold the 

fibers together. Continuous fibers require no spinning, but it is 

often advantageous to do so. Fabrics are produced from these 

yarns by normal weaving processes). If the fibres are not spun 

the fabrics are usually denser and involve quite less fibre 

flexure. Plain wave glass fibre-polyester matrixes contain E 

glass fibres of diameter 10-24 m. Woven fabrics should be 

used when high shear strengths are required in the plane of the 

reinforcing sheet. The more unidirectional weaves generally 

have lower shear strengths than conventional weaves. The glass 

fibre composites have been reinforced with the volume of 

fibers Vf = 30 vol % and with the volume of matrix Vm=70 vol 

%. Matrix material used in these composites is polyester resin 

(Neoxil CE92). It is often desirable to add mineral filler to 

polyester resins. In addition to lowering the cost of resins, filler 

materials also improve the surface appearance, resistance to 

water and reduce shrinkage. Polyesters are also commonly used 

as matrix materials, particularly with glass fibre reinforcement. 

Polyester is an economic material that has high chemical 

resistance and resistance to environmental effects. It has high 

dimensional stability and low moisture absorption. Low 

volume-fraction glass fibre-polyester composites with a wide 

range of colours have been in use for a long time. The 

production technologies for glass and thermoset glass-

polyester composites are easier and cheaper than those for other 

glass-resin materials [5, 6, and 15].  

Glass-fibre reinforced polymer with thermoset polyester resin 

is an attractive material that is economically desired. Its 

applications at low temperatures and under service terms are 

easy, when this material is compared to advanced polymer 

composites with complex molecule structure, high strength and 

working under terms of difficult service [5, 6, 12]. This 

material is preferred due to the superiority of polymer mixed 

material, because it is easy to produce and at low east, more 

than advanced engineering applications. It is being questioned 

the developed and improved properties of this material in 

present [9]. Epoxy resins of several families are now available 

ranging from viscous liquids to high-melting solids. Among 

them, the conventional epoxy resins manufactured from 

epiclorohydrin and bisphenol remain the major type used. 

Epoxy resins are also modified with plasticizers [5, 6]. They 

are generally known as products used in structural component, 

adhesives, and protective plating due to their very good 

mechanical properties, chemical resistant and electrical 

characteristics. The shrinkage of epoxy is less than 2 % and 

there is no water or volatile by-products generated during 

curing. When these epoxy resins are reinforced with high-

strengthened fiberglass, the obtained product is used in 

structural applications to resolve need of high hardness and 

lightness [9, 18]. 

 
 2.1. Wear Test Details  
The woven glassfiber-epoxy matrix resin, the woven 

glassfiber-polyester matrix resin and Kevlar-epoxy resin 

composite materials were provided in the dimension of 

310x290x3 mm3. The experiment specimens of size 47x27x3 

mm3 were cut from the sheets Fig.1. The wear of composite 

materials was performed using a block on shaft test method Fig. 

2. The abrasive used at the wear of specimens is SAE 1030 

(DIN 22) steel ground whose surface ground and the diameter 

of 15mm. The hardness and surface roughness (Ra) of the 

depreciator shaft are 150 HB30 and 1.25 m, respectively. The 

wear tests were performed on a specially prepared 

experimental set-up by using a lathe. The actual loads were 

placed on the pan of the load arm of this apparatus. The 

schematic view of wear set-up is shown in Fig.2.The role of 

experimental conditions is very important in experimental 

studies. 

. 

 

Figure 1.  Dimensions of the plate used for the wear experiment  
 

 

First, ambient conditions should not be changed during the 

experiment sets for the accuracy. The experiments were 

repeated till if any change of the experiment conditions had 

been observed. 

First, ambient conditions should not be changed during the 

experiment sets for the accuracy. The experiments were 

repeated till if any change of the experiment conditions had 

been observed. The amount of wear will able to increase with 

the effect of temperature. Because it is determined that the 

depreciator shaft was heating in the results of a performed 

experiment; a new experiment was performed after the shaft 

was completely cooled in all experiments. 

All the experiments were conducted at the room temperature 

(20 0C). The temperature of the specimens was measured with 

a Cole-Palmer H-08406-46 infrared temperature measurement 

device. The glassfiber-epoxy resin, glassfiber-polyester resin 

and the Kevlar-epoxy resin composite materials specimens 

were tested under the different experiment conditions. Tests 
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were conducted for 0,390 and 0,557 m/s speeds, at two 

different loads of 5N and 10N. The mass losses were measured 

at each different sliding distances. Wear in the experiments was 

determined as mass loss. For each experiment, one of the 

specimens was used. The amount of wear was measured before 

the experiment and after the experiment with the apparatus of 

balance scales with an accuracy of 10-3 g. 

 

 
 

Figure 2.  Photograph of the experimental setup  and schematic view  of  a 

block-on-shaft wear test. 

 

 
3 . The experimental results and discussion 
The wear and friction behaviour of polymeric composites have 

to be considered as a function of load, sliding speed and 

distance or temperature. The surface temperature plays an 

important role in the friction and wear of polymers. An increase 

in wear intensity can occur thermal softening. Effects of the 

normal load and the sliding speed on the mass loss of woven 

glass fibre, glass fibre-epoxy resin and glass fibre-polyester 

resin composite specimens are shown in Figs. 3-13, 

respectively. The mass loss of the glass fibre-polyester resin 

composite specimens did not change below the sliding distance 

of 942m, as shown in Fig. 3. 
However, the mass loss of the plain polyester resin increased 

after the sliding distance 942 m. This result may be explained 

as the increase of the temperature occurred at the experiments. 

The wear on the glass-fiber polyester composite decreases due 

to the effect of increasing temperature removal from the surface 

as illustrated. The epoxy-based composite exhibits lower wear 

loss than that of polyester-based composite [18, 20]. The mass 

loss is lower in glass fiber-epoxy resin composite specimens 

than in fiberglass-polyester resin composite under 0,390 m/s 

speed and 5N load according to the sliding distance in Fig. 3. 

SEM photograph shows the features of worn surface at 0, 39 

m/s speed and 5 N load in Fig.4. The results also show that the 

wear did not occur in Kevlar fibre-reinforced composite 

specimens at 0,390 m/s speed and 5N load. From Figs. 3–5, it 

is seen that the wear increased with the increasing sliding 

distance. The mass loss of all the composite specimens 

generally increased with the sliding distance at the constant 

sliding speed 0,390 m/s when the applied load was increased 

from 5 to 10N (compare Fig. 3 with Fig. 5 and in Fig. 6). 

Because the fiberglass-epoxy resin has a low friction 

coefficient and high wear resistance; the mass loss of the 

fiberglass epoxy resin is lower than that of fiberglass-polyester 

composite [5, 6, 12]. 
 

 

 Figure 3.  Variation of mass loss with respect to sliding distance at 0,390 

m/s speed and 5N load. 

 

 

 
Figure 4.  SEM photograph showing the worn surface of glass fiber–epoxy resin 

Composite  at 0,390 m/s  speed and  5N load. 

 
Because of the low friction coefficient of epoxy resin, the 

temperature is increased. For this reason, the mass loss 

becomes less depending on the sliding distance as shown in 

Fig. 5.  
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Figure 5. Variation of mass lost with respect to the sliding distance for 0,390 

m/s speed and 10N load. 

Figure 6 . SEM photograph showing the worn surface of glass fiber–epoxy resin 

composite  at 0,390 m/s speed and 10N load. 

Figure 7.  Variation of mass lost with respect to the sliding distance for 0,557 

m/s speed and 5N load. 

A little increase in temperature depends on sliding distance at 

0,557 m/s speed and 5N load. The wear will occur in the 

polyester resin rather than the reinforcement. SEM photograph 

in Fig. 8. Shows the features of worn surface at 0,557 m/s speed 

and 5N load. As the earlier mentioned, epoxy-based 

composites exhibit lower wear loss than polyester-based 

composites. In addition, kevlar fibres usually exhibit much 

higher wear resistance than glass fibres [8, 14] and kevlar fibres 

exhibit lower friction than glass fibres. The low friction 

coefficient is prevented to increase of the temperature. For this 

reason, the mass loss of the kevlar fibre-reinforced composite 

material becomes less than that exhibited by the woven glass 

fabric-reinforced composites. The woven glass fabric-

reinforced composites were subjected to a larger mass loss 

depending on sliding distance, when both the sliding speed and 

the applied load are increased as it can be seen in Fig. 8. 

Figure 8.  SEM photograph showing the worn surface of fiberglass–epoxy 
resin composite at 0,557 m/s speed and 5N load. 

It is well-known that the surface temperature plays an 

important role in the friction and wear of polymers and thus it 

increases at higher sliding speeds and loads [5, 6, 18]. The 

applied load on the specimens has more effect on the wear than 

the sliding speed according to the data given in Figs. 3–11. 

SEM photographs in Figs. 4 and 6 depict the features of worn 

surface in sample subjected to increasing distance of sliding. In 

Fig. 7, the wear of matrix material due to larger sliding distance 

compared to Fig. 5 is noticeable comparing Fig. 9 with Fig. 10, 

it is possible to highlight the effect of increasing load 

application on the wear surface features. As seen in Fig. 13, 

when load is increased, causes to rise of temperature up to a 

point, the ends of fibers are broken due to matrix detachment. 

composite for all the speeds and loads according to sliding 

distances (Figure 3, 5, 6, 8 and 9).Glass fibre-epoxy resin 

composites generally showed higher resistance and minimum 

wear if we compare with the glass fibre-polyester matrix resin 

composites materials. The glass fibre-epoxy resin composites 

have a low friction coefficient and high wear strength, which 

prevents the increase of temperature. For this reason, the mass 

loss of glass fibre-epoxy resin composites is low depending on 

the sliding distance. The study also showed that higher loads 

and sliding velocities bring about changes in worn surface 

features such as interface separation, inclined fracture of fibres, 

loss of matrix as well as the appearance of debris with the two 
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different. The wear occurs in the matrix rather than the 

reinforcement. 

 
 

Figure 9.  Effect of speed and load on temperature (20 0C) and time of 

fiberglass–polyester resin composite. 

 

 
Figure 10.  Effect of speed and load on temperature(20 0C)  of fiberglass–

epoxy resin composite. 

 

 

 Figure 11. Effect of speed and load on temperature (20 0C) of  kevlar-epoxy 
resin composite. 

 

Figure 12. Variation of mass  loss  with respect to the sliding velocity for 

0,557 m/s speed and 10N load. 
 

 

 
 
Figure 13.  SEM photograph showing the worn surface of glass fibre–epoxy 
resin composite at 0,557 m/s speed and 10N load. 

 

 
3 .  Conclusion 
The mass loss of the woven glass fibre-epoxy resin composite 

increases with increasing of load and speed. Because the 

temperature raised with increasing of load and speed. The mass 

loss of all  composite specimens generally increased with the 

sliding distance at the constant sliding speed of 0, 390m/s when 

the applied load was increased from 5N to 10N (compare Fig. 

3 with Fig. 5, and Fig. 6). 

The wear in the woven glass fibre-epoxy resin composite 

specimens is lower than the woven glass fibre-polyester resin 

Therefore, the wear in the woven 425 gm-2 glass fabric-

reinforced composite is lower than the woven 500 gm-2 glass 

fabric-reinforced composite keeping all test parameters 

constant. Due to the kevlar fibres having a low friction 

coefficient and high wear strength, and epoxy-based composite 

exhibit lower wear loss than polyester-based composite, the 

wear of the kevlar fibre-reinforced composite is lower than the 

woven glass fabric-reinforced composites. 
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1. INTRODUCTION

Permanent magnet synchronous motors (PMSM) are 

widely used in high performance applications for its 

advantages such as high power density, high efficiency, high 

torque to inertia ratio and robustness. In earlier control 

applications, direct current (DC) machines were used because 

of that flux and torque of DC machines could be controlled 

separately. But DC machines increase operation and 

maintenance cost due to the presence of commutator and 

brushes and they can not operate in explosive and hazard 

conditions due to sparking occurs at brushes. In last decades, 

applying vector control [1-2] and developments in power 

electronic devices allowed induction machines as an important 

alternative to the DC machines.  However in comparison with 

induction machine, PMSM, which is another alternative current 

(AC) machine, has some advantages such as high power factor, 

high efficiency and decreased rotor losses [3-4].  

In order to use PMSM with high efficiency, absolute 

position and speed information have to be obtained. For this 

purpose, position and speed sensors such as tachogenerator, 

resolver and encoder are generally used. Due to disadvantages 

of these sensors such as bigger motor size, higher cost and 

complexity, sensorless control method has recently attracted an 

important attention.  

In Fig. 1, sensorless field oriented control (FOC) is used to 

control the torque and magnetic flux of the motor separately. 

Flux and torque are controlled respectively by 𝑖𝑑 and 𝑖𝑞

currents. In this control, the error signal is obtained from the 

difference between the reference and estimated values and then 

the error is processed through a PI controller. 

Figure 1. Block diagram of sensorless FOC of PMSM 
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Sensorless control methods of PMSM can be divided into 

two main categories: 

 Model based sensorless methods 

 High frequency (HF) signal injection based methods 

Model based control methods require measurement of 

stator voltages and currents to estimate the back electromotive 

force (EMF) for position and speed information. Model based 

methods are generally used in medium and high speed 

operations. In these methods, position and speed information is 

contained by the back EMF and so in low speed operations, in 

which back EMF magnitude is not sufficiently large to 

measure, position and speed information can not measure 

accurately. Main techniques of the model based control 

methods are; sliding mode observer (SMO), model reference 

adaptive system (MRAS) and extended Kalman filter (EKF) 

[5-6]. 

HF signal injection methods use magnetic saliency 

(anisotropy) of the machine, which is a result of saturation and 

geometric construction, for position and speed information. In 

signal injection methods generally two techniques are used: 

high frequency signal injection method and pulse injection 

method. In surfaced mounted PMSM, rotor position does not 

change according to the stator inductances and so HF signal 

injection can not be used in these motors. HF signal injection 

methods are used in standstill and low speed operations; 

because in high speed operation they need very high frequency 

[7-9].    

In this paper SMO and MRAS based control methods are 

compared. In order to eliminate chattering effect caused by 

signum switching function in SMO based control method, 

without using a low pass filter, a sigmoid function is used to 

get accurate position and speed information. Owing to sigmoid 

function, it has also been observed a decrease in noise and 

ripple of the system. In MRAS based method, PMSM itself is 

chosen as reference model and current model as adjustable 

model. Adjustable model variables are adjusted through 

adaption mechanism to estimate accurate position and speed 

information. According to results, it is observed that a decrease 

in the noise and ripple of the torque and speed curves. 

 

2. MODELLING OF PMSM 
 

d-q axis equivalent circuit models are as in Fig. 2: 

 

         
 
                      (a)                                                       (b) 

 
Figure 2. Equivalent circuit models of PMSM in rotor reference frame (a) d-

axis and (b) q-axis 
 

       Flux equations in rotor reference frame (1), (2): 

                                                     𝜆𝑞=𝐿𝑞𝑖𝑞                                       (1) 

            𝜆𝑑=𝐿𝑑𝑖𝑑 + 𝜆𝑚                                           (2) 

    Voltage equations in (3), (4):  

            𝑢𝑑 = 𝑅𝑠𝑖𝑑 + 𝑝𝜆𝑑 − 𝜔𝑒𝜆𝑞               (3)                                

  𝑢𝑞=𝑅𝑠𝑖𝑞+𝑝𝜆𝑞+𝜔𝑒𝜆𝑑                                (4)                                                 

     In equation (3), (4); 𝑢𝑑 and 𝑢𝑞 are the d-q axis voltages, p is 

the derivative operator, 𝑖𝑑 and 𝑖𝑞  are the d-q axis currents,  𝜆𝑑 

and 𝜆𝑞 are the d-q axis fluxes and 𝜆𝑚  is the permanent magnet 

flux.  

     Electromagnetic torque produced by PMSM is (5): 

          𝑇𝑒 =
3𝑝

2
[𝜆𝑚𝑖𝑞 + (𝐿𝑑−𝐿𝑞)𝑖𝑑𝑖𝑞]                    (5)                   

                                

      First part of the Eq. 5 shows the torque produced by 

permanent magnets and second part of the Eq. 5 shows the 

reluctance torque. In surfaced mounted PMSM, reluctance 

torque is equal to zero because d and q axis inductance have the 

same value. Mechanical torque is as in Eq. 6; 

              𝑇𝑚 = 𝑗𝑝𝜔𝑚 + 𝐵𝜔𝑚+𝑇𝐿                            (6)                          

                                  

      In Eq. 6, 𝜔𝑚  is mechanical speed, j is moment of inertia 

and 𝑇𝐿  is load torque.   

 

3. SENSORLESS CONTROL METHODS OF PMSM 
 

3.1. Sliding mode observer  
      Sliding mode control is a control method that changes 

dynamics of nonlinear systems using HF switching functions 

[10-11]. For estimation of speed and position information of a 

PMSM, sliding mode control is used as an observer. SMO is 

one of the back EMF based estimation methods.   

       Fig. 3 shows the behaviour of the system states in SMO: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3. The behaviour of the system states in SMO [13] 
 

      Fig. 3 shows that SMO forces state variables to the sliding 

surface and then controls the system to maintain position of the 

state variables on the sliding surface. The main purpose of this 

control is to make the sliding surface variable (σ(x)) zero. The 

first step for controller is to choose a sliding surface. Then a 

reaching phase and a sliding phase occur. Reaching phase 

begins with the initial state and continues to end of the 
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switching state. During the reaching phase, state variables are 

led to sliding phase. In sliding phase state variables are hold on 

sliding surface and led to equilibrium point [12]. 

      In SMO based control to reach the the sliding surface, an 

infinite switching frequency is needed. But it is not possible to 

use an infinite switching frequency. This situation is called as 

chattering effect and causes estimation errors. Chattering effect 

also causes noise and oscillation in the system. To eliminate 

this effect, a low pass filter is used but filters cause a phase 

delay [14]. To keep up phase delay at minimum level, filter 

designing has an important effect. Another solution to 

eliminate chattering effect is to use a sigmoid function instead 

of signum function.  

      Current equations (𝑎 − 𝛽 coordinates) in stationary 

reference frame in (7), (8):  

           
𝑑

𝑑𝑡
𝑖𝛼 =  −

𝑅𝑆

𝐿𝑆

𝑖𝛼 +
1

𝐿𝑆

𝑢𝛼 −
𝜆𝑚

𝐿𝑆

𝜔𝑟𝑠𝑖𝑛𝛳𝑟                     (7) 

          
𝑑

𝑑𝑡
𝑖𝛽 =  −

𝑅𝑆

𝐿𝑆

𝑖𝛽 +
1

𝐿𝑆

𝑢𝛽 −
𝜆𝑚

𝐿𝑆

𝜔𝑟𝑐𝑜𝑠𝛳𝑟                    (8) 

      Back EMF equations in (9), (10): 

                             𝑒𝛼 =  −𝜆𝑚𝜔𝑟𝑐𝑜𝑠𝛳𝑟                                    (9) 
 

                                𝑒𝛽 =  𝜆𝑚𝜔𝑟𝑠𝑖𝑛𝛳𝑟                                       (10)                                                                  

      Using stationary reference frame equations of PMSM, Eq. 

(11) and (12) is obtained: 

     
𝑑

𝑑𝑡
𝑖�̂� =  −

𝑅𝑆

𝐿𝑆

𝑖�̂� +
1

𝐿𝑆

𝑢𝛼 − 𝐾𝑠𝑤

1

𝐿𝑆

𝐻(𝑖�̂� − 𝑖𝑎)             (11) 

    
𝑑

𝑑𝑡
𝑖�̂� =  −

𝑅𝑆

𝐿𝑆

𝑖�̂� +
1

𝐿𝑆

𝑢𝛽 − 𝐾𝑠𝑤

1

𝐿𝑆

𝐻(𝑖�̂� − 𝑖𝛽)            (12) 

       The error between reference and estimated values is    

𝑖�̃� = 𝑖�̂� − 𝑖𝑠  

                       𝐻(𝑖�̃�) = (
2

1 + exp(−𝑎𝑖�̃�)
) − 1                     (13) 

                      𝐻(𝑖�̃�) = (
2

1 + exp(−𝑎𝑖�̃�)
) − 1                    (14) 

      Lyupanov function is used for stability of the observer. 

                                  𝑉 =
1

2
(𝑖�̃�

2 + 𝑖�̃�
2)                               (15) 

       
𝑑

𝑑𝑡
𝑉 = −

𝑅𝑆

𝐿𝑆

(𝑖�̃�
2 + 𝑖�̃�

2) +
1

𝐿𝑆

(𝑒𝛼𝑖�̃� + 𝑒𝛽𝑖�̃�

−
𝐾𝑠𝑤

𝐿𝑆

(|𝑖�̃�| + |𝑖�̃�|)                                    (16) 

      When observer reached the sliding surface, estimated 

current values turn into reference frame. Then current 

equations are 𝑖�̃� = 0 𝑎𝑛𝑑 𝑖�̃� = 0 . 

   𝑒�̂� =  𝐾𝑠𝑤𝐻(𝑖�̃�)                                    (17)                                
                                                                               
  𝑒�̂� = 𝐾𝑠𝑤𝐻(𝑖�̃�)           (18)

                                                                      

      Fig. 4 shows block diagram of SMO with sigmoid function: 

 
 
Figure 4. Block diagram of SMO with sigmoid function 

      In Eq. (19) rotor position: 

                                  �̂� = − tan−1(
𝑒�̂�

𝑒�̂�

)                                   (19) 

      In Eq. (20) rotor speed: 

                                         𝜔�̂� =
𝑑�̂�

𝑑𝑡
                                            (20) 

Fig. 5 shows Matlab/Simulink model of SMO. 

 

 

 

 

 

 

 

 

 

 

 
Figure 5. Matlab/Simulink model of SMO 
 

3.2. Model reference adaptive system 

       MRAS is a closed loop control method to estimate position 

and speed of PMSM. MRAS has three main models: reference 

model, adjustable model and adaption mechanism. Reference 

model is independently of the variable and it does not contain 

unknown parameters. Adjustable model is dependent on 

variable being estimated.  The adaption mechanism uses the 

difference between the two models to tune the estimated 
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variable and feed it back to the adjustable model [14]. Adaption 

mechanism controls adjustable model through a PI controller 

[15-17]. In this paper PMSM itself is chosen as reference model 

and current model of PMSM is chosen as adjustable model. 

Fig. 6 shows structure of MRAS. 

 

 

 

 

 

 

 
Figure 6. Structure of MRAS 
 

      According to the mathematical model of PMSM in the d-q 

coordinate system, the current model of the stator can be 

described as [17]:   

𝑑

𝑑𝑡
[
𝑖𝑑 +  

𝜆𝑚

𝐿

𝑖𝑞

] =  [
−

𝑅𝑠

𝐿
𝜔𝑒

−𝜔𝑒 −
𝑅𝑠

𝐿

] [
𝑖𝑑 +  

𝜆𝑚

𝐿

𝑖𝑞

] +
1

𝐿
 [

𝑢𝑑 +  
𝑅𝑠𝜆𝑚

𝐿
𝑢𝑞

]     (21)              

                                 𝑖𝑑
∗ = 𝑖𝑑 +

𝜆𝑚

𝐿
,     𝑖𝑞

∗ = 𝑖𝑞                          (22) 

                            𝑢𝑑
∗ = 𝑢𝑑 +

𝑅𝑠𝜆𝑚

𝐿
 ,      𝑢𝑞

∗ = 𝑢𝑞                   (23) 

      MRAS reference model can be described: 

 

             
𝑑

𝑑𝑡
 [

𝑖𝑑
∗

𝑖𝑞
∗ ] =  [

−
𝑅𝑠

𝐿
𝜔𝑒

−𝜔𝑒 −
𝑅𝑠

𝐿

] [
𝑖𝑑

∗

𝑖𝑞
∗ ] +

1

𝐿
 [

𝑢𝑑
∗

𝑢𝑞
∗ ]                (24) 

      MRAS adjustable model can be described as: 

 

                
𝑑

𝑑𝑡
 [

𝑖𝑑
^

𝑖𝑞
^] =  [

−
𝑅𝑠

𝐿
𝜔𝑒

−𝜔𝑒 −
𝑅𝑠

𝐿

] [
𝑖𝑑

^

𝑖𝑞
^] +

1

𝐿
 [

𝑢𝑑
∗

𝑢𝑞
∗ ]              (25)                                                                                                               

      The error between the reference model and adjustable 

model can be written as: e = i*-i^  

   𝑝𝑒 = 𝐴𝑒 − 𝑊𝐼                      (26)                           

        𝑣 = 𝐷𝑒      (27)

      𝐷 = 𝐼    and then      𝑣 = 𝑒     (28)             

        According to Popov Super Stability Theory:  

(1) Transfer matrix H(s)= D(sI-A)-1 must be positive real 

matrix, 

(2) Ƞ (0, 𝑡0)=∫ 𝑣𝑇𝑊𝑑𝑡 ≥ −
𝑡0

0
𝛾0

2 ,     ⩝ 𝑡0 ≥ 0,     𝛾0
2 > 0 

is any finite positive number.  

       Then, lim
𝑡→∞

𝑒(𝑡) = 0 , the MRAS is asymptotically stable. 

       �̂�  can be obtained as: 

�̂� =∫ 𝑘1(𝑖𝑑
∗ 𝑖𝑞

^ − 𝑖𝑞
∗ 𝑖𝑑

^)𝑑𝜏 + 𝑘2(𝑖𝑑
∗ 𝑖𝑞

^ − 𝑖𝑞
∗ 𝑖𝑑

^)
𝑡0

0
+ �̂� (0)      (29)        

       

      When 𝑘1 𝑎𝑛𝑑 𝑘2 ≥ 0: 

 �̂�=𝑘1
^ ∫ [𝑖𝑑

∗ 𝑖𝑞
^ − 𝑖𝑞

∗𝑖𝑑
^ −

𝜆𝑓

𝐿
(𝑖𝑞

∗ − 𝑖𝑞
^)]𝑑𝜏

𝑡0

0
+ 𝑘2

^[𝑖𝑑
∗ 𝑖𝑞

^ − 𝑖𝑞
∗𝑖𝑑

^ −

𝜆𝑓

𝐿
(𝑖𝑞

∗ − 𝑖𝑞
^)] + �̂�(0)                                       (30)             

      Rotor position is defined as integral of speed (Eq. 31):  

       𝛳𝑒 = ∫ �̂�𝑑𝑡
𝑡0

0
                                    (31) 

      Fig. 7 shows Simulink model of adjustable model: 

 

 

 

 

 

 

 

     Figure 7. Adjustable Model 

      Fig. 8 shows Simulink model of adaption mechanism: 

 

 

 

 

 

 

 

 

 
   Figure 8. Adaption Mechanism     
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4. SIMULATION RESULTS 

 
Table 1 shows simulation parameters of the PMSM model: 
 

     

            TABLE I   

            PARAMETERS of PMSM 

 
        

       In Fig. 9, reference speed is 1000 rpm and load torque is 5 

Nm for 0-0,5 s and it is shown that speed, torque, phase currents 

and position error simulation results of SMO and MRAS based 

models and their comparison. 
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                                (d)                                                                             
Figure 9. Speed, torque, phase currents and position error graphics of PMSM 

for 1000 rpm and 5 Nm 

      In Fig. 9.a, MRAS based control method speed response 

has 5% overshoot and 0.03 s settling time while SMO based 

control method has 2% overshoot and 0.09 s settling time. In 

Fig 9.d, position error in MRAS based control is 0.039 rad 

while in SMO based is 0.035 rad. 

      In Fig. 10 shows the speed of PMSM as the reference is 

changed 500-1000-1500 rpm at 0-0.15-0.35 s and load torque 

is 5 Nm at 0-0,5 s. In Fig. 10, it is shown that speed, torque, 

phase currents and position error simulation results of SMO 

and MRAS based models and their comparison. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
                    (a)                                                                              

PARAMETERS VALUES 

Stator resistance (𝑅𝑠) 2.8175 Ω 

Pole Pairs (p) 2 

d-axis inductance (𝐿𝑑) 0.0085 H 

q-axis inductance (𝐿𝑞) 0.0085 H 

Rotor flux linkage (𝜆𝑚) 0.175 Wb 

Moment of inertia (J) 0.0008 𝑘𝑔𝑚2 
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     (d)                                                                              
 

Figure 10. Speed, torque, phase currents and position error graphics of PMSM 

for 500-1000-1500 rpm   and 5 Nm 

 
      In Fig. 10.a, when speed is increased from 500 rpm to 1000 

rpm at 0.15 s, MRAS based control method speed response has 

5% overshoot and SMO based control method has 3% 

overshoot. In Fig. 10.a and b, it is shown that in speed and 

torque curves SMO based model has more ripple than MRAS 

based model. As can be seen in Fig. 10.c, initial phase currents’ 

values of MRAS is smaller than SMO. In Fig 10.d, position 

error in MRAS based control is 0.045 rad while in SMO based 

is 0.035 rad. SMO based model achieves fast response to load 

and speed variations but its settling time is more than MRAS 

model. 

      In Fig. 11, reference speed is 1000 rpm and load torque is 

increased from 5 to10 Nm at 0.3 s. In Fig. 11, it is shown that 

speed, torque, phase currents and position error simulation 

results of SMO and MRAS based models and their comparison. 
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           (d)                                                                              

Figure 11. Speed, torque, phase currents and position error graphics of PMSM 

for 1000 rpm and 5-10 Nm 

      In Fig. 11.a, MRAS based control method speed response 

has 5% overshoot and 0.03 s settling time while SMO based 

control method has 3% overshoot and 0.09 s settling time. In 

Fig 11.d, position error in MRAS based control is 0.025 rad 

while in SMO based is 0.02 rad.  

 

5. CONCLUSION 

        This paper presents a comparison between sensorless FOC 

of PMSM based on MRAS and SMO methods. Both of the 

models are able to track the reference values in different speed 

and load torque operations. But results show that MRAS based 

method has better dynamic response and higher performance.      

According to the simulation results in Fig 9.b, 9.c, 10.b, 10.c,     

11.b and 11.c, it is observed that initial torque and current 

values in MRAS based model less than SMO based model. In 

Fig 9.a, 9.b, 10.a, 10.b, 11.a and 11.b, simulation results also 

proved that MRAS based model has better performance in 

terms of settling time and noise than that of SMO based model. 

As a result, the system is more stable and has less oscillation 

with the MRAS based method. 
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1. INTRODUCTION

The development of materials science has been a very 

important factor in the progress of technology in the process of 

history. For this reason, material science needs to be developed 

for the development of humanity. These two phenomena make 

up an inseparable whole. Developing materials science offers 

us solutions that are different, simple, practical, reliable and 

bring significant cost advantages for businesses when today's 

conditions are considered. These developments in material 

science provide cost advantages in the field of industry as well. 

Nowadays, instead of replacing damaged parts, it is generally 

preferred to carry out repairs to avoid time and money loss. In 

choosing repair methods, it is aimed to minimize time and cost. 

Particularly in tearing and cracking, patching method is 

preferred by using adhesive [1-6]. Therefore, there is no need 

for repair with mechanical connection forms such as screws, 

rivets, and welding. With this method, the destructive damages 

that may occur in the material can be prevented. In the 

literature, it is possible to find many studies on patching using 

adhesives. Some of these studies are presented below:  
Lee et al. investigated the effect of different geometric 

shapes (rectangular, triangular, inverted triangular and 
parallelogram) on bonding strength [7]. In the study, consistent 
with the numerical results, they obtained the highest bonding 

strength in the inverted triangular patch. Gavgali et al. 
experimentally and numerically investigated the fatigue and 
static strengths of single-lap and three-step-lap joints, which 
were subjected to tensile and four-point bending tests [8]. In 
the study, they stated that the change in the geometry of the 
area where the bonding was made had a profound effect on both 
fatigue and fracture behavior of the joint. Sahin et al. 
investigated lifetimes of single-lap joints of five different 
adherend thicknesses obtained using AA2024-T3 aluminum 
alloy and DP460 structural adhesive under varying tensile 
fatigue loads [1]. In the study, they stated that the static tensile 
strength of the joints increased due to the increase in adhesion 
thickness. Karaman numerically investigated the behavior of 
double-sided lap joint of AA-5083 aluminum sheets with 
elliptical holes under bending load [9]. In the analysis, the 
bending damage loads of the samples were found. From the 
results, it was revealed that the patched samples carried a 
higher loads. Erkek experimentally investigated the effects of 
thermal aging on the buckling behavior of composite sheets 
repaired with a patch using adhesive from the outer part. In the 
study, it was observed that temperature and adhesive thickness 
variations affect the buckling load [10]. Ergün examined AA-
5083 aluminum sheets with elliptical holes and glass fiber 
reinforced composite patches by joining them with DP-460 
type adhesive. In the study, experimental and numerical results 
were found to be close to each other [11]. Adin et al. bonded 
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the composite material with AA-5083 aluminum material using 
DP-460 adhesive and examined the tensile strength. As a result 
of their studies, they stated that lap width and patch width are 
important [12]. Canbolat examined the repair of aluminum 
sheets by composite patches in case of damage. In the study, it 
was observed that damage loads and damage mechanisms 
converged experimentally and numerically [13]. Zarrinzadeh et 
al. investigated experimentally and numerically the effects of 
fatigue on crack growth in a cylindrical aluminum pipe with 
cracks. In the study, they stated that they approached the 
realistic behavior of the structure [14]. In another study, 
Zarrinzadeh et al. examined the fatigue life after patching on a 
cylindrical cracked aluminum pipe. Different from previous 
works, glass-epoxy composite material was used as patch 
material. In addition, they investigated the effect of patch 
length on fatigue life. As a result of the study, they found a 
directly proportional relationship between the increase in the 
number of layers and the fatigue life, and an inversely 
proportional relationship between the patch length and the 
fatigue life [15]. Liu et al.  investigated the change in fatigue 
life as a result of patching the cylindrical cracked aluminum 
pipe with composite material. As a result of the study, they 
determined that there is a directly proportional relationship 
between the number of layers of the composite material and 
their fatigue life [16]. During the use of pipes, damages occur 
in the form of small cracks due to various internal and external 
effects [16-18]. In general, cutting out the damaged area and 
changing it with a new one causes loss of money and time. In 
this study, aluminum pipes with various cracks were repaired 
with patches made of glass-epoxy composite material. Later, 
the draft-pressure fatigue behavior of the patched pipes 
produced in this way was investigated by the finite element 
method. On the basis of the studies in the literature, the purpose 
of the research is to find the effect of the patch on the fatigue 
life of the structure. Studies in the literature investigate how 
fatigue life is affected after patching [19]. Although they used 
different parameters and materials, almost all of them obtained 
findings on the positive effects of the patch presence. 

The tubular Al 6063 aluminum used in our study is a 
frequently preferred material in the industry. In case of damage 
of this material, its fatigue behavior was investigated after 
repair with a composite patch. 

  

2. MATERIAL AND METHOD   
 
 In our study, numerical fatigue analyzes were performed 

using the Finite Element Method. Numerical analyzes were 

performed using the Ansys Workbench (15.0) finite element 

package program. In the analyzes, Al 6063 type aluminum pipe 

base material, [0/90]2 reinforced angle glass-epoxy patch and 

DP-460 industrial adhesive were used. In the analyzes, tensile-

compression load was applied to the samples, and fatigue was 

achieved. Samples were modeled in three dimensions. The 

mechanical properties of Al 6063 type Aluminum pipe, [0/90]2 

reinforced glass-epoxy composite material and DP-460 type 

industrial adhesive materials used in the analyzes are given in 

Table 1, Table 2 and Table 3 [11, 20]. 

 

 

 

 

 

 

 

TABLE 1 
MECHANICAL PROPERTIES OF AL 6063 TYPE ALUMINUM PIPE 

Elasticity module 69000 MPa 

Poisson ratio 0.33 

Tensile strength 150 MPa 

Yield strength 90 MPa 

  
TABLE 2 

MECHANICAL PROPERTIES OF [0/90]2 REINFORCED ANGLE GLASS-

EPOXY COMPOSITE PATCH 

𝐸1 47902 MPa 

𝐸2 = 𝐸3 20395.25 MPa 

𝐺12 = 𝐺13 = 𝐺23 4941 MPa 

𝜗12 0.253 

𝜗13 = 𝜗23 0.106 

 
TABLE 3 

MECHANICAL PROPERTIES OF DP-460 TYPE INDUSTRIAL 
ADHESIVE 

Elasticity Module 2077.1 MPa 

Poisson’s ratio 0.38 

Tensile strength 44.616 MPa 

Adhesive thickness 0.25 mm 

Shear stress 23.99 MPa 

Shear strength 33.35 MPa 

Shear module 560 MPa 

 

The dimensions of the aluminum pipe used in the study are 

given in Fig. 1. All dimensions selected in the modeling of pipe 

samples were determined by considering the industrial uses of 

aluminum pipes. As seen in Fig. 1, the large diameter (D) of 

the aluminum pipe is 90 mm, the small diameter (d) is 86 mm, 

the length is 250 mm, and the pipe thickness is 2 mm. Cracked 

damaged pipes were examined in the analyzes [21]. The crack 

lengths in the pipes were taken as 1, 3, 5, 7 and 10 mm. The 

cracks occurred in the middle of the length of the pipe and 

perpendicular to the direction where the draft-compression 

loads were applied. Damaged pipe with a crack length of 10 

mm is shown as an example in Fig. 1. 

 

 
Figure 1. Dimensions of damaged Al 6063 aluminum pipe. 

 

In our study, the repair process was carried out using 

quarter and semi-circular glass-epoxy patches. The dimensions 

of the patches used in the repair are shown in Fig. 2a and b. The 
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length of the glass-epoxy patch material is 50 mm and its 

thickness is 0.4 mm. 

 

 

 

 

 

 

Figure 2.  [0/90]2 reinforced angle glass-epoxy patch; a) front view b) isometric 

view (Unit: mm). 

 
Analyzes were carried out in three parts as non-patched, 

quarter-circular and semi-circular patched. In the analyzes, the 
patches were positioned at the center of the pipe based on the 
center of the crack zone. Fiber orientation and reinforcement 
angles of the patches are given in Fig. 3. 

 

Figure 3. Fiber orientation angles of glass-epoxy composite patches. 

 

 

2.1. Fatigue analysis 
 

In numerical analyzes, all three-dimensional models were 

made in the SolidWorks program according to the 

measurements given in Fig.1, and then finite element analyzes 

were made in the Ansys Workbench program [22]. Aluminum 

pipes are modeled as non-patched, quarter-circular and semi-

circular composite patches. In addition, in case of three 

different patches for each crack length, a total of 15 different 

modelings was performed using the mechanical values given in 

Table 1, Table 2 and Table 3, and then numerical analyzes were 

carried out. In analysis, elasticity module, shear stress and 

poisson's ratio were introduced to the system respectively, and 

mesh operation was performed by selecting the mesh structure 

[23-28]. Then, fatigue analyzes of patched and non-patched 

pipes were carried out according to five different crack 

parameters. Fatigue analyzes were performed as tensile-

compression [29-34]. When the analysis models were created, 

one side was accepted as a fixed support, as seen in Fig. 4, and 

40.5 MPa, which is 45 percent of the yield strength of Al 6063 

Aluminum pipe, was used. All analyzes were made in the case 

of quarter-circular and semi-circular composite patches with 

the same pipe sizes, five different crack lengths and two 

different geometric shapes. In addition, in order to measure the 

gain, analyzes were made in the non-patched form of the 

aluminum pipe and a total of 15 different analyzes were carried 

out. The mesh (mesh structure), which should be used in the 

finite element separation process, contains a special place that 

significantly increases the accuracy of the analysis results [35, 

36]. Again, taking into account the studies in the literature, 0.25 

mm for DP-460 and 1 size for Al 6063 and Glass - epoxy were 

selected. Other details of the mesh process are like this; three 

different face-sizing modules for three different materials were 

added to the Ansys Workbench feature tree section. After 

selecting individual element sizes and models, the Triangle 

Surface Mesher method was selected and the program was run. 

 

 
TABLE 4 

NUMBER OF NODE AND ELEMENT 

Pipe 

Crack 

length 

(mm) 

        Number of 

         nods 

      Number of    

elements 

Non-patched 

1 1.193.979 651.523 

3 1.198.924 655.243 

5 1.199.661 655.753 

7 1.199.149 655.502 

10 1.199.588 655.129 

Quarter-

circular 

patched 

1 1.217.890 655.051 

3 1.222.835 658.771 

5 1.225.504 660.683 

7 1.223.090 659.052 

10 1.223.499 658.657 

Semi-circular 

patched 

1 1.235.435 657.583 

3 1.240.380 661.303 

5 1.241.117 661.813 

7 1.240.605 661.562 

10 1.241.044 661.189 

 

 

After the meshing process, data on the nodes and number 

of elements belonging to different samples divided into finite 

elements are given in Table 4. 
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Figure 4. Representation of the 40.5MPa force applied to the analyzed sample. 

 

 

 

3. FINDINGS AND DISCUSSION   
  

After repair of aluminum pipes with different crack lengths 

Non-patched, quarter and semi-circular composite patched, the 

fatigue life is shown in Table 5 depending on the crack length. 

Here, N symbolizes the number of cycles. 

 
TABLE 5 

FATIGUE LIFES 

 Non-patched 
Quarter-

circular 

patched 

Semi-circular 

patched 

Crack length 

 (mm) 

Fatigue Life  

(N) 

Fatigue Life 

(N) 

Fatigue Life  

(N) 

1  11333 15365 14746 

3  1704 4872 4807 

5  1502 6735 5333 

7  993 4307 2543 

10  521 2944 2337 

 

 

In the fatigue life calculation of the aluminum pipe made 

non-patched in Fig. 5a, it can be seen that the fatigue life 

decreased from 11333 cycles to 521 cycles during the 

progression of crack length from 1 mm to 10 mm. It was 

determined that this decrease is due to the crack length. In 

addition, it was observed from Fig. 5b and Fig. 5c that quarter 

and semi-circular composite patched aluminum pipes 

decreased their fatigue life due to the progress of the crack 

length. In the studies of Zarate and other researchers, the 

subject of research is the effect of the structure of the patch on 

the fatigue life [19]. However, it was seen from this study that 

the shape of the patch is also important. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 5. The fatigue lives of (a) non-patched, (b) quarter-circular and (c) semi-

circular composite patched aluminum pipes. 

 

 

Furthermore, it is seen from the comparison of all three 

cases in Fig. 6 that the fatigue life of the quarter-circular 

composite patch applied aluminum pipe has a better fatigue life 

than the semi-circular composite patch applied aluminum pipe. 

It is thought that the fatigue life increases of the patched 

specimens with 5 mm long cracks in Figure 5b and c are due to 

reaching the optimum point. 
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Figure 6. Comparison of fatigue lives of aluminum pipes according to patch 

shape 

 

When Fig. 5b, c and Fig. 6 are examined, the effect of the 

patch on fatigue life can clearly be seen. Here, it was found that 

there is an inversely proportional relationship between the 

highest fatigue life and crack length. In other words, it was 

observed that the highest fatigue life was realized in samples 

with a crack length of 1 mm. When the fatigue life was 

examined according to the patch condition, the highest cycle 

number was obtained in the samples patched in quarter-circular 

form. The findings obtained about the fatigue life of different 

crack lengths as a result of patch repair and patch repair process 

seen in Fig. 6, formed by examining Table 5 with the cycle 

numbers, constitute the first step of the study. The second stage 

is on the efficiency of the repair process. In order to measure 

the efficiency, the differences between the fatigue life of the 

patched and non-patched samples are shown in Table 6 as % 

ratios. As seen in Table 6, it was determined that the fatigue 

life increases as a result of repairing the cracked pipe damage 

with a patch. Here, it was observed that the highest increase in 

life was in the quarter-circular patched pipe with 10 mm cracks 

and the increase rate was 565%. 

 
TABLE 6 

DIFFERENCES BETWEEN THE FATIGUE LIVES OF THE PATCHED 
AND NON-PATCHED SAMPLES 

Crack length (mm) 

Difference in fatigue 

life of non-patched 

and quarter-circular 
patched pipes (%) 

Difference in fatigue 

life of non-patched 

and semi-circular 
patched pipes (%) 

1  136 130 

3  286 282 

5  448 355 

7  434 256 

10  565 449 

 

Fatigue life increase of quarter and semi-circular patched 

samples compared to non-patched ones are given in Fig. 7. The 

increases are given as percentages. 

 

 
Figure 7. Comparison of the fatigue lives of non-patched and patched samples 

 

As seen in Fig. 7, there is an inverse proportion between 

fatigue life and crack length. In this comparison, it was seen 

that the greatest contribution was achieved when the crack 

length was 10 mm. The reason for this contribution is that the 

patch coverage area varies. When all the results are examined, 

it is seen that there is a positive contribution of the patching 

process to the fatigue life. In addition, it was observed that the 

fatigue life of the quarter-circular patched pipes was higher 

than the semi-circular patched pipes. 

 

 

4. CONCLUSION AND RECOMMENDATIONS  
  

 In this study, numerical damage analysis was carried out 
on non-patched or patched, assuming that 1, 3, 5, 7 and 10 mm 
long and 0.25 mm high cracks were formed in the center of Al 
6063 type aluminum pipes. The patch material used in the study 
is [0/90]2 reinforced angled glass-epoxy composite and the 
adhesive is DP-460. Ansys Workbench (15.0), which is a Finite 
Element Analysis program, was used in numerical analysis. 
The following conclusions were drawn from the data obtained 
on fatigue, stress and deformation. 

As a result of patching the samples, it was observed that the 
fatigue lives increases. The most important point to be 
considered here is that the patch effect increases with the 
increase in the length of the crack. Increased fatigue life 
showed that it is possible to reuse the damaged pipe by 
patching. Considering the usage areas and costs of aluminum 
pipes, it is understood that it is more appropriate to patch them 
instead of replacing the damaged ones. For this reason, the use 
of pipes repaired with glass-epoxy composite patch will benefit 
both manufacturers and the national economy. In addition, if 
the cover area of the patch is patched with an area larger than 
the quarter-circular form, the patched pipe will have the highest 
fatigue strength.  
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1. INTRODUCTION

Since electrical machines are the major energy consumer in 

industry, they should be selected as efficient as possible. Losses 

of the electrical machines are highly depended on the type and 

the control equipment for the desired the operation. Therefore, 

reducing the losses is an important trump to be considered.  

In the industry servo motors are well-known for the precise 

move and transportation applications. To determine which type 

of electrical machines should be selected, the application 

should have been well arranged. Commonly used types of 

electrical machines were conventional DC machines, induction 

machines and synchronous machines in the last century. Since 

DC motors need brushes and commutator systems, the 

maintenance becomes problematic. Consequently, brushless 

motor drive system is selected for servo motor applications due 

to their robustness and lower maintenance need. These 

requirements can be met by AC motors or SRM (switched 

reluctance motor) [1-2]. If desired output torque is expected to 

be smooth, then induction machine (IM) or synchronous 

machine (SM) are the candidates. The use of synchronous 

motors takes place when the constant speed with high 

reliability is desired with the line frequency. And also, the 

variable speed drive is possible with inverter-fed systems. 

Since the permanent magnets (PM) have their own magnetic 

field due to the material property, in PM motors, dc excitation 

winding does not be there no longer to create rotor magnetic 

field. If the PMSM is used then the losses decrease because of 

brushes, slip rings and dc field winding losses are abolished [3]. 

The PMSM is newly preferred as a workhorse of the industry 

because of its advantageous over induction machines (IM) such 

as: 

- PMSM has lower inertia due to the absence of rotor cage,

therefore the torque to inertia is higher and this makes the

machine response faster than IM.

- The PMSM is more efficient than IM because of the ignorance

of rotor copper losses.

- The PMSM has its own excitation due to PM but IM needs a

magnetization current to being excited.

- In order to provide same output power, the PMSM will have

smaller sizes than IM. If the space is an important parameter to

be considered, PMSM should be preferred with its higher

power density.

- Since rotor losses is mainly copper losses causing the heating

then PMSM is a good selection since its rotor is free from

windings.

As a result, PMSM becomes a popular type of electrical

machine to be applied in industrial application because of its

compactness, efficiency, robustness, reliability, and shape

adaptation to working environment [4-6]. From another
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perspective; the general trend in the industry is to reduce 

environmental impact and to satisfy that new regulations and 

standards of International Electro Technical Commission (IEC) 

[7]. PMSM is a good candidate to meet new standards due to 

its high efficiency, robustness and reliability.  

Thus, condition monitoring and fault diagnostics of PMSMs 

become more important to evaluate and prevent faults which 

might interrupt the operation. Also, the importance of the 

PMSM in aerospace and automotive industry increases due to 

its high reliability [8], therefore it becomes crucial to model and 

monitor this machine properly. During the monitoring process 

it is also vital to understand the reason of the faults and any 

change on the machine’s dynamical response caused by them. 

Therefore, possible faults should be determined and their 

effects on the machine should be well studied in order to 

recognize them. In order to monitor the machine condition, 

parameters such as stator winding resistance and rotor flux 

linkages are important to be audited. These quantities are also 

critical for the controller design. Also, obtaining 

electromagnetic parameters accurately is necessary for 

applications such as control system design, online fault 

diagnosis, and condition monitoring.  

Electrical machines are the key components to couple electrical 

and mechanical power; therefore, their faults can be occurred 

on both sides. For the electrical side, PMSM has stator 

windings and rotor magnets. Stator windings can be open 

circuited due to loss of connection of windings or short 

circuited due to dysfunctionality of the isolation. According to 

Reference [9], 35-40% of the PMSM faults are reasoning from 

the stator faults [10]. The common stator windings faults are 

because of isolation depreciation causing inter-turn faults. 

These can lead to huge problems such as phase-to-ground 

faults. Also Reference [11] indicates that the phase-to-phase or 

phase-to-ground faults are the ultimate result of undetected 

turn-to-turn faults, as a general belief. The failure of the 

insulation is modelled as a resistance, named as fault resistance 

(rf) and its value is dependent on the severity of the fault. The 

value of the resistance changes rapidly from infinity to zero in 

the cases of short circuit. The resistance is tuned to infinity for 

no fault operation. For the short-circuit the value of the 

resistance decreases rapidly to zero by indicating the fault 

severity through its amplitude [12]. Whenever rf equals to zero, 

the windings are assumed to be fully short circuited. 

Another fault possibility is the demagnetization which is 

caused by the stator field. In other words, rotor magnets can be 

demagnetized due to the high opposite magnetization caused 

by the stator magnetic field. Another reason for 

demagnetization in PMSM is the high temperature on magnets. 

Especially for the surface mounted PMSMs, magnet is exposed 

to higher flux harmonics causing temperature increase. And 

also for the super and under synchronous operations rotor is 

subjected to hysteresis and eddy-current losses resulting 

additional temperature rise [13]. References [14] and [15] have 

investigated PMSMs with partially demagnetized magnets at 

certain rates. Since the demagnetization of the magnets can 

lead to flux disturbances, unbalanced magnetic pulls (UMP) 

occurs resulting in the vibration and noise [16].  

Additionally, dynamic problems might also occur due to torque 

pulsations. From the mechanical aspect, bearing damage and 

eccentricity are the possible faults for PMSM [17-18]. The 

bearing fault is a common problem for all rotating systems. 

Another important but not so often confronted rotor fault is the 

broken or cracked magnets on the rotor. 

Lastly, to support line-start ability of PMSMs a cage 

arrangement can be implemented to rotor. For this case, 

PMSMs can be supplied directly from the network. This brings 

a possibility of having some imbalances on the supply side such 

as frequency and voltage fluctuations.  

In this study, mathematical model response two common fault 

modes are investigated. First, a PMSM model is created on 

Matlab / Simulink environment and a reference operation is 

defined for motor. Then failure modes are realized through the 

intentional manipulations of relevant parameters. The resulting 

dynamic outputs are compared with the reference case in terms 

of amplitudes.  

 

2. MATHEMATICAL MODEL FOR PMSM  
 

To model a PMSM dq0 transformation, known as Park’s 

transformation, is used for linear representation of rotating 

quantities. This transformation fixes the reference frame to the 

rotor and all electrical quantities are assumed to rotate with the 

rotor angular speed. This methodology brings simplicity due to 

decrease 3-phase stator system into 2-phase system which 

means stator will have only one set of two windings. Since the 

rotor has only magnets, they can be modelled as current or flux 

linkage sources. When the transformation is done and fictitious 

set of direct and quadrature windings are set to represent stator 

windings, no varying inductance is obtained. 

Dynamic model is derived under these assumptions [19]. 

- The saturation and parameter changes are neglected. 

- The inductance versus rotor position is sinusoidal. 

- The stator windings are balanced with sinusoidal 

distributed magneto-motive force. 

First, the stator voltages should be transformed into dq0-

frame with the transformation matrix given in Eq. 1. 
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[

𝑣𝑎

𝑣𝑏

𝑣𝑐

]  (1) 

 

Voltage stator equations presented in rotor reference frame 

are given in Eq. 2 where 𝑅𝑠 is stator resistance, 𝜆𝑎𝑓 is the 

mutual flux between armature and field windings, 𝜔𝑟 is the 

rotor angular speed, 𝐿𝑑 and 𝐿𝑞 are the direct and quadrature 

axis inductances, respectively.  

 

[
𝑣𝑞𝑠

𝑟  

𝑣𝑑𝑠
𝑟 ] = [

𝑅𝑠 + 𝐿𝑞𝑝 𝜔𝑟𝐿𝑑

−𝜔𝑟𝐿𝑞 𝑅𝑠 + 𝐿𝑑𝑝
] [

𝑖𝑞𝑠
𝑟  

𝑖𝑑𝑠
𝑟 ] + [

𝜔𝑟𝜆𝑎𝑓

0
]         (2) 

 

By transferring these equations to Laplace domain, Eq. 3 

and Eq. 4 can be obtained; 

 

𝑣𝑞𝑠
𝑟 = (𝑅𝑠 + 𝐿𝑞𝑠)𝑖𝑞𝑠

𝑟 + 𝜔𝑟𝐿𝑑𝑖𝑑𝑠
𝑟 + 𝜔𝑟𝜆𝑎𝑓            (3) 

 

𝑣𝑑𝑠
𝑟 = −𝜔𝑟𝐿𝑞𝑖𝑞𝑠

𝑟 + (𝑅𝑠 + 𝐿𝑑𝑠)𝑖𝑑𝑠
𝑟                    (4) 

 

Currents can be derived from the previous equations in 

well-known Laplace forms in Eq. 5 and Eq. 6. 

 

𝑖𝑞𝑠
𝑟 =

1

𝐿𝑞

𝑣𝑞𝑠
𝑟 − 𝜔𝑟𝐿𝑑𝑖𝑑𝑠

𝑟 − 𝜔𝑟𝜆𝑎𝑓

(𝑠 + 𝑅𝑠/𝐿𝑞)
                            (5) 
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𝑖𝑑𝑠
𝑟 =

1

𝐿𝑑

𝑣𝑑𝑠
𝑟 + 𝜔𝑟𝐿𝑞𝑖𝑞𝑠

𝑟

(𝑠 + 𝑅𝑠/𝐿𝑑)
                                     (6) 

 

Flux linkages for direct and quadrature axes calculated 

through current expressions are given in Eq. 7 and Eq. 8. 

 

𝜆𝑞𝑠
𝑟 = 𝐿𝑞𝑖𝑞𝑠

𝑟                                                    (7) 

 

𝜆𝑑𝑠
𝑟 = 𝐿𝑑𝑖𝑑𝑠

𝑟 + 𝜆𝑎𝑓                                            (8) 

 

For these quantities, electromagnetic torque is given in Eq. 

9 through mechanical and electrical approaches while 𝐽 is the 

moment of inertia, 𝐵 is the damping coefficient and 𝑇𝑙  is the 

load torque [20]. 

 

𝑇𝑒 =
3

2

𝑃

2
[𝜆𝑑𝑠

𝑟 𝑖𝑞𝑠
𝑟 − 𝜆𝑞𝑠

𝑟 𝑖𝑑𝑠
𝑟 ] = 𝜔𝑚(𝐽𝑠 + 𝐵) + 𝑇𝑙      (9) 

 

3. REFERENCE DYNAMIC MODEL OF PMSM  
 

In order to evaluate dynamic behavior of PMSM with various 

faults, a reference operation should be defined. For this 

purpose, a 220V, 50 Hz, 8 poles surface mounted PMSM with 

stator resistance 2.875 Ω, direct and quadrature inductances 8.8 

mH, mutual flux linkage 0.175Wb, 0.0008 kg.m2 moment of 

inertia is observed. First a reference operation is executed to 

compare with faulty cases. The dynamic answers of chosen 

PMSM for 10 Nm load torque are given in Fig. 1 - 3. 

 

 
Figure 1.  Voltages for direct and quadrature axes. 

 

 
Figure 2.  Currents for direct and quadrature axes. 

 
Figure 3.  Shaft Torque and speed. 

 

4. IMPLEMENTATION OF FAILURE MODES  
 

It has already been mentioned above that one of the major faults 

occur on the stator as inter-turn fault and it can be modelled as 

a drop in the resistances. On the other hand, to imitate the 

demagnetization, the mutual flux linkage between rotor 

magnets and stator armature winding λaf can be limited. From 

that point of view, there are two main parameters to be changed 

along the simulation. There may be some other results for the 

aforementioned faults. In other words, some consequences 

should be taking into account as the side effects of these 

alterations in experimental studies.  

1. Stator resistance has a direct relation with the increase of 

temperature, and it will affect the system, 

2. The magnetic flux linkages variation changes the torque 

production and also the speed of the machine. 

However, in this study these possibilities have been ignored 

because of the mathematical model limitations.  

With the changing of aforementioned parameters, the faulty 

cases are realized and the machine’s dynamical responses are 

obtained and evaluated regarding the created scenarios. Two 

different failure modes (FM) are realized and their dynamical 

behaviors are monitored.  

The FMs are listed below: 

• Winding degradation: Decrease in the stator 

resistance to simulate short circuits in various percentages,  

• Partial Demagnetization: Decrease in the flux linkage 

to imitate partial demagnetization resulted from a cracked 

magnet.  

To compare the faulty operations voltage (vd and vq) and 

current (Id and Iq) are shared for the constant torque and speed 

(T and ω). 

 

4.1. Failure mode 1: winding degradation  
Regarding Table I; with the decrease of stator resistance the 

current of direct axis increases as an expected result. Also, vq 

increases while vd decreases. In other words, for the higher 

percentages of short circuit, balance between the voltages of 

direct and quadrature axis changes while their vector sum 

converges approximately to the same values. Also, time to 

reach the steady state strings out with the decreased resistance. 

As the short circuit percentage augments, the longer time 

requires to achieve steady state operation. Furthermore, the 

oscillations enlarge for all parameters. 
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TABLE I 

RESULTS FOR FAILURE MODE 1: DECREASE IN THE STATOR RESISTANCE 

VALUE  

 Case 1 Case 2 Case 3 Case 4 Case 5 

Stator Resistance - Rs 2.875 2.15 1.4375 0.71875 0.2875 

Vq 261.9 278.7 295.7 308.4 311.1 

Vd 167.9 138.2 96.78 40.98 1.8 

Id 67.25 76.12 85.02 92.35 94.88 

Iq 9.524 9.524 9.524 9.53 9.569 

 

4.2. Failure mode 2: partial demagnetization  
Table II shows that current components elevate with the 

decreasing rotor mutual flux linkage to satisfy required 

magnetic coupling and to induce defined electromagnetic 

torque. There is no significant alteration on the voltage values 

since the relevant modification is not defined on the electrical 

circuit as the previous one. 

 

 
TABLE II 

RESULTS FOR FAILURE MODE 2: CHANGE IN THE FLUX LINKAGE OF ROTOR AS 

DEMAGNETIZATION  

 

5. CONCLUSION 
 

In this study, the dynamical modelling of a PMSM is achieved 

and its fault evaluation is executed. The rotor reference frame 

is employed for the modelling to calculate d- and q- axes 

voltage. Different failure modes are presented and their 

dynamic results are compared with the reference model. 

Deliberate manipulations of parameters cause the dynamic 

model to respond different to satisfy torque and speed which 

are hold constant.  

In order to imitate short circuit failure, stator resistance 

value is decreased in different percentages. For this fault mode, 

the oscillation interval and damping time increases during the 

start, by the augmented winding degradation. To simulate the 

demagnetization or broken magnet failure, rotor flux λaf is 

decreased gradually. The torque and speed characteristics do 

not show a noticeable difference but the higher damping times 

are observed. Also the stator current components raise to 

provide the required coupling field.  

These findings lead the researcher of diagnosing; 

1. Winding degradation fault while monitoring longer 

time to reach steady state operation and larger oscillations with 

unexpected increase in the direct axis current.  

2. Demagnetization fault while monitoring increasing 

current components with slightly lengthened out time to reach 

steady state.  

As the contribution, dynamic investigation of faulty 

operations is guiding for the condition monitoring purposes. A 

condition monitoring list is possible to be presented by creating 

different scenarios through the manipulations of relevant 

machine parameters. As the future work, authors are planning 

on correlating the dynamical model result with the 

experimental observations. 
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 Case 1 Case 2 Case 3 Case 4 Case 5 

Rotor Mutual Flux Linkage 

(λaf) 
0.175 0.1575 0.14 0.1225 0.105 

Vq 261.9 262 262.6 264.1 266.7 

Vd 167.9 167.8 166.8 164.5 160.2 

Id 67.25 68.19 69.07 69.84 70.45 

Iq 9.524 10.58 11.9 13.61 15.87 
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 Since their initial discovery, long-term potentiation (LTP), and long-term depression 
(LTD) are accepted as the main biomolecular mechanism that controls memory 
acquisition. In doing this, both mechanisms are fairly complex and involve specific triggers 
and many cascades reactions that cross-talk and communicate with others. Thus, they are 
very complex. To reveal how these mechanisms operate and instruct the brain to remember 
and forget, one judicious approach is developing the mathematical models of processes. 
However, this notion requires some basic knowledge regarding ordinary differential 
equations and writing codes. To this respect, it can be postulated that tools, which can be 
utilized rather by everyone, would certainly facilitate the formulation of such models. With 
this rationale in mind, we demonstrate that JigCell offers the perfect platform to develop 
such models for LTP. The choice for this tool originates from the fact that it is designed to 
simulate complex biological systems with ease. Thus, this manuscript is crafted to illustrate 
how the Ca2+/CaMKII network in LTP was constructed in the JigCell environment and to 
give an idea of how this tool works.   
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1. INTRODUCTION 
 

The question of how we code information in our memory has 

remained a scientific puzzle, that is inherited from one 

generation to the next one. However, it should not be 

interpreted as no progress has been made. On the contrary, so 

much is known from Hebb’s early work. With his theory 

summarized as “Cells that fire together wire together”, Hebb 

postulates that activation of pre-and postsynaptic cells 

strengths the connection between neurons [1]. To 

communicate more, the synapses of neurons are observed to 

change, as a result of which their synaptic strength is 

enhanced. This observation is synaptic plasticity, which 

depicts the capacity of synapsis to strengthen or weaken in 

time [2]. Presently, our view of memory formation is 

dominated by these long-term changes in synaptic 

communication, which are bidirectional; long-term 

potentiation (LTP) as a long-lasting increase in signal 

transmission between two neurons and long-term depression 

(LTD), in which case the extent of transmission between 

neurons is weakened. In summary, LTP and LDP are accepted 

as the biomolecular mechanism that underlies memory 

acquisition [3].    

The structure of how LTP operates starts up with specific 

triggers. Under the resting condition, the pores of NMDA (N-

methyl-D-aspartate) receptors are occupied with Mg2+ ions. 

Upon depolarization, Mg2+ is removed from the pore, which 

culminates in the influx of Na+, K +, and Ca2+ [4]. Of them, 

calcium influx triggers a postsynaptic cascade of reactions that 

alters the density of AMPA receptors at the post-synapsis. In 

this process, the frequency in calcium dictates the fate of 

memory formation by impacting the direction on the alteration 

of AMPA receptors; high-frequency calcium influx results in 

LTP, whereas low-frequency calcium influx actuates LTD. 

Thus, calcium influx has a bidirectional role in deciding 

whether we remember or we forget [5]. 

There is no need to mention that in reality, the process of 

how the brain remembers is far more perplexing than what is 

described. For this reason, one way to fully grasp and study 

this process requires composing mathematical models 

regarding biochemical events behind memory acquisition. 

With this motivation, many groups (including ours) have 

developed models that cover either all or a certain fraction of 

LTP (for instance, see [6-10]). 

Conspicuously, such mathematical models could only be 

formulated by researchers who are familiar with solving 

ordinary differential equations (ODE) or writing codes. To 

this respect, software that can be utilized by everyone without 

requiring a background in mathematics and computer science 

will assuredly expedite progress in this field. For this reason, 

https://doi.org/10.36222/ejt.962475
https://orcid.org/0000-0001-6618-4111


72 
 

 
Copyright © European Journal of Technique (EJT)                  ISSN 2536-5010 | e-ISSN 2536-5134                                    https://dergipark.org.tr/en/pub/ejt 

 

EUROPEAN JOURNAL OF TECHNIQUE, Vol.11, No.1, 2021 
 

the JigCell Model Connector was introduced to the scientific 

community [11]. This software is specially devised to 

construct molecular network models which are inherently 

complex. By design, JigCell allows hierarchical model 

composition; that is to say, a complex network is engineered 

as a combination of smaller models. In the JigCell 

environment, these smaller models are named “modules” and 

each one represents a well-defined fragment of the model. 

Once the modules are connected through the so-called 

“interface ports”, the overall network is obtained. This way, 

one can understand how a certain part of the model behaves 

and interacts with others. From standpoint of user-

friendliness, JigCell is very advantageous; the ordinary 

differential equations are written through a panel without 

demanding a code to solve them. Thus, it can be used by 

anyone. 

Given the complexity of the mechanism underlying 

memory formation, it is reasoned that this software offers the 

perfect platform to elucidate the dynamics in LTP. To address 

the applicability of JigCell in this context, a model that covers 

the Ca2+/CaMKII network in LTP is formed as an illustration, 

with the use of differential equations reported in the literature. 

Ultimately, this manuscript is crafted to discuss how this 

model is formed in the JigCell environment and more 

importantly, to give the reader a feel about the basics of this 

software.  

2. MATERIAL AND METHODS  
JigCell and COPASI (analysis environment for JigCell) 

can be downloaded for free from the link given in [12]. In the 

JigCell environment, the model designed to simulate the 

Ca2+/CaMKII network is envisioned to harbor two modules; 

Module 1 and Module 2. In this model, Module 1 relates to 

the chemistry of calcium, which serves as the well-established 

initiation signal of LTP. On the other hand, Module 2 deals 

with the dynamics of CaMKII, a protein kinase known to 

activate the following downstream reactions in memory 

formation. 

Before discussing the content of each module, this section 

of the manuscript is crafted to provide some insight into how 

this software works. In general, the JigCell environment offers 

two rationales to implement rules for dynamic changes. The 

first one is through the “species” menu; the dynamics of 

reactants and variables (collectively coined as “species”) are 

given through ordinary differential equations. To illustrate, 

this rationale was utilized in Module 1, wherein the calcium 

influx is delineated by the ODE given in the box “expression” 

(Figure 1). 

 

Figure 1. A screenshot of the menu “Species”. 

The second one involves the representation of these 

dynamic changes in terms of chemical reactions, as in Module 

2. This one is more suited to the cases with multiple species 

reacting in the form of a cascade (such as 

phosphorylation/dephosphorylation reaction of CaMKII 

subunits). For this one, the components of each reaction are 

predefined in the menu “Functions”, wherein the left column 

is utilized to itemize the components of each reaction in the 

form of reactants (“MOD”) or rate-constants (“VAR”). 

Subsequently, the right column sets the reaction rules that 

combine the stoichiometric coefficients, and the rate constants 

with the reactants (Figure 2).  

 
Figure 2. A screenshot of the menu “functions”. 

 

With the rate constants and reactants defined once again 

as “species” (Figure 1), the kinetic law for each reaction is 

then formulated through the menu “Reactions” (Figure 3). 

 

Figure 3. A screenshot of the menu “Reactions”. 

 

To obtain the model, Module 1 (Figure 4) and Module 2 

are connected through Ca port, whereby the chemical 

information is conveyed from Module 1 to its partner, Module 

2 (as an example, a layout of Module 1 and the model are 

shown in Figure 4 and 5, respectively). Then, the model is 

exported in the SBML extension and is imported into the 

COPASI environment. Finally, the simulation is run from the 

“Time Course” menu, after its parameters are entered (in this 

paper, they are: duration is 10 s, intervals is 100, and interval 

size is 0.01 s). COPASI also has an interface to visualize the 

results of simulations. As a note, the files of this model are 

available from GitHub [13]. 

 

 

 

 

 

 

Figure 4. The layout of Module 1. Note that the inputs and the output of 

Module 1 are marked in red and blue, respectively. 

 

 

 

 

 

Figure 5. The layout of the model designed to simulate the Ca2+/CaMKII 

network in the JigCell environment. 
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3. RESULTS AND DISCUSSION  
This section will elaborate on the nature of the modules, 

as well as the differential equation utilized in each one. Then, 

the results from the simulation will be discussed. 

3.1. Module 1: Calcium Module  

Serving as the initiation signal for LTP, the calcium 

module aims at simulating the dynamics of calcium uptake. 

Commonly, mathematical models consider the influx of 

calcium to post-synaptic neurons as the sole stimulant to LTP, 

whilst the roles of calcium from other intracellular sources 

(such as nuclear calcium) are very much omitted. Hence, 

calcium (Ca2+) in Module 1 stands for synaptic calcium in this 

manuscript. Of paramount importance is the notion that the 

model presented hereby doesn’t consider any event prior to 

the calcium influx to post synapsis (for instance, membrane 

depolarization or displacement of Mg2+ from NMDA 

receptors). Thus, the oscillatory calcium influx given in 

Module1 functions as “the trigger” in this model.  

Conventionally, the calcium influx is expressed as an 

instant elevation, followed by an exponential decay, as 

tabulated in equation 1 [14]. 

 
2 2

rest
1

Ca Ca exp
n

i

i
A

f

+ +

=

 
   = + −    

 
  (1) 

where [Ca2+]rest is the resting concentration of calcium, A is 

the amplitude of a single Ca2+ pulse, f is the frequency of 

excitation, τ is the relaxation time of Ca2+ decay, and n is the 

number of pulses in the tetanic stimuli (i.g., high-frequency 

sequence of individual stimulations), with frequency varying 

from 5 Hz to 100 Hz. In constructing module 1, the 

formulation of equation 1 in the JigCell environment posed a 

challenge, as such that this software doesn’t recognize 

summation or exponential function. For this reason, this 

equation was redevised as a set of ordinary differential 

equations, wherein equation 2 describes the calcium influx, 

whilst equations 3 and 4 effectuate characteristic periodicity 

in the equation 2 with a frequency of 100 Hz (therein, 

variables Ca1 and Ca2 don’t have biological meaning). The 

kinetics of oscillatory calcium influx described by equations 

2-4 is shown in Figure 6 (parameters in these equations are 

described in Table 1).  
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d t
t
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TABLE 1 

PARAMETERS IN EQUATIONS 2-4 

Parameters Description Value 

α Strength of signal 50 μmol/L 

Ω Frequency 100 Hz 

Ꞷ Time-constant 5 s-1 

 
Figure 6. The kinetics of calcium influx defined by the set of equations (2-4) 

(the basal concentration of calcium is 10 nM and the initial values of Ca1 and 

Ca2 are 0.1). 

Unsurprisingly, this approach fails to reflect the 

exponential decay in equation 1. To engineer this behavior, 

the equation 2 was revised to the equation 5, by expressing the 

strength of the signal in the form of a time-dependent variable. 

In doing this, the prediction was that it would stimulate the 

calcium influx when initially equal to 50, whereas it would 

actuate the exponential decay, once set to 0. 
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50 if 0 5secs,

0 otherwise.

t
t

 
= 


α  (8)

  

In the JigCell environment, discontinuity in functions is 

arranged from the menu “events” that stipulates two entries: 

“actions” to specify the nature of the triggered event and 

“delay” to indicate the trigger time for the event (Figure 7). 

With this menu, the variable α was programmed to switch 

from 50 to 0 after 5 seconds, whereupon it would serve as a 

turn-off signal for the calcium uptake, initiating the 

exponential decay in the equation 5 (Figure 8). 

 

Figure 7. A screenshot of the menu “events” to introduce an exponential 
decay in the equation. 

Once completed, Module 1 is of 2-inputs/1-output 
configuration, wherein Ca1 and Ca2 are the inputs as Ca is the 
output that stimulates the phosphorylation of 
Ca2+/calmodulin-dependent protein kinase II (CaMKII) in 
Module 2 (vide infra). 

 



74 
 

 
Copyright © European Journal of Technique (EJT)                  ISSN 2536-5010 | e-ISSN 2536-5134                                    https://dergipark.org.tr/en/pub/ejt 

 

EUROPEAN JOURNAL OF TECHNIQUE, Vol.11, No.1, 2021 
 

 
Figure 8. The kinetics of oscillatory calcium influx described by the set of 

equations 5-8. 
 

3.2. Module 2: Calmodulin Module 

Module 2 is devoted to the chemistry of CaMKII, on the 

grounds that this kinase is believed to impact the fluctuations 

of the size and strength of neuronal connection [15]. In the 

context of LTP, such fluctuations are referred to as “synaptic 

plasticity”, which controls the extent of communication 

amongst neurons [16,17].  

Being a determinant of how we remember, CaMKII is a 

serine/threonine kinase, which mediates Ca2+-dependent 

phosphorylation of many neuronal targets. The crystal 

structure of this enzyme reveals that the holoenzyme is made 

up of 8-10 of two subunits, 52-kDa α and 60-kDa β. These 

subunits are arranged in the form of two rings, which pivot 

between an active and inactive conformation [18]. Under 

basal conditions, the kinase activity of CaMKII is blocked by 

the binding of the autoinhibitory domain to the catalytic 

domain. With the calcium transient, calcium/calmodulin 

(Ca2+/CaM) binds to the autoinhibitory domain and restores 

the kinase activity of CaMKII by removing it. Later on, this 

induces autophosphorylation of Thr-286 and phosphorylation 

of other numerous targets in downstream reactions, which 

eventually leads up to LTP [19]. 
Given its significance, many models have been proposed 

to accurately express and understand how this kinase responds 
to intracellular calcium [20-23]. Amongst them, the one 
developed by Zhabotinsky is particularly intriguing as it 
reported a rather simple one to elucidate the mechanism of 
autophosphorylation of CaMKII in the presence of a calcium-
dependent phosphatase [20]. Therefore, this model was of 
choice for the design of Module 2.  

To make the mechanism of this enzyme more intelligible, 
Zhabotinsky made certain assumptions. For instance, this 
model fully ignores any difference between α and β subunits, 
treating CaMKII as a decamer of a single type of subunits. 
Then, the activation of subunits by calcium obeys the Hill 
equation, and the binding of Ca2+/CaM and the phosphatase to 
a subunit is independent of the phosphorylation state of other 
subunits. 

Quite naturally, this manuscript will manifest certain key 
aspects of this model; for further details, the reader should 
refer to the original paper. To begin with, CaMKII is portrayed 
as a single ring of subunits, in which the cascade of 
phosphorylation propagates in one direction, as originally 
proposed by Hanson and Schulman [24]. In the initiation step 
of phosphorylation reactions, (Ca2+)4CaM binds to two 
neighbor subunits. Then, the first subunit phosphorylates the 
second one in the clockwise direction, as shown by reactions 
9-12.   

 
 

 
2+4Ca  + CaM C  (9) 

 0 0P  + C P C  (10) 

 0 0 2P C C P C+  (11) 

 0 2 1 2P C P C  (12) 

 

where C represents (Ca2+)4CaM complex. P0 and P1 are 

unphosphorylated and 1-fold phosphorylated haloenzyme, 

respectively.  

Next is the incorporation of the dephosphatase activity. 

There are four protein phosphatases known to act upon 

CaMKII-P [25], however; this model solely deals with PP1, 

given that this is the only protein that dephosphorylates 

CaMKII in the postsynaptic densities [25,26]. In this regard, 

it was demonstrated that the activity of PP1 is regulated by 

Ca2+/CaM via inhibitor 1, calcineurin (CaN), and cAMP-

dependent protein kinase A (PKA). Of note, inhibitor 1 (I1) is 

phosphorylated by PKA and dephosphorylated by 

Calcineurin; once phosphorylated, I1 deactivates PP1 [27,28]. 

In terms of LPT, I1 is crucial as its role renders this element a 

regulatory factor that links the calcium influx to synaptic 

plasticity [29]. Overall, the model of autophosphorylation of 

CaMKII in the presence of PP1 is given with the following 

equations 13-25 (the constants c1-c4 and the parameters therein 

are defined in Table 2, and Table 3, respectively). 

 
0

1 3 1
( )dP t

v v P
dt

= − +  (13) 

 
1

1 3 1 2 1 1 3 2
( )dP t

v v P v P c v P
dt

= − − +  (14) 

        
2

2 1 1 3 2 2 2 2 3 3 3
( )dP t

v P c v P c v P c v P
dt

= − − +           (15) 

 
3

1 2 2 2 3 3 3 2 3 4 3 4
( )dP t

c v P c v P c v P c v P
dt

= − − +  (16) 

 
4

1 2 3 2 3 4 3 2 4 4 3 5
( )dP t

c v P c v P c v P c v P
dt

−= − +  (17) 

 
5

1 2 4 2 3 5 3 2 5 4 3 6
( )dP t

c v P c v P c v P c v P
dt

= − − +  (18) 

 
6

1 2 5 2 3 6 3 2 6 4 3 7
( )dP t

c v P c v P c v P c v P
dt

= − − +  (19) 

 
7

1 2 6 2 3 7 3 2 7 4 3 8
( )dP t

c v P c v P c v P c v P
dt

= − − +  (20) 

 
8

1 2 7 2 3 8 3 2 8 4 3 9
( )dP t

c v P c v P c v P c v P
dt

= − − +  (21) 

 1 2

9
2 8 3 9 2 9 3 3 10

( )dP t
c v P c v P v P c v P

dt
= − − +  (22) 

 
10

2 9 1 3 10
( )dP t

v P c v P
dt

= −  (23) 

 3 4 0
( )

( )
p

p p p
de t

k Ie k e e
dt

= − + −  (24) 
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+

 (25)

  

where the rate constants v1, v2, and v3 are: 

 

8
1 1 0

1
4 2

1

10 ([ ] / )

(1 ([ ] / ) )

H

H

k Ca K P
v

Ca K
=

+
 (26) 

 

4
1 1 1

2
4

1

([ ] / )

(1 ([ ] / )

H

H

k Ca K P
v

Ca K
=

+
 (27) 

 
2

3
10

1

p

M i

i

k e
v

K iP
=

=

+
 (28) 

TABLE 2 

 THE CONSTANTS C1-C4 IN EQUATIONS (13-23) 

Equation c1 c2 c3 c4 

21 2 - - - 

22 2 1.8 3 - 

23 1.8 3 2.3 4 

24 2.3 4 2.7 5 

25 2.7 5 2.8 6 

26 2.8 6 2.7 7 

27 2.7 7 2.3 8 

28 2.3 8 1.8 9 

29 1.8 9 10 - 

30 10 - - - 

3.3. The Model 

The results of the simulation indicate that this cascade 

proceeds as a response to calcium, which concurrently 

orchestrates phosphorylation and dephosphorylation 

reactions. In this regard, it is observed that when Ca2+ firstly 

triggers n-fold phosphorylation reactions of CaMKII, as a 

result of which unphosphorylated holoenzyme (P0) is fully 

consumed and evokes the synthesis of holoenzyme with a 

higher degree of phosphorylation. Mechanistically, the 

kinetics of each reaction exhibit bell-curve-like behavior in 

that each signal sequentially reaches its maximum, and then, 

undergoes “dephosphorylation”, forming the cascade of “n-

fold dephosphorylation”. Thus, this model consists of two 

series of reactions merged to form a cascade; n-fold 

phosphorylation reactions (P0 → P1 → P2 … P8→ P9), and n-

fold dephosphorylation reactions (P10 → P9 → P8 … P1 → P0).  

From standpoint of LTP, the phosphorylation of 

holoenzymes and kinase activity in post-synapsis come to 

mean the signal, which is essential to catalyze the other 

downstream events in LTP. After fulfilling its role, this signal 

is shut down through dephosphorylation of holoenzymes, as 

discussed before. However, it is worth noting that according 

to this model, the concentration of subunits doesn’t fully 

return to their initial values, indicating partial 

dephosphorylation, rather than a complete one. This may stem 

from the dynamic of phosphatase and inhibitor-1 cycle, which 

governs the turn-off signal. To elaborate, calcium 

accumulating in the post-synapsis yields the concurrent 

synthesis of free inhibitor 1 (I1, Figure 10) and phosphatase 

(Ep, Figure 11). Consequently, phosphatase activity is 

temporarily inhibited, sustaining the n-fold phosphorylation 

cascade (Figure 9). When the calcium influx begins to decay 

at t=5 s, however; one would expect that the balance in Ep/I1 

should have favored phosphatase activity, whereby CaMKII 

holoenzymes are thoroughly dephosphorylated. In contrast, it 

appears that the extent of phosphatase activity tends to 

decrease beyond t=5 s. Thus, the lack of sufficient 

phosphatase activity may be responsible for CaMKII 

holoenzymes preserving their phosphorylated states and not 

fully turning the kinase activity off at t>5 s.  

 
Figure 9. Kinetics of CaMKII subunit phosphorylation in response to calcium 
influx (the initial concentration of P0 is 10 µm whereas that of other subunits 

is assumed to be 0. Km and KH2 are 10 µM, 0.6 µM, respectively) [20]. 

 

 
Figure 10. Kinetics of I1 in the response to calcium influx. 

 

 
Figure 11. Kinetics of Ep in the response to calcium influx (Ep0 is 0.6 µM) 

[20]. 

 

4. CONCLUSION 
In summary, the results reveal that the model formulated 

hereby is an avenue to study the Ca2+/CaMKII network in the 

JigCell environment. Needless to say, this model and the 

similar ones may serve as a theoretical experimental environ- 
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TABLE 3. 

PARAMETERS OF MODULE-2 

 

ment, in which one can study the impact of any parameter on 

the process. Of course, the next step should be the validation 

and fine-tuning of such models through some experimental 

results; once done, a better understanding of memory 

formation will be obtained. In long term, more accurate 

models that are composed this way will aid the scientific 

community to understand how we learn but also, how our 

brain fails us, as in neurodegenerative diseases. 

One final remark concerns JigCell and COPASI. To this 

date, these tools have been utilized to analyze many complex 

systems [34]. However, their use in the context of LTP has not 

been precedented, to the best of our knowledge. Thus, this 

study will expand the repertoire of their applications. Within 

this scope, the development of more elaborative models is 

currently in progress, in our laboratories (see: 

https://onuralpturk8.wixsite.com/projectcerebra). 

 

5. ACKNOWLEDGEMENT  
 

This study was carried out in the Chemistry Department of 

Istanbul Technical University (Bioorganic and Biochemistry 

Laboratory). The author kindly acknowledges Prof. Dr. 

Neslihan S. Şengör for the valuable suggestions she provided 

throughout the preparation of this manuscript.  

 

REFERENCES 
 
[1] Hebb, D. O. (1949). The Organization of Behavior. New York, NY: 

Wiley & Sons. 

[2] Hughes, J. R. (1958). Post-tetanic potentiation. Physiological 

reviews, 38(1), 91-113. 

[3] Bliss, T. V., & Lømo, T. (1973). Long‐lasting potentiation of synaptic 

transmission in the dentate area of the anaesthetized rabbit following 
stimulation of the perforant path. The Journal of Physiology, 232(2), 

331-356. 

[4] Baltaci, S. B., Mogulkoc, R., & Baltaci, A. K. (2019). Molecular 
mechanisms of early and late LTP. Neurochemical Research, 44(2), 

281-296. 

[5] He, Y., Kulasiri, D., & Samarasinghe, S. (2016). Modelling 
bidirectional modulations in synaptic plasticity: A biochemical pathway 

model to understand the emergence of long-term potentiation (LTP) and 

long term depression (LTD). Journal of Theoretical Biology, 403, 159-
177. 

[6] Alptürk, O., & Şengör, N. S. (2019). A Model for the Effect of Glia on 

the Communication Amongst Neurons. 2019 27th Signal Processing 
and Communications Applications Conference (SIU), pp. 1-4. 

 

 
 

 

 

[7] Lisman, J. E., & Zhabotinsky, A. M. (2001). A model of synaptic 
memory: a CaMKII/PP1 switch that potentiates transmission by 

organizing an AMPA receptor anchoring assembly. Neuron, 31(2), 191-

201. 
[8] Tewari, S., & Majumdar, K. (2012). A mathematical model for 

astrocytes mediated LTP at single hippocampal synapses. Journal of 
Computational Neuroscience, 33(2), 341-370. 

[9] Ohadi, D., Schmitt, D. L., Calabrese, B., Halpain, S., Zhang, J., & 

Rangamani, P. (2019). Computational modeling reveals frequency 
modulation of calcium-cAMP/PKA pathway in dendritic spines. 

Biophysical Journal, 117(10), 1963-1980. 

[10] Smolen, P., Baxter, D. A., & Byrne, J. H. (2006). A model of the roles 
of essential kinases in the induction and expression of late long-term 

potentiation. Biophysical Journal, 90(8), 2760-2775. 

[11] Jones Jr, T. C., Hoops, S., Watson, L. T., Palmisano, A., Tyson, J. J., & 
Shaffer, C. A. (2018). JigCell Model Connector: building large 

molecular network models from components. Simulation, 94(11), 993-

1008. 
[12] http://copasi.org/Projects/JigCell_Model_Connector/ 

[13] The files (the model – ETJ.jcmc and the model – ETJ.xml) can be 

downloaded from https://github.com/oalptu1/Cerebra.git 
[14] He, Y., Kulasiri, D., & Samarasinghe, S. (2016). Modelling 

bidirectional modulations in synaptic plasticity: A biochemical pathway 

model to understand the emergence of long term potentiation (LTP) and 
long term depression (LTD). Journal of Theoretical Biology, 403, 159-

177.  

[15] Zalcman, G., Federman, N., & Romano, A. (2018). CaMKII isoforms 
in learning and memory: localization and function. Frontiers in 

Molecular Neuroscience, 11, 445. 

[16] Kennedy, M. B. (2016). Synaptic signaling in learning and memory. 
Cold Spring Harbor perspectives in Biology, 8(2), a016824. 

[17] Citri, A., & Malenka, R. C. (2008). Synaptic plasticity: multiple forms, 

functions, and mechanisms. Neuropsychopharmacology, 33(1), 18-41. 
[18] Hoelz, A., Nairn, A. C., & Kuriyan, J. (2003). Crystal structure of a 

tetradecameric assembly of the association domain of Ca2+/calmodulin-

dependent kinase II. Molecular Cell, 11(5), 1241-1251. 

[19] Magupalli, V. G., Mochida, S., Yan, J., Jiang, X., Westenbroek, R. E., 

Nairn, A. C., Scheuer, T., & Catterall, W. A. (2013). Ca2+-independent 

activation of Ca2+/calmodulin-dependent protein kinase II bound to the 
C-terminal domain of CaV2. 1 calcium channels. Journal of Biological 

Chemistry, 288(7), 4637-4648. 

[20] Zhabotinsky, A. M. (2000). Bistability in the Ca2+/calmodulin-
dependent protein kinase-phosphatase system. Biophysical Journal, 

79(5), 2211-2221. 

[21] Pharris, M. C., Patel, N. M., VanDyk, T. G., Bartol, T. M., Sejnowski, 
T. J., Kennedy, M. B., Stefan, M. I., & Kinzer-Ursem, T. L. (2019). A 

multi-state model of the CaMKII dodecamer suggests a role for 

calmodulin in maintenance of autophosphorylation. PLoS 
Computational Biology, 15(12), e1006941. 

[22] Lisman, J. E., & Goldring, M. A. (1988). Feasibility of long-term 

storage of graded information by the Ca2+/calmodulin-dependent 
protein kinase molecules of the postsynaptic density. Proceedings of the 

National Academy of Sciences, 85(14), 5320-5324. 

Parameter Description Value Unit Reference 

ek Total concentration of CaMKII 0.1–30 μM 25 

ep0 Total concentration of protein phosphatase 0.01–1.2 μM 20 

I0 Concentration of free inhibitor 1 0.0, 0.1 μM 20 

VCaN Activity of calcineurin divided by its Michaelis constant 1.0 s-1 20 

VPKA Activity of PKA divided by its Michaelis constant 1.0 s-1 20 

KM The Michaelis constant of protein phosphatase 0.4–20 μM 20 

KH1 The Ca2+ activation Hill constant of CaMKII 4.0 μM [30,31] 

KH2 The Ca2+ activation Hill constant of calcineurin 0.3–1.4 μM 32 

k1 The catalytic constant of autophosphorylation 0.5 s-1 33 

k2 The catalytic constant of protein phosphatase 2.0 s-1 20 

k3 The association rate constant of the PP1•I1P complex 1.0 μM [20,28] 

k4 The dissociation rate constant of the PP1•I1P complex 1×10-3 s-1 [20,28] 

https://onuralpturk8.wixsite.com/projectcerebra
http://copasi.org/Projects/JigCell_Model_Connector/
https://github.com/oalptu1/Cerebra.git


77 

 

 

 

EUROPEAN JOURNAL OF TECNIQUE, Vol.11, No.1, 2021 

Copyright © European Journal of Technique (EJT)                  ISSN 2536-5010 | e-ISSN 2536-5134                                    https://dergipark.org.tr/en/pub/ejt 

 

[23] Michelson, S., & Schulman, H. (1994). CaM kinase: a model for its 

activation and dynamics. Journal of Theoretical Biology, 171(3), 281-

290. 
[24] Hanson, P. I., & Schulman, H. (1992). Neuronal Ca2+/calmodulin-

dependent protein kinases. Annual Review of Biochemistry, 61(1), 559-

601. 
[25] Strack, S., Choi, S., Lovinger, D. M., & Colbran, R. J. (1997). 

Translocation of autophosphorylated calcium/calmodulin-dependent 

protein kinase II to the postsynaptic density. Journal of Biological 
Chemistry, 272(21), 13467-13470. 

[26] Yoshimura, Y., Sogawa, Y., & Yamauchi, T. (1999). Protein 

phosphatase 1 is involved in the dissociation of Ca2+/calmodulin-
dependent protein kinase II from postsynaptic densities. FEBS Letters, 

446(2-3), 239-242. 

[27] Shenolikar, S., & Nairn, A. C. (1991). Protein phosphatases—recent 
progress. Adv. Sec. Mess. Phosphoprot. Res. 23:1–121. 

[28] Endo, S., Zhou, X., Connor, J., Wang, B., & Shenolikar, S. (1996). 

Multiple structural elements define the specificity of recombinant 
human inhibitor-1 as a protein phosphatase-1 inhibitor. Biochemistry, 

35(16), 5220-5228. 

[29] Allen, P. B., Hvalby, Ø., Jensen, V., Errington, M. L., Ramsay, M., 
Chaudhry, F. A., Bliss, T. V. P., Storm-Mathisen, J., Morris, R. G. M., 

Andersen, P., & Greengard, P. (2000). Protein phosphatase-1 regulation 
in the induction of long-term potentiation: heterogeneous molecular 

mechanisms. Journal of Neuroscience, 20(10), 3537-3543. 

[30] Fährmann, M., Möhlig, M., Schatz, H., & Pfeiffer, A. (1998). 
Purification and characterization of a Ca2+/calmodulin‐dependent 

protein kinase II from hog gastric mucosa using a protein‐protein 

affinity chromatographic technique. European Journal of Biochemistry, 
255(2), 516-525. 

[31] De Koninck, P., & Schulman, H. (1998). Sensitivity of CaM kinase II 

to the frequency of Ca2+ oscillations. Science, 279(5348), 227-230. 
[32] Stemmer, P. M., & Klee, C. B. (1994). Dual calcium ion regulation of 

calcineurin by calmodulin and calcineurin B. Biochemistry, 33(22), 

6859-6866. 
[33] Hanson, P. I., Meyer, T., Stryer, L., & Schulman, H. (1994). Dual role 

of calmodulin in autophosphorylation of multifunctional CaM kinase 

may underlie decoding of calcium signals. Neuron, 12(5), 943-956. 
[34] The list of publications regarding the use of COPASI could be accessed 

from http://copasi.org/Research/ 

 

BIOGRAPHIES 
 

Onur Alptürk obtained his BSc degree in chemistry with a focus on 

biochemistry from Middle East Technical University (METU) in 1998. 
Then, he received the MSc. diploma from the biochemistry program of 

Middle East Technical University in 2001. In the same year, he was 

accepted to the graduate school of Louisiana State University (Baton 
Rouge). After receiving his Ph.D. degree in chemistry, he worked as a 

post-doctoral researcher at the University of Pittsburgh, School of 

Medicine for two years. In 2012, he moved back to Turkey and started 
working as an assistant professor in the chemistry department of 

Istanbul Technical University. 

His current research interests involve biochemistry, bioorganic 
chemistry, and system biology, where he investigates the dynamics of 

protein networks. 

 

 

 

 

 

 

http://copasi.org/Research/


Copyright © European Journal of Technique (EJT)   ISSN 2536-5010 | e-ISSN 2536-5134  https://dergipark.org.tr/en/pub/ejt

European Journal of Technique 

journal homepage: https://dergipark.org.tr/en/pub/ejt 

Vol.11, No.1, 2021 

Classification of Analyzable Metaphase Images by 
Extreme Learning Machines 

Abdulkadir Albayrak *  
1*Dicle University, Department of Computer Engineering, 21280, Sur, Diyarbakır, Turkey. (e-mail: kadir.albayrak@dicle.edu.tr). 

1. INTRODUCTION
Cytogenetics is a branch of genetics which concerned with the

study of number, structure and function of chromosomes. A

healthy individual has a total of 46 chromosomes, 23 of which

are genetically inherited from the mother and 23 from the

father. Anomalies in these chromosomes may cause the

presence of various syndromes called congenital (Down

syndrome, Edward syndrome, etc.). Experts try to detect the

anomaly by analyzing genes obtained by sampling special

tissues such as bone marrow, blood, amniotic fluid or placenta

in order to detect possible congenital syndromes. This process

performed in the expert's cytogenetics laboratory is called

karyotyping. In karyotyping, chromosome analyzes are

performed based on the division of cells in the metaphase

stages of the samples taken from the patient. Scanning of

chromosomes on the specimen slide is done at the metaphase

stage, since the chromosomes have the best morphological

features while in the metaphase stage and are suitable for

imaging. At least 8 to 10 glass slide samples should be

prepared for each individual in order to obtain an adequate

analyzable metaphase spread image. Each glass slide typically

contains about 10-20 metaphase formations. Of the

approximately 200 metaphases prepared, approximately 20 of

the “best” (based on the subjective opinion of an experienced

cytogenetics expert) are selected for karyotyping. Optical

microscopes are used for image selection and analysis. The

lens of the microscope are the apparatus that determines the

quality of the image obtained, since it controls the illumination 

and the angle of entry of the light into the front lens. It has 

been observed that by adjusting the aperture of the lenses, 

more analyzable chromosome images can be obtained. The 

karyotyping process, which is quite tiring for the expert, also 

affects the performance of the expert in the process, and 

misdiagnosis may be made due to fatigue and lack of 

performance. In recent years, especially with the development 

of imaging technology and digital image processing methods, 

it is aimed to develop secondary decision support systems that 

will help the expert by making the karyotyping process, which 

is difficult and time-consuming by the expert with the help of 

computer-aided diagnosis systems. There are various studies 

proposed in the literature to handle this purpose. These 

approaches can generally be divided into two groups as rule-

based and deep learning-based image processing methods [1]. 

When the studies in the literature are examined in rule-based 

methods, it can be observed that the rates of false positive are 

quite high [2]. In recent years, It has been observed that the 

deep learning methods give accurate results in many areas 

such as object recognition, target tracking, natural language 

processing, voice recognition [3].  

The number of images used in previous studies are 

presented comparatively in Table 1 [3-16]. Difficulties in 

preparing data and the high false positive rates of the achieved 

achievements prevented the creation of a data set that can be 

considered as a reference in this area. The number of images 
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used in this area is expected to increase due to the following 

reasons: Especially in recent years, devices with high imaging 

technology used for this purpose in hospitals' genetic 

laboratories and existence of high-performance devices, 

especially using up-to-date digital image processing methods. 

After deep learning-based metaphase detection methods such 

as GoogleNet, VGG16, Inception, LeNet, which were quite 

successful in our previous study in the literature and we 

suggested before, experts were provided to present metaphase 

images with higher success. 

 
TABLE I 

THE NUMBER OF IMAGES USED IN THE LITERATURE AND IN THIS PROPOSED 

METHOD 

Proposed study # of images 

Castleman 1992 [4] - 

Garza Jinich et. al. 1992 [5] 1,196 

Vroluk et. al. 1994 [6] 150 

Mclean and Johnson1995 [7] 100 

Corkidi et. al. 1998 [8] 177 
Cosio A et. al. 2001 [9] 909 

Wang et. al. 2008 [10] 170 

Ravi Uttamatanin 2013 [11] 200 
Yucehn Q et. al. 2014 [12] 200 

Yucehn Q et. al. 2016 [13] 150 

Tanvi Arora, RenuD 2017 [14] 200 
Yılmaz and Turan 2017 [15] 3018 

Yılmaz and Turan 2018 [16] 3018 

Moazen et. al. [3] 50,000 

Proposed 50,000 

  

 

2. MATERIALS AND METHODS 
This proposed study consists of two stages: Detection of 

metaphase candidates and classification of metaphase 

candidates in order to identify possible metaphases. 

 

2.1. Detection of Metaphase Candidates 
The imaging system used in the study consists of the following 

components: Zeiss Imager M2 motorized microscope with 0.3 

numerical aperture, 10x objective and 0.63x trinocular camera 

adapter. 1.4 megapixel (1360 x 1024) CCD camera with 

Marzhauser scan and 2/3 inch for 8 X - Y motorized stages. 

The first stage, which determines the possible metaphases in 

this proposed study, consists of 5 basic sub-steps. 

In the first step, the system performs noise removal 

pretreatment using a low pass filter to reduce the noise ratio 

of the scanned image. In the second step, the gradient 

amplitude of the pixels is found by the Sobel method in order 

to detect the edges of the cells and objects in the image. In the 

third step, the Otsu method is used to determine and reduce 

the color levels of the gray levels [17]. In the fourth step, 

irrelevant objects such as spots and undivided cells are 

eliminated from the image. The system performs this step by 

using the morphological properties of these objects such as 

their circularity and pixel information. Finally, using the 

morphological dilation process, neighboring chromosomes of 

the metaphase cells are linked and the cell regions (region of 

interest) that have fully metaphase spread are recorded to the 

computer. In order to verify the steps performed at this stage, 

it scans the 100x zoomed image of the regions of interest 

obtained and provides performance improvement by 

eliminating the regions that are thought to have background 

information. Figure.1 obtains a whole image obtained from 

the data set and the metaphase and non-metaphase image 

sections obtained from this image. Figure 1 represents the first 

step of the proposed method, which is the detection of 

metaphase candidates. 

 

 
Figure 1.  Basic operation steps of the first stage of the proposed method. 

 

2.2. Classification of Metaphase Candidates 
After obtaining the possible metaphase sections highlighted in 

the previous section, it is necessary to obtain distinctive 

features in order to perform high-performance classification. 

Traditional methods are used to obtain shape, color and 

textural features in the image that is desired to be 

distinguished in the region of interest. Depending on the 

characteristics of the object to be classified, features such as 

the longest side, the shortest side, the ratio of these edges to 

each other, concave and convexity define the shape 

information; the red, green and blue pixel brightness values 

describe the color information. In some images where shapes 

and colors are not distinctive, tissue information (such as a 

change in the pattern of a cancerous region due to cell density) 

is tried to be obtained with textural information descriptors. 

These highlighted methods are defined specific to the problem 

and implemented manually to solve the current problem. 

 

2.2.1 Gray Level Co-Occurrence Matrix(GLCM) 
Feature vectors of possible metaphase image sections 

included in the data set were extracted  using the gray level 

co-occurrence matrix (GLCM). GLCM is a texture descriptor 

algorithm proposed by Robert Haralick [18]. The algorithm 

basically tries to obtain a distinctive feature between images 

by calculating the number of sequences of certain successive 

pixels. This method takes a gray level image as input. In an 

input image, the values of consecutive pixels are computed 

and thus the GLCM features are extracted. Then, specific 

vectors are taken from this GLCM and given as input to the 

classification method. In order to obtain features by using 

GSEM in color images, the features can be obtained by 

applying the algorithm to each color band separately. One of 

the important parameters used in the algorithm is at what 

angles the method will be applied. For example, if it is desired 

to be applied at 45 degrees in the whole image, the number of 

the central pixel and the other pixels adjacent to that pixel at  
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Figure 2. Classification stage of the proposed study

 

45 degrees are kept in the formation matrix. After applying 

Figure 2: Classification stage of the proposed study this process 

to all pixels in the image, the resulting co-occurrence matrix is 

then used for feature extraction. In this study, GLCM. was 

calculated by counting the sequences of pixels in 4 

neighborhoods in one direction and 10 feature vectors related 

to each image were obtained. 

 

2.2.2 Extreme Learning Machines (ELM) 
Extreme Learning Machine (ELM) is a machine learning 

method that consists of a single feed-forward neural network 

and classifies objects based on their distinctive properties. [19]. 

ELM was first designed to consist of a total of 3 layers, as an 

input layer, a hidden layer and an output layer. Unlike 

convolutional neural networks, weights connecting hidden 

nodes to outputs can be trained very quickly. It can be said that 

it has only one hidden layer and the fast results are obtained 

with vector products. When the experimental studies in the 

literature are examined, it has been shown that ELMs can 

produce acceptable predictive performance and the 

computation costs are much lower than the networks trained by 

the back propagation algorithm. Figure 2 shows the process 

steps followed in metaphase classification in this proposed 

study. 

𝑋 =  𝑥𝑡 ∈ 𝑅𝑝  𝑡 = 1, … , 𝑛    (1) 

In Eq. 1, let R^p be a dataset to which ELM will be applied, 

with n number of samples and p features. The outputs to be 

obtained with ELM can be expressed in Eq. 2. 

𝑂𝑖(𝑥𝑡) =  𝑚𝑖(𝑥𝑡)ℎ(𝑥𝑡)    (2) 

where m_i indicates the weight vector connecting the latent 

neurons to the i th output neuron. h(t) represents the vector of 

the outputs of hidden neurons for a given input model x_t. Then 

h(t) can be written as: 

 

 

 

 

ℎ(𝑡) =  𝑓(𝑤1
𝑇𝑥(𝑡) +  𝑏1), 𝑓(𝑤2

𝑇𝑥(𝑡)

+  𝑏2), … , 𝑓(𝑤𝑞
𝑇𝑥(𝑡) +  𝑏𝑘) 

   (3) 

 

Here, b_k indicates the bias of the k’th latent neuron, w_k 

represents the weight vector of the k’th latent neuron and f(.). 

indicates a sigmoidal activation function. An important point 

to note here is that the values of the weight vectors w_k and the 

bias b_k are randomly generated from a Gaussian distribution. 

 

3.  EXPERIMENTS 
The digital images used in this proposed study were first 

published by Moazzen et. al. [3]. There are 55000 possible 

metaphase image sections obtained from a total of 26000 

images with a width and height of 1360x1024 to create the data 

set. The location of possible metaphases in these images has 

been precisely marked by a sitogenetic expert. 

In Table 2, the comparison of true positive rate (TPR) and 

false positive rate (FPR) values of previous studies were 

compared with the proposed study. According to the table, 

while the FPR in the results obtained with traditional methods 

such as SVM, decision trees and k-NN is quite high, the FPR 

of deep learning methods remained quite low. In addition, the 

TPR in the table have yielded more successful results in deep 

learning approaches. It has been observed that the proposed 

method gives more successful results than traditional methods, 

but relatively less successful than deep learning-based 

methods. Considering the FPR values, it can be said that the 

proposed method has a low error rate. In the proposed method, 

the training and classification phase is completed in 239 

seconds in total, while in our previous study [3], where the data 

set was shared, it can take hours for deep learning methods. 

Considering the rapid increase in data, the need to train the 

system over and over again for each new data requires the 

development of alternative methods to deep learning 

algorithms. 
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Figure 3.  (a) and (b) represent metaphase images obtained from dataset; 

while (c) and (d) represent non-metphases images. (e) represents whole image 

which includes metaphases and non-metaphase image crops. 

 

Table 2. Comparison of TPR and FPR values of the 

proposed method with the methods in the literature 

 
TABLE 2 

THE NUMBER OF IMAGES USED IN THE LITERATURE AND IN THIS PROPOSED 

METHOD 

Approaches TPR FPR  

SVM based %88 %69  

Decision Trees %89 %71  

k-NN based %90 %72  
AlexNet %99 %0.76  

GoogleNet %98 %0.52  

ResNet %99 %0.74  
Inception %99 %0.55  

Castlemen  %80 %0.73  

MetaSel %90 %4.6  
proposed  %97,6 %2.2  

  

It is a known fact both in this study and in the literature that 

deep learning methods are more successful than traditional 

methods. However, it is a known fact that the training phase of 

deep learning algorithms in large-scale data is very slow if the 

graphics processing unit is not used. With the graphic 

processing unit, the training phase is very fast, but the repetitive 

training of the data obtained from patients, such as the data set 

used in this study, and increasing day by day, can make deep 

learning algorithms inefficient in terms of time. It is an 

undeniable fact that the training phase gain importance as the 

amount of data increases. 

 

 

4. CONCLUSION 
In this proposed study, the feature vectors of the possible 

metaphase images were extracted with the GLCM algorithm 

and classified with the ELM algorithm. When the results were 

evaluated, it was observed that performance of the proposed 

method has more accurate than results obtained with rule-based 

algorithms. In our first study where the dataset was introduced, 

a very high success was achieved with deep learning-based 

algorithms. It is clear that algorithms based on deep learning 

have the best results in classifying metaphase images. 

However, the long duration of the training phase of deep 

learning algorithms and the need for retraining, especially after 

the verification of data such as online learning, caused the need 

to examine alternative methods. ELM differs from deep 

learning algorithms in this respect. With the GLCM and single 

layer Basic-ELM algorithm, the training and classification 

phase of the data takes in 239 seconds in total. It is clear that 

this approach, which is quite fast in this respect, will be a good 

alternative by increasing the classification performance. In 

future studies, testing algorithms such as kernel-based ELM 

(Kernel ELM), multilayer ELM (Multilayer ELM), which can 

be alternative to Basic-ELM in classification of metaphase 

images, with different feature extraction algorithms may 

increase the performance. In addition, the training processes 

will be accelerated by examining transfer learning and fine 

tuning processes. It is planned to focus on these methods in 

future studies. 
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1. INTRODUCTION

Petroleum supplies most of the energy needs so as to 

be used as fuel in the world. As a result of extreme use of 

petroleum, the oil reserves are reducing. Due to gradual 

increase in reserve usage and exhaust emissions, it is forced 

humanity to face with air pollution and the scarce of the 

existing energy resources. Therefore an attempt has been 

made to discover the alternative fuels [1,2]. Besides, the 

extreme usage of fuels in the world lead to considerable levels 

of smoke and particulate emissions to the atmosphere. Also, 

the increased number of diesel engines has led to alternative 

fuel searches.  

Liquefied Petroleum Gas (LPG), which significantly 

reduces emissions in internal combustion (IC) engines, may 

also be used in diesel engines. LPG cannot be used alone in 

diesel engines because it has a low reactivity fuel and has a 

low cetane number and will need a combustion start. In diesel 

engines, LPG can be used with auxiliary methods to ignite. 

These methods include cetane number enhancer additives, 

LPG can be used together with pilot injections of high 

reactivity fuel with high cetane number such as diesel fuel [3]. 

Low-cost production, storage, easy to obtain, and low exhaust 

emissions of LPG make it possible to use as an alternative fuel 

for internal combustion engines [4]. 

In the literature, some studies related LPG usage in 

diesel engines as follows; 

Kannan et al. [5] This study investigated the performance of 

LPG fueled Homogeneous charge compression ignition 

(HCCI) of inlet air preheating at different loads. Experiments 

were carried out using LPG as the primary fuel with a single 

cylinder 1500 rpm constant engine speed. According to the 

results; HC emissions at full load were higher in LPG fuel 

compared to diesel fuel. CO emissions for LPG were higher 

when compared to diesel. Especially under low load and no 

load conditions. Less NOx emissions were observed in LPG 

compared to diesel fuel. When compare to pure diesel, the 

brake thermal efficiency of LPG was found lower at all loads. 

A decrease of approximately was 20% detected in the exhaust 

gas temperature in all combustion modes compared to diesel. 

Although peak pressures were better in LPG compared to 

diesel fuel. It was observed that the peak cylinder pressure 

decreased. Anye Ngang and Ngayihi Abbe [6] In this study 

the performance and emission characteristics of a dual fuel 
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(diesel-LPG) engine were investigated by changing the LPG 

mass fraction. The four-cylinder engine was tested at different 

loads and at different speeds. It was observed that the 
maximum in-cylinder pressure increased with the increase in 

engine speed. In addition, with the increase in the LPG mass 

fraction the cylinder pressure and temperature increased as 

well as the fuel consumption. It has been observed, when the 

LPG mass ratio is increased from 50% to 60% that there is a 

decrease in HC and NOx emissions and an improvement in 

engine performance (torque, efficiency, power). Vinoth et al. 

[7] In this study were the use of diethyl ether (DEE) as an 

ignition enhancer and LPG as a primary fuel in a direct 

injection single-cylinder, water-cooled and four-stroke diesel 

engine investigated. They found that knocking decreased with 

the addition of diethyl ether. In addition, it was observed that 

CO and NOx emissions decreased with a higher percentage of 

Diethyl ether compared to LPG. Brake thermal efficiency 

increased in the range of 2% to 10% at all loads for all LPG 

rate of flow, while the brake thermal efficiency decreased by 

approximately 5% with the addition of diethyl ether. The best 

performance, the highest efficiency and the least noisy 

situation were observed with the addition of 15% DEE and 

LPG flow rate of 0.221 kg/h. Guan et al. [8] In this study, pilot 

waste cooking oil biodiesel (WCOB) or pilot diesel and 

fumigated LPG were carried out with a 4-cylinder diesel 

engine operated at three different loads. With the addition of 

LPG, LPG is expressed as a percentage of power expression 

(LPSP), which varies between 10% and 30% at each load. 

According to the results; They found a slight decrease in peak 

heat release rate (HRR) and peak in-cylinder pressure in dual 

fuel compared to single fuel operation at low load. The effect 

of LPSP on brake thermal efficiency and brake specific fuel 

consumption improved at high load for both pilot fuel types, 

but worse at low load. They found that LPG-WCOB was 

better at reducing particulate emissions, while LPG diesel 

operation was better at reducing NOx emissions. Rimkus et al. 

[9] In this study was the effect of LPG on environmental, 

energy performance and combustion in a compression ignition 

(CI) engine working on a diesel fuel investigated. By adding 

LPG to diesel fuel are reduced CO2 emissions. There was a 

decrease in NOx emission observed, while CO and HC 

emissions increased with LPG additive. Irgın et al. [10] In this 

study were the effects of dual fuel (diesel/LPG) on emissions 

and engine performance investigated. According to the test 

results; There was a slight increase in NOx emission 

compared to diesel fuel, while a decrease in HC and CO 

emissions was detected. It also observed improvement in 

effective efficiency and specific fuel consumption. Nugroho 

et al. [11] In this study was dual fuel used in C223 diesel 

engine as LPG as secondary fuel. The experiments were 

carried out at different engine speeds and different LPG 

concentrations (35%, 45% and 75%). According to the results; 

They observed that brake specific fuel consumption, brake 

thermal efficiency and power were better in dual fuel 

compared to single fuel. Improvements were seen in brake 

thermal efficiency (BTE) with 45% LPG. Ünal et al.  [12] In 

this study were cost and energy analyzes carried out according 

to the results obtained with different drying air inlet 

temperatures for heating the drying air in the drying chamber 

of the LPG-fueled horizontal type corn drying plant. 

According to the results; It has been observed that when the 

drying inlet air temperature is increased, fuel consumption, 

unit drying cost increase and energy efficiency decreases. 

They observed that while the relative humidity of the heater 

inlet air increased, the energy efficiency decreased, while the 

unit drying cost and fuel consumption increased. Aliustaoğlu 

and Ayhan [13] They investigated in this study the effects of 

diesel-LPG fuel mixture on emissions and performance in a 

single-cylinder direct injection diesel engine. According to the 

test results; It has been observed that the 20% LPG-80% diesel 

fuel mixture provides superiority in terms of specific fuel 

consumption and cost without causing any negative effects on 

performance. It has been observed in addition, that they 

provide very important improvements in emissions. 

Sendilvelan and Sundarraj [14] In this study was LPG used as 

a secondary fuel in a direct-injection, single-cylinder, four-

stroke, water-cooled and constant speed (1500 rpm) diesel 

engine under all loading conditions. According to the test 

results; Brake thermal efficiency slightly decreased due to the 

use of LPG. Significant reduction in diesel fuel consumption 

was observed. A slight increase was observed in CO and HC 

emissions at low loads, while a decrease was observed with 

increasing load. With the use of LPG was a reasonable 

reduction in smoke density and NOx emissions observed. 
Aktaş and Doğan [15] made an investigation on the effect of 

diesel and LPG fuels on emission and performance in a direct 

injection single cylinder diesel engine was investigated. Brake 

specific fuel consumption was increased for the fuel mixture 

including LPG above 40%. It has been observed that NOx 

emissions were decreased and CO and HC emissions were 

increased. Another research on diesel engine with a single-

cylinder air-cooled direct injection was made by Yiğit [16]. 

According to his results, the use of LPG at 25% and 20% load 

was increased engine power and torque. CO emissions have 

been increased by a certain amount and then tended to 

decrease.  As the amount of LPG increased, the increase in 

smoke emissions was observed. In addition, an increase in 

NOx and HC emissions has been observed. Different LPG 

ratios with different butane/propane ratios were used in the 

dual fuel diesel engine by Saleh [17]. According to the test 

results as the propane ratio increased and the CO emissions 

decreased but the NOx emission decreased as the butane ratio 

increased. The best results in terms of performance and 

emissions are ensured when using 40% LPG and 60% diesel 

fuel with 70% propane and 30% butane ratio. Another work 

was carried out on the experiments on a four-cylinder, four-

stroke, water-cooled engine by Aydın and Acaroğlu [18]. The 

tests were firstly made with gasoline, followed by LPG. The 

engine emissions and performance values were compared. 

The results of the tests showed that LPG does not led decrease 

in performance with respect to gasoline fuel. Abd Alla et al. 

[19] converted the single-cylinder Ricardo E6 compression 

ignition engine into a dual-fuel engine with pilot injection. 

They used methane and propane fuels as the secondary fuel. 

As the amount of the pilot injection was increased while CO, 

NOx and HC emissions were decreased, thermal efficiency 

was increased. Çarman et al. [20] studied in a diesel engine 

using 70% diesel fuel with 30% LPG and pure diesel fuel to 

examine for the emissions and performance characteristics. 

Test results were showed an increase of 5.8% in engine power 

and torque during dual fuel operation, a decrease in smoke 

emissions and a decrease in NOx of 5.9%. In the general 

conclusions, they observed that dual fuel mode was shown 
better than the single-fueled operation. Jothi et al. [21] used 

LPG and diethyl ether (DEE) in a four-stroke, direct injection 

and water-cooled diesel engine. The test results showed that 

the thermal efficiency was decreased at full load compared to 

diesel fuel and NOx emissions were decreased. Slight 
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increases in HC and CO emissions were observed when a 

decrease in smoke density and PM emissions were observed. 

Qi et al. [22] performed their experiments at different loads 

and speeds on a direct injection engine with pure diesel and 

LPG-diesel mixture. In the test results, it was observed that 

the increase in the LPG ratio in the mixture led to the increase 

in the ignition delay, with the maximum cylinder pressure. 

Compared with diesel, NOx emission and smoke density were 

decreased. There was a slight increase in CO emissions at low 

loads. HC emissions were increased with the increase of the 

mass of LPG in the mixture. 

In this study, the effects of LPG fumigation into the intake 

manifold as a secondary fuel in a diesel engine generator 

engine performance, combustion and exhaust emissions were 

experimentally investigated. 

 

2. METHODOLOGY 
 

2.1. Experimental materials and method 
For the experiments, a generator connected to a water 

cooled, 4 cylinders, NWK22 model diesel engine with the 

power output of 18 kW was used. A schematic diagram of the 

experimental setup is given in Figure 1. A precision scale with 

digital indicator was used to calculate fuel consumption. The 

temperature was measured by means of a non-contact infrared  

digital thermometer.  

CAPELEC CAP 3200 model diesel and gasoline emission 

measurement device was used for analyzing exhaust 

emissions in the experiments. The device is complying 

OIMLR99, ISO 3930 and BAR 97 standards. The commercial 

LPG supplied from a fuel station. Conveniently, the LPG 

fumigation system was mounted in the intake manifold. The 

FEBRIS combustion analysis software was used to analyze 

performance and combustion data in the experiments. Signals 

from a cylinder pressure sensor and crank angle encoder 

mechanism was used in experiment to analyze the combustion 

parameters. The cylinder pressure sensor records pressure data 

for every crank angle (1 °CA) and average of 100 cycles were 

used for drawing the curves. The data received from the 

signals through the FEBRIS program were simultaneously 

seen on the computer screen and recorded. The experimental 

data obtained during the experiments were observed and 

recorded through the FEBRIS software. By means of this it is 

possible to calculate many data, such as mean gas 

temperature, mean effective pressure, heat release rate, knock 

density and total heat release for each of crank angles.  

Table 1 shows the physical properties and combustion 

characteristics of butane propane and mixture LPG fuels. The 

standards of the diesel fuel are shown in Table 2. The technical 

specifications of the engine used in the experiment are shown 

in Table 3.The fuel blends and their abbreviations used are 

shown in Table 4. 

 

 

 
Figure 1.  Experiment mechanism figure 

 
TABLE I 

TECHNICAL SPECIFICATION OF PROPANE, BUTANE AND LPG [23] 

Properties Unit Propane Butane Blends 

Closed Chemical Formula - C3H8 C4H10 %30 C3H8 + %70 C4H10 

Molecular weight gr /mol 44,09 58,12 53,91 

Liquid Form     

Normal Boiling Point oC -42 -0,5 -13 

Normal Melting Point oC -190 -138 -154 

Normal Flashing Point oC -105 -60 -74 

Specific Mass (at 15 oC) kg /lt 0,508 0,584 0,560 
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TABLE II 

THE STANDARDS OF THE DIESEL FUEL ACCORDING TO DINN 51601 [24] 

Properties Values The experiment norms 

Volumetric water content %0,1 DIN 51777 

Density at 15 oC 0.820-0,860 g/ml DIN 51757 
Distilled part up to 360 ºC min. %90 DIN 51752 

Kinematic viscosity at 20 oC 1.8-10 mm2/s DIN 51550 

Filtration 
Summer 0 oC/ 
Winter -12oC 

DIN 51770 

Max mass sulphur percentage %1,0 DIN 51768 

Max mass percentage of carbon residue %0,1 DIN 51551 
Ash quantity, max ash percentage %0,02 DIN 51575 

TABLE III. 

TECHNICAL FEATURE OF THE ENGINE USED IN THE 
EXPERIMENT 

Model NWK22 

Power output @1500 rpm 18 kW 

Cooling system of the engine Water cooled 

The model of the engine 4DW81-23D 

Bore x stroke (mm) 85x100  

Cylinder volume (cm3) 2400 

Number of cylinders 4 

Ignition system Direct 

Pressurizing rate 17:1 

 
TABLE IV 

THE FUEL BLENDS AND THEIR ABBREVIATIONS 

The name of the mixture LPG (%) Diesel (%) 

D100 - 100 

D80 & LPG20 20 80 

D70 & LPG30 30 70 
D60 & LPG40 40 60 

D55 & LPG45 45 55 

D45 & LPG55 55 45 

D35 & LPG65 65 35 

 
2.2. Calculated Parameters 
Febris software was used to analyze combustion parameters. 

Cylinder gas pressure values, cylinder volume, piston 

acceleration, average piston speed and crankshaft position 

were determined through the program. Thanks to the 

pressure sensor, the cylinder gas pressure data is accessed. 

Parameters were calculated for each crank angle by means of 

the equations given below. 

 

2.2.1. Heat release rate 

According to the calculations of the ideal gas law and the 

first law of thermodynamics in closed systems, the heat 

release rate was found using the equation. 

𝑑𝑄

𝑑𝜃
=

𝛾

𝛾−1
𝑃

𝑑𝑉

𝑑𝜃
+

1

𝛾−1
𝑉

𝑑𝑃

𝑑𝜃
                                                       (1)            

 

2.2.2. Total heat release  

The integral of the heat release rate was prepared as the total 

heat release. The equation in 1 is used to calculate the 

accumulated heat release. 

∫ 𝑑𝑄 = ∫  (
𝛾

𝛾−1
) 𝑝(𝑑𝑉) + ∫  (

1

(𝛾−1)
) 𝑉(𝑑𝑃)                     (2)                   

Here is γ  a particular temperature ratio taken as 1.32, θ is the 

crank angle, P is the cylinder gas pressure, and V is the 

cylinder volume. The pressure data is separated from the 

pressure sensor and the terms V and dV/dθ are calculated 

using the equation below. 

𝑉 = 𝑉𝑐 + 𝐴. 𝑟{1 − 𝑐𝑜𝑠 (
𝜋𝐴

180
) +

1

𝜆
(1 − √1 − 𝜆2𝑠𝑖𝑛2 (

𝜋𝜃

180
)) (3)                      

𝑑𝑉

𝑑𝜃
= (

𝜋𝐴

180
) 𝑥 𝑟 {sin (

𝜋𝜃

180
) +

𝜆2𝑠𝑖𝑛2(
𝜋𝜃

180
)

2𝑥√1−𝜆2𝑠𝑖𝑛2(
𝜋𝜃

180
)

}                           (4)    

  

  𝜆 =
𝑙

𝑟
 ve 𝐴 =

𝜋𝐷2

4
                                                             (5)  

Here is r is the crank radius =H/2, 𝑙 is the length of the rod 

connecting rod, D is the cylinder diameter and Vc is the 

stroke volume. The heat transfer coefficient (J) is calculated 

from the cylinder wall based on the Hohenberg equation. 

𝑑𝑄𝑤

𝑑𝜃
= ℎ𝐴(𝑇 − 𝑇𝑤)                                                                  (6)  

The following equation gives the ratio of specific heats based 

on the average gas temperature. 

𝛾 = 1,338 − 60 × 10−5𝑇 + 10−8𝑇2                                  (7) 

The Hohenberg heat transfer coefficient is used in 

combustion analysis with the equation given below. 

ℎ𝑐 = 𝐶1𝑉−0.06𝑃0.8𝑇−0.4[𝐶𝑚 + 𝐶2]0.8                                  (8) 

Here is h is the heat transfer coefficient, V instantaneous 

cylinder volume, P instantaneous cylinder pressure, T 

average gas temperature, 𝐶𝑚  average piston speed, and 𝐶1 

and 𝐶2 values are experimentally found constants of  

13𝑥10−3 and 1.4 respectively.  

 The knock intensity analysis is calculated with the following 

equation. 

𝑑𝑝(𝜃) =
[86(𝑝𝑖−4−𝑝𝑖+4)+142(𝑝𝑖+3−𝑝𝑖−3)+193(𝑝𝑖+2−𝑝𝑖−2)+126(𝑝𝑖+1−𝑝𝑖−1)]

1118𝑑𝜃
  (9)

Here is 𝛾   is the specific temperature coefficient, Q is the 

apparent heat release rate calculated by the experimental 

equation (J). P is the cylinder pressure (bar), V is the 

instantaneous volume of the cylinder (𝑚3) and 𝑄𝑤  is the 

temperature transfer coefficient and J is calculated from the 

cylinder wall based on the Hohenberg equation. 

 

2.2.3. Average gas temperature 
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Average gas temperature results are taken from the regional 

environments of the gas temperature in the combustion 

chamber. The expansion stroke is considered to be polytropic 

and the average gas temperature is calculated by the 

following equation. 

𝑇𝑖 = 𝑃𝑖𝑉𝑖
𝑇𝑟𝑒𝑓

𝑃𝑟𝑒𝑓𝑉𝑟𝑒𝑓
      (10) 

Here is 𝑇𝑖; average gas temperature,  𝑃𝑖  and 𝑉𝑖 simultaneous 

pressure and cylinder volume;  𝑇𝑟𝑒𝑓 , 𝑃𝑟𝑒𝑓  and 𝑉𝑟𝑒𝑓  are 

reference parameters at any point on the polytropic 

expansion curve. 

 

3. EXPERIMENTAL RESULTS AND DISCUSSION 
 
Figure 2 shows the variation of the cylinder pressure 

values of the test fuels with respect to the crank angle of at 

1500 rpm at 10.8 kW load. The highest cylinder pressure was 

observed for D35LPG65 fuel. The lowest cylinder pressure 

was observed for D100, pure diesel fuel. Generally, as the 

rate of LPG used increases, the pressure curve changes 

almost proportionally. This is considered to be due to the 

increase in ignition delay. At the same time, the amount of 

fuel burned during the uncontrolled combustion period also 

increased, and resulted to an increased peak pressure. As a 

result, the formation of the pressure curve for the D35LPG65 

fuel is quite different from the other fuels and it can be said 

that this curve constitutes a diesel knock limit in the use of 

LPG. The reasons for this situation, which are accompanied 

by an increase in the LPG ratio; it that the LPG is a gasoline-

like fuel with low cetane number, high auto ignition 

temperature and high flame speed after burning. 

 

Figure 2.  Cylinder pressure change with crank angle for test fuels 

As can be seen in Figure 3, the highest heat release 

rate was observed for the D35LPG65 fuel. The lowest heat 

release rate was observed for pure diesel fuel D100. The 

formation of the heat release curve for D35LPG65 fuel is 

considerably different compared to the other fuels. This 

situation is due to the characteristics of LPG as mentioned 

above. As it can be seen in Figure 3, the combustion process 

of the D35LPG65 fuel is delayed, and after the combustion 

starts, there is an uncontrolled and rapid combustion that lead 

to excessive heat release in the combustion chamber. This 

can be attributed to the prolonged ignition delay period and 

the accumulated amount of fuel and flame speed, which is 

high after combustion starts.  

 
Figure 3.  Change in rate of heat release rate for test fuels 
 

As can be seen in Figure 4, the highest total heat 

release was observed for D35LPG65 fuel. The lowest total 

heat release was observed for pure diesel fuel D100. Total 

heat release curves differed from the diesel fuel with 

increased LPG amount. The total heat release curve due to 

the use of D35LPG65 fuel is quite different and the reasons 

of these are due to the characteristics of LPG as mentioned 

earlier. 

 

 
Figure 4. Crank-related change in total heat release rate 
 

As can be seen in Figure 5, the highest average gas 

temperature was observed for D35LPG65 fuel. The lowest 

average gas temperature was observed for pure diesel fuel 

D100. The use of D35LPG65 fuel resulted in very high 

cylinder temperatures. All of the combustion results mean 

that 50% of LPG usage can be allowed. But above the 

mentioned reasons that the combustion can be classified as a 

diesel knock. The increase in exceeding heat transfer zones 

created by the turbulent flame zones in the combustion 

chamber during the diesel knock causes an increase in the 

overall hot combustion chamber. For this reason, the average 

cylinder gas temperatures are maximized in the case of 

D35LPG65. 
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Figure 5. Crank-related change in average gas temperature 
 

In Figure 6, burning of D35LPG65 fuel which also 

can be supported by the figures given above is classified as 

the knock as mentioned earlier. In the case of the D35LPG65, 

the knock intensity values were maximized. In general, the 

increase in the LPG ratio has increased the tendency to 

knock.   

 

 
Figure 6. The change of the knock intensity due to cranking 
 

Figure 7 graphically shows the amount of specific 

fuel consumption for each fuel at full load. When the figure 

was examined, the lowest specific fuel consumption was 

observed for pure diesel (D100). This ratio was increased 

significantly when using 45% and 55% LPG. The highest 

specific fuel consumption was observed for the D35LPG65. 

In fact, the unsteadiness in the engine operation was 

increased when the LPG ratio was increased. Therefore, the 

specific fuel consumption was reduced due to the cyclic 

changes and reduced engine speed along with knocking. 

Reduction in engine speed resulted in reduced specific fuel 

consumption in the case of D35LPG65. This was reduced 

engine power as well. As a result, specific fuel consumption 

was increased. However, the use of LPG up to approximately 

50% did not adversely affect the engine's excessive specific 

fuel consumption and unsteady engine operation. 

 

 
Figure 7.  Changes in specific fuel consumption with LPG ratio 

 

Figure 8 represents thermal efficiency values that 

symbolize the ratio of heat energy generated by combustion 

of the fuel to the engine converting rate of this energy into 

useful work. According to the obtained graphical results, the 

highest thermal efficiency was observed for pure diesel 

(D100). In general, thermal efficiency drops due to the use 

of LPG. The lowest thermal efficiency was observed for the 

D35LPG65 operating mode. Since the use of LPG is limited 

by knocking, it is not possible to calculate and interpret the 

thermal efficiency for D35LPG65. 

 

 
Figure 8. Variation of thermal efficiency values according to LPG ratio 

 

Figure 9 shows the temperature of the gases passing 

through the exhaust manifold. The lowest exhaust gas 

temperature according to the graphs was observed for pure 

diesel fuel D100. Besides, as the LPG addition was 

increased, there was a steady increase in the overall exhaust 

gas temperature. The highest exhaust gas temperature was 

observed for D35LPG65 fuel.  

The exhaust gas temperature of the dual fuel 

operation is higher than the single fuel operation. This is 

probably due to the fact that the end-of-combustion 

temperatures in the cylinder during the dual-fuel operation 

are higher than the end-of- combustion temperatures for 

single-fuel operation. 
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Figure 9. Variation of exhaust manifold temperature according to LPG ratio 

 

The exhaust gas temperature is also increasing with 

the increase of the temperature inside the cylinder. The 

increase in exhaust gas temperature is indirectly related to 

nitrogen oxide emissions [16].  

Figure 10 shows the mas fuel consumption for the test 

fuels. The highest mass fuel consumption according to the 

graphs was observed in the D35LPG65 operation. The lowest 

mass fuel consumption was observed for pure diesel fuel 

D100. Namely, fuel consumption was increased when the 

LPG ratio was increased. However, with the use of excessive 

LPG, the mass fuel consumption was reduced due to the 

change in speed caused by the unsteady operation of the 

engine together with the formation of the engine knock. The 

decline in engine speed resulted in a reduction in mass fuel 

consumption after the D35LPG65. Actually, it can be said 

that mass fuel consumption was also increased. However, the 

use of LPG until approximately 50% did not have a negative 

effect on engine operation. 

 

 
Figure 10. Change of mass fuel consumption by LPG ratio 

 

Figure 11 shows the changes in CO emissions of 

fuels. The lowest amount of CO emissions was observed for 

pure diesel fuel D100. As the amount of LPG increased, the 

in-cylinder charge was enriched and increased the CO 

emissions.  

 

 
Figure 11. Change of CO emission according to LPG ratio 

 

The main reason for the presence of CO in 

combustion products is the inadequate oxygen amount. 

Considering the combustion chamber as, oxygen may 

generally be inadequate, but if the mixture is not completely 

homogeneous, the oxygen may also be inadequate at a 

certain place in the combustion chamber. As a main reason, 

CO formation varies as a strong function of the air excess 

factor. The fact that the distribution of fuel in the combustion 

chamber is not the same prevents the combustion to occur in 

a uniform condition. For this reason, there will be an increase 

in the incomplete reaction and incomplete combustion of 

hydrocarbons. Namely, the CO formation is due to reasons 

such as heterogeneous distribution of air in the combustion 

chamber, insufficient oxygen and low reaction temperature 

[25]. 

 

 
Figure 12. Change of CO2 emission according to LPG ratio 

 

The changes in CO2 emissions of the fuels used in the 

experiment are shown in Figure 12. When the graphs are 

analyzed, it is observed that the use of LPG-added diesel fuel 

according to D100, which is the CO2 emission change pure 

diesel fuel, shows a steady decrease to the 40% LPG ratio 
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and a significant decrease in the CO2 level in the mixture 

with more than 40% LPG. The lowest CO2 emission by graph 

was observed for D35LPG65 fuel. In the cases of D45LPG55 

and D35LPG65, as the amount of fuel entering increased, a 

rich mixture formed and CO emission increased, thus leading 

to a decrease in CO2 emissions. 

In flame fronts, reactions reach equilibrium when 

high temperatures are reached. However, good mixing of the 

blend and turbulent burning tend to increase the CO2 ratios 

as the CO in the flame zone is converted to CO2. The amount 

of CO2 was lower in all LPG percentages than in the pure 

diesel fuel D100 fuel. This is thought to be due to the fact 

that the combustion temperature of LPG usage is lower that 

result in in-complete combustion. Another reason may be the 

rich fuel-air ratio of the burning charge with the use of LPG 

[26]. 

In Figure 13, the lowest HC release was for pure 

diesel (D100). The highest HC emissions were observed for 

D35LPG65 fuel.  

With the addition of LPG, there was an increase in 

HC emissions in general. Increasing the amount of LPG 

reduces the amount of diesel fuel in dual-fuel experiments. 

The reduction in diesel fuel also causes a decrease in the heat 

energy that will increase the LPG usage. The increase in the 

amount of HC emissions in the LPG usage may be caused in-

complete combustion due to the fuel rich zones in the 

combustion chamber. It is thought that the rapid increase of 

HC amount is due to the beginning of irregular burning [16]. 

In addition, with the use of LPG, HC emissions are seen to 

increase considerably. This can be interpreted as the 

deterioration of the air fuel ratio and the lack of oxygen in 

the combustion chamber.  

 

 
Figure 13. Change of HC emission according to LPG ratio 

 

As seen in Figure 14, the O2 measurements of pure 

diesel fuel (D100) and dual fuel D80LPG20 and D70LPG30 

were almost similar. D45LPG55 decrease was about 6%, 

while there was a decrease of about 19%.in D35LPG65 

usage. 

A reduction in the amount of air in the cylinder 

reduces the amount of oxygen released from the exhaust.  

Because LPG-homogeneous mixture with air causes more air 

around the fuel particles during the combustion, it also 

causes decrease of oxygen amount. In addition, in dual fuel 

experiments, the amount of air in the cylinder is as low as the 

amount of LPG taken into the cylinder, resulting in a low 

amount of oxygen due to the relatively rich fuel-air mixture 

[26]. 

 

 
Figure 14. Change of O2 emission according to LPG ratio 

 

As shown in Figure 15, initially the NOx values of 

pure diesel fuel (D100) and LPG RCCI modes were similar. 

The highest NOx value was observed for D35LPG65 fuel. 

With increasing LPG ratio, there was usually a decrease in 

NOx emission values. However, there were increases in NOx 

emissions for LPG55 and LPG65 modes. This may be 

attributed to the increased uncontrolled combustion phase 

due to the increased combustion chamber temperatures and 

knock formation. In general, it is observed in the graph that 

there was a decrease in NOx emissions as the LPG content 

increases. 

 

 
Figure 15. Change of NOx emission according to LPG ratio 

 
The density of the smoke values according to the LPG 

ratio is shown in Figure 16. As can be seen, the increase in 
the pilot LPG ratio reduced the density of exhaust gases, so 
the amount of smoke. However, after a certain LPG rate, the 
deterioration of the combustion caused the smoke density 
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values to increase again. The ideal smoke density values 
were observed in the D55LPG45 mode. 

 

 
Figure 16. Change of smoke density values according to LPG ratio 

 

4. CONCLUSIONS 
 

In this study, engine performance, combustion and emissions 

a diesel engine used for driving an electrical generator was 

investigated with LPG fumigation into the manifold of the 

engine as secondary fuel. Briefly the following results were 

obtained. 

According to the results obtained from the experiments; an 

increase in cylinder pressure was observed with increase in 

the LPG ratio in general and it was seen as the tendency of 

knocking when the LPG ratio was excessively high. Exhaust 

gas temperatures were deteriorated up to 54% with amount 

of LPG. It can also be said that specific fuel consumption and 

mass fuel consumption were also increased up to %12 while 

the mixture of high amount LPG with diesel is decreased 3%. 

Over 55% LPG fumigation resulted in quite high flame 

velocity and propagation which eventually resulted in the 

accelerated pressure increase for per crank angle. This 

condition may be accepted as the starting of the knock. 

Therefore only certain low amounts of LPG usage as 

secondary nonreactive fuel in diesel engine were found to be 

possible. 

When examining emission test results; up to 2033% increase 

was observed for CO emission and up to 1088% of HC 

emission was increased as well. CO and HC emission values 

were increased with the addition of LPG. With increasing 

LPG, there was a decrease in the NOx emission values. That 

decrease was up to 16%. As can be seen, the increase in the 

pilot LPG ratio reduced the density of exhaust gases, so the 

amount of smoke. However, after a certain LPG rate, the 

deterioration of the combustion caused the smoke density 

values to increase again. The ideal smoke density values 

were observed in the D55LPG45 mode. 

In general, experiments have shown that the use of LPG as a 

secondary fuel in diesel engines makes it possible to use LPG 

at certain rates instead of diesel fuel in terms of similar 

combustion, performance and emission values. 

Usage of LPG in engine improve exhaust emissions better 

than existing fuels and in order to increase efficiency along 

improved emissions, some additives for LPG can be tested. 

Additionally, the effect of LPG usage on engine parts should 

be evaluated for a long term. In the future study, cost analysis 

and current resources of LPG can be made to demonstrate its 

position in market. Lastly, the impact of advanced injection 

technologies such as pilot injection is needed to demonstrate 

and compare with this paper.  
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1. INTRODUCTION

Maximum power point tracking technique (MPPT) is used to 

make the most of solar cells and solar panels [1-2]. In order 

to obtain the maximum efficiency, the solar panel is wanted 

(required) to be operated at maximum power. This situation 

is only possible if the system remains at a certain voltage and 

current level. It also determines the MPP tracking 

performance of DC-DC (Direct Current - Direct Current) 

converter topologies [3]. 

The CUK converter topology allows the dc voltage 

source to be stepped up or stepped down through a single 

switching control. A variety of classical control methods 

have been applied to the CUK converter including PI/PID 

[25], linear state feedback [4-5], fuzzy-logic [6], and sliding 

mode control [7-8]. 

DC-DC CUK converter is one of the power converters

used in many studies. The static and dynamic properties of 

CUK converters have been widely discussed in the literature, 

where powerful tools for analysis, modeling and design are 

available [9-14]. CUK converters feature excellent properties 

(capacitive energy transfer, integrity of magnetic 

components and use of full transformers) and good steady-

state performances (wide conversion ratio, smooth input and 

output currents). 

In this study, the design and control of the CUK 

converter has been carried out. Mathematical analysis of the 

CUK converter has been done. Then, the state-space 

averaging technique has applied to find the dynamic model. 

A fourth-order parametric transfer function has been 

obtained here. Using the obtained parameters, the CUK 

converter was simulated in virtual environment and the 

results were evaluated. The transfer function has been done 

by using the Graphical User Interface (GUI) editor in the 

virtual environment. Here, an interface has been designed to 

find out the necessary control parameters of the system. The 

transfer function was created by entering the parameters of 

the converter with the designed interface. The control 

parameters (P, PI and PID) of the system were obtained by 

using the Ziegler-Nichols method. Uncontrolled and PID 

controlled simulation of the system was made and the results 

were evaluated. Finally, the effects based on the PID 

controller performance at different values of parameters of 

the CUK converter were examined. Optimal control values 

for the system were observed. 

In order to control the fourth order system of the CUK 

converter, it must be reduced to the second-order [15]. With 
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the designed interface, control parameter values were 

calculated very quickly without reducing the degree of the 

system. In addition, the user can adjust the input parameters 

of the circuit to the desired values and display the results 

numerically and graphically on the same interface. The 

results obtained from the simulation are presented to the user 

in a short time and in integrity. Thus, it is thought that it will 

be beneficial to a certain extent in eliminating problems such 

as time constraints encountered in converter applications. In 

addition, the output of this study has the potential to make an 

important contribution to the electric vehicles, industry, 

communication and renewable energy sectors [16]. 

Excessive integration, which is one of the disadvantages 

of PI controller in previous studies, leads the system to 

instability. PID controller is most widely used in power 

converter control [17]. With the derivative factor and filter 

coefficient in PID control, it has been found to be more 

suitable for eliminating unwanted oscillations and instability. 

This study emphasizes filtering one of the disadvantages of 

PID’s sensitivity to noise at the most appropriate value. In 

the study, the situations at different values of the switching 

frequency, which is one of the important parameters in 

converter design, were observed and system analysis was 

made. 

 

2. CUK Converter 
 

The CUK converter circuit is shown in Figure 1. The 

output voltage can be greater or smaller than the input 

voltage. There is a reverse polarity at the output. Here, the 

converter works according to the open and closed state of the 

switch. It can be applied where very low input and output 

noise is required [18]. 

 

 

 

 

 

 

 
Figure 1. CUK Converter Circuit 

 

The open state matrix (A1) and the closed state matrix 

(A2) of the switch are shown in Equation (1). 
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The transfer function calculated from the state-space 

equation in Equation (2) is shown below parametrically. 

 

2.1. PID Control 
The PID controller has optimum control dynamics such 

as zero steady-state error, fast response (short rise time), 

minimum oscillation and higher stability. The necessity to 

use a derivative gain component in addition to the PI 

controller is to eliminate overshoots and oscillations that 

occur in the output response of the system. One of the main 

advantages of PID controller is that it can be used with 

higher-level processes involving more than single energy 

storage [19]. 

PID controllers are considered as the best controllers in 

the control system family. Nichols Minorsky has published a 

theoretical analysis paper on the PID controller. The 

operating signal for PID control consists of the proportional 

error signal added by the derivative and integral of the error 

signal [20]. 

Kp

Ki/s

sKd

R(s) E(s)+

-

FeedBack 

U(s)+

+

 
Figure 2. PID Control Block Diagram 

 

Equation (3) contains the mathematical representation of 

the relationship between the input and output of the PID 

controller. 

 

𝐸𝑜(𝑠)

𝐸𝑖(𝑠)
= (𝐾𝑝 + (

𝐾 𝑖

𝑠
) +  𝑠 𝐾𝑑 ) =  𝐾𝑝( 1 + (

𝐾 𝑖 

𝑠 𝐾 𝑝 
) + ( 𝑠

𝐾 𝑑 

𝐾 𝑝
))   (3) 

 

2.2 Interface Design to Control and Calculate the 
Control Parameters 

In this study, a graphical user interface was designed to 

simulate the CUK converter circuit from DC-DC converters 

by using the Graphical User Interface (GUI) editor included 

in the MATLAB program [21]. The transfer function of the 

system in the designed interface and the critical gain and 

critical time period of the transfer function created by using 

the Ziegler-Nichols method were calculated. The required 

control parameter values (P, PI, PID) for controlling the 

system were calculated with the calculated critical gain and 

critical time period. 

In the system, the user will be able to adjust the input 

parameters of the circuit to the desired values and display the 

results numerically and graphically on the same interface. 

Thus, the simulation process and the results obtained will be 

presented to the user in a short time and in integrity, and it is 

thought that it will be beneficial in solving the problems such 

as time constraints encountered in converter circuit 

applications. The designed interface is shown in Figure 3. 

 

 
Figure 3. Interface created with MATLAB GUI 

 

In the design, the transfer function is created 

automatically by writing the desired parameters in the code 

section. D (operation) ratio required for the system is 
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automatically calculated according to the input / output 

voltage value. 

 

2.3. Ziegler-Nichols Method 
PID controller is faster and less oscillating than PI 

controller. But with small changes in the input set point, the 

PID controller tends to be more unstable than PI controller 

even in the case of distortion. The Ziegler-Nichols Method is 

one of the most effective methods to increase the use of PID 

controllers. First, it is checked whether the desired 

proportional control gain is positive or negative [22]. This 

critical Kp value is reached as "Critical Gain", Kc, and the 

period in which the oscillation occurs is called Pu "Critical 

Time Period". As a result, the whole process depends on two 

variables and other control parameters are calculated 

according to Table 1. Ziegler-Nichols method values used in 

the calculation for control parameters are shown in the table 

below. 

 
TABLE 1. 

 ZIEGLER-NICHOLS METHOD 

Control 
Type 

Kp Ki Kd 

P 0.5 * Kc - - 

PI 0.45 * Kc 1.2 * Kp/Pu - 

PID 0.6 * Kc .2 * Kp/Pu Kp / Ku/8 

 

 

3.  Analysis And Results Of The Simulation System 
 

The parameters in Table 2 below were used for the CUK 

Converter. First, the mathematical analysis of the converter 

was done. Then the CUK converter was simulated and the 

results were observed. In order to control the designed 

interface transfer function and the system, necessary control 

parameters have been calculated. 

 
TABLE 2. 

CUK CONVERTER SYSTEM PARAMETERS 

 

Parameters Vi L1 C1 L2 C2 R V0 fs Duty 

Values 25V 1mH 100µF 1mH 450µF 100Ω 100V 5kHz 0,8 

 

The output voltage and current values of the system are 

found as follows. The output voltage, the output current on 

the load resistor and the output power on the load are 

calculated by putting the values into the Equation (4), 

Equation (5) and Equation (6). 

 

𝑉0 =−𝑉𝑠 .
𝐷

1 − 𝐷
= −25.

0.8

0.2
=  −100 𝑉                                (4) 

 

𝐼0 =
−𝑉0

𝑅
 =

−100 𝑉

100
= −1𝐴                                                 (5) 

 

𝑃0 = 𝐼0
2𝑅 = 12100 = 100𝑊                                                  (6) 

 

The currents on the L1 and L2 coils are calculated by 

putting the values into the Equation (7) and (8). Here, the 

average power supplied by the source should be the same as 

the average power dissipated by the load [18]. 

 

𝐼𝐿1 =
𝑃𝑠

𝑉𝑠
=

100𝑤

25𝑉
= 4𝐴                                                              (7) 

 

𝐼𝐿2 =
𝑃0

−𝑉0
=

100𝑤

−100𝑉
= −1𝐴                                                     (8) 

 

3.1. Uncontrolled Simulation Results of CUK Converter 
At this stage, uncontrolled system analysis of the CUK 

converter was made. 

 

 
Figure 4. Uncontrolled CUK converter simulation of the created system 

 

The output voltage and current values of the system were 

found as follows. 

𝑉0= − 99.189 𝑉 
𝐼𝐿1 = 3.995 𝐴 

𝐼𝐿2 = −0.6914 𝐴 

𝐼0 = −0.9919 𝐴 

 

Here, the average power (Ps) provided by the source and 

the power (Po) consumed by the load were calculated. 

 
𝑃𝑠=𝐼𝐿1 ∗ 𝑉𝑠                                                                       (9) 
𝑃𝑠=3.995 𝐴 ∗ 25 𝑉 = 99.875 𝑊 

𝑃𝑜=𝐼𝐿2 ∗ (−𝑉𝑜)                                                                (10) 
𝑃𝑜= − 0.6914 𝐴 ∗ 99.189 𝑉 = −68.57 𝑊 

 

The current and voltage output graphs of the uncontrolled 

system of the CUK converter are as follows. 

 

 
Figure 5. Output voltage (Vo) of uncontrolled CUK converter 

 

Results of the mathematical analysis of the CUK 

converter and uncontrolled simulation are shown in Table 3, 

and power values are shown in Table 4. 

 
TABLE 3. 

Mathematical Analysis and Uncontrolled CUK Converter Results 

 Mathematical  

Analysis 

Uncontrolled 

Result 

𝐼𝐿1(𝐴)            4 3.995 

𝐼𝐿2(𝐴))           -1 -0.6914 

𝐼𝑜(𝐴)  -1 -0.9919 

𝑉𝑜(𝑉) -100            -99.189 
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TABLE 4. 

Mathematical Analysis and Uncontrolled CUK converter Power values 
 Mathematical  

Analysis 
Uncontrolled 
Result 

𝑃𝑠(𝑊) 100 99.875 

𝑃𝑜(𝑊) -100 -68.57 

 

As seen in Figure 5, the output voltage of the 

uncontrolled CUK converter value  is 99.189 with a large 

amount of percentage(approximately more than 90%). This 

is also an undesirable and oscillating situation. A Control 

design is needed to eliminate overshoots and oscillations 

[23]. 

 

3.2. Finding the Transfer Function, Control Parameters 
and Their Results from the Interface 
  

 
Figure 6. Finding the transfer function and control parameters from the 

interface 

 

The transfer function of the system of which parameters 

are given in Equation (11) as seen below. 

 
𝑉0(𝑠)

𝑑(𝑠)
=

27.78𝑠2 − 8.889𝑥1010𝑠 + 5.556𝑥1014

𝑠4 + 22.22𝑠3 + 9.022𝑥106𝑠2 + 1.511𝑥108𝑠 + 8.889𝑥1011
(11) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. The CUK converter circuit with PID controller 

 

The transfer function of the system is calculated in the 

designed interface. The critical gain of the transfer function 

generated by using the Ziegler-Nichols method was 

calculated as (Kc) = 0.0016511, critical time period (Pu) = 

0.013883. The required control parameter values (P, PI, PID) 

for system control were calculated with the critical gain and 

critical time period calculated before. The values of PID 

controller parameters were selected as Proportional gain 

(Kp) = 0.00099065, Integral gain (Ki) = 0.1427, Derivative 

gain (Kd) = 0.0000017191, Filter coefficient (N) = 1000. 

 

3.3. Simulation Results of CUK Converter with PID 
Controller 

As seen in Figure 7, the system has been analyzed by 

performing the PID control process with the calculated Kp, 

Ki, Kd and N values of the CUK converter. The output 

voltage of the PID controlled circuit of the CUK converter is 

V0 = 100.089 V, current values IL1 = 2.228 A, IL2 = 1.029 

A, I0 = 1.001 A. 

 

 

Figure 8. Output voltage (Vo) graph of PID controlled CUK converter 

The output voltage (Vo) graph of the PID controlled 

CUK converter is shown in Figure 8. 
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Figure 9. Graphs of current and output voltage (Vo) on 𝐿1, 𝐿2, R (𝐼𝐿1, 𝐼𝐿2, 

𝐼𝑜) of PID controlled CUK converter 

 

Mathematical analysis results of CUK converter, 

uncontrolled and PID controlled results are compared in 

table 5. 

 
TABLE 5. 

Mathematical Analysis and Uncontrolled and PID Controlled 

 Mathematical 

Analysis 

 

Uncontrolled 

Result 

PID 

Controlled 

Result 

𝐼𝐿1(𝐴) 4 3.995 2.228 

𝐼𝐿2(𝐴)) -1 -0.6914 1.029 

𝐼𝑜(𝐴) -1 -0.9919 1.001 

𝑉𝑜(𝑉) -100 -   99.189 100.1 

 

The purpose of designing a controller for the CUK 

converter is to both ensure the stability of the system and 

achieve a less steady-state error with minimal overshoot 

despite distortions in the input voltage. It is to regulate the 

output voltage by monitoring the set point value [24]. 

In the PID Controller block, the Filter coefficient (N) is 

the bandwidth of the low pass filter on the derivative. Pure 

derivatives are practically avoided as they increase the 

measurement noise. This low pass filter made by the PID 

controller block should be used. In order to get as close to 

the pure derivative as possible, the default filter coefficient 

values from 100 to 10000 are given. 

In CUK converter with PI controller, the system is 

unstable due to the high oscillation caused by excessive 

integration. During system analysis with variables such as 

Kp, Ki, Kd in PID control, the filter coefficient that affects 

the Kd factor should be selected at the most appropriate 

value. One of the disadvantages of PID controller is that it is 

very sensitive to noise. The filter coefficient affects the 

steady-state error (e) of the system. The steady-state error is 

the difference between the reference input value and the 

output value. This difference is desired to be zero. 

Figure 10-15 shows the comparison of the PID Tuner 

values in Simulink and the PID control parameters of the 

converter calculated at the interface. Here, how the different 

filter coefficient affects the system is examined. 

 

 
Figure 10. For filter coefficient N = 400 

 

 
Figure 11. For filter coefficient N = 700 

 

 
Figure 12. For filter coefficient N = 1000 

 

 
Figure 13. For filter coefficient N = 1500 
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Figure 14. For filter coefficient N = 2000 

Figure 15.  For filter coefficient N = 2400 

The comparison of settlement time, rise time and 

overshoot values for different filter coefficients formed in 

Table 6 is included. 

TABLE 6. 

The Comparison of settlement time, rise time and overshoot values for 

different filter coefficients 

Filter 
Kp Ki Kd 

Settlement Rise Time Overshoot% 

Coefficient N time(sn) (sn) 

400 0,000991 0,1427 0,00000172 1,25 0,00397 41,4 

500 0,000991 0,1427 0,00000172 0,343 0,004 29 

600 0,000991 0,1427 0,00000172 0,22 0,00405 22,9 

700 0,000991 0,1427 0,00000172 0,175 0,0041 18,8 

800 0,000991 0,1427 0,00000172 0,155 0,00416 15,9 

900 0,000991 0,1427 0,00000172 0,141 0,00422 13,9 

1000 0,000991 0,1427 0,00000172 0,133 0,00428 12,4 

1500 0,000991 0,1427 0,00000172 0,128 0,0045 8,93 

2000 0,000991 0,1427 0,00000172 0,173 0,0047 8,14 

2200 0,000991 0,1427 0,00000172 0,733 0,00474 8,37 

2300 0,000991 0,1427 0,00000172 Unstable Unstable Unstable 

2400 0,000991 0,1427 0,00000172 Unstable Unstable Unstable 

Displayed in red are the reference parameter results used for system analysis. 

When Table 6 and Figure 10-15 are examined; as the 

filter coefficient increases from N = 400 to N = 2000, the 

settlement time decreases, the rise time increases and the 

overrun decreases. At N = 2200, the rise time increases, 

although the overrun decreases, the sitting time increases. 

The system becomes unstable after N = 2300. 

3.4. Input-Output Power Values for Different Switching 
Frequency Values (fs) 

Table 7 shows the effects of different switching 

frequencies on coil currents. As the switching frequency 

increases, the "switching" losses of the switch also increase. 

In the study, the optimum switching frequency value can be 

selected from the table so that the average power value 

supplied by the source and the average power value consumed 

by the load are the closest values to the power values in the 

mathematical analysis results. According to the chart, it is the 

value where the power supplied by the source and the power 

consumed by the load are closest to each other, fs = 6.7 kHz.  

TABLE 7. 
The effect of different switching frequency (fs) values on input and output 

powers 

Displayed in red are the reference parameter results used for system 
analysis. 

3.5. New System Regulated with Analysis 
According to the study, many observations were made to 

select the system parameters at the most appropriate values. As 

a result of the observations, the organized state of the system 

parameters and PID controller parameter values has shown in 

the chart. Looking at Table 8, different from the previous 

system parameter, L1, L2 coil values and fs switching frequency 

values selected as a result of the analyzes have been changed. 

The system was analyzed again according to the changed values 

and results close to the desired values were obtained. 

TABLE 8. 
The parameters of the regulated CUK Converter system 

Parameters Vi L1 C1 L2 C2 R V0 fs D 

Values 25V 5mH 100µF 50mH 450µF 100Ω 100V 6.7kHz 0,8 

Figure 16. Finding the Transfer function and control parameters of the 

system regulated from the interface 

The transfer functions and control parameter values of 

this regulated system are calculated from the designed 

interface.  

The transfer function of the regulated system whose 

parameters are given is as in equation (12) below. 

Frequency 

fs(kHz) 
𝑉𝑖 
(V) 

𝐼𝐿1 
(A) 

𝐼𝑛𝑝𝑢𝑡 𝑃𝑜𝑤𝑒𝑟 
(W) (𝑉𝑔 ∗ 𝐼𝐿1) 

𝑉𝑜 
(V) 

𝐼𝐿2 
(A) 

𝑂𝑢𝑡𝑝𝑢𝑡 𝑃𝑜𝑤𝑒𝑟 
(W) (𝑉𝑜 ∗ 𝐼𝐿2) 

1 25 2.117 52.295 101.376 -0.4669 -47.332 

2 25 1.633 40.825 99.764 1.653 164.909

3 25 5.791 144.775 99.873 -2.682 -267.859 

4 25 1.725 43.125 100.139 1.547 154.915 

5 25 2.228 55.700 100.089 1.029 102.991 

6 25 3.399 84.975 99.968 -0.164 -16.394 

6.7 25 3.994 99.850 99.9977 -0.976 -97.597 

7 25 4.233 105.825 99.954 -1.008 -100.7536 

7.5 25 3.737 93.425 100.056 -0.4918 -49.2075 

8 25 2.982 74.550 100.034 0.2607 26.0788 

9 25 1.412 106.525 100.262 -3.646 -365.555 
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𝑉0(𝑠)

𝑑(𝑠)
=

2.778𝑠2 − 1.778𝑥109𝑠 + 2.222𝑥1012

𝑠4 + 22.22𝑠3 + 2.524𝑥105𝑠2 + 4.622𝑥106𝑠 + 3.556𝑥109
 (12) 

 

PID values calculated from the interface of the regulated 

system were found to be Proportional gain (Kp) = 0.0013, 

Integral gain (Ki) = 0.0796, Derivative gain (Kd) = 

0.0000050790, Filter coefficient (N) = 350. CUK converter 

circuit made with PID controller with regulated system 

parameters and its results are shown in Figure 16 below. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 17. PID controlled circuit of the regulated system of the CUK converter. 

 

The output voltage and current values of the PID 

controlled circuit of the regulated system of the created CUK 

converter were found as follows. 

𝑉0=100.001772 𝑉                                                          
𝐼𝐿1 = 3.995 𝐴                                                                   
𝐼𝐿2 = −0.9761 𝐴                                                             
𝐼0 = −1 𝐴                                                                           

Here, the average power Ps supplied by the source and 

the power Po consumed by the load are calculated. 

𝑃𝑠=𝐼𝐿1 ⋅ 𝑉𝑠                                                                (13)  
𝑃𝑠=3.995 𝐴 ⋅ 25 𝑉 = 99.875 𝑊 

𝑃𝑜=𝐼𝐿2 ⋅ (−𝑉𝑜)                                                          (14) 
𝑃𝑠= − 0.9761 𝐴 ⋅ (100.001772 )𝑉 = −97.612 𝑊 

The output voltage (Vo) graph of the PID controlled 

CUK converter of the regulated system is shown in Figure 

18. 

 
Figure 18. Output voltage graph of the PID controlled CUK converter of the regulated 

system 

 

 
Figure 19. Graph of output current and voltage on the load resistance (Io, 

Vo) of the PID controlled CUK converter of the regulated system 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 20. L1 of the regulated system's PID controlled CUK converter 
Current and voltage graph on L2 and C1, C2, (IL1, IL2, VC1, VC2) 

 

Mathematical analysis results, uncontrolled, regulated 

system PID controlled CUK converter current, voltage and 

power results are compared in Table 9 below. 
 

TABLE 9. 
 Mathematical Analysis, Uncontrolled, Regulated System and PID 

Controlled CUK Converter Results 

 Mathematical 

Analysis 
 

Uncontrolled 

Result 

Regulated System 

PID Control 
Result 

𝐼𝐿1(𝐴) 4 3.995 3.995 

𝐼𝐿2(𝐴)) -1 -0.6914 -0.9761 

𝐼𝑜(𝐴) -1 -0.9919 -1 

𝑉𝑜(𝑉) -100 -99.189 -100 

𝑃𝑠(𝑊) 100 99.875 99.875 

𝑃𝑜(𝑊) -100 -68.57 -97.612 
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4. CONCLUSION  

 

In PI-controlled CUK converter, the system is unstable 

due to excessive integration. In this article, proportional-

integral-differential (PID) controller is used to eliminate the 

instability of the CUK converter. By simulating the converter 

in a virtual environment, the interface design was realized to 

find the control parameters of the system. The effect of CUK 

converter on PID control parameters is observed according to 

different component values. With these varying parameters, 

the effect of the system on rise time, residence time, overrun 

value, current and voltage values were investigated. In 

addition, different values of the filter coefficient in PID 

control and its effect on the controller have been observed. 

Comparisons of the PID control block diagram of the 

transfer function with the PID-controlled result and steady-

state error of the CUK circuit were also made. It has been 

found that PID control performance is more effective than 

the PI control at different parameter values of CUK 

converter. 
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1. INTRODUCTION

Wind energy conversion systems (WECS), used to 

generate electrical energy, are structures created by the 

integration of mechanical and electrical components. Turbines 

and generators used in energy conversion are the most crucial 

parts of these systems. Commercially, three-bladed, speed and 

pitch angle-controlled turbines are commonly used. For 

generators, permanent magnet synchronous generators 

(PMSG) have come to the fore due to their characteristics such 

as direct connection to wind turbines, compatibility with 

variable speeds, and higher efficiency due to permanent 

magnets in their rotors. Different control methods are used for 

higher production efficiency, preventing mechanical and less 

electrical stress to the system and increasing the service life of 

the system. Before applying different control methods to the 

system, simulation of a WECS through a computer program 

such as Matlab/Simulink provides dynamic and steady-state 

performance of the system by selecting appropriate control 

methods and analyzing different system parameters. Thus, 

more efficient systems can be installed at lower costs. 

In the literature, Different control simulations have been 

conducted based on the mathematical models of the system 

components. Furthermore, graphical analysis based on system 

parameters for different techniques is presented in [1-3]. In 

other studies; based on reference frame conversion, PMSG 

and electronic interface simulations are presented in [4-6]. 

There are many different studies on the analysis of the pitch 

angle control used for WECS in [7-10]. Comparative analysis 

of these control techniques allows appropriate control 

selection and design as presented in [11-14]. There are also 

studies using soft computing methods such as fuzzy logic and 

neural networks used for the pitch angle control in [11, 15-

18]. 

In this study, the main components of a WECS and its 

basic controls, such as maximum power point tracking 

(MPPT) and pitch angle control techniques were explained 

theoretically. Simulation of the system in Matlab-Simulink 
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environment was carried out and system parameters were 

analyzed based on the pitch angle control. 

 

2. MATERIAL AND METHOD 
 

Figure 1 shows the main components of a WECS and 

energy conversion stages. 

 

Figure 1.  Basic conversion scheme for REDS  

 
Criteria in the selection of WECS components are 
• Size 

• Design and Maintenance costs 

• Control designs ensuring stable and efficient operation 

The main objective for a WECS is to create a system where 

efficient and ergonomic components are used to design a 

control for high efficiency, according to instant winds. As for 

the working principle of the system, the kinetic energy of the 

wind is converted into mechanical energy by the wind turbine. 

Then, this energy is transferred to the generator through the 

drive system between the turbine and generator. Finally, 

produced electrical energy is supplied to the grid or a 

standalone load by the power converter unit, which is used as 

an intermediate link structure and used to control the 

efficiency and quality of the produced energy [19,20]. 

In the earlier designs, 3-bladed fixed-speed turbines were 

commonly used. Due to the low efficiency and power quality 

of the fixed types, variable speed, pitch angle-controlled 

turbines with PMSG, whose rotor speed can be adjusted 

according to instant wind speed, have been widely used at 

present. 

For a variable speed WECS, there are two main control 

structures. The first is to control the speed of the system below 

the rated wind speeds, the latter is to control the pitch angle of 

the turbine for protecting the system components above the 

rated wind speeds [21,23]. WECSs can be operated at wider 

range wind speeds without exceeding the rated power through 

pitch angle control. 

Computer simulations can be used for selecting and 

designing proper control structures. For this purpose, Basic 

models of the system components are needed. These models 

explain the energy efficiency and conversion process. 

 

2.1. Wind turbine model  
The mechanical power transferred to the generator from 

the turbine is expressed as shown in Equation (1) [3, 24-26]. 

 

𝑃 =
1

2
× 𝐶𝑃 × 𝑝 × 𝐴 × 𝑉𝑊

3.                 (1) 

 

In this equation, 𝑃 is the power extracted from the wind 

(W), 𝑝 is the air density, which is equal to 1.225 kg/m3, 𝐶𝑃 is 

the power coefficient, 𝑉𝑊 is the wind speed (m/s), and 𝐴 is the 

area swept by the rotor (m2). The power coefficient, showing 

the ratio of power extracted from wind energy, can be defined 

based on two parameters as shown in Equation (2). 

 

𝐶𝑃(𝜆, 𝛽) = 𝐶1 (
𝐶2

𝜆𝑖

− 𝐶3 × 𝛽 − 𝐶4) 𝑒−(𝐶5/𝜆𝑖) + 𝐶6 × 𝜆.  (2) 

 

Coefficients 𝐶1−6 are characteristic values for turbines. 𝛽 

(pitch angle) is kept at a minimum value below the rated wind 

speeds, and it can be adjusted to prevent the turbine from 

damage especially at higher wind speeds. The tip speed ratio 

λ and λi parameters are defined as shown in Equation (3,4).  

 

𝜆 =
𝑤 × 𝑅

𝑉
.                                     (3) 

 
1

𝜆𝑖

=
1

𝜆 + 0.08𝛽
−

0.035

𝛽3 + 1
.                    (4) 

 
In Equation (3), 𝑤 is the angular velocity of the rotor 

(rad/s), 𝑅 is the rotor radius (m) and 𝑉 is the wind speed (m/s).  

Figure 2 shows the power coefficient 𝐶𝑃 as a function of 

the tip speed ratio (λ) and pitch angle (β). 

 

Figure 2.  Cp curves as a function of λ and β 

 

According to Figure 2, obtaining the optimum mechanical 

energy, according to instantly changing wind speed, depends 

on keeping the power coefficient at the maximum value. 

Furthermore, keeping the power coefficient at the maximum 

value for any wind speeds is related to keeping the pitch angle 

value at the minimum and the tip speed ratio at an appropriate 

value. As shown in Equation (3), the optimum value of the tip 

speed ratio can be obtained by adjusting the rotor speed 

according to the instant wind speed. This adjustment 

composes the main principle of speed control and MPPT. 

Another feature shown in Figure 2, the power coefficient is 

decreased by increasing the value of the pitch angle. This 

guarantees that excessive power can be limited above the rated 

wind speeds by adjusting the pitch angle. 

 

2.2. Generator and drive system model 
Obtaining the mathematical model of a generator is very 

important to understand which parameters can be used for 

control. For machines operating at synchronous speeds, the 

transformation from a 3-phase (a-b-c) stator reference frame 

to a 2-phase (d-q) reference frame provides convenient control 

design and analysis as in direct current (DC) machines. This 

reference frame transformation can be used for the 

mathematical model of a PMSG and controller designs [26-

27]. 

As a result of reference frame transformation, the 

following equations are used to express the model of the 

PMSG as shown in Equation (5-6). 
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𝑑𝑖𝑞

𝑑𝑡
=

1

𝐿𝑞

[−(𝑅𝑠 ∗ 𝑖𝑞) + 𝑤𝐸(𝐿𝑑𝑖𝑑 + 𝜆𝑟) + 𝑉𝑞 .        (5) 

 
𝑑𝑖𝑑

𝑑𝑡
=

1

𝐿𝑑

[−(𝑅𝑠 ∗ 𝑖𝑑) + 𝑤𝐸(𝐿𝑞𝑖𝑞) + 𝑉𝑑 .                (6) 

 

Where subscripts 𝑑 and 𝑞 refer to the physical quantities 

that have been transformed into the d-q reference frame, 𝑅  is 

stator resistance (Ω), 𝐿𝑑 and 𝐿𝑞  are q and d axis inductances 

(H) of the generator, 𝑉𝑑,𝑞 and 𝑖𝑑,𝑞 are d and q axis voltages. 

and currents consecutively, λr is the permanent magnetic flux 

𝑤𝐸 , the electrical angular velocity of the generator, as 

expressed in Equation (7). 

 

𝑤𝐸 =
𝑃

2
× 𝑤𝑅 .                                       (7) 

 

Where 𝑃 is the number of poles of the generator, 𝑤𝑅 is the 

mechanical angular velocity of the generator. The 

electromagnetic torque produced by the generator (𝑇𝐸) can be 

expressed based on (d-q) quantities as shown in Equation (8). 

 

𝑇𝐸 =
3𝑝

2
((𝐿𝑑 − 𝐿𝑞) ∗ 𝑖𝑑𝑖𝑞) + 𝑖𝑞 ∗ 𝜆𝑟).                 (8) 

 

For a non-salient-pole PMSG, 𝐿𝑑 and 𝐿𝑞 inductances are 

approximately equal. In this case, the equation of 

electromagnetic torque can be expressed in the following 

form. 

 

𝑇𝐸 =
3𝑝

2
(𝑖𝑞 ∗ 𝜆𝑟).                                  (9) 

 

In Equation (9), it is seen that the torque equation obtained 

in the reference frame is similar to the torque equation of DC 

machines. This similarity proves that reference frame 

transformation provides ease of control and analysis. Equation 

(9) also shows that the generator torque can be controlled by 

the q axis current of the generator [26-28]. 

The drive system ensuring energy transfer from the turbine 

to the generator can be treated as a one-lumped mass model. 

The mathematical model of the drive train presents the motion 

equation of the system. The equation is defined as in Equation 

(10). 

 
𝑑𝑊𝑅

𝑑𝑡
=

𝑇𝑀 − 𝑇𝐸

𝐽
−

𝐵

𝐽
∗ 𝑊𝑅 .                     (10) 

 

Where 𝐽 is the total moment of inertia, 𝐵 is the coefficient 

of viscous friction. 𝑇𝐸 and 𝑇𝑀  are electromagnetic and 

mechanical torques respectively. 𝑊𝑅 is the mechanical 

angular velocity of the generator. This equation shows that the 

rotor speed can be controlled by adjusting the electromagnetic 

torque. This torque can be adjusted by the q-axis current of the 

generator based on Equation (8). This adjustment forms the 

basis of MPPT control for a WECS below the rated wind 

speeds. 

 

2.3. Power converter unit 
The main purpose of these units is to produce energy with 

high efficiency and transfer the produced energy properly. 

They can also be used as an energy buffer for the power 

fluctuations caused by the wind turbine and for the transients 

coming from the load side. There are two common converter 

types for WECSs. The first configuration is designed as a 

back-to-back converter connected to the grid or load, the 

second configuration is a diode-bridge rectifier, a boost 

converter, and an inverter connected to the grid or load. 

Designed controllers aim to regulate the operation of the 

power converter unit for various purposes based on the control 

variable. For example, adjusting the switching signals in a 

back-to-back configuration or regulating the duty cycle for a 

boost converter can be used as control variables for MPPT 

control [28-31]. 

 

2.4. Pitch angle control 
In this control, the controller, which is activated above the 

rated wind speeds, provides the opportunity to work at higher 

wind speeds and mechanical protection [7-8]. Pitch angle 

control is an essential and useful controller to enhance the 

efficiency of a WECS and improve the stability of power 

conversion. Pitch systems are classified into two types, 

hydraulic and electrical pitch controls. Electrical controls 

provide more efficient and faster operation [21]. For a PID-

based pitch angle control, different parameters (rotor speed, 

power, torque, etc.) are compared with their rated values. The 

error between these values could be used as inputs for pitch 

angle actuators. Figure 3 shows the working principle of a 

classical PI controller used for a pitch angle control with 

various input parameters.  

 

 
Figure 3.  PI controller as a pitch angle control 

 

A rate limiter can be used for adjusting the rate of change 

of the pitch angle. Furthermore, it adjusts the operating range 

of the controller. The angle value can also be adjusted to a 

value that can stop the turbine operation by the used controller 

in conditions where the wind speed is very high or low 

[11,16]. 
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3. FINDINGS AND DISCUSSION 
 

Figure 4 shows the general WECS model designed in 

Matlab/Simulink environment. 

 

Figure 4.  WECS system model  

 

According to Figure 4, the mechanical torque obtained by 

the turbine is given as input to PMSG by the wind turbine. The 

mechanical power and torque are obtained based on the 

mathematical models of the wind turbine. The sign of the 

torque applied to the PMSG determines whether the machine 

works as a motor or a generator. The negative torque enables 

it to work as a generator. The detailed model of the wind 

turbine is shown in Figure 5. 

 

Figure 5.  The detailed model of the wind turbine 

 

In the pitch angle control, which is adjusted to activate 

above the rated wind speed (12 m/s defined in this model). 

The general system can be operated at the rated values through 

this control. The Pitch angle is adjusted to change between 0°-

45°. Figure 6 shows the detailed model of the pitch angle 

control, working based on instant wind speed. 

 

Figure 6.  Pitch angle control model  

 

According to the model shown in Figure 6, the control 

limits the power capturing capacity of WECS to the rated 

value, if the wind speed is greater than the rated wind speed 

(12 m/s). During lower wind speed, the pitch angle of the 

turbine is adjusted to the minimum value to rotate the rotor at 

a higher speed thus increasing the power capacity of the 

generator.  

Control analysis will be carried out for a 1 kW WECS 

based on a wind profile as shown in Figure 7. 

 

 
Figure 7.  Wind speed profile 

 

When pitch angle control is not applied throughout the 

simulation period, Figure 8 shows the variation of rotor speed 

and output power. 

 

Figure 8.  Variation of output power and rotor speed (pitch angle control not 

applied) 

 

For a 1 kW system, when the pitch angle control is not 

applied, the output power increases to a 2.5 kW level at the 

fifth second. Power level is higher than the rated value, so this 

power can damage the system. This problem shows that a 

pitch angle control is required to limit the output power to the 

rated value at higher wind speeds. 

When the pitch angle control is applied, the angle value 

starts to increase from the fifth second. Figure 9 shows the 

variation of the pitch angle. 

 

Figure 9.  Pitch angle variation 

 

This variation proves that the controller activates only 

when wind speed above the rated value (12 m/s). Figure 10 
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shows the variation of rotor speed and output power when the 

controller is applied. 

 

 
Figure 10.  Variation of output power and rotor speed (with pitch angle 

controller) 

 

The activation of the pitch angle control at the fifth second 

enables safe energy production at higher wind speeds by 

limiting the power and rotor speeds to the rated values. This 

control also enables energy production at higher wind speeds 

as well as safe operation. Overall efficiency is also improved 

in this way. 

Figure 11 shows the variation of generator output voltage 

and current according to the pitch angle control 

 

Figure 11.  Variation of output voltage and current of the PMSG 

 

When the wind speed exceeds the rated value, the voltage 

and current values can be limited to the rated values, which 

indicates that the pitch angle control of the system works 

properly. 

 

4. CONCLUSION 
 

In this study, the working principles of a WECS, 

mathematical models of the system parameters, and the 

control methods were explained theoretically. The simulation, 

conducted in Matlab/Simulink environment, gave detailed 

information about pitch angle control. Graphical analysis of 

the system parameters was conducted based on this 

simulation. It was observed that the system continued to 

operate without exceeding the rated power at higher wind 

speeds throughout the simulation period and the output current 

and voltage remained at the desired value. As used in this 

study, simulation is an important tool to see the effects of a 

control structure and make required regulations before the 

production process. For future studies, instead of PID 

controller, soft computing techniques such as fuzzy logic, 

artificial neural networks, and optimization methods can be 

used for pitch angle control. Simulation studies also allow 

comparative analysis of different control techniques. 
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