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 The electric field optimization minimizing the field strength on an electrode surface and providing 

its uniformity is important in designing high voltage power transformer bushings and other 

apparatus from the viewpoint of efficient utilization of the electric field space. The high voltage 

power transformer bushing with cylinder electrode system has been designed and tested in this 

investigation. It was found that the insulation method of the cylinder electrode was the most 

important factor to lower streamer initiation voltage. The optimized design uses both internal and 

external elements for electric stress grading at critical parts of the bushing. Applying optimization 

theory based on charge simulation method, the author developed a computation program for 

electric field automatic optimization in 3D dielectric axisymmetric field. The results of the 

computation realized some excellent electrode profiles with uniform electric field distribution. 

Moreover, the discrepancy from the electric field uniformity on 3D dimensional profile caused by 

applying it to an axisymmetric electrode was discussed. Then a new electrode with uniform field 

distribution was obtained by using the computation program for optimization. 
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1. Introduction 

A number of fine results have been obtained by some 

numerical electric field computations methods that have 

been greatly improved during recent years. Numerical 

electric field computation is now indispensable to the 

designing of high voltage power transformer bushings and 

other insulated apparatus from the viewpoint of reliability 

and reduction in size of apparatus [1]. In the case of 

designing SF6 gas insulated apparatus, the field calculation 

has special meaning of importance because the insulation 

characteristics of SF6 gas greatly depend on the electric 

field strength [2]. As well as to analyze the field a number 

of efforts have recently been made to obtain optimum 

electrode profiles having minimum and uniform electric 

field [3, 4]. 

The main purpose of electric field optimization is to 

obtain uniform electric field distribution as well as to 

minimize the field strength on the electrode surface [5]. 

This enables one to make the best use of the electric field 

space, reducing the size of high voltage power transformer 

bushings and other insulated apparatus. Electric field 

calculations by numerical techniques is to use different 

numerical techniques to find electric field distributions, 

which are inevitable tool in various electricity concerned 

technologies [6]. Up to now, several 3D dimensional 

electrode profiles with quasi-uniform electric field have 

been obtained using conformal mapping and experiments. 

They are noted as a finite difference method profile and 

finite element method profile [7, 8].  

The examined electrode systems are modeled as 2D 

using axial symmetry. In this approach, it is considered 

that 3D electric field distribution is obtained by rotating 2π 

radians around the symmetry axis of the models. Among 

them is the finite difference method profile which has a 

completely uniform electric field along the electrode 

surface. However, this complete electric field uniformity 

will disappear if this profile is applied to a 3D dimensional 

axisymmetric electrode. 

Huang et al. and Hyouk et al. calculated electric field 

distribution of the two dimensional finite difference 
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method profile and 3D dimensional axisymmetric finite 

difference method profiles to evaluate the discrepancy 

from the uniformity for the latter profiles. Furthermore, by 

using the computation program for high voltage electric 

field automatic optimization, a new uniform field electrode 

profile was obtained as a replacement of the 3D 

dimensional finite difference method profile. Other 

optimum 3D dimensional axisymmetric electrode profiles 

are also obtained which are enclosed with metallic coaxial 

cylinder [9, 10].  

Most of the studies found that there was electrostatic 

field calculation and optimization structure in power 

transformer bushing insulation, while some studies such as 

[11, 12] found that there was condition assessment of high 

voltage bushing with solid insulation structure. Some 

studies such as [13, 14] have found that electromagnetic 

forces and losses computation and design of power 

transformer bushings. By applying theory of electric field 

optimization based on charge simulation method, the 

author developed a computation program for electric field 

automatic optimization of an electrode profile with 3D 

dielectrics in axisymmetric field. 

The purpose of this paper is to make the radial stiffness 

characteristic of the given 3D rubber bushing model meet 

the target stiffness curve by using the optimization method 

presented in this paper. In order to determine the stiffness 

curve of the bushing, nonlinear finite model was defined 

using boundary conditions. 

2. Basic Equations for the Method of Optimization 

The charge simulation method is made up of the fallowing 

basic equation. To simplify of discussion, the author consider 

one dielectric field problem. 

[𝑃]. {𝑄} = {Ø} (1) 

In equation 1, P is a potential coefficient matrix 

determined by coordinates of contour point and charge point. 

Q is a charge vector. Ø is a potential vector of contour points. 

In general, P and Ø are given, thus providing the value of Q. 

From the value of Q, the author can calculate the electric field 

strength. [15, 16] proposed that electric field should be 

improved by properly arranging several new charges 

(optimizing charges) in the field obtained by charge 

simulation method. Let Q’ be an optimizing charge vector. 

[𝑃]. {𝑄} + [𝑃′]. {𝑄′} = {Ø} (2) 

In equation 2, P’ is a matrix of varied part of potential 

coefficients determined by arrangement of new optimizing 

charges. Combining with the given value Q’, the value Q 

obtained by equation 2 determines the electric field 

distribution along a new electrode. The profile of a new 

electrode is obtained as a locus of equipotential line of 

electrode potential. If the electric field on a new electrode 

surface does not distribute as uniformly as expected, the 

above computation is iterated by giving new Q’ to equation 

2 [17, 18, 19]. 

This computation is iterated until uniform field 

distribution of electrode surface is obtained. For a good 

convergence and satisfactorily uniform potential distribution, 

it is important to determine the value of Q’ appropriately. 

This is discussed in the following section. On the other hand, 

the basic equation of the charge simulation method in two 

electrostatic dielectric field may be generally expressed by 

equation 3. 

 .
0

P
Q

F

   
=   

   
 

(3) 

In equation 3, F is an electric field coefficient matrix 

determined by dielectric boundary points. Like equation 2, 

equation 3 is modified by arranging new optimizing charges 

Q’, as follows equation 4. 

   
'

. . '
' 0

P P
Q Q

F F

     
+ =     

     
 

(4) 

In equation 4, F’ is a matrix of varied part of electric field 

coefficients determined by arrangement of optimizing 

charges. Like in one dielectric field, electrode surface electric 

field can be optimized also in two dielectric field, using 

equation 4. 

3. Automatic Optimization Technique 

The author succeeded in obtaining the optimized electric 

field distribution by using iterative computation by arranging 

vector (Q’) automatically. In each iteration step, Q’ is given 

to correct local maximum and minimum of the electric field 

distribution along the electrode profile [20]. This method is 

described along with a model for consideration in Figure 1. 

In Figure 1, A-G is an electrode profile to which 

optimization is to be applied. Other parts of the profile do not 

vary through the iterative computation since these points are 

always fixed as the contour points. Optimizing charge vector 

(Q’1) given at an initial time is arranged at a positions shown 

by symbol ●. The electrode profile calculated (solid curve) 

is identical to the equipotential surface. The electric field 

distribution in A-G is expressed by solid curve shown in 

Figure 2. 

This curve provides local maximum points at B, D, F and 

local minimum points at C and E. To correct this electric 

field distribution, new charges (optimizing charges) are 

arranged at the vicinity of A, C and E. (shown by symbol ◙) 

Figure 3 shows a detail of arrangement of an optimizing 

charge. Taking point C as an example, the author arrange the 

optimizing charge Qc’ at point S away from point C by 

distance ℓcs. ℓcs may be expressed by equation 5. 
 

ℓ𝐶𝑆 = 𝑘. 𝑀𝑖𝑛 (ℓ𝐵𝐶 , ℓ𝐶𝐷) (5) 
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Figure 1. Optimization of electrode profile 

 
Figure 2. Electric field strength distribution 

In equation 5, k gives an appropriate value of 1 ≤ k ≤ 2. 

The value of Qc’ is determined by equation 6 using potential 

value jVCB and jVCD, which are given by a function f in 

equation 7, where Ej is an electric field strength on next 

following point j. 

𝑄𝑐′ = (∗).
𝑣

𝑗
 (𝑃𝑐𝑗

−1. 𝐽𝑉𝑐𝑗)     (𝑗 = 𝐵, 𝐷) (6) 

𝑗𝑉𝑐𝑗 =  𝑓. (∣ 𝐸𝑗 − 𝐸𝑐 ∣)         (𝑗 = 𝐵 𝑜𝑟 𝐷)  (7) 

In equation 6, Pcj is a potential coefficient, and * is the 

relaxation factor which is introduced in order to get smooth 

convergence of iterative computation. The value of * 

depends on the electrode profile. Let (Q’2) be a newly given 

vector by the above procedure, the equipotential surface 

(new electrode surface) shown by dotted line in Figure 1 is 

obtained. The corresponding electric field distribution is 

shown by dotted line in Figure 2. The above calculation 

process is automatically iterated and the electrode profile 

with the optimized electric field distribution is obtained by 

judging the convergence from a reduction rate of the 

maximum electric field and an achievement of uniformity of 

electric field distribution. 

 
Figure 3. Arrangement of optimizing charge 

4. Examples of Optimized Electrode Profile 

This section gives some calculation examples using above 

mentioned computation program for optimization. Figure 4 

shows an example of the end profile of high voltage 

conductor in a ground potential cylindrical enclosure. Figure 

4 indicates an electrode profile at the initial stage with 

optimizing charge positions, while Figure 5 shows those as a 

result of automatically iterative calculation of five times. 
 

 
Figure 4. Initial electrode profile 

 
Figure 5. Optimized electrode profile 



 

 
Figure 6 shows a variation of electric field distribution. 

The iterative calculation reveals an obvious reduction of the 

maximum electric field strength and a uniformity of electric 

field distribution. 

Figure 7 shows further example of optimized profile of 

another type conductor end in grounded cylindrical 

enclosure, and the electric field distribution along it. 

Optimized profile and electric field distribution obtained 

with and without the insulating cylinder in high voltage 

power transformer bushing are given in Figure 8 for 

comparative study. 

 
Figure 6. Electric field distribution 

 
Figure 7. Optimized profile with and without insulating cylinder 

 
Figure 8. Electric field distribution with and without insulating 

cylinder in high voltage power transformer bushing 

5. 3D Dimensional Electrode Profile 

3D dimensional electrode profile (π/2 dimensional profile) 

against infinite plane may be expressed as follows by using 

parameter φ. (Point A is assumed as an origin.) 

𝑥 =  −2 [𝑠𝑖𝑛𝜑 − ℓ𝑛𝑡𝑎𝑛 (
𝜑

2
+

𝜋

4
)] (𝜑 = 0 −

𝜋

2
) (8) 

𝑦 =  2[1 − 𝑐𝑜𝑠𝜑]                               (𝜑 = 0 +
𝜋

2
) (9) 

𝑧 =  2 [𝑠𝑖𝑛𝜑 + ℓ𝑛𝑡𝑎𝑛 (
𝜑

2
−

𝜋

4
)]            (𝜑 = 0) (10) 

Figure 9 illustrates 3D dimensional electrode profile with 

100% potential. The grounded infinite plane electrode is 

located at x = 2-π, y = 2+π and the gap length is π as z → ∞. 

Arrows in Figure 9 drawn by computer show electric field 

vectors on the 3D dimensional electrode profile. 

The electric field strength is calculated by using charge 

simulation method. The results reveal that the electric field 

distribution on 3D dimensional electrode profile is 

completely uniform. The author apply the 3D dimensional 

electrode profile to an axisymmetric electric field 

distribution. One may consider an end portion profile of a rod 

electrode. The problem is, however, that this 3D dimensional 

electrode profile loses the uniformity of the electric field 

distribution along the profile by influence of axial curvature 

and that electric field strength increases as going apart from 

the axis. By using charge simulation method, the author 

calculated the discrepancy of the electric field uniformity. 

Figure 10 shows the result as a function of 3D coordinate, 

where (x0, y0, z0) is the coordinate of edge point A assuming 

the axis center of the infinite plane as origin. 

Minimum electric field strength Emin is obtained on the 

center axis of the 3D dimensional electrode profile, while the 

maximum electric field strength Emax is obtained on point A. 

Figure 10 reveals that the discrepancy from the uniformity of 

electric field is 10% or more if ∣xo/yo/zo∣ < 5 and 5% or more 

if ∣xo/yo/zo∣ < 10. In other words, 2D dimensional electrode 

profile directly applied to 3D dimensional axisymmetric 

field cannot be used as an insulation breakdown test. The 

fatal problem is that insulation breakdown is expected to 

occur at edge point A of this electrode. 

 
Figure 9. 3D dimensional profile and electric field distribution 
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Figure 10. Discrepancy from the electric field uniformity 

6. Optimized Profile in Axisymmetric Field 

First of all, the parameter values of the elastoplastic 

transformer bushing model were obtained by using the finite 

difference analysis method. With the experiments applied in 

the design phase, the bandwidths of the hysteresis curve were 

determined by fitting the curve model obtained as a result of 

the least squares regression method. The software values of 

the hysteresis curve obtained as a result of the finite 

difference analysis take into account the damping force and 

curve bandwidth values. Thus, both viscoelastic and 

elastoplastic components are represented. In addition, the 

slope value of the hysteresis curve shows the decreased 

stiffness value due to the amplitude effect and its behavior is 

represented by the elastoplastic component value. 

The rubber structured transformer bushing sample was 

modeled based on the geometric structure of the finite 

difference analysis. It is ensured that the boundary condition 

value of the finite difference analysis model, the constant 

condition value on the outer flange of the transformer 

bushing and the displacement value applied to the inner rod 

element of the bushing at the central point are the same as the 

experimental conditions. Rotational hardness information 

was obtained by applying torque from 0 Nmm to 6000 Nmm 

in the x direction and from 0 Nmm to 600 Nmm in the y and 

z direction, respectively. Rotational stiffness tests were not 

conducted due to the limited number of experimental devices. 

For this reason, the values obtained by simulation based on 

finite difference analysis values were used. 

The electric field on the 2D dimensional electrode profile 

applied to 3D dimensional axial symmetry does not meet 

requirements of uniform electric field distribution. The 

author calculated a new uniform electric field electrode 

profile by using charge simulation program for electric field 

automatic optimization. Figure 11 shows a part of the results 

and has been obtained by iterative computation with a 

starting value of 3D dimensional electrode profile when 

∣xo/yo/zo∣ = 4. The distortion of surface electric field strength 

is less than 0.4% if ∣x∣ < 3.5 and the strength slightly reduces 

in the vicinity of the point A. 

This new electrode profile is most appropriate to one for 

an insulation breakdown testing because uniform electric 

field strength is realized on a wide electrode area and the 

electric field decreases as going apart from the uniform field 

region. The author discussed the case where a high voltage 

rod electrode is in a cylindrical grounded enclosure. The 

author obtained uniform electric field distribution of the end 

portion from many trials with various distances from the 

enclosure wall. Figure 12 shows the result, and Di is a 

diameter of the rod electrode D0 an inner diameter of the 

grounded enclosure. 

Also, G is a gap length at the rod end portion center. 

Assuming that G = 1 and Di = 20, the author obtained the 

optimum electrode profile as a function of D0. If D0 = 22.104, 

the uniform electric field spreads over the entire electrode 

surface. If D0 is larger, the uniform electric field is obtained 

only at the top end portion of the electrode. If D0 = ∞, the 

profile is identical to the profile optimized from 3D 

dimensional electrode profile previously discussed. Figure 

12 shows that there is almost no variation in the optimum 

profile if D0 ≥ 30, meaning that the grounded enclosure wall 

does not so much affect the electric field on the electrode 

surface. 

 

 
Figure 11. Axisymmetric 3D dimensional electrode profile with 

electric field uniformity 

 
Figure 12.Optimized electrode profile with cylindrical enclosure 
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7. Conclusions 

Satisfactory results were obtained from the computation 

program for electric field automatic optimization in high 

voltage power transformer bushing developed by applying 

charge simulation theory of electric optimization. In above 

mentioned simulation program, the main feature is that new 

charges are arranged consecutively in order to correct the 

variation in electric field distribution of the electrode surface, 

thus making it possible to achieve the electric field 

uniformity by automatic iterative computation. Electric field 

calculation using charge simulation method performed for a 

2D dimensional electrode profile revealed that the 

uniformity of electric field strength distribution along it is 

completely obtained.  

Extended 3D dimensional electrode profile to a 3D 

dimensional axisymmetric field does not have an electric 

field uniformity any longer. Deviation from the uniformity 

was calculated by charge simulation method, and it has been 

clarified that the smaller the electrode diameter and the larger 

the distortion electrode diameter. In axisymmetric 3D 

dimensional field, the computation program for electric field 

automatic optimization developed by the author realized a 

new electrode profile that provides a uniform electric field 

distribution. Such electrode is suitable for an insulation 

breakdown testing as a replacement of the 3D dimensional 

electrode profile. The computation for electric field 

optimization on a rod electrode in a grounded cylindrical 

enclosure provided the optimized electrode profile as a 

function of enclosure diameter. If the inner diameter of 

grounded enclosure is 30 or more there is almost no variation 

in optimized configuration for a rod electrode of a diameter 

of 20 for a gap length of 1. 
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 In this study, the electrical and thermal efficiency of the natural convection water-cooled 

photovoltaic panel (PV) is compared with the standard PV module. PV modules are made up of 

polycrystalline solar cells. As it is known that, an increase in PV panel temperature results in a 

decrease in electrical efficiency. The aim of this study is to increase PV panel electrical efficiency. 

PV panel characteristic values such as air/PV panel temperature, solar radiation, voltage, current, 

and power are recorded for both panels to the computer simultaneously. The thermal and electrical 

energy performance of PV panels are analyzed comparatively. The results are presented in detail. 

The water circulation structure is mounted under the PV module by using a glue that has good heat 

conductivity. The structure contains an S-shaped pipe and a plate made of copper. The plate is 

used for better heat absorption from the PV panel which is mounted downside of the panel with 

glue. The efficiency of the PV module with having a proposed cooling system and normal PV 

module is analyzed.  For the overall efficiency, it is observed that the water-cooled PV system is 

better than the standard PV module by % 6.2. 
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1. Introduction 

Demand for alternative energy resources is increasing 

nowadays. Due to environmental concerns, renewable 

energy resources are taking more attention in recent years. 

Solar and wind energy production is the most popular and 

used renewable energy resources [1].   Two method is used 

for energy harvesting from solar system. The one is direct 

method by using PV panels.  Whereas, in the other method   

solar energy is converted into thermal energy. In 

Concentrated Solar Power (CSP) technology, deploying 

parabolic mirrors connected to molten salt energy storage 

is used. After then the electricity production is obtained by 

use of this thermal energy. These systems are generally 

large scale systems [2]. CSP solar technology is widely 

used in large power facilities due to its storage ability. The 

storage ability is an important aspect since demand and 

production of power time do not coincide every time. That 

is power produced cannot be consumed simultaneously.   

Solar PV systems has high initial investments costs. 

These can be reduced by improving PV cell efficiency. 

Efficiency increasing studies for PV panels can be divided 

into two areas. The one in PV cell semiconductor design 

technology. Sunlight harvesting of perovskites type solar 

cells are better than silicon solar cells. Perovskites type 

solar cells are attained power conversion efficiency of 27% 

[3]. Many papers have been written in intrinsic 

semiconductor PV design technology. For example, 

electricity production by using cadmium telluride (CdTe) 

photovoltaic module technology attained the lowest-cost 

electricity in the solar industry. This is obtained by 

alloying selenium into the CdTe absorber. As a result, PV 

cell efficiency is increased from 19.5% to 22.1% [4]. The 

second area is related with improving the working 

condition of PV cells. According to the PV cells inherent 

characteristics, PV cell efficiency can be increased, (1) by 

increasing the incident solar radiation falling on a PV cell, 

(2) by holding the temperature of PV cells at optimum 

temperatures, (3) by selecting an appropriate working 

point on I-V curve for maximum power harvesting. In this 

article 2nd method is conducted with a novel cooling 

http://www.dergipark.org.tr/en
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approach. Different PV cooling techniques are used in 

literature [5, 6]. PV modules can not convert whole solar 

radiation into electricity. Only around 20-25 % of solar 

radiation could be converted. The rest of the energy is 

converted into heat [7, 8]. The temperature of the PV cell 

increases gradually by environmental conditions. This 

results in a decrease in PV cell electrical efficiency [9, 10]. 

For this reason, “PV cooling” is one of the main methods 

to increase electrical power generation in PV modules. [9].  

Recycled cooling water can be used as hot water 

demands. For example, it might be used as hot water 

supply for homes [10].   

Lifetime and Efficiency of PV cell is important. In 

literature, the electrical efficiency of PV cell is increased 

between 15% to 23% [11]. The effect of temperature raise 

is higher in polycrystalline and monocrystalline silicon 

solar cells which is about 0.45%/oC, with respect to 

amorphous silicon cells which is about 0.25%/oC. 

Moreover, amorphous silicon has lower thermal 

coefficient with respect to the other technologies. For this 

reason, it is widely used in thermal cogeneration 

applications [12, 13]. To reduce cell temperature different 

cooling techniques are used. These can be natural or forced 

type cooling. Also, different coolants are used such as air, 

water, oil and some chemical compounds [9, 14].  

Different cooling techniques are used in PV cell 

cooling. Some of them are air based cooling (air channel, 

air gap), liquid based cooling (water flow, jet 

impingement, liquid immersion, submerging), phase 

change materials based (conductive) cooling. Matias et al., 

studied water cooling of PV panel with different coolant 

flow rate and compared the results [15]. They obtained 

efficiencies ranging from 5.30 % to 22.69% depending on 

the flow rate. 

In this study PV cell cooling with naturel flow with a 

novel approach is experimentally analyzed. Cooling 

mechanism is mounted on back of PV panel. It consists of 

mainly two parts, copper sheet and copper pipe which is 

mounted on the sheet in S model. The gap between the 

pipes are approximately 2 cm. The gap between pipes is 

minimized to obtain a better cooling effect. Water 

circulation is achieved by natural flow. PV panel cooling 

performance and the overall heat transfer can be increased 

by increasing the circulation capacity. However, 

increasing water consumption used in cooling will 

increase cost of power production. This results in 

reduction of efficiency of overall system.  

The experimental set up contains a PV module with the 

designed cooling system, two water tanks, and a DC load 

as shown in Figure 1. One of the tanks is used for hot water 

the other is for cold water storage. Water circulates from 

the cold water tank to the hot water tank by natural 

convection. The purpose of the DC load is to sample the 

I/V curve of the PV module. PV module is loaded with DC 

load by varying the load resistance to obtain I/V curve of 

the module.  

In experiments, PV cell temperature, solar radiation, 

environment temperature, cooling water temperature, 

voltage and current values of panel are recorded. Two 

Tommatech brand 10W polycrystalline PV modules are 

used in experimental analysis. One of the panels is 

equipped with a copper plate that has pipes.  The copper 

pipes are attached on a sheet of copper with a thickness of 

0.5 mm which adhered to the back of the PV module.  The 

second panel has no extra cooling equipment.  

 

2.  Solar Insolation Conditions in Osmaniye 

Environment for PV Energy Production 

In this section insolation duration and sun radiation for 

Osmaniye province is tabulated. The data presented here 

is obtained from General Directorate of Meteorology of 

Turkish Republic website. 

The monthly average solar radiation in the Osmaniye 

environment is above the Turkey average. Monthly global 

radiation for a long time period, 2004-2018, in Osmaniye 

environment is shown in figure 2. Also, average insolation 

duration in Osmaniye is above the Turkey average. 

Monthly insolation duration is given in figure 3. The whole 

data is obtained from General Directorate of Meteorology 

website. Longer insolation time and higher radiation 

means better PV output power. In Osmaniye province, the 

sun radiation and insolation duration suggest that PV 

energy production in this environment is efficiently 

sustainable.   

 

3.  Mathematical Model of Single PV Module  

Although many models have been proposed in the 

literature, two types of PV cell models stand out. The first of 

these is the single diode model as shown in figure 4. The 

second is two diode models as shown in figure 5. 

In this article, a single diode model is preferred due to its 

ease of use. The I/V characteristic of the model has been 

obtained by assuming constant temperature and solar 

insulation conditions.  I/V relationship of the single diode PV 

can be defined as follows: 

 

 
 

Figure 1 Experimental setup of the developed PV system. 
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      𝐼𝐷 = 𝐼0 (𝑒
(𝑉𝐷−𝑅𝑠𝐼𝑝𝑣)

𝑛𝑉𝑇 − 1) where  VT=kT/q        (1) 

 

 
Figure 2. Global radiation for Osmaniye center.   

 (kWh/m2.day) 

 

 
Figure 3. Insolation duration for Osmaniye city, hourly basis 

 

 

 
 

Figure 4. One diode equivalent model of PV panel. 

 

 
Figure 5. Two diode equivalent model of PV panel. 

 

Rsh in the model stands for the p-n junction leakage current 

in the solar cell. There is a metal base between the 

semiconductor layers. This metal base has a contact 

resistance. This resistance is modeled in design with the 

existence of Rs [16]. The diode D assumed to have I-V 

characteristic of the Shockley diode model as shown in 

equation (1), where I0 is reverse bias saturation current of the 

diode, ID is the current that flow through diode D, VD is the 

voltage across the diode D, k is the Boltzmann constant 

(1.3806503 × 10-23 J/K), n is the diode ideality factor, the 

thermal voltage is represented by VT, operating temperature 

of cell in degree Kelvin is represented by T and q is the 

electron charge (1.60217646 × 10-19 C).  

 

PV module load current is: 
 

𝐼𝑝𝑣 = 𝐼𝑝ℎ − 𝐼𝑠ℎ (𝑒
𝑞(𝑉𝑝𝑣−𝑅𝑠𝐼𝑝𝑣)

𝑁𝐾𝑇 − 1) −
(𝑉𝑝𝑣−𝑅𝑠𝐼𝑝𝑣)

𝑅𝑠ℎ
    (2) 

 

Where Iph is the main current produced by solar cell, the 

solar cell terminal current is symbolized by Ipv, the solar cell 

terminal voltage is symbolized by Vpv, the equivalent parallel 

resistance is represented by Rsh and the equivalent series 

resistance is represented by Rs. The resistances Rsh and Rs in 

equation (2) can be calculated by iteration. In iteration the 

constrained that the maximum power obtained from model 

should conform with peak power from the datasheet at MPP 

[17]. Table 1 shows some assumptions made for parameter 

estimation of PV panel. 

At Maximum Power Point, voltage (Vmp) and current (Imp) 

is used for calculation of the maximum output power (PMP), 

as follows: 

                               Pmp= ImpVmp        (3) 

The technical specification and parameters of the PV 

panels used in experiments are given in Table 2. 

 

Table 1. Initial conditions for parameter estimation 
   

At Short Circuit [dI/dV]sc = -1/Rsh,ref 

At the Maximum Power 

Point 

[dI/dV]sc = 0 

 

At Short Circuit Current I = Isc,ref,  V = 0 

At Open Circuit Voltage I=0,     V=Voc,ref 

At the Maximum Power 

Point 

I= Imp,ref, V=Vmp,ref 

 
 

Table 2.  PV module technical parameters used in analysis 
 

Parameters Symbol Values Units 

Solar irradiance  S  1000  W/m2 

Temperature T  25  oC 

Maximum power  P 10 W 

Nominal open circuit 

voltage  

Vocn 21.5 V 

Voltage at Maximum 

power 

Vmp 17.3 V 

Nominal short circuit 

current  

Iscn 0.71 A 

Current at Max. power  Imp 0.57 A 



 

 
To derive the following equations, PV module initial 

condition parameters are used in Equation (1) to find short 

circuit current of the model. Equation (3) represents short 

circuit current of the PV cell, Equation (4) represents PV 

cell load current, Equation (5) represents maximum 

current of the PV cell and Equation (7) represents current 

to voltage ratio of the model of PV cell respectively. The 

variables and their symbols used in equations while diode 

modelling is tabulated in Table 2.  

 

 

𝐼𝑠𝑐 = 𝐼𝐿 − 𝐼𝑜 [𝑒𝑥𝑝 (
𝐼𝑠𝑐𝑅𝑠

𝑎𝑟𝑓
) − 1] −

𝐼𝑠𝑐𝑅𝑠

𝑅𝑠ℎ
   (4) 

 

𝐼𝐿 =  𝐼𝑜 [𝑒𝑥𝑝 (
𝑉𝑜𝑐

𝑎𝑟𝑓
) − 1] −

𝑉𝑜𝑐

𝑅𝑠ℎ
       (5) 

 

𝐼𝑚 =  𝐼𝐿 − 𝐼𝑜  [𝑒𝑥𝑝 (
𝑉𝑚𝑝+𝐼𝑚𝑝𝑅𝑠

𝑎𝑟𝑓
) − 1] −

𝑉𝑚𝑝+𝐼𝑚𝑝𝑅𝑠

𝑅𝑠ℎ
  (6) 

 

[
𝑑𝐼

𝑑𝑉
]

𝑠𝑐
≅  −

1

𝑅𝑠ℎ
  (7) 

 

  
𝐼𝑚𝑝

𝑉𝑚𝑝
=

(
𝐼𝑜

𝑎𝑟𝑓
)𝑒𝑥𝑝(

𝑉𝑚𝑝𝐼𝑜+𝐼𝑚𝑝,𝑅𝑠

𝑎𝑟𝑒𝑓
) + 

1

𝑅𝑠ℎ,𝑟𝑓

1+(
𝐼𝑜𝑅𝑠
𝑎𝑟𝑓

)𝑒𝑥𝑝(
𝑉𝑚𝑝𝐼𝑜+𝐼𝑚𝑝𝑅𝑠

𝑎𝑟𝑓
) + 

𝑅𝑠
𝑅𝑠ℎ

     (8) 

 

The maximum power point efficiency of PV module 

heavily depends on the cell temperature[18].  PV module 

efficiency dominantly depends on temperature of module. It 

is obtained as the following: 

𝜂𝑚𝑝 =
𝐼𝑝𝑉𝑚𝑝

𝐺𝑇𝐴𝑀
=

𝑃𝑚𝑝

𝐺𝑇𝐴𝑀
   (9) 

where, A represents the aperture area and GT represents 

irradiance quantity that PV cell exposed, under standard test 

conditions; 25 oC, GT=1000 W/m2.  In literature a number   of 

correlations can be found   for   PV electrical   power   as   a 

function   of   cell/module operating temperature   and   basic   

environmental variables. Some correlation equations are 

linear and some of them are nonlinear [19]. As an example, 

the following multivariable nonlinear regression equation 

can be shown. 

 

       𝑃𝑚𝑝 = 𝑑1 + 𝑑2𝑇𝐶 + 𝑑3(𝑙𝑛𝐺𝑇)𝑚𝑑4𝑇𝐶(𝑙𝑛𝐺𝑇)𝑚        (10) 

 

Here, dj, j=1…4 and m are model parameters. 

 

4. Results and Discussion 
 

The experimental set up of PV panel efficiency analysis 

for two different panel is conducted at Osmaniye Korkutata 

University roof of Engineering Faculty. Experimental data 

used in this paper are taken on 12 August 2019 at midday. In 

the experimental set up two PV module is used.  

As previously stated, in this work two PV panels utilized. 

First one is unmodified panel, the other one is modified with 

copper cooling system which is consist of copper plate and 

pipes. The copper plate is attached back side of PV panel by 

using high heat transmission coefficient adhesive (Thermal 

Conductivity: 8.5 W/(m*K)). This type of adhesives can 

conduct heat from PV panel to copper sheet almost perfectly 

[20]. Water circulation through the pipes is supplied by 

natural convection flow. The data from PV panel with and 

without water cooling is collected simultaneously.  

Current-Voltage and Power-Voltage characteristics of PV 

panels are depicted in figure 6 and figure 7 respectively. 

As a result of experimental studies it has been shown that 

use of a water pipe system is comparatively inexpensive. The 

results of experiments show that output power of the PV 

solar system is effectively increased. Real time thermal 

images of PV panel were also recorded by using maximum 

ambient temperature. Thermal images shown in Figure 4 and 

Figure 5, at 13:30 the maximum temperature for a solar panel 

without and with water cooling 490C and 40.20C is observed 

respectively. 

The temperature of the PV panel was varying from 35.20C 

to 400C depending on the sunniest (there were some mist).  

At the same time, temperature of the water-cooled panel was 

varying between 34.2oC to 40.2oC respectively. Drop in 

panel temperature is due to cooling water. The cooling water 

is supplied from water tank. It has an average temperature of 

27 oC. At the beginning, water cooling of PV panel has 

reduced the surface temperature of the panel below the 

environment temperature. 

 As temperature is decreased on PV panel, the efficiency 

of the panel is enhanced. Power efficiency of water cooled 

PV panel with respect to non-cooled can be achieved by 

equation: 
 

𝜂 =  
𝑃 max 𝑤𝑖𝑡ℎ 𝑐𝑜𝑜𝑙𝑖𝑛𝑔−𝑃𝑚𝑎𝑥 𝑤/𝑜𝑢𝑡𝑐𝑜𝑜𝑙𝑖𝑛𝑔

𝑃𝑚𝑎𝑥 𝑤/𝑜𝑢𝑡𝑐𝑜𝑜𝑙𝑖𝑛𝑔
  (10) 

 

Water cooled PV efficiency varies between 5.8 and 6.5 %. 

During August, midday PV efficiency is measured and its 

average value is approximately 6.2 %. 

 

 
Figure 4. Front view of photovoltaic panel. (left side: 

Normal image, Right-side: thermal image) 
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Table 3. Temperature values of water cooled PV panel and 

environment 

 PV with 

cooling 

Environ

ment 

PV without 

cooling 

Min temp(0C) 34.2 35.2 51 

Max temp(0C) 40.2 40 63 

Average temp(0C) 37.5 37 56 

 

 

 
Figure 5. Backside, normal and thermal view of developed PV 

 
Figure 6. Voltage- Current PV module Characteristics 

 

 
 

Figure 7. Voltage- Power PV module Characteristics 

 

 

4. Conclusions 
 

The electrical efficiency of PV panel with water cooling 

is compared with normal PV panel. The efficiency results of 

conducted experimental studies are promising. Better results 

are obtained with respect to previous studies. As a result of 

cooling, the temperature of panel decreases slightly. Thus, 

the PV panel maximum power (Pmp) and open circuit voltage 

(Voc) increase slightly while short circuit current (Isc) 

decreases slightly. If the overall efficiency of proposed 

system is considered, water cooled PV system is better than 

normal PV panel approximately by % 6.2 for experimental 

test conditions. 

The efficiency of PV panel with proposed method is better 

than most of the results obtained in literature [9, 14]. 
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In this study, Silicon Dioxide (SiO2) thin films processed by the spin coating method was studied 

with prepared solutions. Antireflection coating effect of deposited SiO2 thin films on crystalline 

silicon substrates was analyzed after optimizing the solution, deposition, and thermal treatment 

processes. The effect of ethanol dilution of the solution was investigated as well. 

Spectrophotometer reflectance measurements, Scanning Electron Microscopy (SEM) 

measurements and Afors-het based simulations were carried out. For the prepared solution based 

SiO2 thin films, the annealing temperature of 950 °C for 7 min in the air was determined as 

optimum. The minimum surface reflectance of SiO2 coated silicon surface could be reduced below 

10% depending on the applied process. Based on the silicon solar cell device simulations, it was 

revealed that efficiency of a solar cell could be improved 4.23% more thanks to the antireflection 

coating effect. 
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1. Introduction 

The reflection of the light coming on the surface of the 

solar cells is an important factor affecting the efficiency 

[1]. Anti-reflective layers (ARLs) are playing an important 

role in minimizing reflection losses on the surface of solar 

cells. By applying one or more ARL layers to photovoltaic 

cells [2] or to other optoelectronic devices, the reflection 

of incoming light can be reduced, thus the performance of 

the device can be improved [3, 4]. However, high 

production and raw material expenses increase the cost per 

unit watt. Energy costs can be reduced by reducing costs 

in production methods. As an effective thin film coating 

approach, the ARLs can be easily prepared by sol-gel 

based coating processes such as dipping, spinning, 

meniscus, and spray pyrolysis to obtain quality optical thin 

films [5-8]. Compared to physical and chemical steam 

methods, the sol-gel method has many advantages such as 

being cheaper, easily adaptable to industry scale and mass 

production, working under normal atmospheric conditions, 

high purity, ultra-homogeneity, and working at the desired 

molarity and temperature [9-11]. For anti-reflection 

coatings, highly transparent materials such as SiO2, Si3N4, 

TiO2, Al2O3, Ta2O5, and SiO2–TiO2 are used for c-Si solar 

cells [12].   

High-quality anti-reflection film coatings are generally 

produced by methods that require vacuum, such as thermal 

evaporation, atomic layer deposition, chemical vapor 

deposition, or plasma-enhanced chemical vapor deposition 

method, etc. [13]. However, these methods are quite costly 

compared to the sol-gel method. In addition, most of these 

methods are performed with atmosphere control. On the 

other hand, the sol-gel method including spin coating is 

generally carried out in ambient air. The solution needs to 

be prepared properly to meet the aim of application which 

will enhance antireflection properties in current study. 

In this study, SiO2 thin films created by the spin coating 

method and their antireflection properties were 

investigated. The used solution shows differences in terms 

of content ratios and experimental stages compared to the 

literature. In addition to the explained preparation and 

optimization process of the SiO2 solution, the effect of 

http://www.dergipark.org.tr/en
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ethanol dilution of the solution was investigated as well. 

Moreover, the effect of ARL on c-Si solar cells obtained 

by SiO2 thin films was observed using Afors-het 

simulations.  
 

2. Experimental 

The initial SiO2 solution was prepared with volume ratio 

of 3: 2: 4; TEOS (C8H20O4Si - %99), Ethyl alcohol and 

water were mixed with a magnetic stirrer for half an hour 

at room temperature. Then, 150 µL of HCl was added to 

clear the solution. Subsequently, 8 mL of ethyl alcohol was 

added to the prepared solution to dilute it and it was kept 

at room temperature for 24 hours (would be called “SiO2-

Sol” hereafter). Polished p-type CZ-Si with 725 µm 

thickness and 1.5 cm × 1.7 cm dimensions was used as a 

substrate. Substrates were cleaned with ethanol in an 

ultrasonic bath for 15 min and then air-dried. Then, they 

were further cleaned with purified water in ultrasonic bath 

for 15 min and finally the drying step in air was followed. 

Coating was carried out using the spin coating process. 

SiO2 thin films were coated on the Si substrate at 4000 rpm 

for 30 s. Annealing temperature, annealing time, and thin 

film thickness optimizations were carried out in order to 

achieve the minimum reflectance value for the thin film 

coated on the c-Si surface. To adjust the desired film 

thickness of the optimized solution, different amounts of 

solution (100 µL, 50 µL, 35 µL and 25 µL) were dropped 

onto the substrate surface and the coating was completed. 

Subsequently, samples were prepared to adjust the 

annealing temperature in atmosphere for 10 min from 

550 °C to 1000 °C. To adjust the annealing time, annealing 

was performed at different temperatures for periods from 

1 min to 30 min. Moreover, in order to observe the effect 

of further dilution of the initial SiO2-Sol, four different 

diluted solutions of Sol:Ethanol (1:1, 1:2, 1:5, 1:10 in 

volume) were prepared. Reflectance behaviors of the films 

coated by further diluted SiO2-Sols were compared to that 

of the films coated by undiluted SiO2-Sol. Optical and 

morphological characterizations of thin films were 

performed with the Spectrophotometer reflection 

measurements and Scanning Electron Microscopy (SEM) 

measurements. Finally, simulations of c-Si solar cells were 

performed using Afors-het software. 

 

3. Result and Discussion 

To examine the characteristic properties of the coated 

SiO2 thin films with varying thicknesses, thin films were 

formed by the spin coating method by dropping the same 

molarity solution in different amounts on the substrate. 

Depending on the amount of solution used on the substrate, 

the corresponding reflectance spectra of coated Si surfaces 

are shown in figure 1. In addition, the minimum 

reflectance and average reflectance values of this graph are 

shown in Table 1 in the range of 350 nm to 1000 nm. It 

was observed that there was a shift in the minimum point 

of the reflectance spectra with the amount of solution 

dripped onto the substrate. The shift can be attributed to 

the increase of the formed film thickness [14, 15]. The 

minimum reflectance value increased from 9.60% to  

11.50% as the amount of solution increased Table 1. 

In addition, it was observed that the average reflectance 

value varied from 19.02% to 19.62% depending on the 

increasing amount of solution. 35 µL was set as the 

optimum amount of drop for the rest of the experiments 

because it was in the appropriate wavelength range and 

provided lower average reflectance (19.02%) than that of 

the other samples.  

By using thin films created under the same conditions 

with the same experimental parameters, annealing 

temperature optimization was performed between 550 °C 

and 1000 °C for 10 min. The reflectance spectra of the 

samples prepared depending on the temperature were 

shown in figure 2. In addition, Table 2 presents the 

minimum and the average reflectance values for these 

samples in the wavelength ranging from 350 nm to 1000 

nm.  

The minimum reflectance value increased from 10.30% 

to 11.50% when the temperature increased from 550 °C to 

750 °C; however, after 750 °C, it decreased again to 9.50% 

when the annealing temperature was 1000 °C (Table 2). 

Due to the minimum and average reflectance values as 

well as the appropriate wavelength range, 950 °C was 

considered as the optimum temperature. 

Amount 

(µL) 

Average Ref. 

(350-1000 nm) 

Min. Ref 

(%) 

100 19.26 11.50 (555nm) 

50 19.62 11.00 (585nm) 

35 19.02 10.10 (615nm) 

25 19.20 9.60 (675nm) 

 

 
Figure 1. Reflectance spectra of the Si surface depending on the 

amount of coated SiO2-solution 

Table 1. Minimum and average reflection values depending on 

the amount of SiO2-Sol coated on the Si surface 
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Figure 2. Reflectance of SiO2-coated-Si surface depending on 

different annealing temperatures 

 

Table 2. Minimum and average reflection values depending on 

annealing temperature 

Temperature 

(°C) 

Average Ref. 

(350-1000nm) 

Min. Ref 

(%) 

550 19.74 10.30 (660nm) 

650 19.98 10.60 (645nm) 

750 19.47 11.50 (580nm) 

850 19.48 11.10 (590nm) 

950 18.93 9.90 (620nm) 

1000 19.09 9.50 (650nm) 

 

The prepared samples were annealed in the air 

atmosphere at 950 °C from 1 min to 30 min in order to 

observe the effect of the annealing time. Reflectance 

spectra by annealing time are shown in figure 3. 

As the annealing time increased from 1 min to 30 min, 

minimum reflectance values decreased continuously from 

13.50% to 9.40%. In contrast to the minimum reflectance 

value, although the average reflectance values decreased 

from 20.61% to 19.26% when the annealing time was 

increased from 1 min to 10 min, it was increased up to 

20.06% at 30 min. 

 
Figure 3. Reflectance of SiO2-coated-Si surface depending on 

different annealing times 

 Table 3. Minimum and average reflection values depending on 

annealing time 

 

Since the dilution of the sol-gel prepared solutions with 

ethanol was reported in the literature [16, 17], attention 

was given to the effect of ethanol dilution on the reflection 

properties of the resulted thin films. The SiO2-Sol is the 

optimized solution in terms of smooth and uniform 

coatability. The effect of further dilution of the SiO2-Sol 

with ethanol (Sol:Ethanol in volume, 1:1, 1:2, 1:5, 1:10) 

on the antireflection behavior can be seen in figure 4. 

Reflectance of the c-Si surface was increased by adding 

additional ethanol into the solution comparing with that of 

the SiO2-Sol. Moreover, the minimum reflection point was 

apart from the desired visible region. Therefore, no 

improvements could be observed at the end of further 

dilution of the SiO2-Sol.  

Based on the results, annealing temperature of 950 °C 

for 7 min in air was determined to be the optimum 

conditions for the prepared SiO2 thin films. As seen in 

figure 4, the average reflectance value decreased from 

approximately 40% (bare c-Si surface) to 19.26% with the 

coating of SiO2 thin film on the c-Si surface. 

Figure 5 shows morphology of the optimum SiO2 thin 

film formed on c-Si substrate with coating speed of 4000 

rpm and annealed at 950 °C for 7 minutes. It is observed 

that the nanostructured SiO2 film has been formed and 

possesses a porous structure.  

 

 
Figure 4. Reflectance spectra of the c-Si surface depending on 

the further dilution of SiO2-solution 

 

Time 

(min) 

Average Ref. 

(350-1000 nm) 

Min. Ref 

(%) 

1 20.61 13.30 (535nm) 

5 19.34 11.70 (565nm) 

7 19.26 10.60 (590nm) 

10 18.99 10.10 (645nm) 

20 19.54 9.40 (690nm) 

30 20.06 9.00 (720nm) 



 

 
 

 
 

 
 

  
Figure 5. SEM micrographs of SiO2 thin films a) ×10k, b)×20k, 

c) ×50k, d) ×100k 

The average reflectance values obtained from the 

optimum SiO2/c-Si structures were applied to the c-Si solar 

cell as ARL by using Afors-het simulation [18]. For c-Si 

solar cell, some initial parameters including emitter 

thickness, emitter doping concentration, base thickness, 

base doping concentration, back surface field (BSF) 

thickness, BSF doping concentration, series resistance, 

and parallel resistance were determined in Afors-het 

software (Table 4). I-V graph for c-Si solar cell with or 

without SiO2 coating as an anti-reflection coating is shown 

in figure 6 with the characteristic parameters of solar cells 

given in Table 5. 

While the power conversion efficiency (PCE) of the 

solar cell without ARL coating was determined as 11.68%, 

the efficiency of the solar cell with reduced reflection was 

obtained as 15.91%. A 4% increase in efficiency was 

achieved as a result of an increase in the short-circuit 

current density (Jsc) from 20.87 to 28.33 mA/cm2 and an 

increase in the open-circuit voltage (Voc) from 685.1 to 

693.40 mV due to a decrease in reflection on the silicon 

surface.  Similar impacts of the increase of Jsc and Voc on 

PCE has also been reported elsewhere practically [19, 20], 

which confirms the importance and great impact of ARLs 

on the performance of solar cells.  
 

Table 4. Some initial parameters set in Afors-het for c-Si solar 

cell 

 

 

 

 

 
Figure 6. I-V graph of an uncoated and SiO2 coated solar cell 

Emitter thickness (µm) 0.3 

Emitter doping concentration (cm-3) 1.0×1020 

Base Thickness (µm) 200 

Base doping concentration (cm-3) 1.5×1016 

BSF doping concentration (cm-3) 1.0×1019 

BSF thickness (µm) 7 

Series resistance (Ω cm2) 0.8 

Parallel resistance (Ω cm2) 10000 

 
JSC 

(mA/cm2) 

VOC  

(mV) 

FF 

(%) 

Eff 

(%) 

non-ARL 20.87 685.10 81.64 11.68 

with-ARL 28.33 693.40 81.01 15.91 

(b) 

(c) 

(a) 

(d) 
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4. Conclusion 

In this study, SiO2 based spin coating processed ARL 

thin films were introduced. ARL effect of the prepared 

SiO2 films were provided with the recipe of the optimum 

solution and the optimum processing conditions. Average 

reflection (350 – 1000 nm) of c-Si surface could be 

reduced from 40.5% to 19.26%; the minimum of it could 

be <10% depending on the process.  Simulations related to 

the effect of ARL on c-Si solar cell device were also shown 

by increasing the PCE of a solar cell from 11.68% to 

15.91%. These results can contribute to the development 

of solar cells through solution-based, non-vacuum, and 

simple spin-coating processing. 
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  ARTICLE INFO  ABSTRACT 

 In this study, it is aimed to eliminate the harmonics selected by the selective harmonic 

elimination (SHE) method in a 7-level cascade multilevel inverter using artificial neural 

networks (ANNs). A control algorithm has been developed in which the 3rd and 5th harmonics 

or 5th and 7th harmonics can be eliminated according to the selection while adjusting the output 

voltage amplitude of the inverter. The required switching angles for SHE are calculated in real 

time using ANN. These angles were first obtained offline training of ANN using Newton-

Raphson method. ANN was trained in MATLAB® environment according to the obtained data. 

The resulting ANN algorithm and practical implementation using the STM32F429 ARM 

microcontroller® and inverter switching was provided. Experimental results of the system with 

RL load were tested. 
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1. Introduction 

Inverters are electrical power converters that convert 

DC voltage to AC voltage and are used in many areas 

such as motor drivers and renewable energy grid 

integration. In this area, multi-level inverters stand out 

more than traditional two-level inverters due to their 

advantages such as low total harmonic distortion (THD) 

value, better power quality, higher amplitude of the 

fundamental component and better electromagnetic 

compatibility [1]. Multilevel inverters can be regarded as 

voltage synthesizers where the desired output voltage is 

generated by the independent smaller DC voltage. 

Increasing the number of DC voltage sources causes the 

converter output voltage to reach an almost sinusoidal 

waveform. 

Multilevel topologies are classified into three major 

categories as diode-clamped, flying capacitor, and 

cascading multilevel structures. Stepped multi-level 

structures are preferred more with their many advantages 

over other topologies. The most important advantage of 

cascading multilevel topology over diode-clamped and 

flying capacitors is its simplicity. While diode-clamped 

and flying capacitor configurations require more 

capacitors and diodes, cascading topology requires more 

isolated DA sources. Hence the complexity of the control 

strategy for controlling the voltage across each capacitor 

is the main drawback in flying capacitors and diode 

clamp converters. Requiring more insulated voltage 

sources may be disadvantageous depending on the type of 

application. However, they provide advantages in 

photovoltaic applications or applications in battery 

powered systems due to the independent nature of the 

sources [2]. 

There are many switching methods that are divided into 

two groups according to the switching frequency of 

multi-level inverters. Classical carrier-based Sinusoidal 

Pulse Width Modulation (SPWM) and Space Vector 

Modulation (SVM) are some of the high frequency 

methods. Selective Harmonic Elimination (SHE) method 

is available as the low frequency method. SHE method is 

preferred over high frequency methods because it 

provides better harmonic profile and lower switching loss 

[3]. The main problem in the SHE method is to find the 

desired output voltage and the angles required to 

eliminate the selected harmonics. The challenge here is 
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the complexity of solving higher-order nonlinear 

equations that need to be solved to calculate switching 

angles. There are many algorithms such as Newton-

Raphson (NR), Sequential Quadratic Programming 

(SQP), Result Theory, Homotopy Algorithm, Genetic 

algorithm (GA), PSO and Harmony Search Algorithm 

(HSA) to find these angles [4]. However, solving the 

equations with these algorithms is very time consuming 

and difficult to implement in real-time for today's 

microprocessor speeds. Therefore, the necessary angles in 

applications are obtained offline by using these 

algorithms and a lookup table is created [5, 6]. While this 

method is applicable for basic applications, when the 

flexibility of the application increases, such a lookup 

table will require an amount of memory and fast 

processing that can easily exceed the processor capacity. 

The idea of using artificial neural networks (ANN) to 

overcome this problem has been proposed in recent years. 

Artificial neural networks are a computing technology 

inspired by the information processing technique of the 

human brain. ANN has artificial nerve cells similar to 

human nerve cells. These cells determine at what rate the 

data received with the elements they have will be 

transmitted to the next cell. Therefore, cell elements 

should be updated until the desired input-output value is 

reached for ANN training. 

ANN has a very fast calculation capability as a result of 

a good training. This feature has enabled it to find a place 

in power electronics applications where processing speed 

is very critical [7]. ANN can be trained according to the 

needs of each study with many training methods [8]. In 

SHE applications, the ANN must calculate the switching 

angles in real time. Therefore, ANN should be trained on 

an angle table obtained by old methods. 

There are some SHE implementations made using 

ANN. The most common studies are studies that provide 

constant output voltage at variable input voltages, which 

are more suitable especially for solar systems [9, 10]. In 

these studies, the equation coefficients to be solved are 

constantly changing due to variable cell voltages. 

Therefore, angle samples taken for ANN training can be 

quite large. Another study is applications that give 

variable output voltage for constant input voltage, made 

for applications that require variable output voltage such 

as motor control [11, 12]. Since the equation coefficients 

are constant in these studies, ANN training gives better 

results than other studies. 

In the literature, studies in general have been carried 

out for a single purpose, especially connecting the output 

voltage to the network. In this study, an inverter design 

that can be used for many different applications is 

realized. For a 7-level inverter, up to two harmonics can 

be eliminated simultaneously. Since the multiples of three 

(triple) harmonics are not important in systems connected 

to the grid, it is sufficient to eliminate the 5th and 7th 

harmonics. However, 3rd harmonic is a major 

disadvantage for single phase motor drive applications. 

For this, the options to eliminate 3rd and 5th or 5th and 

7th harmonics, which can be selected depending on the 

application, are presented to the user with an interface. In 

addition, fixed and variable frequency options are offered 

by considering the V / f control, which is frequently used 

in motor drive applications. In this study, a 7-level 

inverter design, which includes all these features, has 

been implemented. Thus, unlike other studies, a different 

perspective has been brought to this field with an inverter 

design that can be used for many purposes. 

 

2. System Introduction and Working Principles  

In the study, two different harmonic selection, in which 

3rd and 5th or 5th and 7th harmonics are eliminated, two 

different frequency options for constant and V / f control, 

and a control system that includes modulation index 

change options for variable output voltage, providing the 

appropriate output waveform. 7-level level inverter 

control has been implemented. The cascaded inverter is 

obtained by serially connecting the H-Bridge circuits 

powered by independent DC sources as shown in Figure 

1. This inverter output is provided by switching angle 

control for each bridge circuit as seen in Figure 2. 
 

 

 
Figure 1. Single phase cascade h-bridge multilevel inverter 
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Figure 2. Staircase voltage waveform for single-phase 

multilevel inverter. 

Fourier series expansion for the output waveform in 

Figure 2 is as in Equation (1). 

𝑉𝑜𝑢𝑡(ωt) = ∑ 𝑏𝑛 sin(𝑛𝜔𝑡)
∞

𝑛=1,3,5…
 

(1) 

bn is given by: 

𝑏𝑛 = ∑ (𝑉𝑑𝑐1 cos(𝑛𝛼1) + 𝑉𝑑𝑐2 cos(𝑛𝛼2) + ⋯

2𝑁−1

𝑛=1,3,5…

 

 +𝑉𝑑𝑐𝐿−1 cos(𝑛𝛼𝐿−1) + 𝑉𝑑𝑐𝐿 cos(𝑛𝛼𝐿) + ⋯   (2) 

For equal and constant source, bn is given by; 

𝑏𝑛 = ∑ 𝑉𝑑𝑐(cos(𝑛𝛼1) + cos(𝑛𝛼2) + ⋯

2𝑁−1

𝑛=1,3,5…

 

+ cos(𝑛𝛼𝐿−1) + cos(𝑛𝛼𝐿) + ⋯ (3) 

Where, 

𝑉𝑑𝑐 = 𝑉𝑑𝑐1 = 𝑉𝑑𝑐2…..=𝑉𝑑𝑐𝐿  

L = number of dc sources for each full H-bridge inverter 

cell, 

N = number of switching angles, 

n =1, 3, 5, … odd harmonics (2N-1). 

Harmonic equations including the basic voltage equation 

are derived from Equation (3). In the SHE method, as seen 

in Equation (4), the desired value for the basic component is 

assigned and the harmonic equation to be eliminated is set 

to zero. The desired output voltage and harmonic 

elimination can be achieved with the switching angles that 

give the solution of these equations. 

 

cos(𝛼1) + cos(𝛼2) + … cos(𝛼𝐿) = 𝑚 

cos(3𝛼1) + cos(3𝛼2) + … cos( 3𝛼𝐿) = 0 

cos(5𝛼1) + cos(5𝛼2) + … cos(5𝛼𝐿) = 0 

cos(7𝛼1) + cos(7𝛼2) + … cos(7𝛼𝐿) = 0 

cos(𝑛𝛼1) + cos(𝑛𝛼2) + … cos(𝑛𝛼𝐿) = 0 

(4) 

 

Where: 

Modulation index, 𝑚 = 𝑉1/(4𝑉𝑑𝑐/𝜋),L is the number of 

dc sources. 

The main challenge is solving these nonlinear 

equations. An iterative algorithm such as the Newton-

Raphson method is traditionally used to solve these 

equivalents. However, since the angle calculation is not 

possible in the output voltage frequency with this 

algorithm, it cannot be performed in real time. As stated 

before, angle tables calculated offline are useless because 

they can easily exceed the microcontroller memory. This 

problem has been solved by using ANN. ANN has the 

ability to do the same process faster by being trained with 

the input-outputs of time consuming transactions. Figure 

3 shows the structure of a single neuron in ANN. For a 

single neuron, the processing charge has the power of 

very fast processing since it consists of passing the input 

value multiplied by the weight value through a transfer 

function and transmitting it to the next neuron as in 

Equation (5).  
 

𝑜𝑗 = 𝜑(∑ 𝑤1𝑥1 + 𝜃𝑗

𝑛

𝑘=1

) 
(5) 

The training of ANN is based on updating the weights 

and bias values that make up its structure until it gives the 

most reliable result. 

In the study, it is aimed to design a 7-level multilevel 

inverter. The following options are provided for the 

inverter output waveform; variable output voltage in the 

range of 40% -90% modulation index (m = 1.2-2.7) for 

the fundamental component, elimination of 3rd-5th 

harmonics or 5th-7th harmonics in this modulation index 

range, fixed output frequency according to selection or 

variable output frequency in V/f ratio. For these options, 

the angle calculation was made in MATLAB® using the 

Newton-Raphson method. ANN training was carried out 

in MATLAB® environment with the calculated data. The 

obtained ANN algorithm is implemented on the 

STM32F429 microcontroller® and switching signals are 

obtained. A printed circuit board was designed for the 7-

level inverter design and the system was tested on an RL 

load. 

 

3. System Simulation Analysis   

Two different ANN structures were trained for two 

different harmonic elimination options (3rd - 5th and 5th 

- 7th). Two different data sets are required for these 



 

 
trainings. Using the Newton-Raphson method in 

MATLAB® environment, 151 data were obtained with a 

modulation index sampling interval of 0.01 for each 

option in the range of 1.2-2.7 modulation index.  

ANN training was carried out using nftool neural 

network tool in MATLAB® environment. As seen in 

Figure 4, the general structure of ANNs consists of an 

input representing the modulation index, eight neurons 

and three outputs representing the switching angles. 

Levenberg-Marquardt algorithm using the least mean 

square error approach was used to train the network. 

Mean square error and regression analysis were used as 

training performance criteria. Figure 5 shows the 

performance results obtained in both networks, 

respectively.  

 

 
Figure 3. Structure of Single Neuron [13] 

 

 
Figure 4. Artificial Neural Network Structure [14] 

 

 
(a) 

 
(b) 

Figure 5a. ANN Performance Parameters for a) 3rd - 5th 

Harmonic, b) 5th - 7th Harmonic 

The fact that the mean square error is very low and the 

regression number is very close to 1 means that both 

networks are well trained. The trained ANNs were 

compiled in the microcontroller compiler by creating an 

algorithm to be used on the microcontroller. Figure 6 

shows the ANN algorithm. 

 

 
Figure 6. ANN Algorithm 

 

 

4. Hardware Design 

Our inverter is formed by connecting three H-Bridge 

circuits in series. A total of 4 MOSFETs are used in each 

circuit, and a gate driver circuit is required to switch 

these MOSFETs.  

However, since the reference voltage for the source leg 

of the upper MOSFETs is not the ground of the circuit, a 

technique called bootstrap method is used to increase the 

voltage between the gate-source to a sufficient level 

during switching with the used capacitor.  

The H-Bridge circuit was designed using the IR2110 

driver integrated working with this technique. Figure 7 

shows the gate driver circuit for a single module. 

This circuit requires three different supply voltages: 

25V for the input voltage, 15V and 5V for the IR2110 

integrated. For this, other voltages were obtained from 

25V input voltage with 7815 (15V) and 7805 (5V) 

integrations. 
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Figure 7. Gate Driver Circuit 

 

 
Figure 8. Printed Circuit Board design for H-Bridge 

 

In addition, TLP521-4 integrated circuit is used for 

isolation between microcontroller and IR2110. Three H-

Bridge circuits were obtained by drawing printed circuit 

in Eagle program. 

 

5. Experimental Results 

The system was tested with RL load at 20kΩ and 1mH. 

Three power supplies produce 25V for each circuit, 

isolated from each other. The output voltages were taken 

over 10kΩ due to the volt/div restriction of the 

oscilloscope and half the output voltage (37Vpeak) was 

measured. 

In Figure 9.a, waveforms and fast Fourier transform 

measurements are given in the modulation index of 2.0 

for the situation where the 3rd and 5th harmonics are 

eliminated, and the 5th and 7th harmonics are eliminated 

in Figure 9b. As can be seen, the angles provided by both 

ANNs and the targeted harmonics have been eliminated. 

 
(a) 

 
(b) 

Figure 9. Wave and FFT Output in a) 3-5 (2.0 Mod. Index) Option, 

b) 5-7 (2.0 Mod. Index) Option 
 

The fast Fourier transform measurements of the system 

output were made and the results obtained in the 

simulation environment were compared with the 

MATLAB® environment, and the Vrms values for the 

fundamental component and the harmonics they destroy 

were given as graphs in the range of 1.2-2.7 modulation 

index. Figure 10 shows the graphics for the fundamental 

frequency, respectively. As can be seen, with small 

differences, the result of the experiment follows the 

simulation result. 
 

 
(a) 

 

 
(b) 

Figure 10. Comparison of Fundamental Frequency in a) 3-5 

Option, b) 5-7 Option 
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(a) 

 
(b) 

 

Figure 11. Comparison of 5th Harmonic in a) 3-5 Option, b) 3-5 

Option 

 

 
(a) 

 
(b) 

Figure 12. Comparison of 7th Harmonic in a) 5-7 Option, b) 5-7 

Option 

 
 

Figure 13. V/f Coefficient in Changeable Frequency Option 

 

Figure 11 shows the graphs obtained for harmonics 

eliminated in 3-5 option. The experiment results follow 

the simulation. Full elimination could only be achieved 

between 1.8-2.5 indices. 

In Figure 12, the graphs obtained for harmonics 

eliminated in 5-7 option are given. Full elimination was 

achieved between indices 1.5-2.6. In this respect, the 

situation where 5th-7th harmonics are eliminated 

provides better performance. 

Although there is little difference between the results, 

in general, the simulation and test results are very close to 

each other. Since the Newton-Raphson method did not 

provide results for every modulation index, complete 

harmonic elimination could not be achieved at certain 

intervals.       

Finally, measurements were taken for V/f control 

option. As seen in Figure 13, the V/f ratio could be fixed 

despite very small changes that may occur due to noise 

and measurement errors. 

 

6. Conclusion 

In this study, harmonic elimination has been achieved 

by using SHE method for 7-level cascade multilevel 

inverter. The most important contribution of this study 

was the real-time application of the SHE method using 

ANN. Offline angle tables used in traditional SHE 

methods can both exceed the memory and limit the 

flexibility of the system. A trained ANN has a very fast 

processing capacity due to its simple structure. Using this 

feature, angles can be calculated in every period with a 

speed much higher than the output frequency range of 

25Hz-50Hz. In the study, the inverter interface offers two 

different harmonic options, 3rd – 5th, 5th – 7th and a 

fixed frequency and variable frequency in V/f ratio. 

In addition, the option of changing the output voltage 

in the 40% -90% modulation range is offered. The 

weakness of this study is that it cannot achieve complete 

elimination for each modulation index. To overcome this 

problem, training data instead of the Newton-Raphson 

method can be solved by another solution algorithm. As 

can be seen from the regression value and the results 

obtained, ANN training is extremely successful. 
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Considering a new research topic on this project, a 

system in which the same operations are performed 

against variable input voltages can be considered. 
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 Aperture averaged scintillation of four petal Gaussian beam is studied in this article. Split step 

propagation approach which is used in wave propagation applications is selected to model 

atmospheric turbulence. Results are plotted in two types. First type is the analysis of aperture 

averaged scintillation versus propagation distance for constant receiver aperture. Second ones 

involve scintillation performance applying aperture averaging at constant distance.  All results are 

compared with Gauss beam since commercial lasers generally radiates in Gaussian distribution. 

We observe that four petal Gaussian beam becomes more advantageous under moderate turbulence 

than weak one. In other point of view, it is possible to obtain less scintillation index by increasing 

beam order.  Our results are applicable optical applications operating in atmosphere. 
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1. Introduction 

Because of the recent developments in technology, 

communication systems with low latency and high data rate 

need to arise. Related with this, 5G and beyond technologies 

play a vital role to meet this demand. Free space optics 

systems are the one of the components of 5G systems.  Free 

space optics systems provide low latency and higher bit rate 

but performance of these systems is dependent on the 

atmospheric conditions. One way to overcome the negative 

effects of atmosphere is beam shaping. Utilizing non-

conventional beams, performance of free space optics 

systems can be improved.  

Propagation of different types of beams through random 

media attracts the attentions of scientists in different points 

of views. Intensity profiles, scintillation behavior, beam 

size, and coherency are some of these points [1]. Wave 

propagation lies in the background of this analysis. 

Solution of Huygens-Fresnel integral gives the received 

field through free space or turbulence [2]. For complex 

source field expressions, split step propagation methods 

are also used  [3]. In some studies, accuracy of this method 

is also increased  [4]. Benefiting from these methods 

scintillation index which is the most effective noise factor 

[5] is measured for untraditional beams. While scintillation 

index of sine hollow beam is less than Gauss beam  [6], 

less scintillation index than sine hollow beam can be 

provided by Mathieu-Gauss beam  [7]. In addition, we 

prove that cylindrical-sinc Gaussian beam has less 

scintillation index than Gauss beam [8]. Besides this this 

type of beam has a diverging nature propagating in 

atmospheric turbulence  [9]. Considering the effect of 

scintillation, authors show how to detect information using 

Gaussian vortex beam  [10]. In addition to above beams, 

there are some other types of beams that provides less 

scintillation. Regarding with this, it is shown in  [11, 12] 

that Airy and partially coherent Airy beams have less 

scintillation than Gauss beam. Similarly, scintillation 

index of truncated flat-topped beam is low  [13]. Poynting 

vector of Weber beam is calculated in  [14]. For high 

frequency wave propagation, the Eulerian Gaussian beam 

method is generalized in  [15]. 

In addition to methods and some applications listed 

above, four petal Gaussian beam is introduced by 

propagating through ABCD system  [16]. If Vortex is 

added to four petal Gauss beam, it is observed that 

topological charge is quite dominant on the central hollow 

in far field  [17]. While four petal Gaussian vortex beam 

Effect of aperture averaging on four petal Gaussian beams in atmospheric 

turbulence 
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shows clockwise phase distribution through the 

propagation in uniaxial crystal  [18], four petal Lorentz-

Gauss beam turns into elliptical Gaussian beam in the 

same medium [19]. 2M  , propagation factor for paraxial 

region is derived in  [20]. Four petal Gaussian beam is 

propagated through fractional Fourier system and it is 

concluded as fraction, aperture, and source parameters are 

effective in received field  [21]. Besides these, free space 

propagation and propagation in turbulent medium is also 

another interesting field for wave propagation. In the light 

of this, raise in topological charge provides larger hollow 

in the center for four petal Lorentz-Gauss vortex beam  

[22]. Similarly, larger topological charge reduces the 

effect of atmospheric turbulence on partially coherent 

elliptic Gaussian vortex beams [23]. Partially coherent 

four petal Gaussian beam shows resistance to oceanic 

turbulence if it is generated with larger beam order  [24]. 

Finally, it is shown in  [25] that four petal Gaussian vortex 

beam having incoherency evolves into Gaussian like shape 

easier if strength of turbulence increases. Airy transform is 

applied to four petal Gaussian beam and Airy like beam is 

obtained at the output  [26]. 

Bearing in mind above literature review, we study the 

aperture averaged scintillation for four petal Gaussian 

beam under weak and moderate atmospheric turbulent 

regime. We use split step propagation to model the 

atmosphere. This model is used for propagate wave 

through turbulent medium. We analyzed the results with 

respect to propagation distance and size of receiver 

aperture. We anticipate that our results will be useful for 

optical communication and range measurement systems’ 

designers. 

 

2. Source Field Distribution and Method to 

Measure Performance 

2.1 Four petal gaussian beam 

Source field expression is written for four petal Gaussian 

beam [16] as 

 

2 2

2

2 2
( , ) ( ) exp(- ) 

x y x yn

s x y

s s s s
u s s

 

+
=  (1) 

where 0,1,2,3.....n =  refer to beam order, ,x ys s  are 

transverse plane source coordinates, and 
2 2

x y  = +

being the Gaussian source size. Based on equation.1, Figure 

1 and 2 are plotted to show the effect of beam order and 

Gaussian source size on the initial plane. It is seen from 

Figure 1 that while beam order increases, hollow region in 

the center gets larger. When beam order is set to 1, effect of 

Gaussian source size is seen in Figure 2. For asymmetric case 

x y  , beam lies along x-axis. Similar idea is valid for 

y x  . Furthermore, beam spreads on transverse plane 

symmetrically if ,x y  are increased in the same amount. 

 
Figure 1. Transverse source plane intensity distribution for 

constant Gaussian source size 

 
Figure 2. Transverse source plane intensity distribution for 

constant beam order 

 

2.2. Measurement of scintillation in atmosphere 

Numerical split step propagation set-up involves special 

values presented in table 1 below. In this set-up, between 

the screens, free space conditions are satisfied. We chose 

modified von-Karman power spectral density since it is the 

closest model to Hill spectrum. Refractive index structure 

constant is the parameter to determine the strength of 

turbulence and it is taken into account in  
0r .  To satisfy 

the averaging in Eq. 4, number of realizations is taken as 

500 which corresponds to infinity in reality. To avoid the 

complexity of computation of Huygens-Fresnel integral, 

this method benefits from convolution property of Fourier 

transform as it is seen from Eq. 2. 

After applying all settings, received field after one step 

is found as 

𝑢𝑟(𝑟𝑥 , 𝑟𝑦 , 𝐿) = 𝐴 x F−1 (
𝐹 [(

𝑠𝑥𝑠𝑦

𝛼2 )2𝑛exp(−
𝑠𝑥

2+𝑠𝑦
2

𝛼2 )   ]

𝐹 {𝑒𝑥𝑝 [
𝑗𝑘

2𝐿
(𝑠𝑥

2 + 𝑠𝑦
2)]}

)

                                                                           (2) 

where 

        𝐴 =
−𝑗𝑘 𝑒𝑥𝑝(𝑗𝑘𝐿)

2𝜋𝐿
𝑒𝑥𝑝 [

𝑗𝑘

2𝐿
(𝑟𝑥

2 + 𝑟𝑦
2)] 𝑒𝑥𝑝[𝜓(𝑟)]    (3) 

here k denotes wave number, rx, ry are receiver plan 

coordinates, 𝐹 and 𝐹−1 refer to Fourier and inverse 

Fourier transform, and 𝜓(𝑟) indicates phase fluctuations 

due to atmosphere and it involves power spectral density. 

Then, aperture averaged scintillation is evaluated 

benefiting from received field as: 
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2
*2

2
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*
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x y r x y r x y
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m

P r r u r r u r r dS N

=



      (4) 

where * indicates complex conjugate. Adapted model of 

above mathematical equations is presented in Figure 3. 

 

3. Results and Discussions 

In this part of the study, we comment on the numerical 

results. 
 

Table 1. Numerical set-up parameters 

Source plane 

dimensions( S ) 

10cm X 10cm 

Propagation 

distance( L ) 

Up to 5500m 

Power spectral 

density 𝜙 = 0.023𝑟0

−
5

3
exp(−(

𝑓

𝑓𝑚
)

2
)

(𝑓2+𝑓0
2)

11
6

   [27] 

Refractive index 

structure constant 

(𝐶𝑛
2) 

For weak turbulence: 10−14𝑚−
2

3 

For moderate turbulence : 

10−13𝑚−
2

3 

Grid size in transverse 

plane  

512 X 512 

Inner scale frequency 

(𝑓𝑚) 

5.92

𝑙02𝜋
,   𝑙0 → 0 

Outer scale frequency 

(𝑓0) 

1

𝐿0
,    𝐿0 → ∞ 

Fried parameter 
𝑟0 = (0.423(

2𝜋

𝜆
)2𝐶𝑛

2𝐿)−
3

5 

Operating wavelength 

(𝜆) 

1550nm 

Number of screens 21: 0-1200m 

51: 1200-3200m 

91: 3200-5500m 

Receiver plane 

dimensions in Figures 

4 and 5 

25 X 25 grids 

Propagation distance 

in Figures 6 and 7 

3300m 

Realization amount 

for averaging (N) 

500 

 

 
Figure 3. Propagation model through the atmosphere 

 
Figure 4.  Aperture averaged scintillation of selected beam 

versus propagation path under weak turbulence 

 

 
Figure 5. Aperture averaged scintillation of selected beam 

versus propagation path under moderate turbulence 

 

We show aperture averaged scintillation index 

variations against propagation distance in Figures 4 and 5. 

It is seen from these figures that while only second order 

symmetric beam has advantageous as compared to Gauss 

beam in weak turbulence, all settings of four petal 

Gaussian beams have lower scintillation index for stronger 

turbulence regime.  

In moderate turbulence case, scintillation index 

decreases as beam order raises. Additionally, increase in 

source size provides similar result with larger beam order. 

Besides this, asymmetry, without considering the 

direction, brings scintillation reduction.  

In order to show the advance of four petal Gaussian 

beam, Table 2 is given. As it is observed from this table, 

however scintillation index of fourth order Four petal 

Gaussian beam is higher than Gaussian beam at close 

distance, significant amount of scintillation reduction can 

be provided by Four petal Gaussian beam at longer 

distances. At 5 km, scintillation of Gaussian beam is 

approximately two times higher than Four petal Gaussian 

beam.  

 
Figure 6. Aperture averaged scintillation of selected beam 

versus receiver aperture under weak turbulence. 



 

 
Table 2. Aperture averaged scintillation index under moderate 

turbulence. 

Distance(km) Gauss beam Fourth order 

Four petal 

Gaussian beam  

0.4 0.001086 0.02483 

0.6 0.006571 0.02489 

0.8 0.01256 0.02586 

1 0.01903 0.02767 

1.2 0.02592 0.03022 

1.4 0.03321 0.03343 

1.6 0.04084 0.03723 

1.8 0.04879 0.04151 

2 0.05071 0.04621 

2.6 0.0829 0.06194 

3 0.1008 0.07293 

3.6 0.1278 0.08853 

4 0.1454 0.09734 

5 0.1859 0.109 

 

 
Figure 7. Aperture averaged scintillation of selected beam 

versus propagation receiver aperture under moderate turbulence 

 

In other point of view, four petal Gaussian beam has 

lesser scintillation index with versus receiver aperture 

opening as it is seen from Figures 6 and 7. We see that 

second and fourth order beam has lesser scintillation index 

for small receiver apertures. In addition, large source size 

four petal Gaussian beam has similar performance with 

Gauss beam under weak turbulence conditions. First order 

beam has the largest scintillation index. Then asymmetric 

ones and third order beams follow it. 

As it is wanted, scintillation mitigation is seen for 

moderate turbulence as it is shown in Figure 7. We see that 

scintillation index of all kinds of four petal beams is less 

than Gauss beam for small apertures. In advantageous 

region, from the lowest scintillation index up to the highest 

one beams are listed as third, fourth order beams, 

asymmetric and large source size beams, second, and first 

order beams. We can investigate that four petal beam has 

less point like scintillation index as compared to Gauss 

beam since it can be evaluated in small aperture openings.  

This advantage vanishes when aperture size gets wider. 

 

4. Conclusion 

Aperture averaged scintillation of four petal Gaussian 

beam is studied in this article. Numerical results show that 

beam order and scintillation index is inversely 

proportional to each other. Additionally, scintillation 

index of four petal Gaussian beam is quite advantageous 

as compared to Gaussian beam for small aperture openings 

under moderate turbulence. In addition, four petal 

Gaussian beam is resistive to atmospheric turbulence. 

Because, scintillation index of all selected types four petal 

Gaussian beam is becomes advantageous when turbulence 

strength raises. Consequently, in the light of these 

investigations, four petal Gaussian beam can be selected 

as source beam for optical wireless communication and 

LIDAR systems operating in turbulence. In the future, our 

studies will focus on to measure the scintillation of other 

beams and generation of four petal beam experimentally. 
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Nomenclature 

 

 : 
Refractive index structure 

constant 

 
: Inner scale frequency 

 𝐹 : Fourier transform 

 𝐹−1 : Inverse Fourier transform 

 : 

: 
Aperture averaged scintillation 

index 

: Receiver plane coordinates(m) 

𝜓(𝑟) : Phase fluctuations 

 : Operating wavelength 
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u  : Received field expression r

u  : Source field expression s
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s s  : Source plane coordinates(m) x y,

r r  
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 Internet use has become increasingly widespread nowadays. In addition, there is a significant 

increase in the amount of text content produced in digital media. However, the accuracy and 

inaccuracy of the news we read and the content produced in a large number are also unknown. In 

this study, classification and analysis of whether the news is real or not were done by using Deep 

Learning methods. For the English news, the data set created by Katharine Jarmul was used. The 

data set contained a total of 6336 news items. The distribution of this data set, which consisted of 

political and political news, was 50% fake and 50% real. The method used in text classification 

was Term Frequency - Inverse Document Frequency (TF-IDF). The classification was made with 

the data set used and 93.88% success and 6.12% error were obtained as a result of the analysis. 
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1. Introduction 

Especially with the increase of news on the internet, the 

importance of obtaining accurate news and clear information 

has also increased. The increase in the number of news has 

also led to an increase in false of fake news. In this article, 

text mining methods and deep learning techniques are used 

together to classify real and fake news. This study is 

important in terms of automatically and efficiently 

determining real and fake news, making news analysis faster 

and more efficient, and eliminating such problems in news 

analysis. 

Deep learning is an artificial intelligence method used in 

areas such as object recognition, speech recognition, and 

natural language processing, and it uses multi-layer artificial 

neural networks. Today, many researchers in different fields 

such as big data [1-6], autonomous vehicles [7, 8], 

handwritten character recognition [9, 10], medical image 

processing, natural language processing [11, 12], signature 

verification, voice and video recognition, are using deep 

learning method in their studies conducted in the most 

popular and challenging areas of the world [13-16]. 

In the deep learning method, the learning process is 

performed through examples. There is no need to use rule 

sets to solve the problem. It is sufficient to select a model that 

provides a solution to the problem by evaluating the samples 

or to create it. Therefore, model selection should be done 

well [17-19]. Deep learning structures often enable the 

design, training, and accurate analysis of artificial neural 

networks using highly programmed interfaces. Some of the 

most used deep learning libraries are Caffe2, PyTorch, 

Tensorflow, etc. As a working style, they use multiple 

graphics processing units (GPU) for high performance; the 

biggest reason for graphic processors, such as CUDA and 

cuDNN, to use accelerated libraries is that they can be trained 

quickly [20]. 

Today, many studies are carried out on text and sentence 

classification problems. One of the most important problems 

of the text classification [21] is that the texts to be classified 

are not structural [22]. The success rate can be increased by 
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using deep learning method in analysis studies conducted 

with classification algorithms [23] on text processing [24, 

25]. As a success criterion, the quality of word 

representations comes to the fore.  

Term Frequency-Inverse Document Frequency (TF-IDF) 

is used for word representation and Word2Vec [26] is used 

for fast text [23]. TF-IDF can be used in the so-called subject 

grouping together with the detection of the articles, in the 

inference of the author and the classification of the author 

and the subject [11, 27]. The text classification algorithm 

developed for author recognition has been successful as a 

result of experiments [28]. The classification success of texts 

has been seen as 81.2% [29]. It has been shown that with a 

93.3% accuracy rate, much better performance achieved 

with classification algorithms based on machine learning [9, 

10]. In a study on the problem of Turkish text classification 

[30], as a result of the analysis, it was observed that the 

stationary words were removed and there was an increase in 

the classification performance. However, it was not observed 

that taking word roots had a positive effect on classification 

accuracy. In other studies, it has been determined that the 

most successful is the term weights TF and TF * IDF [31]. 

The purpose is to perform automatic detections by using 

text mining methods in the interpretations on the internet. In 

this study, together with 444 comments related to this project, 

by using the TF-IDF classification algorithm, the success 

measurements and comparisons ensured in the model can be 

made. The most successful algorithm among the compared 

algorithms has been found to be consecutive minimal 

optimization (88.73%) [32]. It is observed that the number of 

academic studies published on the internet increases day by 

day [33]. The words in the news texts are created using the 

FastText model, which is used very popularly in the recent 

literature as word embedding. The model is tested 

individually first by a single sentence and then by the first 

two sentences through training the full text in each news [34]. 

A system of detection from comments was developed with 

analysis on Turkish texts such as social media posts, 

customer reviews, novels, etc.  [35, 36]. The increase in 

internet and social media use has also increased the sharing 

of textual information [33]. Classification of the tweets 

written on the sector has been carried out [37, 38]. It has been 

investigated that whether there is any theme of emotion 

among Turkish and English tweets, and if any, a 

classification of emotions has been performed [39, 40]. The 

parts obtained from the Turkish texts and the TREMO data 

set used in the area of emotion extraction have been 

compared with the classification results obtained using 

different machine learning algorithms [10]. Classification 

and modeling are applied to the data set prepared via 

Facebook. Knowing that it is effective in social media 

mining, this method has been studied and shown as a text 

classification [31, 41]. Test data collected using web 

scraping methods as summaries of news on Turkish news 

websites are classified using vector learning methods and 

depth learning methods together with using a "hot coding". 

A 90% classification success is achieved [10]. 

To solve the classification problems of websites by using 

the artificial neural network [42, 43], two different 

approaches (dual classification or multiple classifications) 

are applied. Both approaches were tested on Web sites 

collected within the scope of a study and a comparison of 

their performance was observed [44]. ANN is one of the self-

learning methods. It leads to the emergence of deep learning 

[12]. The Regional Based Convolutional Neural Network 

(RCNN), long and short-term memory (LSTM) [31, 39], and 

convolutional neural network (CNN) models can be used in 

sentence classification studies [36]. 

In the data set used in our deep learning study we 

conducted classification by using TF-IDF, and 93.88% 

success and 6.12% errors were detected. Compared to the 

algorithms used in the references, the success rate was 2.12 

percent less than the DSA algorithm and 0.52 percent less 

than the Random Forest algorithm, but it showed a 

noticeable success compared to other algorithms. 

 

2. Materials and Methods 

2.1 Parts of the System's Control Structure 

    ANN (artificial neural network) is called logical software 

working similarly to the human brain and it has been 

developed to think, learn, generalize, remember, and produce 

new information like brain. ANN is called synthetic 

structures that mimic biological neural networks. In the 

artificial neural network model, there are 3 layers: the input 

layer, hidden layer, and output layer [45]. The cell structure 

of the Artificial Neural Network is shown in Figure 1 [46]. 

The X input, W weights, ∑ Transfer function, and net-input 

that will enter the activation function are shown in figure 1. 

As stated in Equation 1, in order to reach the output in 

Figure 1, the threshold value is summed with the inputs. 

                        Result = 𝑓 = (∑ 𝑤𝑖
𝑛
𝑖=1 𝑥𝑖 + 𝜗)                    (1) 

Where xi refers to input values, wi refers to weight values, 

and ϕ refers to threshold value. 

The activation function provides curved equalization 

created by the input layers and the output layers.  

 

Figure 1. Artificial neural network cell structure 
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Caution should be exercised when choosing the activation 

function because this choice significantly affects the 

performance of ANN. The activation function is unipolar (0 

1), but can be selected as bipolar (-1 +1) or linearly qualified. 

It is the segment that facilitates the introduction and learning 

of a nonlinear structure in ANN. Sigmoid and ReLU are 

activation functions. 

The most important reason for using the sigmoid 

activation function is that it compresses the value between 

0 and 1. Therefore, it is used in models that find the 

probability of an event occurring. Although the derivative 

of the sigmoid function exists, the Sigmoid function is 

stationary, but its derivative is not stationary. The sigmoid 

function can cause the model to pause during training. For 

this reason, it is not recommended for use in machine 

learning models, which are described as complex. The 

sigmoid function divides the data into two classes [46]. In 

Equation 2, the mathematical formula of the Sigmoid 

function is given. Its values are between 0 and 1. 

                                𝜎(𝑋) =
1

1+𝑒−𝑥                                    (2) 

ReLU (Rectified Linear Unit) is a nonlinear function, also 

known as the transfer function. It is known that the ReLU 

function takes the value of 0 for the inputs given as negative, 

whereas it takes the value of x for the inputs given as positive. 

Today, ReLU is the most used activation function that is 

generally utilized in Deep Learning and Convolutional 

Neural Networks [7]. 

                           𝑅(𝑧) = 𝑚𝑎𝑥(0, 𝑧)                                     (3) 

 The mathematical formula of the ReLU activation 

function is given in Equation 3. If the value obtained as a 

result of the activation process is negative, it takes the value 

1, if it is positive, it takes the value 0. 

Deep learning is expressed as the prediction of data sets 

created by keeping the created and used data together within 

the framework of the desired results. It is also called the 

machine learning method because of the multiple layers 

created. Deep learning (machine learning) is summarized as 

the sub-branch of artificial intelligence [13, 47]. The word 

'deep' in the Deep Learning method refers to having more 

than one hidden layer. A sample layer structure of the Deep 

Learning is shown in Figure 2 [48]. 

 

 

Figure 2. Deep learning sample layer structure 

While performing deep learning, three different methods 

can be used: Supervised, Semi-Supervised, or Unsupervised. 

In Deep learning methods, together with a large amount of 

data entering, being able to distinguish between different 

features are learned. In the learning process, it is determined 

that the excess data given as input increases success. As the 

data is processed, it changes its position by passing to the 

next layer. It is known that as the upper layers are passed, the 

number of details extracted from the given one increases. It 

is also known that there are more than one deep model types. 

These are Multilayer Perceptron, Convolutional Neural 

Networks, and Recurrent Neural Networks. 

Multilayer perceptrons (MLP) have been created as a 

result of the studies conducted to solve the “exclusive or 

(XOR)” problem. It has been observed that MLP is effective 

when classifying and generalizing. Since many inputs will 

not be enough for a single neuron, more than one neuron is 

needed for parallel processing. It takes the data from the 

input layer and transfer to the hidden layer. The intermediate 

layer can differ as being at least one layer. The exit of each 

layer becomes the entrance of the next layer. Each neuron is 

attached to the neurons in the next layer. The output layer 

determines the output of the network by processing the data 

received from the previous layer. The number of outputs is 

equal to the number of elements in the output layer. A 

training set consisting of sample inputs and outputs is 

essential for the network to learn. 

The usage areas of Deep Learning are increasing day by 

day. Today, it is mostly used in areas such as face detection, 

sound detection, and vehicles with auto-pilot feature and 

called driverless vehicles. In alarm systems, it is thought that 

since examining the continuous camera recordings leads to 

loss of time, technologies such as alarm system warnings 

operating depending on unusual movements provide 

convenience. Today, this is possible with deep learning 

methods. Thanks to the deep learning methods used in the 

health sector, cancer research has gained momentum and it 

is observed that it eliminates the loss of time. It can be easily 

diagnosed whether the cells are cancerous or not by 

recognizing the samples marked as cancerous cells by deep 

learning algorithms. With this process, fast and successful 

results are obtained. As in other areas, deep learning methods 

can be also developed to improve the quality of images in 

cyber threat analysis. 

2.2 Natural Language Processing 

In the literature, languages are examined in two categories; 

these are machine language and the natural language we use 

in everyday speech. Natural language processing has been 

developed for computers to understand and interact with the 

language that people speak. It is also called the process by 

which computers qualify natural languages. 

Directly imported objects cannot be used for the 

classification of texts. Data is obtained from these extracted 



 

 
objects and the process is carried out on these data. In the 

classification process, the separation of the texts into classes 

by pre-processing the texts ensures that successful results are 

obtained by facilitating the process to be done in the next step. 

Various categories are produced on the texts whose 

classification is desired, and various steps such as Lower-

Case process, tokenization process, stop words extraction, 

stemming process, lemmatization process, and BoW process 

are applied. 

The Lower-Case Process is used to eliminate differences 

by translating all the words in different sentences into 

lowercase letters in existing texts. 

The Tokenize process stays on the whole of the texts in 

most data sets. Since it is not functional to operate with these 

texts, the data must be separated into parts and removed. This 

process is called token (shred) and Tokenizing is done as a 

string. 

On the other side, words that we use a lot in our daily lives 

and that does not make sense when used alone are called 

“Stop Words”. The elimination of words such as “and”, “or”, 

and “at” in the texts in order not to deviate from the accuracy 

of the text models to be studied is expressed as the Stop 

Words process. 

The Stemming Process is described as Stemming 

tightening in Turkish. It is one of the most important steps in 

data preprocessing. It is known as the process of obtaining a 

root by trying to cut the suffixes in the front and the end in 

existing words. 

Table 1 shows the examination of the words stemming 

process. As shown in the table, it does not discriminate while 

descending to the roots of the words. For this reason, it can 

be successful in some cases. Lemmatization Process, called 

as the Lemmatization root analysis in Turkish, is a word 

unitization. It has similar features with the Stemming process. 

In both processes, the aim is to obtain root. The 

Lemmatization Process tries to extract a morphological or 

semantic root from words. If this process is done, more 

accurate results will be obtained by discarding the excesses 

that are described as noise. 

Table 2 shows steps of the Lemmatization process. The 

most important feature of the lemmatization process is that it 

is linguistic. To obtain an accurate lemma, the given words 

should be analyzed morphologically. 

BoW (Bag of Word) is a process used in natural language 

processing to simplify models. The words in the texts are 

kept in a bag with the BoW model. While holding together, 

grammar and sequence errors are not taken into account. It is 

the most used method for extracting attributes in texts in data 

sets being used. 
 

Table 1. Stemming process 

Word Suffixes Stemming 

Fly  -es Fli 

Flying -ing fly 

Table 2. Lemmatization process 

Word Morphological Information Lemmatization 

Flies 3rd person, Singular, Present 

Simple Tense 

fly 

Flying 3rd person, noun-verb, 

Present Tense 

fly 

 

We know that Natural Language Processing is examined 

in two categories; machine and everyday speech languages. 

Natural language processing is used because computers 

cannot understand the language that people speak. It is 

known that the texts written on computers are digitized as 0 

and 1. The large data sets used in Natural Language 

Processing and the texts in these data sets are digitized by 

various methods by computers. This digitization process is 

carried out with various algorithms and methods. 

Loss function is defined as function that measures the 

error and success rate of the created model. The last layer of 

artificial neural networks is known as the layer where the loss 

function is defined. The Loss function transforms the error 

rate calculation problems that occur during training into an 

optimization problem. The Loss function first calculates the 

difference between the actual values of the estimation made 

by the training model. Since the prediction will not be good, 

the difference between the real values and the estimated 

values will be large if the necessary care is not taken in the 

model creation. Accordingly, the loss value will be high. In 

cases were the model is created well, the difference will 

decrease, and in cases where it is the same, the loss will be 0. 

Optimization (Optimizer) Algorithms are methods used to 

minimize the difference between the output value and the 

actual value produced at the output layer in the artificial 

neural network. Based on the size of the data set used in 

model training, there are 3 different types of algorithms 

described as slope descent. 

Metrics are measurements where data can be counted and 

numerical values are obtained. The values obtained as a 

result of these measurements are expressed as total or ratio. 

Metrics are used when showing all or different elements of a 

dimension. 

Term Weighting is a process performed on the roots 

obtained by natural language processing. If the term exists in 

the document, a weighted value of this term is formed. 

However, if this value is not available, it is expressed as 0. 

In terms of the Term Frequency (TF), the weighting 

process is calculated in the document where the data is found. 

Weighting is made according to the term in the document. 

Since it takes value as much as amount of it in the document, 

the more it passes, the more value it gets. 

Inverse Document Frequency (IDF) weighting gives 

weight according to the number of documents in which a 

term is mentioned. In the total documents used, the low 

presence of the same term increases the distinguishing 
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feature, namely the IDF value. Otherwise, if a term is 

detected more than once in many documents, there is a 

decrease in the IDF value as its distinctiveness decreases. 

The result to be reached here is a standardization obtained by 

multiplying the frequency of the terms used with the IDF 

value. 

                      𝑤𝑖,𝑑 = 𝑡𝑓𝑖,𝑑  
×  𝑙𝑜𝑔(𝑛/𝑑𝑓𝑖)                   (4) 

Equation 4 represents the calculation for the term I and the 

document d. TF is calculated first. The ratio of the number of 

times the term is mentioned in the document to the most 

mentioned term is shown in equation 5 below. 

                         𝑡𝑓𝑖,𝑑 = 𝑎𝑧𝑎(𝑓𝑟𝑖,𝑑 / 𝑑𝑓𝑖)                              (5) 

                                            {0,1}                                             (6) 

Binary looks for the presence of terms in used documents. 

It is shown in Equation 6. 

                                          𝑓𝑡,𝑑                                                  (7) 

Raw Frequency refers to the number of repetitions of 

terms in documents and the total number of words in the 

documents. It is shown in Equation 7. 

                               𝑙𝑜𝑔 (1 + 𝑓𝑡,𝑑)                                          (8) 

Log Normalization is taking its logarithm based on the 

value of f_ (t, d) calculated in Equation 7. It is shown in 

Equation 8. 

                              0.5 + 0.5
𝑓𝑡,𝑑

𝑚𝑎𝑥𝑓𝑡,𝑑
                                       (9) 

As a result of weighting, Double Normalization generates 

a value between 0.5 and 1. It is shown in Equation 9. By 

dividing the value obtained by calculating Raw Frequency to 

the maximum number of terms in the document, the ratio of 

the other terms is calculated and standardization is performed 

in frequency.  

                          𝐾 + (1 − 𝐾)
𝑓𝑡,𝑑

𝑚𝑎𝑥𝑓𝑡,𝑑
                                    (10) 

Double Normalization K is calculated as a smoothing term 

that can be viewed as scaling with the largest TF value. It is 

shown in Equation 10. 

The Confusion Matrix is used to measure performance in 

classification algorithms performed on test data and where the 

accuracy of the actual values is known. 

 

2.3. Flow Chart of The System 

In this study, using Deep Learning methods, the 

classification and analysis of the news, which were real or 

fake, were done. The flow diagram of the system is shown in 

Figure 3. After the program is run, it connects to the data set 

we obtain as ready. The data set consists of real/fake news in 

English. After this news is classified as real and fake, the pre-

processing of text begins. In the context of this study, various 

text preprocessing were carried out. Space vectors created 

with TF-IDF, the digitization process of texts was started. 

Before starting the model training, the training and test data 

in the data set were parsed. After the model training starts, 

real values and predictive values analysis were performed. 

As a result of this analysis, the realization steps of the 

application were completed by drawing the graph of the 

values formed. 
 

3. Applications 

Almost everyone is exposed to fake news, which is still 

present today. This type of news can be described as 

information pollution and they are misleading. In this 

study, to combat news that does not reflect reality, a model 

that could make a distinction between real and fake news 

by using deep learning methods and the text classification 

process was created. Analyses were made between the 

trained data and the test data, and these analyses were 

visualized through graphics. 

In the study, Python and Python Libraries were used as 

the programming language because it is open source. The 

data (Katharine Jarmul) [49, 50] includes 6336 different 

news (political, political). The distribution of the data set 

is 50% fake and 50% real. The fact that the data set is 

distributed evenly affects the performance criterion 

positively. 
 

 

Figure 3.  Flow chart of the system 
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As can be seen in Figure 4 and 5 respectively, real and 

fake news were determined in the training data, and 

whereas the value of 1 was assigned to real news, the value 

of 0 was assigned to fake news. 

After completing the definition of training data in the data 

set, the texts were cleaned so that the texts could be classified 

correctly. The first step in text preprocessing is the 

fragmentation of data that stacks together. In Figure 6, the 

raw version of the news headlines is shown without pre-

processing. 

The visually cleared data are shown in Figure 7. To get 

more successful results in model training, the parsed texts 

were involved in the cleaning process. These processes were 

carried out to convert all letters to lowercase letters, to 

remove special characters (!, ^.%), to remove numbers, to 

divide texts into parts (tokenize), to delete Stop Words 

(ineffective words), and finally to find the morphological 

root of the words. 

After the text preprocessing was completed, the Vector 

Space Model, which was one of the methods used in 

digitizing the texts, was used to bring the texts into digital 

form. Although each word represents a vector, when they are 

put together, the MxN-sized term-document matrix is 

formed. In this matrix, M is the number of news and N is the 

number of terms. The reason for the use of TF-IDF (Term 

Frequency - Inverse Document Frequency) management is 

to calculate the term weights, the frequency of the terms used 

with TF (Term Frequency), and the amount of all news in the 

data set checked with IDF (Inverse Document Frequency). 

The text digitization process was completed after this 

stage. Before starting modeling, it is necessary to make the 

necessary definitions to build the network. To classify news 

texts, 3 layers were created in the model. Although the first 

and second layers were hidden layers, the number of nodes 

in each layer was 32. The third layer was called the output 

layer. The number of nodes in this layer was 1. ReLU 

(Rectified Linear Unit) was used as the activation function in 

the layers called the first and second hidden layers. 

In model training, a layer called Dropout was added to 

prevent the model from memorizing the data. This layer sets 

the specified input data to zero. 

 

 
Figure 4. Identifying real and fake news 

 
Figure 5. Value assignment to real and fake news 

 

The purpose of this synchronization is to prevent the 

model from overfitting the data. The dropout value was 

chosen between 0 and 1. In the third layer, the Sigmoid 

function was used as an activation function. These functions 

were used to describe nonlinear relationships in the model 

and for binary classification problems. If these functions 

were not used, there would be a decrease in learning 

achievement in the model. 

The distinction between fake / real news used in the model 

is called the binary classification problem. Many loss 

functions are used in binary classification problems. In this 

study, binary_crossentopy was used as the loss function. To 

minimize the value between real and estimated values, the 

rms probe algorithm was used as an optimizer algorithm, and 

accuracy values were monitored and measured. 

While model training is performed, it is not right to put all 

the data into training for the training to be more successful. 

It needs to be broken down into specific pieces and involved 

in training. For this reason, data are divided into pieces called 

chunks. The number of times that all data will pass through 

Artificial Neural Networks is determined by Epoch (cycle). 

In this study, the data obtained from the model was defined 

in 20 Epoch and the model training was completed with 128 

stacks for the data to be passed. The Scikit-Learn library was 

used to visualize the analysis between the values created as a 

result of the training and the actual values. 

 

 

 

Figure 6. Display of the headlines before text preprocessing 
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Figure 7. Data cleared as a result of text preprocessing 

 

 
Figure 8. The result of the study 

4. Results and Discussion 
 

The result of the study is shown in Figure 8. The news in 

the dataset used was determined to be fake and real. Before 

the training, the value of 0 (zero) was assigned to fake news 

and the value of 1 (one) was assigned to real news. The above 

figure shows the first 5 stages of 20 epoch training. It is seen 

that the loss values are decreasing here. It is observed that as 

the training increases, the loss value decreases. On the other 

hand, the increase in value accuracy rates as a result of the 

training can be seen, and the software can distinguish the 

news as fake or real. As the training increases, the 

val_accuracy value increases, that is, the proximity to 1 

increases, and the distinguishing of true news from false 

news can be ensured. 

Deep learning contributes to the development of artificial 

intelligence through the use of machine learning with many 

applications. The technology, which develops day by day, 

allows new technological developments to occur to prevent 

the increase of false information in the digital environment. 

Natural language processing is a field developed to transform 

the information, which is increasing day by day in the digital 

environment, into a language that can be understood by 

machines. The increase in data day by day makes the 

processing of these data difficult. Natural language 

processing categorizes the texts and classifies them 

according to their characteristics, which allows us to quickly 

respond to the desired data. 

In this study, using deep learning methods, news described 

as real or fake were classified by the TF-IDF (Term 

Frequency - Inverse Document Frequency) method. Keras 

library was used for model training and Pandas library was 

used to process data. Training and test data were determined 

just before starting the model training. A 3-layer model was 

created for model training. The number of training for the 

model was determined as 20. 

As a result of the study, as shown in Figure 9, while the 

training loss of the model decreases in every step of the 

training, the success of the trained model increases. This 

increase is provided by the success of the model in training. 

Accordingly, when it comes to the 20th Epoch, while the 

decrease in the training loss of the model approaches to zero, 

the inversely proportional training loss increases. 

In Figure 10, when we set the number of steps for our 

model training as 200, it is seen that the training loss 

decreases to zero, and accordingly, the loss of validation 

increases as the model is trained.  

As a result of the statistical information we obtained in 

model training, the training of the model was calculated as 

92.00% and the margin of error was 8.00%. 

As seen in Figure 11, the number of epoch used for our 

model training was chosen as 10000. As a result of the 

statistical information we obtained in model training, the 

training of the model was calculated as 93.88% and the 

margin of error was 6.12%. A Confusion matrix was 

obtained by using the Scikit-Learn library to evaluate the 

model used. 

 

 
Figure 9. Model training success and loss in 20 Epoc 
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Figure 10. Model training success and loss in 200 Epoc 

 

 
Figure 11. Model training success and loss in 10000 Epoc 

 

The Confusion Matrix is given in Figure 12. It facilitated 

the observation of the result of the real values and performed 

on test data. It is seen that 79 of the 929 fake news selected 

as test data are real, and 85 of the 998 real news are 

determined as fake. Table 3 contains the success and error 

rates of the experiments conducted during the software 

development process. 8 experiments were carried out during 

the study process. 

Experiments were carried out on the same data sets. 

Training and test data were not changed and necessary 

studies were carried out on the same model. The difference 

between experiments is that the epoch values during training 

were different. It is seen that as the Epoch value increases, 

the rate of success from training increases. While the success 

rate of 20 epochs in Experiment 1 was 91.06%, the error rate 

was 8.94 %. In Experiment 2, while the success rate of 200 

epoch was 92.00 %, the error rate was 8.00 %. In Experiment 

3, 500 epochs result in 92.89 % success rate and 7.11 % error 

rate. It was observed that as the number of epochs increased, 

the success rate increased and the error rate decreased. 

 
Figure 12. Confusion matrix 

 

Table 3. Experiments and their results 

Experiment 

No. 

Epoch 

Value 

Success 

Rate 

Error 

Rate 

Times 

(Sec) 

1 20 91.06% 8.94% 24 

2 200 92.00% 8.00% 241 

 3 500 92.89% 7.11% 595 

 4 1000 93.00% 7% 1216 

 5 2000 93.15% 6.85% 2532 

 6 3000 93.46% 6.54% 3795 

 7 5000 93.65% 6.35% 6290 

 8 10.000 93.88% 6.12% 12730 
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Table 4. Evaluation of the studies in the literature  

Study No. Technique Used Algorithm Used Success Rate Fail Rate 

Bilgin et al., 2019 Deep Learning DSA algorithm 96.00 4.00 

Bilgin, 2019 Deep Learning Random Forest Algorithm 94.40 5.60 

This Study Deep Learning   Tf-Idf Algorithm  93.88 6.12 

Süzen, 2019 
Deep Learning 

Convolutional Neural 

Networks (CNN) 
 93.70 6.30 

Yücel et al., 2018 
Machine Learning 

Sequential Minimal 

Optimization Algorithm 
88.00 12.00 

Arı et al., 2017 
Deep Learning 

Convolutional Neural 

Networks (CNN) 
87.30 12.70 

Özmen et al., 2019 Deep Learning it is not specified. 81.20 18.80 

 

The data used in Table 4 were obtained as a result of the 

literature review and they were brought together to compare 

the algorithm and methods used. Based on these data, it was 

concluded that the study with the highest success was 

realized with the deep learning technique and the DSA 

algorithm [4]. It is observed that the lowest success 

percentage was obtained in the study performed with deep 

learning techniques [28].  Compared to other algorithms, the 

success rate of the method applied within the scope of the 

study is over 90%. The study has a low success rate of 2.12 

percent according to the DSA algorithm. There is a 0.52 

percent success rate reduction compared to the random 

Forrest algorithm. A noticeable increase in success has been 

achieved compared to the other algorithms in Table 4. 

The abundance of information available today increases 

day by day with the advancement of technology. It is also 

easier for people to access information thanks to the internet. 

More research is carried out to ensure the accuracy of the 

information obtained. Therefore, the importance of deep 

learning, which is one of the sub-branches of artificial 

intelligence, is increasing day by day. Natural language 

processing used in deep learning techniques enables the 

processing of existing texts. Accordingly, classification of 

texts in different categories according to their subjects and 

processes becomes easier. We carried out our study by taking 

into account the access to the real news and the speed of 

reaching it accordingly. 

Before starting our studies, various literature studies were 

reviewed and 6 different studies were selected by referring 

to 50 different studies. By making various comparisons over 

the data sets used, the common features of these selected 

studies were analyzed taking into account the differences in 

the methods used and the success achieved.  

Based on the study we carried out, the data set, working 

model, and methods used in word analysis will change 

depending on the technological developments and more 

successful results can be obtained. 

The fact that the information that needs to be confirmed is 

increasing day by day leads to an increase in the number of 

these types of studies. By adding a Turkish data set to the 

study we have carried out, an interface can be created and a 

website that is constantly updated and renews itself can be 

created using the necessary web services. 

 

5. Conclusions 

In this study, whether the news found on the internet is real 

or fake was analyzed using deep learning methods and the 

TF-IDF algorithm. In this way, by identifying and detecting 

real news with high success rates, it can be ensured that 

people can distinguish between real and fake news; in 

addition, by filtering fake news before news is added to 

search engines, only real news can be shown to the user. 

Considering this, a system was developed that can easily and 

quickly reveal the accuracy of news without having to be 

read by the user. With this system, real news can be shown 

to the user at a rate of 93.88%. Using the developed method, 

social media analysis, comment analysis, and twitter analysis 

can be carried out on web pages and accuracy analysis can 

be performed in different areas. In addition, by analyzing 

comments made on applications used in mobile platforms, 

this method can also be improved in a way to detect fake 

comments. 
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  ARTICLE INFO  ABSTRACT 

 Single-stranded DNA-binding (SSB) proteins play an important role in DNA metabolism 

involving DNA replication, recombination, and repair in all living beings. In molecular biology, 

SSB proteins are used as enhancers to increase the efficiency and specificity of PCR. 

Thermostable SSB protein eliminates secondary structure or dimer formation and significantly 

increase the effectiveness of amplification of DNA fragments. In this study, it was ensured that 

the SSB gene of thermophilic bacteria Thermus aquaticus (T. aquaticus) was cloned into the 

pET28b vector and expressed in E. coli BL21 (DE3) PLysE cells. Then, the purification of the 

SSB protein produced in E. coli BL21 (DE3) PLysE cells was performed. 20 mg SSB protein 

was obtained from 1L bacterial culture, and its purity was more than 90%. It was shown by the 

PCR experiment that the SSB protein produced in this study could increase the amplification 

efficiency. 

 

 

 

       © 2021, Advanced Researches and Engineering Journal (IAREJ) and the Author(s).  

Keywords: 
Polymerase Chain Reaction, 

Single Strand Binding Protein, 
Thermus aquaticus 

 

 

 

1. Introduction 

PCR (polymerase chain reaction) technique is one of 

the most basic techniques of molecular biology. PCR 

protocols are used in a wide range such as routine 

diagnosis, genomic, and transcriptomic analysis, and 

these protocols need to be developed [1]. Due to the 

intrinsic properties of template DNA used in PCR such as 

high GC content and tendency to form secondary 

structures, PCR products do not occur under standard 

reaction conditions. This is a factor that limits the routine 

use of PCR. Strategies that can provide low-cost and 

reliable reaction conditions are needed for large scale 

PCR experiments [2]. In general, template DNAs contain 

long homopolymer regions, high GC content, and tandem 

repeats; therefore, it is difficult to amplify the template 

DNA by PCR. DNA templates with more than 65% GC 

content give very weak signals when observed under 

standard PCR conditions, and non-specific product 

formation is observed [3]. PCR can be improved by 

making some changes in reaction conditions. For 

example, “Touch-Down PCR”, performed by decreasing 

the annealing temperature step by step in each cycle, and 

“Hot Start PCR” using modified DNA polymerases cause 

serious improvement in PCR results [2]. In addition, 

when various enhancers such as tetramethylammonium 

chloride (TMAC), dimethyl sulfoxide (DMSO), Betaine, 

Glycerol, Formamide, non-ionic detergents, and their 

combinations are added in PCR, these enhancers increase 

efficiency, specificity, and reproducibility of the PCR 

amplification. It is particularly effective in ensuring the 

specificity of formamide and DMSO PCR products. In 

particular, formamide and DMSO are effective in 

ensuring the specificity of PCR products. Betaine can 

reduce the Tm value of DNA and it is effective in DNA 

amplification with a long and high GC content [4]. It also 

increases PCR's product efficiency and detection 

sensitivity. Often, 2 or more PCR enhancers are used 

together to make a PCR reaction work better. In addition 
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to the known classic effect enhancers, new chemicals and 

substances are also being investigated. Trehalose, 

homoectoine, Zn2+-1,7-bis(4-quinolylmethyl)-1,4,7,10-

tetraazacyclododecane (Zn 2+-Q2-cyclen), and some 

nanoparticles are among the investigated chemicals. For 

example, trehalose, which displays a function like 

betaine, can facilitate PCR of GC-rich DNA by reducing 

the Tm value and DNA polymerase. Thanks to trehalose, 

the long PCR process can be also improved [5]. 

Homoectoine, which is a derivative of 1-ectoine, is more 

effective than betaine. Homoectoine reduces the Tm 

value and can increase the specificity of PCR at 

concentrations lower than betaine [6]. Zn 2+-Q2-cyclen, 

which can be specifically bound to deoxythymidine (dT), 

disrupts the hydrogen bond between adenine and 

thymine, decreases Tm value, and is effective in 

increasing PCR specificity [7]. However, despite their 

potential to greatly increase PCR effectiveness, 

commercial enhancers have significant disadvantages, 

such as the cost and unknown composition [2]. 

DNA-binding proteins of bacteriophage T4, such as 

gp32 T4 and SSB protein from Escherichia coli 

(EcoSSB), significantly increase the effectiveness of 

amplification of DNA fragments [8]. SSBs bind to single-

stranded DNA and protect it from the digestion of 

nuclease. It ensures that ssDNA remains in a suitable 

conformation in DNA replication, repair, and 

recombination processes. In addition, SSB protein can 

physically interact with some proteins that play a role in 

this DNA metabolism. Therefore, it can be said that SSBs 

also play an important role in DNA metabolism [9, 10]. 

Since thermostable SSB proteins bind without denaturing 

the primers, they eliminate secondary structure or dimer 

formation. Thermostable SSB proteins are also highly 

effective in increasing the effectiveness of PCR when 

PCR conditions are considered [11]. In particular, SSB 

protein prevents primer dimers in multiplex PCR studies 

carried out with primers that have different annealing 

temperatures. In the studies conducted so far, the SSB 

protein of many thermophilic bacteria has been produced 

and their roles in increasing the effectiveness of PCR 

have been revealed [12-20].  

The thermostable SSB of all bacteria belong to the 

Deinococcus-Thermus phylum except for SSB from 

Thermoanaerobacter tengcongensis [17]. They have been 

found in T. thermophilus [12], T. aquaticus [12], D. 

geothermalis [13], D. murrayi [14], D. radiopugnans 

[15], D. radiodurans [18], D. grandis, and D. 

proteolyticus [19].  

Dabrowski et al. showed that the SSB protein of T. 

aquaticusis highly effective in providing amplification of 

weakly amplified regions by conducting experiments 

with a wide variety of DNA templates [12]. The SSB 

protein of T. aquaticus, which is a thermophilic bacteria, 

contains 266 amino acids and its molecular weight is 30 

kDa [21, 22]. 

E. coli, which is frequently used in recombinant protein 

production, has advantages such as low cost and rapid 

production of recombinant proteins. Many proteins are 

produced by the recombinant DNA technology using E. 

coli strains [23]. 

In this study, T. aquaticus SSB gene used as a PCR 

enhancer was cloned into the pET28b vector. Expression 

of T. aquaticus SSB (TaqSSB) protein was performed in 

E. coli BL21 (DE3) PlysE cells. Thereafter, TaqSSB 

protein was produced and purified. It was shown that the 

purified TaqSSB protein could be used as a PCR 

enhancer.  

 

2. Material and Method  

2.1. Cloning of TaqSSB gene into the pET28b vector 

The SSB gene sequence of T. aquaticus was amplified 

by PCR using the primers SBBBamHISense 

5'TTTTGGATCCAATGGCTCGAGGCCTGAAC3', 

SSBHindIIIReverse 5'TTTTTAAGCTTTCAAAACGGC 

AAATCCTCCTC 3'. Primers are designed using the 

TaqSSB gene nucleotide sequence (AF276705) in NCBI 

(National Center for Biotechnology Information). Sense 

primer has BamHI restriction cutting site and reverse 

primer has HindIII cutting site. 

PCR was performed using 50 ng template DNA, 10 

mM dNTP mix, 10mM sense primer and reverse primer, 

10 X Pfu Polymerase PCR buffer, and 1 U Pfu DNA 

polymerase that had a final volume of 50 µl. The 

program of the PCR device was set as follows: first, 2 

min 1 cycle at 95°C; then, a total of 31 cycles, including 

1 min at 95°C for denaturation, 1 min at 55°C for 

annealing, and 1 min at 72°C for extension; and 5 min at 

72°C for the final extension. The obtained PCR products 

were purified with the PCR products cleaning kit and 

digested with BamHI and HindIII restriction enzymes. 

The pET28b plasmid to be used for cloning was also cut 

with the same restriction enzymes. TaqSSB gene and 

pET28b plasmid digestion by restriction enzymes were 

ligated with T4 DNA ligase enzyme at room temperature 

for 16 hours after purification performed with PCR 

products cleaning kit. The ligation products were 

transferred to E. coli DH5α cells and spread on LB 

medium containing kanamycin (50 mg/ml). Plasmid 

DNA isolation was done from the colonies, and 

diagnostic restriction digest and diagnostic PCR were 

performed on plasmids. The obtained products were 

analyzed in 1% agarose gel (Figure 1 and Figure 2, 

respectively).  

 

2.2. Production and Purification of TaqSSB protein 

For the expression of N terminal hexahistidine-tagged 

(6xHis) TaqSSB protein, plasmid DNAs from positive 
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clones (pET28bSSB) were transferred to E. coli BL21 

(DE3) PLysE cells. Transformed cells were inoculated 

into 50 ml LB medium containing kanamycin (50mg/ml) 

and chloramphenicol (34 mg/ml) and induced by IPTG 

when OD600: 0.6. Before and after induction performed 

with IPTG, the total cellular protein was analyzed in 12% 

SDS-PAGE (Figure 3).  

E. coli BL21 (DE3) PLysE cells producing TaqSSB 

protein were incubated for 3 hours at 240 rpm at 37°C 

after the induction with IPTG. Then, the cells were 

collected by centrifugation at 8000 rpm for 5 minutes. 

The cells were dissolved in lysis buffer (100 mM sodium 

phosphate, 100 mM NaCl, and pH 7.8); then, PMSF (100 

mM) and Benzamidine (100 mM) were added and lysed 

on ice by a sonicator. The cell lysate was kept at 95 °C 

for 20 minutes and then centrifuged at high speed for 60 

minutes at 30 000 rpm. Purification of the SSB protein in 

the supernatant was carried out with the Ni-NTA column 

thanks to His-tag added to the protein. 100 mM sodium 

phosphate, 100 mM NaCl, and pH 7.8 were used as 

purification buffers. Elution of the protein from the 

column was carried out using 100 mM sodium phosphate, 

100 mM NaCl, 300 mM imidazole, and pH 7.8 buffer 

[24]. The obtained protein was analyzed in 12% SDS-

PAGE (Figure 4) and its amount was determined by the 

Bradford method. 

 

2.3. Usage of TaqSSB protein for PCR amplification 

Different concentrations of the purified SSB protein 

(50 ng/µl, 100 ng/µl, 250 ng/µl,) were added to the PCR 

mixture. Plasmid DNA containing the proteinase K 

(proK) gene was used as a template in PCR. The PCR 

was carried out using proK specific primers 

(ProteinazKNDEIsense TTTTCATATGGCTGCGCAG 

ACCAACGCTCCTT and ProteinazKHINDIIIreverse 

TTTTTAAGCTTTCAAGCCTGGTAGTTGTTGTA). 

The program of the PCR device was set as follows: 

first, 2 min 1 cycle at 94°C; then, a total of 34 cycles, 

including 30 seconds at 94°C for denaturation, 1 min at 

60°C for annealing, and 30 seconds at 72°C for 

extension; and 5 min at 72°C for final extension. PCR 

products were analyzed in 1% agarose gel 

electrophoresis (Figure 5). 

 

3. Results and Discussion   

3.1. Cloning of TaqSSB gene into the pET28b vector 

TaqSSB gene was cloned into the pET28b vector. 

Confirmation of cloning was first performed by 

validation restriction cut using BamHI and HindIII 

restriction enzymes. As seen in Figure 1, it is revealed 

with the presence of the SSB gene region around 800 bp 

and the pET28b vector around 5300 bp. 

 

Figure 1. Analysis of the validation restriction cut result of the 

SSB gene cloned into the Pet28b vector in 1% agarose gel. 1, 2, 

4, 6 are pET28b vector containing the SSB gene (positive 

clones pET28bSSB plasmids). 3, 5 are pET28b vector without 

the SSB gene and 7 is λDNA/EcoRI/HindIII Marker 

 

Figure 2. Analysis of the validation PCR result of the SSB gene 

cloned into the Pet28b vector in 1% agarose gel. 1, 2, 3, 4 are 

PCR products using pET28b plasmids (pET28bSSB) containing 

the SSB gene as a template in Figure 1. 5 is 

λDNA/EcoRI/HindIII Marker 

 

 

Figure 3. Analysis of the expression of TaqSSB protein in E. 

coli BL21 (DE3) PLysE cells in 12% SDS-PAGE. 1, 3, 7 are E. 

coli BL21 (DE3) PLysE cells containing the pET28bSSB 

plasmid before induction with IPTG. 2, 4, 8 are E. coli BL21 

(DE3) PLysE cells containing the pET28bSSB plasmid after the 

IPTG induction. 6 shows E. coli BL21 (DE3) PLysE cells 

without pT28bSSB plasmid after the induction with IPTG. 5 is 

BioRad dual color precision plus protein marker 

 

Diagnostic PCR was also performed by using plasmids 

that were found to be positive as a result of the diagnostic 

restriction digestion. As expected, the band belonging to 

the SSB gene, which appeared around 800 bp, 

demonstrated the verification of cloning (Figure 2). 



 

 

 

Figure 4. Analysis of the purified TaqSSB protein in 12% SDS-

PAGE. 1: BioRad dual color precision plus protein marker, 2-6: 

Fractions of the purified TaqSSB protein 

 

Figure 5. Analysis of the TaqSSB protein usage efficiency in 

PCR in 1% agarose gel. 1: Amplification of the proK gene 

without SSB protein. 3, 5, and 6: Amplification of the proK 

gene performed by adding various amounts of SSB protein; it 

contains SSB protein at concentrations of 50 ng/µl, 100 ng/µl, 

250 ng/µl, respectively. 4: λDNA/EcoRI/HindIII Marker 

 

3.2. Production and Purification of TaqSSB protein 

The pET28b plasmid containing the SSB gene, which 

was confirmed to be cloned due to diagnostic restriction 

digest and diagnostic PCR, was transferred to E. coli 

BL21 (DE3) PLysE cells. For the analysis of protein 

expression, the total cell lysate before and after induction 

with IPTG was displayed in 12% SDS-PAGE. As seen in 

Figure 3, the expression of approximately 29 kDa size 

SSB protein was observed at the location where it was 

expected after induction with IPTG. 

6xHis-TaqSSB protein was produced in E. coli BL21 

(DE3) PlySE cells and purified by nickel affinity 

chromatography. The fractions of the purified TaqSSB 

protein analyzed in %12 SDS-PAGE (Figure 4), and its 

amount was determined by the Bradford method. As a 

result, 20 mg SSB protein was obtained from 1L bacterial 

culture and its purity was over 90%. 

 

 

 

3.3. Usage of TaqSSB protein for PCR amplification 

The TaqSSB protein in the 6th well shown in Figure 4 

was taken in various volumes and added to the PCR 

reaction. PCR products were analyzed on 1% agarose gel. 

In Figure 5, it is shown that the TaqSSB protein, 

produced and purified recombinantly in this study, is very 

effective in increasing the effectiveness of PCR. 

 

4.  Conclusion 

PCR is a powerful molecular biology technique. 

Various enhancers and their combinations are used to 

solve technical problems occurring in PCR. These 

enhancers increase the specificity, efficiency, and overall 

effectiveness of PCR. Traditionally used PCR enhancers 

(betaine, TMAC, formamide, DMSO) help solve 

complex secondary structure formation in GC-rich DNA 

templates. These enhancers can reduce the melting 

temperature of the primers as well as DNA templates [2]. 

SSB, an important protein for in vivo DNA replication, is 

effective in shortening PCR extension time and 

increasing PCR detection sensitivity [25]. SSB prevents 

primer dimer formation and increases PCR specificity 

[11]. Considering the temperature conditions in PCR, it 

can be said that SSBs isolated from thermophilic bacteria 

are very effective in PCR. Various studies have 

demonstrated the role of SSB proteins of thermophilic 

bacteria in increasing PCR activity [12-17]. TaqSSB 

protein provides highly effective amplification on a wide 

variety of weakly amplified DNA templates [12]. The use 

of SSB protein in the PCR technique have been routinely 

limited due to the difficulty of obtaining milligram 

amounts of purified protein. The cloning of the ssb gene 

into plasmids that cause increase in ssb gene expression 

made the purification of tens of milligrams of SSB 

protein a routine issue. 

In this study, TaqSSB protein was cloned into the 

pET28b vector. Recombinant 6xHis-TaqSSB protein was 

produced in E. coli BL21 (DE3) PlySE cells and purified 

by nickel affinity chromatography. 20 mg of protein was 

obtained from 1L bacterial culture. It was shown that the 

TaqSSB protein produced and purified at high yield was 

highly effective in increasing the efficiency and 

specificity of PCR products. The production of TaqSSB 

protein in high amounts and purity recombinantly in this 

study may contribute its use as a tool to increase PCR 

efficiency and specificity. 
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There are several studies that analyzed Fricke gels with 

optical techniques. Gambarini et al. [10] investigated the 

optical absorbance and magnetic resonance of Fricke XO 

gel dosimeters prepared with different XO and gelling 

agents. Gallo et al. [9] examined the optical absorbance 

spectra (350-750 nm interval) of Fricke XO gel 

dosimeters loaded with laponite. Optically-enhanced gel 

dosimeters produced by adding Ethylene diamine tetra 

acetic acid (EDTA) to the ammonium ferrous sulfate 

solutions including XO were studied [11]. Fricke XO-

gelatin (FXG) and its application as a gel dosimeter in 

radiotherapy were determined with some parameters such 

as beam uniformity, optical absorbance and output factor 

[12]. More recently, Lazzaroni et.al used a ligand having 

the iminodiacetic and phenol moieties instead of XO in 

Fricke gels for more accurate and feasible dose evaluation by 

Dose response of gluconic acid doped Fricke gels irradiated with X-rays  
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1. Introduction magnetic field [4-8]. The main disadvantage of Fricke gel 

dosimeters is that the ferric ions undergo diffusion after 

irradiation and this gradually causes the dose pattern to 

blur. In dosimeters containing xylenol orange (XO), 

diffusion is slightly reduced and it is used for NMR 

(nuclear magnetic resonance) analysis especially [9].  

The use of radiation in the treatment of cancerous cells 

is called radiotherapy. It is important to know the dose 

amount applied to cancer patients. A number of systems 

were developed to measure the dose of radiation, such as 

dose dosimetry, in vivo dosimetry, brachytherapy, and 

auditing of radiotherapy applications [1]. Dosimetric gels 

can be used for the determination of the dose distribution 

three dimensionally before the planned treatment. As a 

result of the interaction of the gel dosimeters with 

radiation, there are changes in various properties such as 

optical, magnetic, color, ultrasonic permeability and 

scattering. Fricke gels are useful as three-dimensional 

dosimeters because of their ease of production and tissue 

equivalence [2,3]. The basic change in Fricke gels, which 

are produced by dissolving iron sulfate solution 

containing very low amounts of acid and salt in a gel 

structure, is conversion of Fe2+ to Fe3+ by irradiation. 

Fricke gels are generally examined by magnetic 

resonance imaging (MRI) technique utilizing the different 

behaviors of ferrous (Fe2+) and ferric (Fe3+) iron in the 

control dosimetry, small area dosimetry,  out-of-field low

 Adjusting the dose of radiation which is received by a cancer patient during radiotherapy is very 

important. The use of dosimetric gels to calculate the applied dose distribution three-

dimensionally is a current research topic in radiotherapy. In this study, 16 different Fricke gels 

including gluconic acid (GA) were produced. These gels were irradiated from 0 to 250 cGy with 

increments of 50 cGy. MR intensity values and images, UV absorbance values and FT-IR 

spectra of gels were obtained before and after the irradiation process. The UV absorbance and 

MR intensity values showed a linear increase in relation to the increase in the applied dose and 

the amount of ferrous sulfate and GA content in the gels. The oxidation of iron increases as a 

result of the interaction with hydrogen peroxide which is the product of the irradiation process 

and GA, and thus the response of the gel to the irradiation process becomes more effective. 
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optical and MRI analysis [13]. In our study, the dose 

distribution of X-ray irradiated Fricke gels, including 

gluconic acid (GA) were examined. Ultra violet (UV) 

absorbance values and Fourier transform infrared (FT-IR) 

spectra of gels were obtained before and after the 

irradiation process. GA, which is found in some fruits 

and in iron-containing tablets taken as food supplements, 

was added to Fricke gels in this and a previous [7] study 

for the first time as a biocompatible material. In this way, 

the aim was to increase the oxidation of Fe2+ to Fe3+, 

which is the basis for the usage of Fricke gel as 

dosimeter, by adding reactions of GA. Results of the UV 

and FT-IR analysis proved these expected chemical 

reactions occurred. 

2. Material and Method 

2.1. Materials 

Gelatin bovine medical grade (CAS 9000-70-8),               

D-Gluconic acid (CAS 526-95-4) and Iron(II) sulfate 

hydrate (CAS 7782-63-0) were purchased from Sigma-

Aldrich for production of gels. 

2.2. Preparation of Fricke Gels 

In this study, firstly 4 different groups of gels were 

prepared. These groups contained 0, 0.5, 1.0 and 2.0 mM 

GA (HOCH2(CHOH)4COOH), respectively. Then, 

Fe(NH4)2(SO4)2.7H2O solutions containing 50 mM H2SO4 

were added to gels to provide the desired concentrations 

(0.125, 0.25, 0.5 and 1.0 mM) of Fe2+. Thus, firstly, 16 

different types of Fricke gel were prepared. The preparation 

of gels is given in detail as follows. Deionized water of 100 

ml was heated to 85 °C and then 1 g bovine gelatin was 

added and mixed at 400 rpm for 5 minutes with a magnetic 

stirrer under air flow at 20 Lh-1. The solution was left to boil 

at saturation for 20 min and then cooled down to 70 °C. GA 

was added with the required amount and stirred for one 

minute. The solution was then removed from the magnetic 

stirrer and FeSO4 solutions containing H2SO4 were added. 

After 10-15 seconds of manual mixing, they were poured 

into spectrophotometry cuvettes with a 1 cm optical path. 

Each type of gel was poured into 6 cuvettes for 6 different 

irradiation doses. Thus, finally, 96 different Fricke gel 

samples were prepared. Prepared gels were kept in a 

refrigerator at +4 °C until the irradiation process and 

analyses were carried out. The contents and names of the 

gels according to the applied dose (0 and a 250 cGy) are 

given in Table 1. As can be seen from the table, when the 

gels are named, they were first grouped as A, B, C, D 

according to their gluconic acid content, then 1, 2, 3, 4 

numbers were added according to the amount of iron 

sulphate and finally  applied radiation dose values were 

written. Other names of 64 samples (irradiated at 50, 100, 

150 and 200 cGy) were not shown in the table to avoid 

taking up much space. 

     

Table 1. Names and contents of the gels 
 

Name 

of group 

FeSO4 

(mM) 

Name of gel 

before 

irradiation 

Name of gel 

after 250 cGy 

irradiation 

A 
(Gluconic acid 

0 mM) 

0.125 A10 A1250 

0.25 A20 A2250 

0.5 A30 A3250 

1.0 A40 A4250 

B 
(Gluconic acid 

0.5 mM) 

0.125 B10 B1250 

0.25 B20 B2250 

0.5 B30 B3250 

1.0 B40 B4250 

C 
(Gluconic acid 

1.0 mM) 

0.125 C10 C1250 

0.25 C20 C2250 

0.5 C30 C3250 

1.0 C40 C4250 

D 
(Gluconic acid 

2.0 mM) 

0.125 D10 D1250 

0.25 D20 D2250 

 

2.3. Irradiation Process, MR Imaging, UV and FT-IR 

Analyses 
 

After 24 hours, the prepared gels were removed from the 

refrigerator, allowed to reach room temperature and 

irradiated with linear accelerator X-rays from 0 to 250 cGy 

with increments of 50 cGy. The linear accelerator (Siemens, 

Primus, Erlangen, Germany) generated X-rays at 6 MV and 

was calibrated using a traceable ionization chamber 

complying with IAEA TRS-398 standard. The irradiation of 

gel dosimeters was done with a similar setup to the 

calibration of the linac system. 6 MV X-rays were used 

with a dose rate of 600 MU/min at 100 cm SSD and 10 x 10 

cm field size under a 0.5 cm water phantom. Total 

uncertainty was ±2% of dose delivered. Irradiated gel 

dosimeters were scanned with a 3T MR system (Siemens, 

Skyra, Germany). Quadrature brain coil was used with 

standard turbo spin echo protocol with TR = 367 ms and 

TE = 14 ms. T1 weighted MR images were obtained and 

MR intensities were acquired from ROIs (region of interest) 

with software (Siemens, Syngo Via, Germany).  

Absorbance values for the Fricke gels were obtained 

using a Metash 5100 UV / VIS Spectrophotometer at 300 

nm wavelength before and after the irradiation process. 

FT-IR analysis was performed to monitor changes in the 

chemical structures of the generated gels. Transmission data 

were obtained using the Vertex 70 FT-IR device in ATR 

mode for A40, B40, C40, D40, A4250, B4250, C4250 and 

D4250 samples. 

 

3. Results and Discussion 
 

Before discussing the results of the UV and FT-IR 

analyses, it is useful to examine the reactions previously 

described in the literature [14, 15] which are caused by the 

0.5 D30 D3250 

 
  1.0 D40 D4250 
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irradiation of the gel samples. Since a large part of the 

solution is composed of water, it is necessary to look at the 

reactions related to radiolysis of water primarily. Although 

many reactions take place, the main reactions that occur 

when water and aqueous solutions are exposed to X-rays 

are as follows: 

 

H2O ⇝ e- + H2O+   (Ionization of water molecule)     (1) 

e- + n H2O → e-
aq    (Secondary electrons are hydrated by 

giving their energy to water)       (2) 

e-
aq + H3O+ → H + H2O (Production of hydrogen atom)  

   (3) 

H2O+ + H2O → H3O+ + OH·  (Formation of hydronium 

ion and hydroxyl radical)        (4) 

e-
aq + e-

aq + 2H2O → H2 + 2OH- (Formation of hydrogen 

and hydroxyl ion) (5) 

e-
aq + H + H2O → H2 + OH-  (Formation of hydrogen and 

hydroxyl ion)         (6) 

OH· + OH· → H2O2 (Production of hydrogen peroxide) 

   (7) 

The possible reactions that occur with the irradiation of 

the Fricke gel systems are as follows. The initial reactions 

use the products of water radiolysis reactions: 

Fe2+ + H2O2 → Fe3+ + OH· + OH-              (8) 

Fe2+ + OH· → Fe+3 + OH-        (9) 

OH + Fe2+ + H+ → H2O + Fe3+        (10) 

H + Fe2+ → H+ + Fe3+            (11) 

Then, gelatin (RH) which is a macromolecule in the gel 

system enters reactions with the formed radicals to form 

new products: 

 e-
aq + H+  → H·       (12) 

OH· + RH→R·+H2O      (13) 

H· + RH → R· + H2             (14) 

R· + O2 → RO2·       (15) 

New chain reactions begin with this new radical in the 

system:   

Fe2+ + RO2· + H+ → Fe3+ + RO2H     (16) 

RO2H + Fe2+ → Fe3+ + RO· + OH-     (17) 

When all these reactions are examined, it appears that 

many new products are formed in the irradiated gel. The 

effects of these new species on the results of UV and FT-

IR analyses are examined in the following sections. 

3.1 UV Measurement Results 
 

The following graphs were obtained according to the 

results of absorbance at 300 nm before and after the 

irradiation process. 

When Fig. 1 is examined, the absorbance intensities 

increased with the addition of GA as expected, but the 

increase in FeSO4 concentration affected the increase in UV 

absorbance values more. In particular, gels containing high 

amounts of FeSO4  have very high absorbance values. As 

the amount of applied radiation increases, the intensity of 

the absorbance increases. These increases in the UV 

absorbance values were caused by new products (such as) 

formed during the reactions described above. 

 

3.2 FT-IR Analysis Results of Fricke Gels Non-Irradiated 

and Irradiated with 250 cgy Dose of X-rays 

The wavenumbers of the specific peaks on the FT-IR 

spectrum for Fricke gels produced in this work and the 

related bond structures are given in Table 2. If the 

spectrum obtained in this study is compared with the FT-

IR profile of pure gelatin given by Hermanto et. al. [16] 

and Hossan et.al. [17], the peak values given in Table 2 at 

3294, 3078, 2941, 1635, 1539 and 868 cm-1 belong to 

gelatin. These values are very similar to the 3222, 3100, 

2947, 1637 and 1542 cm-1 peaks, respectively, given by 

Hossan et al. [17]. In the literature, Fe-O and Fe-OH 

peaks occur in the fingerprint region of 400 - 1500 cm -1. 

 
Figure1. Dose (cGy) and absorbance graph of the gels before 

and after the irradiation process. 
RO· + RH → R· + ROH      (18) 



 

 
Table 2. The bond structures and wavenumbers for the main peaks in the FT-IR graphs presented in Figure 2 and Figure 3  

Wavenumber 

(cm-1) 

3294 3078 2941 1635 1539 1167 1045 868 577 

Bond 

structure 

N-H 

stretching, 

-OH 

stretching 

C-H 

stretching 

C-H 

stretching 

C=O 

stretching 

C-N-H 

bending 

C-O 

stretching 

C-O N-H out 

of plane 

bending 

 

Table 3. Slope of dose response lines and R2 values for each gel 

 

Sun et al. [18] studied the structure of nano-magnetite 

in the presence of GA and Gündüz and Bayrak [19] used 

nanoscale iron for an adsorption process. They indicated 

that the peaks showing the Fe-O bond formed at           

579 cm-1. Xiao et al. [20] found that magnetite (Fe3O4) 

has strong absorbance at 570 cm -1. Similarly, Ercan et.al. 

showed the absorption bands for their synthesized iron 

oxide nanoparticles at 599.83 and 475 cm−1 as related for 

Fe-O stretches of Fe3O4 and Fe2O3 [21].  So, the peak at 

577 cm-1 shows the presence of Fe-O bond and Fe3O4 

structure in Figures 2 and 3. According to Chen et al. 

[22], FT-IR/ATR analysis of glucose solutions showed 

absorbance peaks around 3300 and 1650 cm-1. C-O bands 

of the spectrum at 1167 and 1045 cm-1 are evidence of the 

presence of acid. When all these data are examined, the 

following reactions can be suggested as causing the 

changes in the spectrum: 

GA + H2O2 → glucose + O2 +H2O      (19) 

Fe(OH)3 + glucose  
ℎ𝜈
→   Fe3O4 + GA     (20) 

Fe3+ + 3H2O → Fe(OH)3 + 3H+                    (21)  

Considering these suggested reactions; it can be said 

that the oxidation of iron increases as a result of the 

interaction of hydrogen peroxide, which is the product of 

the irradiation process, and GA and thus the response of 

the gel to the irradiation process becomes more effective. 

The increases in the UV and MR intensity values 

according to the GA amount confirm this prediction. 

As the amount of Fe2+ concentration increases, the MR 

intensity values increase linearly. Similarly, the gels with 

high GA content have a better dose response trend. In 

general, the dose response relationship of gels containing 

0.5 and 1 mM GA appears to be better. 

 

 

3.3. MR Intensity Values and Images of the Gels 
 

The MR intensity values were plotted against the 

irradiation dose. The slope of the straight lines 

(proportional to the radiation sensitivity of gels) and R2 

values are shown in Table 3. Figure 4 shows the MR 

images of the gels using an MR sequence with TR 367 

ms and TE 14 ms. As can be seen in this figure, as the 

amount of iron and GA in the gels increases, brighter 

areas appear on MR images. 

 
Figure 2. FT-IR graphs of Fricke gels including 1.0 mM FeSO4 

and different amounts of GA before the irradiation process 

 

 
Figure 3. FT-IR graphs of Fricke gels including 1.0 mM FeSO4 

and different amounts of GA after the irradiation process with 

250 cGy dose of X-rays 

Name of gels 

D4250 Slope 2.217 2.585 2.044 2.051 1.138 1.811 2.138 1.845 

R2 0.992 0.902 0883 0.885 0.804 0.941 0.930 0.934 

050                       Aktaş et al., International Advanced Researches and Engineering Journal 05(01): 047-052, 2021 

Fe-O 

stretching 

 

C10-C1250 C20-C2250 C30-C3250 C40-C4250 D10-D4250 D20-D2250 D30-D3250 D40-D4250

A10-A1250 A20-A2250 A30-A3250 A40-A4250 B10-B1250 B20-B2250 B30-B3250 B40-B4250 

Slope 0.663 0.977 1.227 1.958 0.864 2.250 2.034 2.486 

R2 0.948 0.968 0.963 0.876 0.861 0.967 0.987 0.962 
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Figure 4. MR Images of the gels containing GA 

(A: 0 mM, B: 0.5 mM, C: 1 mM, D: 2 mM) and FeSO4 solutions 

(1: 0.125 mM, 2: 0.25 mM, 3: 0.5 mM, 4: 1.0 mM) 

 

4. Conclusions 
 

In this study, Fricke gels containing FeSO4 and GA with 

different concentrations were produced and then irradiated 

up to 250 cGy with increments of 50 cGy. UV and FT-IR 

analyses were performed on the samples before and after 

irradiation. The UV absorbance values of the gels 

containing GA increased linearly with the applied radiation 

dose. Similarly, the MR intensity values showed a linear 

increase in correlation to the increase in the applied dose 

and the amount of ferrous sulfate and GA content of the 

gels. These increases are related to the oxidation of iron 

depending on chemical reactions where reactants are GA 

and products of irradiation process. 
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 In this study, it was intended to develop an accurate forecasting model for the monthly electricity 

demand of Turkey in the medium-term. For this purpose, the Group Method of Data Handling 

(GMDH)-type Neural Network (NN) approach was utilized to structure a nonlinear time-series 

based forecasting model.  A large dataset containing monthly electricity demand was considered 

for the period of 2003-2018. The developed model was tested in the period of 2019/01-2019/11 in 

order to specify the generalization ability. The test results showed that the developed model was 

very close to actual values. The obtained test performances were 2.10 % for mean absolute 

percentage error (MAPE), 2.36 % for root mean square percentage error (RMSPE) and 0.869 for 

coefficient of determination (R2). In addition, results of the developed GMDH-type NN model 

were compared to the forecasting results of a literature study. The comparison revealed that 

GMDH-type NN was a better approach for forecasting the monthly electricity demand for Turkey. 

Finally, the developed model was utilized to forecast monthly electricity demand in the period of 

2019/12-2020/12. 

 
 

 

       © 2021, Advanced Researches and Engineering Journal (IAREJ) and the Author(s).  

 

 

1. Introduction 

Currently, the technical, economic and social 

development of any nation state in the world depends 

largely on the utilization of electrical energy [1].  

Electricity is required for almost all types of human actions 

such as manufacturing, agriculture, housing, heating, 

lighting, and transportation. Moreover, the electricity 

consumption per capita that is a direct measure of the 

standard of living is used as a descriptive indicator to 

determine the development stage of countries [2]. 

Furthermore, based on primarily growing population and 

desired welfare and living conditions, the use of electricity 

increases from year to year [3]. From this point of view, 

future electricity demand in a country should be accurately 

forecasted and carefully planned in order to maintain the 

demand-supply balance by making the required 

investments on time [4].  

In this aspect, Turkey is located at a strategic 

geographical location connecting from Middle-East and 

Asia regions, where conventional energy sources are 

abundant, to Europe where energy consumption is 

significantly high [5]. However, Turkey has inadequate oil 

and natural gas reserves. They are 44.3 million tons for oil 

and 6.2 million m3 for natural gas. Hydroelectric, low-

quality lignite coal, and wind are the main domestic energy 

resources of Turkey. Therefore, it is extremely dependent 

on foreign fossil fuels to meet the growing electricity 

demand [5]. Electricity demand increases day by day in 

Turkey regarding economic and population growth [6,7]. 

The country's total electricity generation increased from 

23.275 TWh in 1980 to 304.800 TWh in 2018. At the same 

time, with the technological progress (smart grids), 

electricity demand forecasting becomes more critical for 

grid operators, market participants, regulators, and 

ministers in terms of planning and operational decisions. It 

is obvious that precise electricity demand forecasting is 

curicial for the protecting the finite resources, but it is still 

a problematic issue because of the stochastic and 

ambiguous characteristics [8]. 

In the related literature, a number of studies concerning 

electricity demand forecasting have been carried out based 

a
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on different methods over the years. Generally, 

load/demand forecasting methods can be separated to two 

leading categories: i) Conventional Statistical, and ii) 

Artificial Intelligence (AI) methods [8,9]. The 

conventional methods contain multiple linear regression, 

similar-day techniques, exponential smoothing models, 

semi-parametric additive models and time series modeling 

including seasonal autoregressive integrated moving 

average (SARIMA), autoregressive integrated moving 

average (ARIMA), autoregressive moving average 

(ARMA), etc.  [10-16]. On the other hand, the artificial 

intelligent methods consist of artificial neural networks 

(ANNs), fuzzy logic, genetic algorithm, grey prediction, 

adaptive neuro fuzzy system, expert systems, support 

vector machines, and hybrid methods [2,3,17-22]. Not 

every method is appropriate for all forecasting problems 

because there is not an agreement on the best method. 

However, contemporary studies have shown the power of 

ANNs in forecasting electricity demand [20, 23-26]. 

However, the challenging point in designing ANNs is the 

choice of the finest network architecture that can provide 

the best results. This is a great task since the architecture 

of the network includes many important points, for 

example, the neuron number in different layers, layer 

number, and number of inputs and outputs [24]. When the 

Group Method of Data Handling (GMDH) is applied in the 

building of ANNs, the main problems mentioned above 

can be overcome because it has the ability to generate the 

network automatically [27]. In this study, the GMDH 

approach was used as one of the Neural Networks (NNs), 

which was named GMDH-type NN, and it is explained in 

detail in the next section. 

The demand forecasting can be grouped namely with 

regard to the time horizon. It can be typically divided into 

three periods. First group is long term specified from a year 

to a decade. Second group is medium-term quantified from 

a week to a year. Third group is short-term measured from 

1 h to 1 week. Acquiring important knowledge for the cost-

effective and safe operation of the power generation 

systems is aimed at short-term forecasting. The long-term 

forecasting is applied for investment planning and 

decisions. Instead, the medium-term forecasting 

contributes on meeting load conditions, fuel purchasing 

plans, outage & maintenance arrangement, organization of 

load dispatch and bill payment, cost-effective operation of 

the electricity generation system, and improved agreement 

debates in electricity trading [8,9,28]. In this study, 

medium-term forecasting is considered with placing 

special emphasis on the monthly electricity demand of 

Turkey. It is seen in the associated literature that although 

a number of studies related to the estimating Turkey’s 

electricity demand, most of these studies have been 

conducted to forecast annual demand for long term 

[2,4,5,7,10,11,18,19,22]. It is clear that there is a lack of 

studies regarding the medium-term electricity demand of 

Turkey. Only, a few studies are related to the monthly 

electricity demand forecast even though it has significant 

roles in the planning and marketing of electricity 

generation systems. For instance, İlseven and Göl [8] 

applied multivariate adaptive regression splines technique 

to forecast monthly electricity demand of Turkey. They 

indicated that their model achieved successful results in 

validation step by testing error and their model showed 

steady forecasting performance. They concluded their 

study by forecasting monthly electricity demand for the 

years of 2017-2019. Hamzacebi et al. [26] proposed four 

different seasonal artificial neural network models and 

chose the best one to predict Turkey’s monthly electricity 

demand. They finalized their study by implementing the 

best ANN structure to estimate monthly electricity demand 

for the years from 2015 to 2018. 

In this study, the medium-term based Turkey’s 

electricity demand was forecasted by the GMDH-type NN 

approach. The core novelty of this study is to implement 

the first time the GMDH-type NN to Turkey’s monthly 

electricity demand forecasting. For this purpose, the 

GMDH-type NN model was developed using the monthly 

dataset of the years 2003-2018 and tested in the period of 

2019/01-2019/11 to reach highly accurate predictions. The 

graphical and statistical analyses were used to show model 

success and consistency. Besides the forecasting outcomes 

of a related literature study were compared with the results 

of the suggested GMDH-type NN model. Lastly, the 

developed model was applied in the period of 2019/12-

2020/12 to estimate monthly electricity demand.  

 

2. GMDH-type Neural Network 

GMDH can be considered as a self-organizing ANN 

which was developed to model multi-variable and non-linear 

complex systems based on the relationships between inputs 

and outputs by Alexey G. Ivakhnenko in 1971 [29]. GMDH-

type NN, fundamentally a feed-forward and multi-layered 

neural network, has been implemented to several 

engineering problems [30- 33].  

The training procedure of the GMDH-type Neural 

Network is based on evolutionary mechanism, unlike the 

conventional neural network [34]. The GMDH algorithm is 

represented by a series of neurons in which different pairs of 

neurons are coupled via a quadratic polynomial and generate 

new neurons in the subsequent layer. The key input variables, 

number of layers, number of active neurons, and neurons in 

hidden layers are automatically constructed by the self-

organization of the neural network [33]. Employing an 

iterative mechanism, the model architecture is adapted to 

produce the maximum accuracy without any overfitting in 

data prediction. In other words, to optimize the network, the 

links among neurons of the related network does not stay 

constant, on the contrary, they are chosen during the training 
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process [35,36]. Fig.1 illustrates the general structure and 

configuration process of GMDH-type NN. 

This network identifies the approximate function of f̂

through the predicted output of ŷ  with the minimum error.  

Guadratic polynomials resulted from all neurons for a set 

of multi inputs ( )1 2 3, , ..... i i i inX x x x x= are combined and 

the predicted output is compared to the actual single output 

of y [33]. Therefore, the actual results for the 

experimentally measured M data consisting of n inputs and 

single-output can be stated as following [31]: 

( ) ( )1 2 3, , , ,   1,2,3,...,i i i i iny f x x x x i M= =       (1) 

To estimate the value of ŷ for the input vector of X , a 

GMDH-type NN is developed as below: 

 ( ) ( )1 2 3
ˆˆ , , ,...,   1,2,3,...,i i i i iny f x x x x i M= =       (2) 

The GMDH-type NN have to minimize the squared 

error between the estimated and the actual values given as 

following: 

( )
2

1

ˆ
M

i i

i

y y min
=

− →                            (3)                                              

The mathematical description between the output and 

input variables is formulated with utilizing a complex 

discrete procedure of the functional series recognized as 

the Kolmogorov–Gabor polynomial [29,32], as given in 

Eq.(4): 

0

1 1 1
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                (4) 

Where n is the number of input variables, ( )1 2, ,..., nx x x

are the input parameters, and ( )0 1, ,..., na a a  are the 

coefficients. The quadratic and bivariate structure of this 

polynomial expression is employed usually by total 

algebraic arrangement [36] given as following: 

( ) 1 2

2 2

3 4 5

ˆ ,

      

i i j o i j

i j i j

y G x x a a x a x

a x a x a x x

= = + +

+ + +
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Figure 1. Configuration process of GMDH-type neural network 

In order to produce the overall mathematical 

relationship of input and output variables presented in 

Eq.(4), such partial quadratic structure is implemented in 

a opposite route throughout a network of joint neurons 

[33]. To determine the unknown coefficients of 
ia  in 

Eq.(5), the regression technique is performed. Thus, for 

each pair of input variables (
ix  and 

jx ), the minimum 

difference between the estimated values ( ŷ ) and the actual 

output (y) is provided [31]. By means of Eq.(5), a group of 

polynomials is established. The least squares technique is 

implemented to determine the unidentified coefficients of 

the mentioned polynomials. For the constants for each 

quadratic function
iG , the coefficients are acquired to 

minimize the total neuron error in order to achieve optimal 

fit of the inputs, as follows: 
 

( )
2

1

M

i ii
y G

E min
M

=
−

= →


                     (6)                                 

Taken into consideration the GMDH procedure, two 

independent possibility parameters are made available by 

the whole set of n chosen input parameters. Similarly, the 

stated technique, ( )1 2n n−  neurons are going to set 

through first hidden layer computed from 

( ) ( ) , , ; 1,2,...,i ip iqy x x i M=  on behalf of different

 , 1,2,...,p q n . Hence, M data trebles

( ) ( ) , , ; 1,2,...,i ip iqy x x i M= are determined through the

 , 1,2,...,p q n  from the observation as follows [31,35]: 

1 1 1
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                              (7) 

The second-order form of the expressed function (Eq. 5) 

is utilized for each M triple row. These equations 

expressed in the following matrix form: 

Aa Y=                                       (8)  

           0 1 2 3 4 5, , , , ,a a a a a a a=                       (9)                   

 1 2 3, , ,...,
T

MY y y y y=                       (10) 
 

where a denotes the vector of unknown coefficients 

presented in Eq.(5) and Y refers to the outputs’ vector. 

Thus, the formulated correlation is given as following: 
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With examining the multiple-regression outcome, the 

least square technique is completed by Eq. (12): 

      ( )
1

T Ta A A A
−

=          (12)                



 

 

 

Figure 2. Monthly gross electricity demand of Turkey between 

2003 and 2018 

 

The most precise values of the coefficients given in 

Eq.(5) for M triple datasets of inputs are determined by the 

Eq.(12). In this architecture, the training algorithm is 

initiated by the input layer which is only a starting layer 

and does not comprise any process. In the first layer, based 

on all probable arrangements of input variables, the neuron 

candidates are produced. Then, the coefficients of Eq.(5) 

are determined for each respective neuron. By means of 

both the determined coefficients and input variables for 

each neuron, the desired output is estimated. Some neurons 

with well prediction ability are chosen according to 

external criteria and fed forward to train the next layer.  

The neurons which do not cover the considered condition 

are disregarded from the structure of the network. The 

outcomes achieved with the chosen neurons turn into the 

inputs for the subsequent layer. This procedure carry on up 

to the final layer. In the final layer, only one neuron is 

chosen. The achieved result in the final layer is the 

estimated values. 

 

3. Model Development 

The main aim of the study is to estimate Turkey’s monthly 

electricity demand by employing GMDH-type NN method. 

Therefore, in this division, methodical steps of model 

development comprising of data collection, model 

configuration, and determination of performance criteria are 

given to achieve a successful forecasting result. Brief 

information about these steps is introduced in the subsequent 

subsections 

3.1 Data Collection 

Monthly gross electricity demand data for Turkey was 

obtained from the Turkish Electricity Transmission 

Company [37]. The data cover a period of monthly electricity 

demand values from January 2003 to November 2019.  The 

data up to the year of 2019 are given as graphically in the 

Fig.2. The electricity demand has been increasing over the 

years in Turkey. In the given period, electricity demand rose 

by about 6% annually.  There are seasonal behavior and 

monthly trend in data. Seasonally, whereas the demand for 

electricity is high in winter and summer months and reaches 

a peak usually in July or August, and it is low in autumn and 

spring months and gets the lowest point generally in 

February or October. This kind of seasonality behavior 

explains the connection between the climate situations in 

different seasons and electricity demand. 

The collected data were analyzed, interpreted and 

apportioned into the model with a basic routine. The data 

were separated into two dataset. They are named as model 

development and testing parts. The model development 

dataset included monthly data in the period of 2003/01 – 

2018/12, while the testing set comprised the period of 

2019/01- 2019/11. The model development dataset was used 

for the configuration of the GMDH-type NN model. On the 

other hand, the testing set was used to measure the capability 

of generalization of the developed model. 

 

3.2 Model Setup 

The model was developed using the software package 

named as GMDH Shell 3.8.9. In this section, the procedures 

and steps for developing a forecast model by using GMDH 

Shell are given systematically. The monthly electricity 

demand data including time-stamps information were 

compiled using the MS Excel spreadsheet. The excel file was 

introduced to the modeling media in CSV/XLS/XLSX 

structure. Model development and testing datasets were 

adjusted as defined in Subsection 3.1.  The dataset was 

preprocessed to transform data in accordance with 

configured modeling conditions in the module of data 

explorer. The input and target (output) variables were 

specified by several transformations such as elementary 

functions (e.g. sin, cos, cube), time series (e.g. lags, 

weighting, moving average), date/time extracting 

information from timestamps (e.g. month, year), weighted 

instances setting custom weights for target instances and so 

on. 

Then, the solver module was used to produce predictive 

models for the target variable. The first thing to do was 

reorder observation, which was utilized to accomplish 

unvarying statistical features of training and testing samples 

as well as to make these parts similarly explanatory. The 

pseudorandom option was selected for the reorder 

observation process. The k-fold method was used to model 

the validation strategy and sorting out. The k-fold validation 

separates dataset into k sections, trains a model k times 

utilizing k-1 sections, and measures model performance each 

time utilizing a fresh left behind portion. As a final point, for 

comparing model, residuals acquired from entire testing 

parts were included and utilized. 
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Table 1. Main properties of the developed model in GMDH 
solver section 

 

The root mean square error (RMSE) was utilized for a 

model selection measure, which selected the models with the 

lowest RMSE calculated for the testing sample. Polynomial 

neural networks of GMDH-type were used as the statistical 

learning algorithm.  A different number of input variables 

can be permitted for a neuron. Using two inputs for any 

neuron is significantly effective way. Apart from that, the 

calculation charge can be excessively difficult. A polynomial 

and quadratic polynomial can be preferred as an interior 

function for neurons. To enhance the general estimation 

ability of the model, each neuron can eliminate some of the 

function parts. Specifying the maximum number of layers 

controls the higher boundary of the NN layers generated 

through the GMDH algorithm. The number of neurons that 

will be included to the set of inputs in each subsequent layer 

is determined by the initial layer width. The selected main 

properties of the model are given in Table 1. The other 

specified properties are presented in the Results and 

Discussion section. 
 

3.3 Performance Criteria 

It is expected from a model that the estimated values 

should be close to actual values as much as possible. 

Therefore, the aim is to minimize the error, in other words, 

to diminish the difference between actual and estimated 

values. In this work, the prediction performance results of the 

time series based GMDH-type NN model for both the model 

development and testing stages were evaluated by using 

some performance criteria such as maximum negative error 

(MNE), maximum negative percentage error (MNPE), 

maximum positive error (MPE), maximum positive 

percentage error (MPPE), mean absolute error (MAE), mean 

absolute percentage error (MAPE), root mean square error 

(RMSE), root mean square percentage error (RMSPE), 

correlation (R), and coefficient of determination (R2).  

Among them, R and R2 values close to unity indicate a 

satisfactory result. Therefore, the highest values are 

anticipated for these criteria. In contrast, for other mentioned 

criteria, low value or value close to zero is desired for the 

forecasting model.   
 

4. Results and Discussion 

4.1 Results for Model Development and Testing Stages 

Apart from the given information about model 

development in Section 3, some parameters of the GMDH-

type NN model were set by the trial-error method to achieve 

the best model results. For this purpose, a number of 

experiments were executed by the changing number of folds 

in the validation strategy, neuron function, the maximum 

number of layers, and initial layer width.  The best results 

were obtained for 2 folds, polynomial neuron function, the 

maximum layer of 500, and 3 initial layer width.  

For these arrangements, the prediction results and 

residuals from the actual values are given in Fig.3. It is seen 

that predictions can capture seasonal changes in the years and 

have the ability to track the actual values. The performance 

criteria obtained for the model development stage are given 

in Table 2 and they support the judgment. For example, the 

maximum positive and negative percentage errors are far 

below 10 %. MAPE and RMSPE are approximately close to 

2 % while R and R2 values are above 0.95. 

The results of the testing stage are depicted in Fig 4.  It 

was understood from this figure that the model prediction 

results virtually compatible through the actual values. As 

seen in Table 2, although MNPE, MPPE, MAPE, and 

RMSPE values are better than the model development stage, 

R and R2 values are slightly lower. Based on these 

performance results, the adequacy scale of the developed 

model can be evaluated as 'well level'. 

 
Figure 3. Model development results: (a) actual and prediction 

values, (b) residuals 
 

 
Figure 4. Testing results: (a) actual and prediction values, (b) 

residuals 

Properties Selected option 

Reorder observation Pseudo-random 

Validation strategy k-fold 

Validation criterion RMSE 

Variable ranking No 

Core algorithm GMDH neural network 

Neuron function Polynomial and quadric polynomial 
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Table 2. Performance results of model development and testing 
stages 
 

Performance criteria  Symbol 
Model 

development 
Testing 

Maximum negative error MNE -1563.33  

  

  

  

  

  

 

  

  

  

  

  

  

  

  

-725.4 

Maximum negative 

percentage error  
MNPE -6.10 % -2.89 % 

Maximum positive error MPE 1285.76 1117.4 

Maximum positive 

percentage error  
MPPE 6.26 % 4.34 % 

Mean absolute error MAE 449.35 526 

Mean absolute 

percentage error  
MAPE 2.12 % 2.10 % 

Root mean square error RMSE 567.46 592.04 

Root mean square 

percentage error  
RMSPE 2.67 % 2.36 % 

Correlation R 0.983 0.946 

Coefficient of 

determination 
R2 0.965 0.869 

 

4.2 Comparison with A Study in The Literature 

To show the generalization ability of the considered 

approach, the developed model was compared with a 

literature study performed by Hamzacebi et al. [26]. In the 

literature study, the seasonal ANN method was utilized to 

estimate the monthly electricity demand of Turkey for the 

period of 2015/01 – 2018/12 by using the dataset covering 

the period of 2002/01-2014/12. For comparison purposes, 

the GMDH-type model used in this study was reconfigured 

for the same forecasting period. The model was developed 

using the dataset covering the period of 2003/01-2014/12 to 

forecast the same period examined in the literature study. 

The number of folds, neuron function and initial layer width 

were set to 7, quadratic polynomial, and 3, respectively. 

Based on these arrangements, the GMDH-type NN model 

results were obtained. Fig.5 graphically shows the 

comparison of this study and the literature study in terms of 

the monthly electricity demand forecast.  It can be seen in 

Fig.5(a) that the results of the GMDH-type NN model are 

superior to that of the literature study in the investigated 

period. Although the literature study can provide satisfactory 

results for the period of 2015/01-2015/12, its forecast 

performance is worsening in the later periods. The same 

outcomes can be observed when Fig.5(b) are examined. 

Although residuals of the GMDH-type NN model stay 

almost the same range throughout all periods, negative 

residuals of literature study are increasing.  In addition, 

performance criteria of these two studies are compared in 

Table 3. Almost all criteria point out that the GMDH-type 

NN based model has a good capability to forecast the 

monthly electricity demand. 

4.3 Forecasting for the Period of 2019/12 – 2020/12  

The performed analyses had displayed that the GMDH-

type NN model was the robust forecasting tool for the 

monthly electricity demand of Turkey.  Therefore, the 

forecasting was executed by this model for the period of 

2019/12- 2020/12. The forecasting results achieved by the 

GMDH-type NN model is depicted in Fig.6. According to 

this, in the investigated period, the trend in electricity 

demand is relatively the same for the year 2019.  The 

confidence band indicating the difference of average forecast 

value from upper or lower one is 1134.92 GWh. Accordingly, 

it can be said that the peak electricity demand would be 

28382 GWh in August of 2020, whereas the bottommost one 

could be 22995 GWh in November of 2020. 

 
Figure 5. Comparison with the literature study: (a) actual and 

prediction values, (b) residuals 
 

 
Figure 6. Forecasting results for the period of 2019/12 – 

2020/12 
 

Table 3. Comparison of the performance criteria of the studies  
 

Performance criteria Symbol 
This 

study 

*Hamzacebi 

et al. (2019) 

Maximum negative error MNE -1746 -4872 

Maximum negative 

percentage error  
MNPE -6.54 % -16.48 % 

Maximum positive error MPE 1357 457 

Maximum positive 

percentage error  
MPPE 5.95 % 1.92% 

Mean absolute error  MAE 596.92 2229.58 

Mean absolute percentage 

error  
MAPE 2.45 % 9.05 % 

Root mean square error RMSE 735.96 2573.13 

Root mean square 

percentage error 
RMSPE 3.00 % 10.24 % 

Correlation R 0.943 0.784 

Coefficient of determination R2 0.877 0.615 

*Performance criteria were calculated based on the forecast results given 

in the mentioned literature study. 
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The concept of GMDH-type NN might be a good tool to 

estimate the future electricity demand of Turkey. All energy-

related institutions, especially the Turkish Ministry of 

Energy and Natural Resources may concern to use this 

research methodology in terms of strategic planning. In this 

way, this study can provide contribution not only to the 

academic research area but also to the practical life.  

 

5. Conclusions 

In this work, the GMDH-type NN approach was utilized 

to develop forecast model for the monthly electricity demand 

in Turkey. The developed forecasting model was established 

on the time series of the monthly electricity demand for the 

period of 2003/01-2018/12.  The developed model was 

tested for the period of 2019/01-2019/11. In addition, to 

show the generalization capability, the forecasting results 

were compared with a literature study.  The obtained 

outcomes from this work can be summarized below: 

• In the model, development stage, main performance 

criteria such as MAPE, RMSPE and R2 were obtained 

as 2.12 %, 2.67 % and 0.965, respectively. 

• In the testing stage, the obtained forecasting 

performances were 2.10 % for MAPE, 2.36 % for 

RMSPE, and 0.869 for R2. 

• In the literature comparison, the used GMDH-type NN 

model provided higher forecasting performance 

compared to the seasonal ANN model used by the 

literature study. While the literature study provided 

9.05 % for MAPE, 10.24 % for RMSPE, and 0.784 for 

R2, GMDH-type NN model provided 2.45 %, 3 % and 

0.943 for the same performance criteria, respectively.  

• Based on the developed model, forecasting monthly 

electricity demand for the period of 2019/12 – 2020/12 

were presented.  

In light of the above results, it can be suggested that the 

GMDH type NN approach is appropriate to forecast the 

Turkey’s monthly electricity demand.  In future studies, the 

model forecasting capability can be enhanced by adding 

different input variables that influence the monthly 

electricity demand, such as price index, import and export 

data. 
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 Wear losses have a great importance in the world machinery industry. They cause billions of 

dollars in financial losses every year. Studies on surface treatments are increasing day by day in 

order to minimize the wear losses of materials. In this study, the pack boronizing process was 

applied to AISI 4140 and AISI H13 steels, which are frequently used in the manufacturing and 

molding industry, by using Ekabor II powder at 900 °C and 950 °C for 4 and 6 hours. 

Microstructural examinations of the samples subjected to metallographic processes were carried 

out. Afterwards, microhardness measurements were performed by applying 50 gf load for 10 

seconds. Wear tests were carried out using pin-on-disk tribotests in a dry environment under 2 N 

and 5 N loads on the CSM Tribometer device. Wear losses were measured as volumetric loss. 

Thanks to the boronizing process, surface quality, surface hardness, and wear resistance of both 

steel materials were increased at a high rate.  
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1. Introduction 

In today's industry, significant investments are made in 

steel materials which have a wide application area. 

However, these materials have short service lives due to 

various wear caused by both mechanical factors and 

oxidative and corrosive ambient conditions. Material 

losses caused by wear lead to billions of dollars in financial 

losses each year in the world machinery industry. 

Therefore, the problem of wear should be taken into 

account not only in its technical aspect but also in its 

negative impact on the economy. In order to prevent these 

losses and to extend the service life of the steels, an 

appropriate surface coating process should be applied to 

these steels in addition to the correct design and 

appropriate steel selection. The surface coating has layers 

with high hardness and abrasion resistance by pack-

boronizing on metallic surfaces. This thermochemical 

surface treatment is also known as a surface hardening 

method, and it has a wide usage area in the industry due to 

its easy applicability and economy. Boride layers with 

high mechanical performance are formed on the surface of 

steels thanks to boronizing based on the diffusion of boron 

atoms to the base material surface. It has been reported in 

various studies that the friction coefficient of the borided 

surfaces obtained after the boriding process based on the 

thermal diffusion of boron atoms is very low [1-3]. In 

addition, thanks to the surface hardness that reaches up to 

2000 HV, which it gives to the surface of the material, 

boronizing is seen as a solution against abrasive or 

adhesive wear [4-10]. Moreover, even at temperatures well 

above room temperature (up to 650 °C), the material 

surface can maintain this high hardness [8]. Boronized 

steels have high hardness (about 2000 HV) and high wear 

resistance [7, 11]. The combination of high surface 

hardness and low friction coefficient of the boron layer 

obtained on the substrate material surface by boronizing 

contributes significantly to the fight against wear [12]. 

AISI 4140 tempered steel is a medium carbon and low 

alloy steel material, and thanks to its high wear resistance 

and high toughness and a good hardness-ductility balance, 

it has a very wide usage area in automotive (e.g., 

http://www.dergipark.org.tr/en
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https://doi.org/10.35860/iarej.817274
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crankshaft, axle shaft, and gear cone, machining processes; 

machine tools, parts such as rams, spindles, studs, bolts, 

and nuts) [13, 14]. AISI H13 hot work tool steel, which is 

frequently used in the diesinking industry, is a high-

strength and ductility tool material used especially in 

extrusion and injection molds of metals, plastic injection 

molds, hot pressing of copper alloys and steel forging dies 

[15, 16]. 

Both steel materials are exposed to high temperature and 

pressure due to the working environments in which they 

are used. Therefore, not only the service life will be 

prolonged by preventing deformation and wear on the 

surface of these materials, but also the expected high 

performance from the materials in aggressive working 

conditions will be achieved. Some studies have focused on 

improving the wear resistance of hot work tool steels to 

make them cope with these challenging conditions that 

they are exposed to [16-20]. The developments in 

industrial applications in recent years have led to the need 

for materials with superior properties [21]. Boride layer 

formed on matrix material surface with boronizing shall 

also serve as a thermal barrier on the surface of the 

machine elements operating under high temperature. Thus, 

direct contact of the material surface with mechanical and 

tribological factors will be prevented. In this way, 

boronizing will be an economical alternative method to 

thermal barrier coating (TBC), which requires a very 

complex assembly and high-cost initial investment. It has 

been reported that this thermal barrier coating formed on 

the surface of the machine elements reduces wear and 

significantly improves the performance of the machine 

element and its mechanism [22, 23]. In many studies in the 

literature, the effect of boronizing on hardness and wear in 

AISI 4140 and AISI H13 steels has been examined. Ulutan 

et al. [24] applied the pack boronizing process to AISI 

4140 steel by using commercial EKabor2® powder for 2, 

4, and 6 hours at 900, 950, 1000, and 1050 °C. The results 

of the study showed that compared to untreated samples, 

the hardness of boronized AISI 4140 steel increased 

approximately 6 times, while the abrasive wear resistance 

increased approximately 3-4 times, and the friction 

coefficient was very low. Kara et al. [15] came to the 

conclusion that the hardness of the material increased from 

485 HV0.05 to 1989 HV0.05 as a result of the pack boronizing 

process applied to AISI H13 steel at 900 and 950 °C for 2, 

4, and 6 hours. Cimenoglu et al. [25] investigated the 

tribological behavior of the boron layer obtained on AISI 

4140 steel by pack boronizing at high temperature. As a 

result of the pack boronizing process carried out using 

EKabor2® powder for 12 hours at 750, 800, 850, and 900 

°C temperatures, they obtained a very good wear 

resistance in all samples at room temperature; this superior 

wear resistance obtained in samples boronized at 850 °C 

and 900 °C and consisting of a double phase boron layer 

(Fe2B+FeB) was also maintained at 300 °C. Cárdenas et 

al. [26] applied pack boronizing to AISI H13 tool steel at 

1000 °C for 8 hours and examined the wear behavior by 

using ball-on-disc method. With boronizing, the hardness 

of AISI H13 steel reached 1803 HV and the friction 

coefficient decreased from 0.3 to 0.15. While cracks and 

grinding were observed on the unboronized sample surface 

after the wear test, only non-significant shear wear marks 

were observed on the boronized sample surfaces. The 

shear wear resistance of AISI H13 steel increased 13 times 

after boronizing.  

In this study, pack boronizing was performed on AISI 

4140 and AISI H13 steels at 900 °C and 950 °C for 4 and 

6 hours. After the boronizing process, the microstructural 

analyses of the samples were performed and surface 

roughness, microhardness, and wear strengths were 

measured. With increased strength and wear resistance, 

steel materials whose surface and mechanical properties 

are improved with pack boronizing will provide significant 

advantages to mold manufacturers and end-users. The 

most important of these advantages will be the economic 

gain to be achieved due to the prolongation of the mold 

and tool life of steel materials. In addition, as an alternative 

to hot work tool steels used in high-temperature 

applications, surface quality, hardness, and wear resistance 

were increased by boronizing, and a boronized AISI 4140 

tempered steel with a lower cost was also proposed. 
 

2. Experimental Details 

2.1 Pack Boronizing Process  

The chemical compositions of AISI 4140 tempered steel 

and AISI H13 hot work tool steel used in the study are shown 

in Table 1. Samples to be boronized were prepared in 

Ø12x7mm size shaped as discs. Before the boronizing 

process, the samples were polished, cleaned with ultrasonic 

bath, and air-dried, then placed in steel boxes filled with 

Ekabor II powder in a way that they would not contact each 

other, and covered with boronizing powder again. Before the 

lid was closed, it was completely filled with SiC powder to 

prevent boronizing powder from being affected by the air in 

the oven. Afterwards, the lid of the boxes was closed and the 

surroundings were plastered with mud to prevent air from 

getting into them. The pack boronizing process was carried 

out in a laboratory type ash oven at 900 °C and 950 °C for 4 

and 6 hours. After the boronizing process was completed, the 

steel crucibles taken out from the oven were cooled at room 

temperature and the samples were removed from the crucible. 

 
Table 1. Chemical composition of the samples (wt.%) 
 

 C Si Mn Cr Mo V 

AISI 

H13 
0.40 1.00 0.35 5.15 1.40 1.00 

AISI 

4140 

0.38-

0.45 

0.15-

0.40 

0.50-

0.80 

0.90-

1.20 

0.15-

0.30 
- 
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2.2 Surface Roughness Measurement 

Measurements of the surface roughness were performed 

with Mitutoyo SJ 301 brand roughness measuring device 

before and after the boronizing process to determine the 

effect of the boronizing process on surface roughness. This 

device was also used to extract wear surface profiles during 

the volumetric measurement of wear losses. 
 

2.3 Characterization of Boride Layers 

Before the microstructural analyses, the samples were 

sanded with 240, 400, 600, 800, 1000, and 1200 grit mesh 

sanding sheets respectively after molding in the hot bakelite 

extraction device for ease of grip. It was then polished with 

3 μm Struers DiaPro MolB3 and 1 μm Struers DiaPro NapB1 

solutions. Polished samples were examined with the NIKON 

Eclipse LV100 brand optical microscope. In the 

examinations of the coating layers, the coating layer 

thicknesses were measured using the Clemex brand image 

analysis program of the optical microscope. 
 

2.4 Surface Roughness Measurement 

Microhardness measurements of the samples with 

polished surfaces were performed by applying 50 gf load for 

10 seconds on Future-Tech FM-700 brand device. Hardness 

measurements were made along a single line from the 

beginning of the coating to the base metal. Thus, in addition 

to the coating thickness, the hardness depth was also 

measured. The optimum parameter was obtained by keeping 

the samples at 950 °C for 6 hours after the microhardness 

process. 
 

2.5 Wear Tests 

In the study, the dry sliding wear tests were performed on 

the test samples which were pack boronized at 950 °C for 6 

hours and unboronized by using CSM Tribometer Device. 

The dry sliding wear tests were performed in pin-on-disc 

assembly under dry friction conditions. WC balls with a 

diameter of 6 mm were used as the counter element. Wear 

tests were carried out at dry sliding paths of 250 m and 500 

m at velocity of 11.77 cm/sec by applying 2 N and 5 N loads. 

Abrasion losses were calculated as volumetric loss. The 

profile of the wearing surface was measured with the surface 

roughness measuring device and volumetric losses were 

calculated. 

 

3. Results and Discussion 

3.1 Surface Roughness 

The surface roughness of the samples was measured 

before the boronizing process and after 6 hours of boronizing 

at 950 °C, and the results shown in Table 2 were obtained. 

When the measurement results in Table 2 are examined, it is 

seen that the boronizing process has a positive effect on 

surface roughness. Besides the boronizing process is known 

to increase  surface roughness  values  in  the  boronizing  of 

Table 2. Effect of Boronizing on Surface Roughness 
 

 4140 B-4140 H13 B-H13 

Ra (µm) 1.88 1.59 1.96 1.34 
 

precision machined surfaces, it also causes the boronizing 

surface quality to increase in materials with higher surface 

roughness. The results confirmed this situation. Therefore, 

the use of boronizing in manufacturing will shorten the 

time of the machining process and thus reduce the 

production costs. 
 

3.2 Characterization of Boride Layers 

Microstructural images were taken after etching the 

polished samples with 4% nital solution. Figure 1(a) shows 

the microstructural images of AISI 4140 steel boronized at 

900 °C for 4 hours. When the boronizing layers are examined, 

a structure with porous but having a columnar morphology 

is encountered as in the literature [27]. Since the outermost 

surface of the coating is damaged due to the polishing 

process, it seems to be porous. Due to the alloy elements in 

the chemical component of AISI 4140 material, the 

boronizing layer has not been able to develop further. Figure 

2(a) shows the microstructural images of AISI H13 steel 

boronized at 900 °C for 4 hours. Since the alloy ratio of AISI 

H13 material is higher than AISI 4140 material, it is seen that 

the coating layer development is weaker at the same 

temperature and time. The growth of the coating did not 

occur columnar due to the density of the alloy elements in 

agreement with the literature [28]. 

When Figure 1(b) is examined, it can be concluded that 

the boride layer of AISI 4140 steel boronized at 900 °C for 6 

hours is porous and continuous, and that FeB phase 

formation occurs due to the increase in diffusion time outside 

Fe2B phase compared to Figure 1(a). When the 

microstructural images of AISI H13 steel boronized at 

900 °C for 6 hours in Figure 2(b) are compared with Figure 

2(a), it is observed that the increased diffusion time causes 

an increase in the development of the coating, and a 

nonporous layer formation occurs compared to the 4-hour 

coating. In addition, FeB phase formation other than Fe2B 

phase occurred with the increase in time. In Figure 1(c), the 

boride layer of AISI 4140 steel boronized at 950 °C for 4 

hours is seen as a partially columnar but porous boride layer, 

and no significant effect of boronizing temperature on the 

coating layer has been observed compared to Figure 1(a). 

Examining Figure 2(c), it is understood that after boronizing 

process performed in AISI H13 steel at 950 °C for 4 hours, 

the coating layer does not develop in columnar morphology 

and the boride layer has a porous structure. When compared 

with Figure 2(a), it is understood that boronizing temperature 

does not have a positive effect on boronizing behavior. As 

seen in Figure 1(d), although the boride layer of AISI 4140 

steel boronized at 950 °C for 6 hours developed in the 

columnar morphology, it was extremely porous. Due to the 

increase in temperature and duration, a homogeneous 



 

 
thickness and columnar-developed FeB phase were also 

encountered. The fact that the FeB phase was 

homogeneously distributed and had equal thickness caused 

the wear resistance of the material to increase. If the 

formation of the FeB phase were to occur in irregular 

dimensions, this would certainly be an undesirable problem 

causing a rapid increase in wear losses. However, in this 

parameter, the columnar development of the layer created a 

multi-layer coating effect. In Figure 2(d), it is observed that 

the AISI H13 steel boronized at 950 °C for 6 hours has 

developed in a homogeneous and porous structure. As a 

result of the boronizing process, no FeB phase was found. 

Boride layer thickness measurement was measured from 5 

different points in Clemex brand image analysis program and 

the results presented in Table 3 were obtained by taking the 

average values. When Table 3 is examined, it can be seen 

that the coating layer values obtained with the comments 

made in the microstructural images confirm each other. It is 

seen that the increase in the ratio of alloy element in the 

material has a negative effect on the development of the 

boride layer. For both materials, the highest boride layer 

thicknesses were reached by boronizing performed at 950 ° 

C for 6 hours. 

 

 
(a) 

 

 
(a) 

 
(b) 

 
(b) 

 
(c) 

 
(c) 

 
(d) 

Figure 1. Microstructural images of AISI 4140 boronized a) at 

900 °C for 4 hours b) at 900 °C for 6 hours c) at 950 °C for 4 

hours and d) at 950 °C for 6 hours 

 
(d) 

Figure 2. Microstructural images of AISI H13 boronized a) at 

900 °C for 4 hours b) at 900 °C for 6 hours c) at 950 °C for 4 

hours and d) at 950 °C for 6 hours 
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Table 3. Boride Layer Measurement Results 
 

 Thickness (µm) 

B-4140-900 oC-4h 40 

B-H13-900 oC-4h 35 

B-4140-950 oC-4h 60 

B-H13-950 oC-4h 35 

B-4140-900 oC-6h 40 

B-H13-900 oC-6h 40 

B-4140-950 oC-6h 80 

B-H13-950 oC-6h 60 

 

3.3 Microhardness 

Microhardness measurements were carried out in such a 

way that they were closest to the starting point of the coating 

and the distance between the traces was at least 4 times the 

trace size. Figure 3 shows the microhardness changes of the 

boride layer of AISI 4140 material boronized at different 

temperatures and times. As the boronizing temperature and 

time increase, both the hardness and hardness depth of the 

AISI 4140 material (i.e. the diffusion layer) increase. The 

evaluation made with the microstructural images indicated 

that the highest hardness values (over 1200 HV) were 

reached in the parameters in which the FeB phase, which 

corresponded to the hardness values of the FeB phase, 

occurred. It is seen that the highest hardness and hardness 

depth has been reached in samples boronized at 950 °C for 6 

hours. Table 3 shows that this corresponds to the highest 

boride layer. 

Figure 4 shows the microhardness change of the boride 

layer of AISI H13 steel boronized at different temperatures 

and times. The examination of microstructural images of the 

boronized AISI H13 steel indicates that the FeB phase 

definitely has not occurred. The fact that the highest 

microhardness value can reach up to 1100 HV is due to the 

fact that the FeB phase, which significantly increases the 

hardness in the boride layer, does not occur. Examining 

Table 3, it is seen that the thickness of the coating layer is in 

parallel with Figure 4. When Figure 3 and Figure 4 are 

examined together, it is figured out that the diffusion zone is 

not deep after passing the boride layer. The main reason for 

this is the alloy contents of both materials. 

 

3.4 Abrasion Resistance 

Figure 5 shows the graph of abrasion loss by material 

under 2N load. It is seen that the unboronized AISI H13 

material has suffered from the greatest abrasion loss under 

2N load. Abrasion losses of the boronized materials have 

reduced significantly. Abrasion loss after the boronizing 

process of the AISI 4140 material has decreased by 75%. It 

is seen that the decrease in abrasion loss reaches 83% in AISI 

H13 material. The best wear resistance has been achieved in 

boronized AISI 4140 material. The examination of 

microstructural images indicates that the FeB and Fe2B 

phases have caused this. The fact that the abrasion losses do 

not increase despite the formation of the FeB layer is proof 

that the FeB layer is connected to the substrate with a good 

adhesion force. 

Figure 6 indicates the abrasion losses of the materials due 

to the sliding path. AISI H13 suffered the highest abrasion 

loss at a sliding path of 250m under a 2N load, while 

boronized materials showed the same abrasion losses. At a 

sliding path of 500m, boronized AISI 4140 material showed 

the best wear resistance due to its high surface hardness and 

the depth of the diffusion layer. 

 

 
 

Figure 3. The change in microhardness as a function of depth below the surface of AISI 4140 steel samples boronized at different 

temperatures and times 

 

065 



 

 

 

Figure 4. The change in microhardness as a function of depth below the surface of AISI H13 steel samples boronized at different 

temperatures and times 

 
 

 

Figure 5. Abrasion losses of samples by material (under 2N load) 

 

 
 

Figure 6. Abrasion losses of samples by sliding path (under 2N load) 

Figure 7 shows the abrasion loss graph according to the 

material under 5N load. It is seen that AISI H13 material, 

which has not been boronized, has suffered from the 

greatest abrasion loss under 5N load. The abrasion loss of 
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it is nearly 2 times the abrasion loss of the unboronized 

AISI 4140 material. Abrasion losses of boronized 

materials have decreased significantly. Abrasion loss of 

AISI 4140 material decreased by 75% after boronizing. It 

is seen that the decrease in abrasion loss has reached 73% 

for AISI H13 material. The best wear value has been 

achieved in boronized AISI 4140 material. When the 

microstructural images are examined, it is understood that 

the FeB and Fe2B phases have caused this. The fact that the 

abrasion losses do not increase despite the formation of the 

FeB layer is proof that the FeB layer is connected to the 

substrate with a good adhesion force. Figure 8 shows the 

materials’ adhesion losses depending on the sliding path 

under 5N load. The unboronized AISI H13 was subjected 

to the highest abrasion loss at a sliding path of 250m, while 

the boronized AISI 4140 showed the least abrasion loss. 

At a sliding path of 500m, boronized AISI 4140 material 

showed the best wear resistance due to its high surface 

hardness and the depth of the diffusion layer. In Figure 9-

22, the wearing surfaces of the materials and the wearing 

surfaces of the counter elements are displayed with images 

taken by the Stereo Microscope. 

These images indicate that the abrasion losses are high 

on the unboronized samples and adhesions from the 

unboronized material to the counter element occur. The 

width of the wear trace is also increasing. It is clearly seen 

in Figure 13 that there is an adhesive wear especially on 

the wear of unboronized AISI H13 material. Adhesive 

wear occurred especially on all unboronized samples. 

Because it is well known that the boride layer plays a 

significant role in improving the resistance to abrasion and 

adhesion [29, 30].

 

 
 

Figure 7. Abrasion loss of samples by material (under 5N load) 

 

 

 

Figure 8. Abrasion loss of samples by sliding path (under 5N load) 

.
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Figure 9. Wearing surface of AISI 4140 material abraded under 

2N load 

 

 

Figure 10. Wearing surface of counter element of AISI 4140 

material abraded under 2N load 

 

 

Figure 11. Wearing surface of boronized AISI 4140 material 

abraded under 2N load 

 

Figure 12. Wearing surface of counter element of boronized 

AISI 4140 material abraded under 2N load 

 

 

Figure 13. Wearing surface of AISI H13 material abraded under 

2N load 

 

 

Figure 14. Wearing surface of counter element of AISI H13 

material abraded under 2N load 

068                    Arslan and Kayral, International Advanced Researches and Engineering Journal 05(01): 061-071, 2021 



        Arslan and Kayral, International Advanced Researches and Engineering Journal 05(01): 061-071, 2021 
 

 

 

Figure 15. Wearing surface of AISI 4140 material abraded 

under 5N load 

 

Figure 16. Wearing surface of counter element of AISI 4140 

material abraded under 5N load 

 

Figure 17. Wearing surface of boronized AISI 4140 material 

abraded under 5N load 

 

Figure 18. Wearing surface of counter element of boronized 

AISI 4140 material abraded under 5N load 

 

Figure 19. Wearing surface of AISI H13 material abraded under 

5N load 

 

Figure 20. Wearing surface of counter element of AISI H13 

material abraded under 5N load 
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Figure 21. Wearing surface of boronized AISI H13 material 

abraded under 5N load 

 

Figure 22. Wearing surface of counter element of boronized 

AISI H13 material abraded under 5N load 

4. Conclusions 

Within the scope of this study, boronizing process was 

performed on AISI 4140 and AISI H13 steel materials and 

appropriate boronizing parameter was determined. In order 

to determine the appropriate boronizing parameter, the 

materials were subjected to boronizing process at different 

times and temperatures. Optimum boronizing parameters 

were reached as a result of microstructural examinations and 

microhardness tests. Common parameters for both types of 

materials are determined as 950 °C temperature and 6 hours 

retention time. Surface roughness, hardness, and wear tests 

were applied to the samples, which were boronized with 

these parameters by using the pack boronizing process. The 

results and recommendations are given below. 

• FeB phase was formed on AISI 4140 material boronized 

for 6 hours at both temperature values. This layer is 

highly homogeneous and columnar dependent on the 

substrate material. 

• Boride layer thickness of 80 μm was reached in AISI 

4140 material and 60 μm in AISI H13 material boronized 

at 950 °C for 6 hours. 

• Microhardness values up to 1400 HV were reached in the 

process parameters where FeB phase occurred. 

• As a result of the wear tests, the material with the lowest 

wear resistance was determined as AISI H13. However, 

by applying boronizing process, the properties of this 

material can be improved by 75%. 

• The material with the highest wear resistance was 

determined as boronized AISI 4140. Thanks to the 

duplex coating on the surface, the wear resistance was 

improved up to 70%. 

• The comparison of the wear resistance of the two 

boronized materials indicated that the boronized AISI 

4140 material showed 2 times more strength than the 

boronized AISI H13. 

In this study, as an alternative to AISI H13 hot work tool 

steel, surface quality, hardness, and wear resistance of the 

samples were increased by using boronizing. Finally, the 

choice of boronized AISI 4140 tempered steel, which is more 

cost-effective, is recommended. 
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Research Article 

Experimental investigation and numerical verification of Coanda effect on 

curved surfaces using co-flow thrust vectoring 
Emre Kara a,*  and Hüdai Erpulat a  
aAeronautics and Aerospace Engineering Department, Gaziantep University, Faculty of Aeronautics and Aerospace, Gaziantep 
27310, Turkey 
 

  ARTICLE INFO  ABSTRACT 

 In this study, a popular co-flow thrust vectoring system, which is superior to typical Coanda 

nozzles with one main jet, is examined experimentally and compared with 2D and 3D 

computational fluid dynamics results. High Speed Orienting Momentum with Enhanced 

Reversibility nozzle concept is the base design to proposed configuration which uses a control jet 

additional to the main jet for better and active enhancement on the flow vectoring and streamlined 

side-walls resulted in less flow blockage. This comparatively novel concept is utilized in an 

experimental setup to direct the thrust of aerial vehicles. The system includes two inlets (inlet1, 

inlet2) with different jet velocities and one pintle to separate and smoothly direct these jets and a 

converging-diverging nozzle to enclose these components. Experimental study is accomplished 

with four different configurations of inlet1 and inlet2 as 15 m/s and 10 m/s; 20 m/s and 10 m/s; 30 

m/s and 10 m/s, and 45 m/s and 10 m/s, respectively. The tangential velocities on the curved 

surfaces are successfully measured utilizing a micro-manometer (Pitot tube) so that 

attachments/detachments of jets on the exit walls and deflection angles are calculated for each inlet 

velocities. The current experimental study also revealed that 3D assumption of computational fluid 

dynamics of Coanda effect is highly accurate and deflection angle results are not far from 

experimental results with the average deficit of only 5.44 %. As the result, 3D verification study 

resembles to experimental study in terms of deflection angles for all configurations. 
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1. Introduction 

This paper involves an experimental investigation of the 

Coanda effect thrust vectoring method in addition to a 

discussion about its potential implementation on aviation 

industry considering both its advantages and 

disadvantages. High Speed Orienting Momentum with 

Enhanced Reversibility (HOMER) nozzle concept [1] is 

selected as the base design to the proposed configuration. 

HOMER design is selected since it uses a control jet 

additional to the main jet for better and active 

enhancement on the flow vectoring and streamlined side-

walls resulted in less flow blockage. The results of the 

deflection effect on the Coanda surfaces are also given in 

this paper. 

Although these propulsion systems are developed for 

combat aircrafts, there is also a significant opportunity to 

use them in the civil aviation sector. All those propulsion 

systems have advantages and disadvantages with respect 

to each other. In today's aviation world, the most 

commonly used thrust vectoring types are given in Figure 

1. Among them Coanda methods [2, 3] are most suitable 

for new generation Vertical Take-Off and Landing/ Short 

Takeoff and Landing (VTOL/STOL) air vehicles, with 

their quick responses they can have a huge impact even on 

futuristic city transportation systems in the following 

decades. 

In the field of aerial jet propulsion, it is crucial to 

correctly orient the thrust for take-off/landing accuracy 

and maneuverability. Almost all aeronautical vehicles rely 

on movement of aerodynamic control surfaces. Despite its 

reliability, control surfaces have plenty of heavy 

mechanisms. 
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Figure 1. Thrust vectoring concepts [3] 

Although general purpose fluidic thrust vectoring is 

utilized for enhancing thrust maneuverability since late 

1960s [10], the HOMER design is highly immature and 

open to improvement with its only 10 years of background. 

In this paragraph, the most recent article/project of the 

study groups working on HOMER design is taken into 

account. Starting from the original design of Trancossi et 

al. [1], Subash and Dumas [11] represented different 

turbulence models applied on air-jet flow tangential to a 

curved surface. They realized that jet deflection angle and 

the thrust are important parameters that should be handled 

with extreme care. They do not present an experimental 

study to compare and validate their CFD results. Another 

study group, Cen et al. [12] tried to integrate HOMER 

design to Unmanned Aerial Vehicle (UAV) for enhancing 

its maneuverability. They focused on developing this 

design starting from CFD simulation of the design, they 

proposed an integrated flight/thrust vectoring (HOMER) 

control scheme for fixed wing UAVs. They stated the 

effectiveness of the HOMER design adding to four-

cascaded nonlinear dynamic inversion (NDI) control law 

they proposed. However, they do not build an 

experimental setup as in the previous reference to validate 

their results. In 2016, Trancossi et al. [13] generated the 

mathematical model of HOMER nozzle. Although the 

mathematical model of 2D case of the system is developed 

in the article, it can be counted as a step stone for future 

3D mathematical modeling attempts. They validate the 

model by comparing the results with CFD simulations of 

velocity profiles and pressure drops through the selected 

sections. They found a good correlation of those outcomes 

despite frictional effect underestimation. In the most recent 

study, Panneer and Thiyagu [14] analyzed effect of pintle 

geometry on HOMER design. They found that sharper tip 

of a pintle can result in an increase on deflection angle. 

Additionally, the velocity plots are shown for different 

velocity ratio configurations. Although this newest study 

shows a new perspective on HOMER nozzle effectiveness, 

CFD results are not enough to confirm the HOMER nozzle 

concept and a new viewpoint should be developed both in 

experiments and numerical approaches. In the current 

study, both 3D CFD study and construction of a new 

HOMER nozzle design, experimental study and the 

verification of the results using the CFD study are all 

served to literature as one original complementary 

package. 

HOMER nozzle concept [1] basically directs the jet 

direction as velocity of the main and control jet streams 

changes and clearance between the upper and lower walls 

of Coanda surface optimized. This configuration enhances 

the aircraft thrust system in following steps: 

• Thrust vectoring capability increases with avoided 

stall on the diverging section of each wall. 

• No-mechanical-part in movement results in reduction 

in total weight and total cost of structure. 

• Quick and directional control of propulsion may be 

used as an advantageous maneuverability of V/STOL 

In the last decade, the fluid thrust vectoring (FTV) 

concept is emerging as a popular choice [1-4], especially 

for the requirements of V/STOL aircrafts. The FTV 

method ensures the vectoring of the thrust without any 

movable mechanical parts simply and effectively. The 

affecting parameters of FTV are shortly classified as 

structure and flow parameters. Structure parameters 

include the nozzle geometry, location of the pintle tip, 

throat width. Flow parameters include the incoming jet(s), 

exit pressure, viscous flow over the smooth surface of the 

converging-diverging nozzle. In traditional nozzle 

systems, the flow has only one directed incoming jet and 

is  oriented  by  the  movement  of  exit  diverging  nozzle 

walls [4]. 

Coanda effect is the adhesion of a high speed jet to a 

convex surface. Coanda effect is essentially utilized in 

aerospace applications [5], heating/cooling [6] and marine 

technology [7]. There are three alternative nozzle 

configurations for the utilization of Coanda surfaces: 

Newman setup [4] with only one jet next to the convex 

surface, Juvet setup [8] with two primary jets and a control 

jet and HOMER nozzle setup [1] composed of two inlets, 

two Coanda surfaces, one pintle to separate and smoothly 

direct these jets and a converging-diverging nozzle to 

enclose whole components. In the patented study of 2D 

nozzle geometry, this nozzle concept is developed by 

Trancossi et al. [9] who finished an EU project 

(ACHEON) [1] regarding this exciting design. In the 

current study, it is aimed to develop a FTV concept by 

using similar Coanda surfaces. HOMER nozzle concept 

[1] is selected as the base design to the proposed 

configuration since it uses a control jet additional to the 

main jet for better and active enhancement on the flow 

vectoring and streamlined side-walls resulted in less flow 

blockage. Co-flow FTV is mostly used one in subsonic 

flows having one constant velocity and other jet stream 

with a controllable velocity is given as red and blue 

streams, respectively, as shown in Figure 2. This 

differential velocity allows the thrust vector slope 

becoming more controllable. 
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aircrafts. 

• Using more efficient control system on thrust 

vectoring means less use of fossil-based fuel. 

  

2. CFD Study 

In the previously published study [15], commercially 

available CFD software, ANSYS 17.0, was used as the mesh 

generator (ANSYS Meshing) and the flow solver (ANSYS 

Fluent). The boundary conditions for the solution domain are 

shortly depicted in Figure 3 both for previous 2D study and 

the currently done 3D study. Same parameters are employed 

for 3D study to compare them independently so that one can 

refer to previous study.   

As suggested in [11], velocity ratio (VR = V2/V1) 

between channels inlet1 and inlet2 were selected as ranging 

from 1.5 to 3.0, i.e. 15 m/s and 10 m/s; 20 m/s and 10 m/s; 

30 m/s and 10 m/s, respectively. In order to understand 

whether the upper limit of the velocity ratio is correctly stated 

as 3.0 in reference [11], a new case study with inlet channel 

velocities of 45 m/s and 10 m/s is also studied. Details can 

be found in Kara and Erpulat [15]. In the current 

experimental study, this previously worked CFD results are 

also referenced and compared at the end of the next section 

in addition to 3D CFD study that is shown to be more 

effective in the prediction of deflection angle over the 

Coanda surface. 

As seen in Figure 4, four different case studies are 

selected for working fluid (ideal gas as air) with inlet1 

(constant) velocity of 10 m/s and four different inlet2 

(control) velocities of 15, 20 , 30 and 45 m/s for case study 

1, case study 2, case study 3 and case study 4, respectively. 

Deflection angle is increased from 50° to a physical limit 

of 180° when VR increased from 1.5 to 4.5 respectively. 

These results are compared with experimental study and 

are also discussed in the proceeding section. 

 

3. Experimental Study 

The experimental setup consists of two Coanda surfaces, one 

pintle, two convergent ducts to direct the flow through the fans 

as shown in Figure 5. All the designed parts are produced 

utilizing 3D printer with PLA+ material. 
 

 
 

Figure 2. Schematic of the HOMER nozzle [2] 

 
 

 
 

Figure 3. Boundary conditions (velocity inlets, pressure outlet, 

symmetry plane) of suggested FTV design (a) 2D, (b) 3D 

 

Application page of the 3D printer is captured and is 

shown in Figure 6. Propellers with ten blades are preferred 

due to the rotational speed of the selected motor is not 

enough for less blade propeller as empirically tested 

several times. DC motor is selected with 1400 kV, 27.8 

mm x 27.8 mm duct area and 3.17 mm shaft diameter. 

Plexiglass is used as cover material on the side surfaces as 

shown in Figure 5(a). This material is quite cheap and easy 

to manage. Coanda surfaces are completely covered with 

plexiglass. The ducted fans are combined appropriately by 

plexiglass support. The inner corner of the Coanda surfaces 

is attached to the side surfaces by means of screws. This 

connection allows Coanda surfaces to move but remain in 

the desired position. The transducer surfaces are fastened to 

the Coanda surfaces by side screws. Motor cables are pulled 

out from the holes which drilled on the circle to rectangle 

converter and connected to the motor drives. PCE-PFM 2 

brand Micro Manometer with Pitot tube (PCE Instruments, 

Southampton, UK) is employed for accurately measuring air 

flow speed in m/s with PCE software for data processing. 

List of equipment mentioned here are summarized in Table 

1 with their working specifications.  



 

 

 
Figure 4. 3D streamlines and velocity contours projected onto 

symmetry surface for VR of (a) 1.5, (b) 2.0, (c) 3.0 and (d) 4.5 

with deflection angles (θ) next to them. 

 
Figure 5. (a) 3D model of the experimental setup and (b) the 

constructed experimental setup with components explained 

 

 
 

Figure 6. Repetier-host software snapshot of utilized 3D printer 

(a) 
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Table 1. Used equipment and their working specifications 
 

Brand 

name 

Equipment 

name 

(quantity) 

Specifications 

PCE-PFM 2 
Micro 

manometer 

For pressure: 

M. ranges: 50 mbar 

Resolution: 0.01 mbar 

Uncertainty: ±0.3 % of 

the measuring range 

Max. pressure: 10 psi 

Response time: 0.5 

seconds 

 

For air velocity: 

Measurement ranges: 

1…80 m/s 

Resolution: 0.01 m/s 

Uncertainty: ±2.5 % of 

the measuring range 

 

Dimensions: 

Unit: 210 x 75 x 50 mm 

Pitot tube: 375 x 205 

mm 

Weight: 280 g 

Wester 

A2212 
DC motor (2) 

Brushless outrunner 

motor: 

Shaft diameter: 3.17 mm 

Dimensions: 27.8 mm x 

27.8 mm 

Recommended 

Propeller: 2-cells 7 x 3.5  

or 3-cells 6x3 Weight: 

48g 

 
 

 
Figure 7. Velocity measurement sections for micro manometer 

with Pitot tube 

 
Table 2. Velocity Ratio versus sections of velocity measurements 
over the Coanda surfaces 
 

VR Section 

1 

Section 

2 

Section 

3 

Section 

4 

Section 

5 

1.0* 2.1 m/s 4.3 m/s 12.2m/s 4.3 m/s 2.1 m/s 

1.5 6.7 m/s 7.1 m/s 6.0 m/s -1.2m/s -0.4 m/s 

2.0 9.9 m/s 8.2 m/s 6.9 m/s -1.8m/s -0.8 m/s 

3.0 9.2 m/s 4.8 m/s 3.0 m/s -2.0m/s -1.0 m/s 

4.5 13.1m/s 6.1 m/s 3.4 m/s -2.8m/s -1.2 m/s 

*Baseline control test case 

The measured data are transferred to a computer with the 

included USB adapter and software. Measurement locations 

are shown in Figure 7. Sections are separated 45° apart from 

each other and baseline is taken as section 3 (the horizontal 

section). All results are tabulated in Table 2. 

As expected, the greater the difference between the 

electrical motors speeds means the more vectoring of the co-

flow. Furthermore, during the execution of the experiments, 

it was observed that the Coanda effect is increased when the 

surfaces were brought closer to each other and the adhesion 

effect increased when the flow was forced through a 

narrower opening over the pintle. Considering experimental 

results of VR’s for different sections in Table 2, curves are 

fitted for each set of experiments with R2 of 0.96 or more. 

Thus, Table 3 summarizes the experimental outcomes of 

deflection angles at different VR’s. 

Comparing previously studied 2D CFD study [15] with 

the current experimental study reveals that 2D assumption of 

the fluid dynamics of Coanda effect is highly inaccurate. 

Moreover, it overshoots the deflection angle, θ, in low-to-

moderate VR values and after VR > 2.0 it changes direction 

and underestimates the deflection angle, θ, at a total absolute 

average of 20.34 %. As seen in the 4th and 6th columns of 

Table 3, 3D CFD study is more accurate and is not far from 

experimental results with the absoulte average deficit of only 

5.44 %. This can be the result of secondary flows in third 

dimension and effect of side surface guidance which is not 

the case for a 2D study. 

Authors understood that an assumption of no secondary 

flow and dominantly axisymmetric behavior of the flow are 

both incorrect. Thus, it is studied in three-dimensional 

computational domain with careful statement of the flow 

behavior in boundary layer and separation regions over the 

Coanda surfaces. Experimental outcomes of the current work 

are carefully examined and compared with 3D CFD study. 

In order to understand whether the upper limit of the velocity 

ratio is correctly stated as 3.0 in reference [11], a new case 

study with inlet channel velocities of 45 m/s and 10 m/s is 

also studied experimentally as shown in Table 2 and the 

limiting VR is found to be 4.5 in the experimental setup as in 

the cases of CFD studies. 

 

Table 3. Velocity Ratio versus experimental deflection angles, θ, 
(with R2 ≥ 0.96) and numerical (CFD) deflection angles, θ 
 

VR 
θ 

(Exp) 

θ (2D 

CFD) 

θ (3D 

CFD) 

Error 

of 

2D 

CFD 

results 

[%] 

Error 

of 

3D 

CFD 

results

[%] 

1.0* 0.0 0 0 0.00 0.00 

1.5 56.8 65 50 14.44 -11.97 

2.0 66.4 80 70 20.48 5.42 

3.0 134.0 95 145 -29.10 8.20 

4.5 177.0 110 180 -37.85 1.69 

Average error relative to experiments 20.37 5.44 

*Baseline control test case 
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4. Conclusion 

In this study, a novel propulsion system is examined. It is 

understood how this kind of effort can change future of the 

thrust vectoring in VTOLs. 

As one of the key outcomes, firstly, it is observed that the 

velocities of the air supplied from two different ducts are 

controlled free from each other and this concept is proved 

experimentally. Throughout the numerical study, the effect 

of geometry properties on mesh properties was examined in 

3D. Particularly, the importance of pre-study of experiments 

was realized utilizing the desired quality of the mesh. Results 

revealed that the outcomes of the setup are not compatible 

with 2D CFD results, especially in the range. This is because 

two-dimensional approach for fluid dynamics of the Coanda 

effect is not adequate to correctly define the real flow as 

explained in the results section. Thus, the experimental 

results are compared with 3D CFD analysis considering 

secondary flows that are not possible with 2D approach. 

Results showed that 3D verification study resembles to 

experimental study in terms of deflection angles for all 

configurations. 

The new insights that should be investigated and be 

revealed can be summarized as follows:  

• Experimental setup should be improved after currently 

in-progress project so that powerful motor in ducted 

fans, superior materials for the cover without unwanted 

airflow leakages, etc. 

• Visualization will be added as another improvement to 

the current experimental study employing Schlieren 

flow observation techniques. 

• Better and more expensive choices will be investigated 

for flush-mounted shear stress sensors and static 

pressure measurement devices in order to increase the 

diversity of focused techniques. Thus, the behavior of 

the airflow over Coanda surfaces will be understood 

and inquired profoundly.  
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θ : Deflection Angle [°] 

FTV : Fluid Thrust Vectoring 

CFD : Computational Fluid Dynamics

HOMER : High Speed Orienting Momentum with  
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 Superalloys have become increasingly used in the machining sector due to their high strength, 

temperature and machinability. One of these alloys, Nilo (Invar) 36, has a low thermal expansion 

and its use is rapidly increasing in areas where high temperature and expansion are not required, 

especially in composite mould applications, such as aerospace, electronics, measuring instruments 

and aerospace. In this study, a mathematical model based on artificial intelligence and an 

interactive visual interface in MATLAB software were developed according to the test results 

obtained from surface roughness Ra, cutting methods, rotational speeds, cooling method and 

cutting speed of Nilo 36 alloy. For the mathematical analysis of the measurements, the number of 

experiments to be performed by using Minitab program and Taguchi method was reduced to 32. 

The measurement results were modelled by Response Surface Design method and the factors 

affecting the surface roughness were determined in order of importance. A high-performance feed-

forward artificial neural network has been developed using experimental data and an interactive 

interface has been prepared based on the developed model. Thus, the user can easily observe the 

cutting forces and surface roughness values for different cutting parameters with high accuracy. 
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1. Introduction 

Invar 36 (Nilo 36) is a 36% Nickel and 64% iron alloy 

and is the material with the lowest thermal expansion be-

tween the metals and alloys in the temperature range of 25-

230°C. Ha and Min claim that Invar 36 is an alloy that 

combines high strength, stiffness, thermal and dimensional 

stability Tae and Seok [1]. It is used in laser equipment, 

control devices, reference measuring devices, gas cookers 

and heaters with low expansion feature over a wide 

temperature range. It is also an important material for 

aerospace, telecommunications, cryogenic tanks, 

composite mould production Tae and Seok [1]. 

Maranhão and Davim showed that Invar 36 material is 

relatively difficult to process due to its properties. High 

cutting temperature, high cutting forces, rapid tool wear, 

chip breakage, chip adherence cause decreased surface 

quality Cesar et al. [2].  In the turning process, heat energy 

is generated in the plastic deformation process of the work-

piece, mostly in the first deformation zone. Tekaslan et al. 

[3] have shown that the process efficiency and tool life 

have been directly affected by cutting length and tool 

geometry Tekaslan et al. [3].  

It is seen that many experimental studies have been 

performed for investigating the effects of various 

parameters used on the processing of similar materials on 

rough-ness of surface and cutting forces. Li et al. [4]. 

evaluated the deviations between the theoretical and 

experimental results for the cutting forces in the turning 

process of AISI 304 austenitic stainless steel with TiC 

coated cutting tool and emphasized that the theoretical 

approach can be used with 80% accuracy. Diniz et al. [5] 

indicated the machinability of AISI 304 steels with coated 

cemented carbide cutting tools has been performed and the 

cutting speed is an important parameter for surface 

bDepartment of Computer Engineering; Burdur Mehmet Akif Arsoy University,15030, Burdur, Turkey 
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roughness (Ra). Kaladhar et al. [6].  Reported that when 

turning AISI 304 stainless steel with low feed rate and high 

cutting speed, it was stated that the sound pressure level 

during cutting decreases and thus Ra decreases. Dirviyam 

and Palanisamy [7] claim that the use of a cutting tool with 

wiper geometry during turning has a positive effect on 

surface quality. Basmaci et al. [8]. found out that the use 

of a wiper tip eliminates the second process, reducing 

process steps and time. However, the in-crease of the 

wiper surface causes the cutting forces to increase Ay [8]. 

In the study of parameter optimization in the process of 

turning AISI 304L stainless steel, the wiper tip had a 

positive effect on surface quality. 

Basmaci and Ay [9]. Basmaci et al. [10], emphasized 

that production quantity, economy and time are not 

sufficient for a manufacturing process Dhar et al. [11]. In 

addition, it is directly related to the harm to the 

environment and its impact on human health. There are 

studies using different cooling techniques sensitive to 

human health and environmental pollution in turning 

operations. It has been observed that the performance of 

these alternative cooling techniques is superior to the 

general cooling technique. Dhar et al. [11] reported that 

MQL cutting speed, feed rate and cutting temperature have 

important contributions to surface integrity. Itoigawa et al. 

[12]. reported that MQL reduces friction between the tool 

and the workpiece. Sheng et al. [13]. emphasized that the 

main effect of MQL is to lower the cutting temperature. 

Marco et al. [14] reported that MQL decreased the 

formation of crater wear Basmaci et al. [15]. showed that 

the MQL technique has a positive result on the reduction 

of heat and wear between tool-chip and workpiece-chip 

and in the cutting zone, as well as on surface quality 

improvement Basmaci et al. [15].  

In this study, the effect of cutting speed, cooling system 

and cutting method on surface roughness and cutting 

forces in turning of Nilo 36 steels were investigated.  

Taguchi technique has been used to determine and 

optimize the effect of cutting speed, cooling system and 

cutting method of Nilo 36 steels on turning surface 

roughness and cutting forces.  

In addition, analysis of variance (ANOVA) was 

performed to figure out the effect of each parameter on the 

results and the optimum machinability of Nilo 36 steel. A 

full autonomous design of proving was formulated in this 

paper to study a long- term process coefficient for both 

materials. The bulk density, tensile mechanical attributes, 

fractography, material com-position, and remaining 

stresses of the parts produced were investigated.  

An optimum process window has been pro-posed based 

on experimental work Yakout et al. [16]. The most 

significant contribution of the study to literature is the 

artificial intelligence supported interactive interface 

developed within the scope of the study. Using this 

interface, it is possible to predict with high accuracy what 

size F forces will be encountered during the process and 

what the sur-face roughness value will be according to 

various cutting parameter values and different cutting 

methods.  

Normally, in order to know these values, very valuable 

and expensive materials must be consumed and repeated 

trials are required. In addition, there is a loss of labour, 

energy and time. Thanks to the implemented interface, the 

user can manually change the cutting parameters, cutting 

methods, cutting speed and type and the amount of 

coolant, and the result of the process of tens of 

combinations can be calculated instantly and displayed 

graphically. 

 

2. Materials and Methods 

2.1 Materials  

In the present study, Nilo36 stainless steel with 150 mm 

length and 50 mm diameter was used as test material and 

its chemical characteristics are given in Table 1. 
 

2.2 Experimental Design and RSM Analysis 

In the presented study, Nilo36 alloy was processed in 

four different cutting speed (100, 140, 180, 220 rpm), two 

different cutting methods (conventional and wiper) and 

four different cooling methods (dry cut, MQL 20ml, MQL 

40ml and CO2). According to the experimental results, a 

model based on artificial neural network and also a visual 

interface was developed in MATLAB software 

environment. 

In the experiments, CNMG 12 04 08 MM SUMITOMO 

cutting tips, Johnford TC 35 CNC Fanuc OT an x-z axis 

CNC and Mahr perhometer/M1 type surface roughness 

meter was used. In addition, Kistler 9121 dynamometer 

system together with a Kistler 5019 charge amplifier and 

DynoWare software were utilized for the force 

determination (Figure 1.) 

 
Table 1. Nominal Compositions, % 
 

Alloy Ni Fe Others 

NILO alloy 36 36.0 64.0 - 

Density 

Alloy g/cm³ lb/in³ 

NILO alloy 36 8.11 0.293 

Thermal Conductivity at 20°C (68°F) 

Alloy W/m°C Btu in/ft²h °F 

NILO alloy 36 10.0 69.3 

Electrical Resistivity 

Temperature (Microhm cm (ohm.circ mil/ft) 

°C °F NILO alloy 36 

20 68 80 (481) 

Typical Mechanical Properties of NILO alloy 36 

Yield Strength (0.2% Offset) Tensile Strength 

MPa ksi MPa ksi 

240 35.0 490 71.0 

Elastic Modulus Data 

 Elastic Modulus 

Alloy GPa 103 ksi 

NILO alloy 36 140 20.3 
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Figure 1. Experimental setup 

 

 
Figure 2. The process flow performed during the study 

Figure 3. Pareto chart of the standardized effects on Ra 

Figure 4. Main effects plot for Ra 

 

First of all, Minitab program was used for mathematical 

analysis of the measurements and the number of 

experiments was reduced to 32 using Taguchi method. The 

measurement results were modelled by Response Surface 

Design method and the factors affecting the surface 

roughness were determined in order of importance. 

ANOVA calculation based on cutting speed, cutting 

method and cooling method factors is given below. 

The coefficient of multiple determination for multiple 

regression (R squared) value was calculated as 78.88%. 

This value shows that the mathematical model is 

acceptable. Figure 3 shows the influencing parameters on 

the surface roughness and their degree of influence as a 

pareto graph. When standardized factors are compared, the 

most important factor affecting the surface roughness has 

been the cutting method. Following the method of cutting 

method cooling method pair, cutting speed cutting method 

and finally cooling method stand out as effective 

parameters. Figure 4 shows how the cutting speed, cutting 

method and cooling method parameters affect the mean Ra 

value. 

When Figure 4 is examined, higher values for cutting 

speed cause lower surface roughness, wiper should be 

selected for cutting method and MQL 40 should be 

preferred for cooling method. The use of CO2 as a cooling 

method gives negative results in terms of surface 

roughness compared to other cooling methods. There is 

also a difference in surface roughness between the 

conventional cutting method and the wiper, and the wiper 

 Define affecting parameters and create 

full factorial analysis sheet 

Reduce experiment number and create  

Taguchi orthogonal experiment sheet 

Do experiment and measure defined response values 

Run Taguchi signal/noise analysis to define main  

parameters affected to response 

Run response surface method (RSM) to define 

interacted effects, draw surface and  

interaction graphics 

Develop a feed-forward artificial neural network using 

experimental measurement 

Develop an interactive user interface based on 

the artificial neural network 

Figure 2 demonstrates the process flow performed 

within the scope of the study in detail. Invar alloy with an 

elastic modulus effect over a wide temperature range. 

Intensive microscopic characterizations indicate the 

occurrence of a prematernity transformation with 

formation of nano-scale domains that can be restricted by 

deformation Qin et al. [13]. 



 

 

 

method proved to be more successful. 

RSM is a mathematical modelling and statistical 

assessment method used to optimize a cutting system's 

input parameters. This method is used to create multi-

factor models, obtaining quantitative data from a suitable 

experimental design. Such models can be displayed 

graphically. In graphs, a response surface is used to 

evaluate how factors affect response, to explain the 

relationship between variables, and to show the combined 

effects of factors. Kırbaş et al. [17], Asilturk et al. [18].   

RSM method consists of three stages. Firstly, physical 

experiments are carried out to obtain response values using 

experimental parameters combination. It means a decrease 

in costs in comparison to the number of tests performed 

using conventional methods with less and more efficient 

experiments. Searched intermediate response values could 

be determined in a short time. The relation between the 

input parameters and the reactions obtained is defined in 

the second stage as a quadratic or exponential polynomial. 

In the third stage, an analysis like ANOVA or surface 

graphics can determine the optimum points Abou-El-

Hossein et al. [19]. Taguchi orthogonal array method 

provides requiring information by conducting limited 

experiments. Thus it, is time-energy-material saving 

method. The depth of cut is the heaviest coefficient that 

impacts the surface roughness, followed by the cutting 

speed and feed rate in case of milling of INVAR-36 

Khanna et al. [20]. 

The correlation between parameters and their 

corresponding responses is typically given in RSM 

problems using the following quadratic polynomial 

Equation (1) Kırbas et al. [17]. 

 

𝜂 = 𝛽0 + ∑ 𝛽𝑖𝑋𝑖 + ∑ 𝛽𝑖𝑖𝑋𝑖
2 + ∑ ∑ 𝛽𝑖𝑗𝑋𝑖𝑋𝑗 + 𝜀

𝑗𝑖

𝑘

𝑖=1

𝑘

𝑖=1

 
(1) 

In the equation (1), 𝜂 represents the estimated responses 

(Fx, Fy and Fz); 𝛽0  is a constant; 𝛽𝑖 and 𝛽𝑖𝑖show the first 

and the second-degree encoded input parameters and 𝛽𝑖𝑗 

are the coefficients of parameter interactions. 

Figure 5 shows a 3-D surface plot showing the 

relationship between cutting method and cutting speed 

affecting Ra. For the cutting method on the X axis, 1 

represents the conventional method and 2 represents the 

wiper method. 

In Figure 6 and Figure 7, the cutting speed effect and 

cooling method factors on surface roughness are given as 

3D surface graph and contour plot.  For cooling method, 0 

indicates dry cut and 100 indicates CO2 cooling 

respectively. 

During the machining of the Nilo36 alloy on the lathe, 

the forces Fx, Fy and Fz were also examined and a 

mathematical model was developed. In the ANOVA 

analysis given below, the factors affecting cutting speed, 

cutting method and cooling method were used and its 

effects on Fx force were calculated. 

The performance of ANOVA model was 88.20%. 

Accordingly, the most important factor affecting Fx force 

emerges as cutting method. Then comes the cooling - 

cutting method duo and cooling method. According to the 

results of the analysis, the effect of cutting speed factor is 

much less than other factors. 

The factors affecting the Fx force and their degree of 

influence are clearly seen in the pareto graph given in 

Figure 8. The factors affecting Fx force were determined 

as cutting speed, cutting - cooling method duo and cooling 

method.  
 

 
 

Figure 5. Surface plot of Ra vs cutting speed and cutting 

method 

 
 

Figure 6. Surface plot of Ra vs cutting speed and cooling method 

 
 

Figure 7. Contour plot of Ra vs cutting speed and cooling 

method 
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In Figure 9, factors and parameters affecting Fx force 

are given. It is seen that the lowest Fx values have been 

obtained at the lowest and highest cycles when 

conventional was selected as cutting method and MQL 40 

ml was selected as cooling method. When using Wiper 

method, higher values of Fx force were measured 

compared to conventional method. When CO2 was 

selected as cooling method, Fx force increases. 

The results of ANOVA analysis to calculate the factors 

affecting Fy force are given below. The model 

performance value was found to be 77.01%, indicating that 

the model was acceptable. 

Pareto analysis graph is given in Figure 8. The most 

decisive parameter for the Fy force is the cutting method. 

The cutting speed duo emerges as the second factor that 

crosses the pareto boundary. 

Factors affecting Fx and Fy forces exhibit similar 

characteristics. The effect of the cooling method for Fy 

force is lower and uncertain than Fx. The effect of the 

cutting method is increased in the wiper method as in the 

Fx force and there is an obvious difference. 

ANOVA analysis was performed to determine the 

factors affecting Fz force and 84.50% performance ratio 

was calculated for the developed model.   This value is 

quite high and shows that the model is mathematically 

acceptable. 

In the pareto graph given in Figure 11, it is obvious that 

the most obvious components for force Fz are the cooling 

method and the cutting method. However, the effect of 

cooling method was much higher than other effects. 

It is seen that the lowest value for cooling method is 

obtained in MQL (40ml) process as in other force values. 

There is quite a difference between CO2 and MQL method. 

As cutting speed value increases, Fz value decreases. 

Selecting conventional as cutting method leads to lower Fz 

force value than wiper method. 

 

3. Artificial Neural Network Modelling and 

Developing an Interactive Interface 

When the literature is examined, there are examples 

where cutting forces and cutting parameters are modelled 

with an artificial neural network [21-24]. However, none 

of these examples mention the development of the 

graphical user interface included in this study. 

Ra, Fx, Fy and Fz values obtained by processing Nilo36 

alloy were loaded into an artificial neural network 

consisting of 12 neurons and a total of 3 layers using 

MATLAB software. 

The input parameters of the artificial neural network 

were determined as cutting speed, cutting method and 

cooling method. Ra, Fx, Fy and Fz values were estimated 

as output values. Figure 14 shows the input, output and 

latent layers of the trained neural network and the number 

of neurons in each layer. 

Factors affecting the Fy force and parameter values are shown 

in Figure 10. The factors affecting Fz force and parameter values 

are given in Figure 12 and Figure 13. 

 

 
Figure 8. Pareto chart of the standardized effects on Fx force 

Figure 9. Main effects plot for Fx force 

Figure 10. Pareto chart of the standardized effects on Fy force 

 
Figure 11. Main effects plot for Fy force 
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Figure 12. Pareto chart of the standardized effects on Fz force 

Figure 13. Main effects plot for Fz force 

 
Figure 14. Structure of the trained Artificial Neural Network 

To train neurons in the artificial neural network, 70% of 

the data were reserved for training, 15% of the data were 

for validation and 15% of the data were for testing. 

Levenberg-Marquardt method was used for the training of 

neurons. The Levenberg-Marquardt algorithm is generally 

used to solve nonlinear least squares problems [25]. Two 

numerical minimization algorithms are combined into the 

Levenberg-Marquardt algorithm: the method of gradient 

descent and the method of Gauss-Newton. The sum of the 

square errors in the gradient descent method is minimized 

by updating the parameters in the direction of the steepest 

descent. The sum of the square errors in the Gauss-Newton 

method is reduced by assuming that the function of the 

least squares is locally quadratic in the parameters and 

finding the minimum of that quadratic. When the 

parameters are far from their appropriate value, the 

Levenberg-Marquardt method behaves more like a 

gradient-descent technique and acts more like the Gauss-

Newton method when the parameters are close to their 

optimal value.  The results obtained are given in Table 2.  

The R value for all training, validation and testing 

procedures was found to be 0.99 and above. R value close 

to 1 shows that the model performance is very high. The 

error distribution of the developed artificial neural network 

model has been quite smooth and is given in Figure 15. 

The regression results of the artificial neural network are 

also given in Figure 16. The fact that the data points are 

located on the diagonal and not scattered shows the 

success of the developed model. 

Cutting speed and MQL values can be set to a desired 

value with sliding bar components. When the calculate 

button is pressed, the values of Ra, Fx, Fy and Fz which 

the artificial neural network has predicted with high 

performance can be read on the interface with the input 

values received from the user. With the developed 

interface, the input parameters can be changed and the 

surface roughness and axial forces change as a result of 

machining can be easily examined. 

MATLAB App Designer tool was used to develop an 

interactive interface for the end users. With this tool, the 

user can select the cooling type in the cutting parameters 

section and the processing method in the cutting methods 

section via radio buttons. The screenshot of the developed 

interface is given in Figure 17.  

 

Table 2. Performance parameters for the developed ANN 
 

Neural Network Results MSE R 

Training 24.239 0.998 

Validation 36.046 0.996 

Testing 46.788 0.997 

 

Figure 15. Error histogram for the ANN 
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Figure 16. Regression results for the developed model. 

 

Figure 17. The interactive interface for Nilo 36 cutting 

parameters 

 

4. Conclusion 

In this study, Nilo 36 superalloy which is widely used in 

avionics sector has been processed by using 2 different 

methods (conventional and wiper) at different cutting 

speeds between 100 and 220 rpm. Dry cut, MQL (20ml 

and 40ml) and CO2 cooling methods were applied during 

the cutting process and what effects the machining 

parameters have on the surface and the forces were 

investigated. A full factorial analysis was performed to 

plan the parameters to be measured before the 

experimental measurements were performed. Then, 

Taguchi method was used to reduce the number of 

experiments and the required number of experiments was 

determined as 32. 

The results obtained from the measurements were 

examined by response surface methodology and ANOVA 

analysis and the effect levels of the factors affecting the 

results were calculated. The results are presented in 

graphs. After all these analyses, the results were loaded 

onto a feed-forward artificial neural network and it has 

been trained with measurement data. The performance of 

the trained network was calculated in terms of MSE and R 

parameters and the R value was found as 0.99. 

After the artificial neural network developed, it is 

connected to an interface where the user can interact and 

see the interaction results instantly on the screen. The 

results obtained within the scope of the study, developed 

artificial neural network model and interface application 

revealed a unique and useful tool. Thus, the user can 

examine the effect of all cutting parameters on cutting 

forces and surface roughness easily. 
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Nomenclature 

MQL : Minimum quantit lubrication 

Ra : Surface roughness (µm) 

Fx : Force applied to “x” axis (N) 

Fy : Force applied to “y” axis (N) 
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Figure 18. The graphical summary of experimental workings 

 



 

 

 

Fz : Force applied to “z” axis (N) 

N : Cutting force (N) 

MSE : Mean squared error 

rpm : Revolutions per minute 
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 In industrialization, to be able to make cheap and fast production, assembly lines are one of the 

most basic elements in serial production systems. It is important to balance the assembly line to 

continue production smoothly. By assembly line balancing is created, each work step is grouped, 

stations are created and each station time is brought close to the station cycle times. In this study, 

a refrigerator top panel pressing line is analysed. The study’s aim is balancing the line for increase 

production rate. Firstly, the line is observed and some studies are planned. A time study is done to 

analyse the current situation of the line. Time study data are calculated by using Excel. Ranked 

Positional Weight Method is used as an intuitive method for single model U type assembly line 

balancing problem and mathematical modelling method is applied. The methods are used to 

balance the line using time study data. The solution of mathematical modelling is obtained by 

using Lingo. Results are compared and they are observed that results have almost the same. In 

conclusion, an assembly line balancing problem is mentioned in this study. Various programs 

related to the applied methods were used, and the data obtained as a result of current and final 

calculations were compared. First and last calculations and results are verified with each other. It 

was seen that the data obtained as a result of the study provided improvement. 
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1. Introduction 

Technological advances and the global trade in recent 

years, strict price and quality competition, concentrated on 

production methods entail a number of new functions. 

Today, with the impact of rapidly increasing world 

population level, life is getting much more complex with 

the requirement to produce a large number of products. 

Therefore, in the middle of the 20th century "assembly line 

balancing” idea was posed that the amount of the claim as 

soon as possible, as a result of the effort to produce the 

desired quality and cheap. Companies must make the best 

use of their assembly lines in today's competitive 

environment. The importance of assembly line balancing 

also occurs here. Assembly line workstations are systems 

that combine a material handling system. The purpose of 

the system is to assemble the components of a product and 

obtain the finished product [1]. When the line of the 

product to be assembled is designed, the problem of 

balancing the time differences arises between the 

operations of the product. Assigning work elements to 

stations for this purpose is called ‘assembly line balancing 

problem’. During the creation of the product need to be 

done jobs, should be assigned to the assembly stations to 

minimize assembly line balancing times. The installation 

of a work element should be done by looking at the priority 

relationship at the predetermined station [2]. 

Various classifications can be made as single, multiple 

or mixed models depending on the number of models 

produced on the assembly line. Assembly line balancing 

problems can be classified into two groups according to 

the status of duty times; stochastic and deterministic 

assembly lines. When an assembly line is fully automated, 

all the tasks will have a fixed operation time. When tasks 

are performed manually at the workstations, variability (or 

stochasticity) emerges [3]. There can be two main goals 

while balancing an assembly line. The goals are 
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minimisation of the number of workstations for given 

cycle time and minimisation of the cycle time for a given 

number of workstations [4]. 

As already mentioned above, types of assembly line 

balancing are based on a set of limiting assumptions. Some 

of those assumptions; the processing sequence of tasks is 

subject to precedence restrictions, no assignment 

restrictions of tasks besides precedence constraints, all 

stations are equally equipped for machines and workers 

[5]. 

The manufacturing / installation line balancing problem 

is classified in different types according to the shape of the 

line. Assembly lines can be designed in different forms 

such as straight, circular, random, different angle, U-typed, 

zigzag according to their physical location. Conventional 

assembly lines are designed straight. Later, the U-typed 

line was preferred more in new production lines. Assembly 

lines are placed in u shaped lines in u shaped assembly line 

balancing problem. The entrance and the exit of the line 

are on the same parallel position in a U-type line design 

[6]. In recent years, the just-in-time production philosophy 

has been spread, U-type assembly lines usage rate has been 

increased [5].  

The assembly line balancing method should be 

inspected in two groups in terms of solution method; 

analytical methods and heuristic methods. Analytical 

methods are known as optimization methods. The methods 

comprise of objective function and constraints. Heuristic 

methods give an approximate solution to the problems. 

There are some heuristic methods in literature such as the 

Ranked Positional Weight Method (Helgeson-Birnie), 

Precedence relationship diagram (Hoffman), COMSOAL 

technique (Arcus), Two-phase balancing technique 

(Moddie-Young), Probabilistic line balancing (Elsayed-

Bouch), Grupping technique (Tonge) [7].  

Assembly line balancing is mostly used the production 

systems. The first article about assembly line balancing 

was written by Salveson. In this study 0-1 integer 

programming model was improved to solve the problem 

[8]. Alagas et al studied a new constraint programming 

model for mixed-model assembly line balancing problems. 

The model minimizes the cycle time for a given number of 

stations [9]. Nicosio et. al. studied the problem of 

assigning operations to an ordered sequence of non-

identical workstations, which also took precedence 

relationships and cycle time restrictions into consideration. 

The study aimed to minimise the cost of workstations. 

They used a dynamic programming algorithm and 

introduced several rules to reduce the number of states in 

the dynamic program [10]. Helgeson and Birnie developed 

a heuristic method that is called the ‘Ranked Positional 

Weight (RPW) Method’ in 1961. This method provides to 

assign work elements to the station in an optimal way. It 

takes into account the precedence relationships as well as 

the processing time of all tasks. The RPW value of each 

operation is determined and assigned operations to 

workstations in this method [11]. In the literature, besides 

the RPW method, heuristic algorithms such as tabu search 

are also used in line balancing problems [12]. However, 

when looking at the studies done, one of the most 

commonly used heuristic line balancing methods in the 

industry is the RPW approach [13]. Bongomin et al used 

the RPW method at balancing a trouser assembly line to 

increase the line efficiency as well as minimize the number 

of workstations. According to scenario 1, after calculating 

the existing assembly line the results show that the line 

efficiency is 35.66%, the last situation gave an 

improvement of line efficiency which is 80.56% by using 

the RPW method. The balance delay reduces from 64.34 

to 19.44 and workstation number decreases from 61 to 27 

in the study [14]. Ikhsan used the RPW method to develop 

and balance the assembly line. The number of actual 

workstations is 9 and it decreases to 8 in the last situation. 

Idle time reduce from 10441 to 3286. While Line 

efficiency and balance delay are 66.08%, 33.92% 

respectively in the initial situation, they become 86.09%, 

13.91% after the RPW calculations [15]. The studies show 

that minimization of workstations contributes to an 

increase in line efficiency. In addition to the RPW method, 

we tackled the problem with mathematical modelling and 

supported the result with two approaches in the study. 

While dealing with the problem in the study, in addition to 

the RPW, which is one of the solution methods in the 

literature, the solution was supported by an analytical 

method by using a mathematical modelling method. Since 

there are not many studies in which these two methods are 

used together, it will offer a different perspective for 

researchers. 

In this study, the role and usage method of assembly 

lines in the production system is mentioned. The problem 

of assembly line balancing is addressed frequently 

encountered in production lines in factories. A problem is 

defined related to the factory's order in a line where is the 

pressing process of refrigerator top panel in the molding 

factory. The problem arises from idle time, bottleneck 

between the stations and unbalanced line flow. As a result 

of these problems, the order is not satisfied on time and 

firms wait for their orders for a long time. This study was 

deemed necessary to eliminate these problems arising on 

the lines and to meet customer orders on time. It is aimed 

to solve the problem by using two techniques that are the 

"RPW" and "mathematical modelling" while balancing the 

assembly line. In the last part, the results have been 

evaluated and mentioned the effect on real life. 

 

2. Material and Method 

The assembly line balancing problem was handled with 

analytical and heuristic methods in this study. Heuristic 
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methods like the RPW method present close solutions to 

the problems. Balancing the assembly line two techniques 

were used which are the "RPW method" and 

"mathematical modelling". The modelled problem was 

solved by the time study's data. In the study, the RPW 

method approach was supported by a mathematical 

modelling approach, and solutions were compared. 
 

 

2.1 Time Study Calculations 

Time study is a method for recording times and rates of 

working for specific job elements to build standards. The 

time study aims to establish a time for a qualified worker 

to perform specified work under stated conditions and at a 

defined rate of working [16]. There are 34 work elements 

in the stations. The works’ times were observed by using a 

stopwatch for 20 observations. Observation time, normal 

time, average observed and normal time, standard time, 

and standard deviation calculated for each element. All of 

these calculations are shown in time study forms in 

appendix (Table A.1).  

The observation number was calculated at a 95 percent 

confidence level with acceptable error 0.05 (k). While 

analyzing the sample size of observation, t distribution 

table is used [14]. The observation number is calculated by 

this formula. s is standard deviation; t is distribution value; 

k is an acceptable fraction for error; x̅ is the mean of the 

sample observations. 

 

𝑛𝚤 =
𝑆 ∗ 𝑡

𝑘 ∗ 𝑥
 

(1) 

 

The required observation numbers' notations and 

formula are shown below. 

N=sufficient number of observations 

n′=number of observation taken 

xi= time measured in i.th observation. 

40 (hours) = 8(shift)*5(day) 
 

 𝑁 =

[
 
 
 40√𝑛′ ∑ 𝑥𝑖

2 − (∑𝑥𝑖)
2

∑𝑥𝑖

]
 
 
 
2

    (2) 

 

If the required observation number is higher than the 

observed number, the observation number should be tested 

once more time. The observation time values calculation 

is shown in a table in Appendix (Table A.1).   

 

2.1.1 Performance Rating Calculations  

The procedure is for determining the value for a factor 

which will adjust the measured time for an observed task 

performance to a task time that one would expect of a 

trained operator performing the task, utilizing the 

approved method and performing at a normal pace under 

specified workplace conditions [17]. Performance rating 

shows, level of workers’ motivation. The most convenient 

method to designate performance rating is the 

Westinghouse System. According to Westinghouse 

System Method, there are four factors in evaluating the 

performance of the operator. These are skill, effort, 

conditions, and consistency [16, 17]. The system factors’ 

ratings are shown in the performance rating in Table 1.  

If the method is applied for the first work element; 

Rating Factor = 1 ∓ Westinghouse Rating, 

According to these data performance rating is; 

100+100*(0.02-0.04+0.00-0.1) = 88. 

The performance rating values are calculated with this 

formula for each operator. 

 

2.1.2 Calculation of the Normal Time 

Normal time is calculated by this formula: 
 

Normal Time=Observed time*
Performance rating

100
 

  (3) 

If the first work element’s normal time is calculated by 

this formula; 

1st element’s normal time is calculated as 1.5*(88/100) 

=1.32 second.  

 

2.1.3 Calculations of the Allowances 

There are various allowances to build standard time. 

These are personal, fatigue, delay allowances. 

Calculations of the allowances are shown below. 

 

Personal Allowances Calculations: 
 

Normal Time=Observed time*
Performance rating

100
 

(4) 

A daily work hour is a total of 420 minutes in the factory. 

Calculation of Personal Allowances are given in Table 2. 

 
Table 1. Performance ratings for the first element [16]. 
 

Effort E1 Fair - 0.04 

Conditions C Good +0.02 

Consistency D Average 0.00 

Skill E2 E2 -0.1 

Total Rating Factor -0.12 

 

 

Table 2. Calculations of personal allowances 
 

Personal Allowances Times in a day 

Taking a drink    7 minutes 

Going to bathroom    8 minutes 

Talking to other workers    7 minutes 

Total Personal Allowances   22 minutes 

  Personal allowances percentage 

  [(22 minutes/420 minutes)*100] 

5.23% 
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Fatigue Allowances Calculations: 
 

Fatigue  Allowances  

Percentage=
Fatigue allowances time

Daily work minute
*100       

(5) 

Calculation of Fatigue Allowances are given in Table 3. 

 

Delay Allowances Calculations: 
 

Delay Allowances Calculations = (Delay Allowances 

Time/ Daily Work Minute)*100 

Total allowances=Personal allowances+ Fatigue 

Allowances+ Delay Allowances. 

Calculation of Fatigue Allowances are given in Table 4. 
 

2.1.4 Calculations of the Standard Times 

While the standard time is calculated; assigned to a 

particular employee is a qualified job, tools and 

equipment, raw materials, the work environment, and the 

level of performance are needed to be defined. Standard 

Time is calculated using the following formula. 

Standard Time=Normal Time*(1+Allowances) 

For example for the first element performance rating is 

below; 

Standard Time = 1.52*(1+0.16)=1.766≅1.77 seconds. 

Other work elements’ standard time is calculated in the 

same way as the first work element. The total standard 

times are calculated as 100. 22 seconds. 

For obtaining and saving data time study and the 

stopwatch methods are used. In the time study form model 

name work element name and number, operator name 

machine, machine number, performance ratings are 

written. For every work element in the assembly line, 20 

observations were made and written on to the time study 

form (Table A.2). A time Study form was prepared for 

work element 1. The time study form of every task is 

shown in Appendix (Table A.1). 
 

Table 3. Calculations of fatigue allowances  

Fatigue Allowances Times in a day 

Work breaks (tea or coffee breaks) 30 minutes 
Total Fatigue Allowances 30 minutes 

Fatigue Allowances percentage 

[(30 minutes/420 minutes)*100] 

               

7.14% 

 
 

Table 4. Calculations of delay allowances 
 

Delay Allowances Times in a day 

Machine injury 5 minutes 

Machine maintenance and breakdown 6 minutes 

Waiting for materials 3 minutes 

Controlling and cleaning work place 2 minutes 

Total Delay Allowances 16 minutes 

Delay Allowances 

(16 minutes/420 minutes)*100                      3.80% 

Total allowances=5.23%+7.14%+3.80% 

(Personal+Fatigue+Delay Allowances) 
16.17% 

 

2.2 Application of Assembly Line Balancing 

The work study processes are applied for line balancing. 

The standard times are calculated by using the work study 

method. According to observations which are done in the 

factory determined operator’s number, machine numbers, 

and work hours in the assembly line in this factory. The 

factory works from 8:45 to 16:45. There is an assembly 

line that has 34 operations, 6 machines, and 7 operators in 

the production area. These machines are 2 excentric and 4 

hydraulic presses. Sixth and seventh operations are done 

in the same machine because the machine has two 

processes sides.  

The factory wants to increase the production rate. An 

assembly line balancing study was done in the factory to 

meet demand. Firstly, some calculations were made, such 

as calculating cycle times, drawing the priority 

relationship diagram, and applying the sequential 

positional weight method. Then, the mathematical 

modelling method was used and compared the two 

methods’ results. 
 

2.2.1 Ranked Positional Weight Method 

The RPW method takes account of the standard times 

value of the element and its position in the precedence 

diagram. Then the elements are assigned to the 

workstation in the general order of their RPW values. 

Precedence Relationship Diagram and standard time of 

work elements are calculated and shown in appendix 

(Table A.3).  The precedence matrix of the top panel is 

shown in appendix (Figure A.1). 
 

2.2.2 Calculation of Cycle Time  

The company starts to work from 8:45 am to 16:45. A 

shift period takes 8 hours. There are a one-hour lunch 

break and 2 coffee/tea breaks. Every coffee or tea break 

takes 15 minutes. According to these data, available 

working time and cycle time are calculated. “C” states 

cycle time, “N” is production rate, and “T” is daily work 

hours (Available working time). 
 

𝐶 =
𝑇

𝑁
 

(6) 

 

N=1150;  

Available working time= (8 hours*60 minutes)-(30 

minutes +15 minutes +15 minutes) = 480minutes-60 

minutes = 420 minutes = 25200 seconds.  

C = 25200/1150 = 21.90 seconds. After calculation of 

cycle time, workstation number has been calculated. 

Workstation number = WS =(𝑇𝑜𝑡𝑎𝑙 𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑇𝑖𝑚𝑒)/

(𝐶𝑦𝑐𝑙𝑒 𝑇𝑖𝑚𝑒)  

WS=100.22/21.90=4.57≅ 5 workstations 

Calculations of "RPW" and "distribution of the tasks" are 

shown in Table 5. 
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Table 5. Calculation of RPW and distribution of tasks 
 

Station No Tasks Cumulative Station Time Weight Distribution Ranked Positional Weight 

1st station 1 1.76 1.76 100.22 

  2 3.64 5.40 98.34 

  3 0.95 6.35 94.70 

  4 0.79 7.14 93.75 

  5 2.38 9.52 92.96 

  6 3.42 12.94 90.58 

  7 3.98 16.92 87.16 

  8 1.04 17.96 83.18 

  9 3.34 21.30 82.14 

2nd station 10 3.66 3.66 78.80 

  11 2.28 5.94 75.14 

  12 2.18 8.12 72.86 

  13 0.68 8.80 70.68 

  14 9.31 18.11 70.00 

  15 1.99 20.10 60.69 

3rd station 16 2.23 2.23 58.70 

  17 3.17 5.40 56.47 

  18 1.59 6.99 53.30 

  19 0.57 7.56 51.71 

  20 4.13 11.69 51.14 

  21 2.03 13.72 47.01 

  22 5.13 18.85 44.98 

  23 1.78 20.63 39.85 

4th station 24 5.04 5.04 38.07 

  25 4.07 9.11 33.03 

  26 2.30 11.41 28.96 

  27 2.05 13.46 26.66 

  28 2.17 15.63 24.61 

  29 3.59 19.22 22.44 

5th station 30 4.43 4.43 18.85 

  31 1.61 6.04 14.42 

  32 5.12 11.16 12.81 

  33 3.03 14.19 7.69 

  34 4.66 18.85 4.66 

 

 

The calculation of idle time is as follows. “C” states 

cycle time, “D” is the difference between task and cycle 

time, “T” is workstation time (task time), “K” is station 

number, and “dk” is the delay time of kth station. 

 

𝑑𝑘 = 𝐶 − 𝑇𝑘 (7) 

                            

𝐷 = 𝑘𝑐 − ∑𝑡𝑖 (8) 

       

Total Idle Time= ∑D = (21.9-21.30) + (21.9-20.10) + 

(21.9-20.63) + (21.9-19.22) + (21.9-18.85) 

                           ∑D =9.40 seconds. 

Proportion of idle time for each cycle = 9.40/(21.90*5) = 

0.085 = 8.5%.  

 

2.2.3 Calculation of Balance Efficiency and Balance Delay 

There are some notations for the calculations of balance 

efficiency and delay as follows. D is balance delay; t is 

time of the work elements; E is efficiency; C is cycle time; 

K is number of work station. 

 

 

 

Balance Efficiency; 

 

                           𝐸 = [(∑ 𝑡𝑖)/(K ∗ C)]*100                 (9) 

                        

Balance Delay; 

                        𝐷 = [(K ∗ C − ∑ 𝑡𝑖)/(K ∗ C)]*100     (10)                           

 

Before the line balancing: 

 

Balance Efficiency; 𝐸 = [100,2/(7 ∗ 21,90)]*100=0,65  

          

Balance Delay; 𝐷 = [(7 ∗ 21.90 − 100.22)/(7 ∗
21.90)] *100=0.3462   

 

After the line balancing: 

 

New Balance Efficiency; 𝐸 = [100.22/(5 ∗
21.90)]*100=0.915   

 

New Balance Delay; 𝐷 = [(5 ∗ 21.90 − 100.22)/(5 ∗
21.90)]*100=0.0847    
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 2.3 Mathematical Modelling Method 

The assembly line balancing is an optimization problem. 

The proposed mathematical model is solved with the 

Lingo program providing solution near to optimal 

solutions. “Task” defines work elements, “Station” defines 

station number, and “Predecessor” defines the precedence 

relationship between works. While writing the constraints, 

have been taken into account the criteria below.  The 

mathematical model is formulated for our problem. 

• The sum of task times for the set of tasks assigned to 

each workstation does not exceed the cycle time 

(Equation 11) [18]. 

• Each task must be assigned to only one workstation 

(Equation 12) [18]. 

• The stations must be arranged according to a 

precedence relationship. If task v is to be assigned to 

station b, then it is immediate predecessor u must be 

assigned to some station between 1and b (Equation 

13) [18]. These constraints are among the strict 

constraints in the model. 

In this model, the station number is assigned to a big 

number “M (100.000)” (Equation 14). The set of P 

identifies the assembly order constraints.  

There are some notations in the model: 

P = {(u,v): task u must precede task v}. 

K: Number of workstation 

N: Number of tasks 

R: Required number of workstation.  

C: Cycle time 

The notations considered in the mathematical model are 

clarified as follows: 

Indices 

i, u, v: tasks 

k, b, j: stations 

t: Time of the work elements 

ti: Completion time of the task "i" 

 

Decision Variables 

                                                                                                                                            

                           1; if task i is assigned to station k 

𝑥𝑖𝑘  =                                                                                                                

            0; otherwise;             

 

Constraints 

 

∑𝑡𝑖𝑋𝑖𝑘 ≤ 𝐶            𝑘 = 1,… ,𝐾

𝑁

𝑖=1

 (11) 

 

∑ 𝑋𝑖𝑘 = 1

𝐾

𝑘=1

 

𝑋𝑣𝑏 ≤ ∑𝑋𝑢𝑗

𝑏

𝑗=1

    𝑏 = 1,… , 𝐾 𝑎𝑛𝑑 (𝑢, 𝑣)𝜖 𝑃  (13) 

∑𝑋𝑖𝑗 ≤ 𝑀𝑅𝑗

𝑁

𝑖=1

        ∀𝑗     (14) 

 

𝑥𝑖𝑘  𝜖 {0,1}                   ∀𝑖;   ∀𝑘 

 

The optimization problem is formulated using binary 

variables as decision variables. Equation (15) denotes the 

constraint showing that the decision variable consists of 0-

1 integer variables. The domain of the variables is defined 

in this way. 
 

𝑀𝑖𝑛 ∑𝑅𝑗

𝐾

𝑗=1

 

3. Results and Discussion 

Some data were obtained as a result of the calculations. 

The mathematical model and RPW method’s results were 

calculated and comprised by using the data. According to 

the RPW method’s results, when the initial situation and 

the last situation are compared it is clear that while the 

workstation number decreases, the line efficiency 

increases. Total idle time had been calculated 53.08 

seconds in the actual situation. After balancing, the total 

idle time had decreased to 9.40 seconds. Balance 

efficiency was improved from 65% to 91.52%, and 

balance delay was decreased from 34.62% to 8.47%. It 

shows that, when the workstation numbers drop from 7 to 

5, time losses decrease significantly. The values of the 

initial and the last situation of parameters are shown in 

Table 6 comparatively.  

The objective of the mathematical model is to minimize 

the number of stations. The model is applied for two cycle 

time “22” and “35”. Additionally, to see the effect of the 

increase in cycle time on the number of stations, the model 

was also solved with a high cycle time such as 35. The 

distribution of tasks to each station is shown in the two 

situations clearly. The mathematical model is calculated 

for the cycle time 22 and then for cycle time 35. 
 

 

Table 6. Comparison of the parameters before and after balancing 
 

Parameters 
Initial 

Situation 

Last 

Situation 

Number of workstations 7 5 

Total idle time (sec.) 53.08 9.40 

Balance delay (%) 34.62% 8.47% 

Balance efficiency (%) 65% 91.52% 
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              𝑖 = 1, … , 𝑁      (12) 
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  Table 7. Results of mathematical model on lingo 
 

Global optimal solution 

for "cycle time 22" 

 Global optimal solution 

for "cycle time 35" 

Objective value:                               

5.000000 

 Objective value:                                

4.000000 

Objective bound:                              

5.000000 

 Objective bound:                              

4.000000 

Infeasibilities:                                   

0.000000 

 Infeasibilities:                                   

0.000000 

Extended solver steps:                             

129 

 Extended solver steps:                               

267 

Total solver iterations:                          

15883 

 Total solver iterations:                           

41316 

 

According to lingo solutions, the objective function 

value is 5 for the cycle time 22. If the cycle time is 

increased to 35, the station number is to be 4. It means that, 

if the cycle time is increased, the station number is 

decreased. These calculations’ results of lingo solutions 

are shown in Table 7. However, "cycle time 22" and "5 

stations" are more optimal to balance both cycle times and 

the number of stations. 

Similarly, with the RPW method solution, the station 

number is decreased from 7 to 5 stations in the mathematical 

model with cycle time 22. With the decrease in the number 

of stations, line efficiency increased and delays decreased. In 

this way, the mathematical modelling solution is near and 

parallel to the RPW method solution.  

 

4. Conclusion  

In this project, an assembly line was analysed. At the end 

of the literature review and researches, some methods were 

determined to solve the assembly line balancing problem. 

The RPW method and the mathematical modelling methods 

were used. These methods were compared and it was found 

that the results similar to each other. As a result of the studies, 

after line balancing, balance efficiency was improved from 

65% to 91.52%. Balance delay decreased from 34.62% to 

8.47% according to the current situation of the line. At the 

same time, idle times were decreased. In the mathematical 

modelling solution, the station number decreased from 7 to 5 

stations similar to the RPW method solution. The 

mathematical modelling method was applied with two 

different cycle times to see the difference between changes 

in station numbers. While station number decreases, idle 

times decrease. The order will be satisfied as requested. It has 

been found that the proposed solution provides a significant 

improvement in assembly line efficiency. It is thought that 

this study will provide a different perspective for researchers 

dealing with assembly line balancing problem. In future 

studies, in addition to minimizing the number of stations, 

new constraints will be added to the model and effective and 

efficient use of stations will be provided. Moreover, in future 

studies, in addition to mathematical models and RPW 

solutions, artificial intelligence algorithms will be used to 

achieve more optimal results faster in the solution space. 
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Table A.2. Time study form 
 

  TIME STUDY FORM   

Location: Machine Molding Factory     

Work Element No:1       

Work Element Name: Bur Cutting Process     

Analyst Name: Esra Can       
Observation 

No 
Observed time Performance rating Normal time Allowances 

1 1.50 88 1.32 16.17 

2 1.80 88 1.58 16.17 

3 1.32 88 1.16 16.17 

4 1.26 88 1.11 16.17 

5 1.98 88 1.74 16.17 

6 1.50 88 1.32 16.17 

7 2.04 88 1.80 16.17 

8 1.56 88 1.37 16.17 

9 1.62 88 1.43 16.17 

10 2.34 88 2.06 16.17 

11 1.32 88 1.16 16.17 

12 2.40 88 2.11 16.17 

13 1.20 88 1.06 16.17 

14 1.38 88 1.21 16.17 

15 2.34 88 2.06 16.17 

16 1.92 88 1.69 16.17 

17 1.50 88 1.32 16.17 

18 1.98 88 1.74 16.17 

19 1.86 88 1.64 16.17 

20 1.74 88 1.53 16.17 

Average Observation Time 1.73 seconds 

Average Normal Time  1.52 seconds 

Standard Time  1.76 seconds 

Total Allowances Percentage  16.17% 

Standard Deviation    0.372 
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Table A.3. Precedence relationship diagram 
   

Work Element Standard Time Precedence Relations 

1 1.76 _ 

2 3.64 1 

3 0.95 2 

4 0.79 3 

5 2.38 4 

6 3.42 5 

7 3.98 6 

8 1.04 7 

9 3.34 8 

10 3.66 9 

11 2.28 10 

12 2.18 11 

13 0.68 12 

14 9.31 13 

15 1.99 14 

16 2.23 15 

17 3.17 16 

18 1.59 17 

19 0.57 18 

20 4.13 19 

21 2.03 20 

22 5.13 21 

23 1.78 22 

24 5.04 23 

25 4.07 24 

26 2.30 25 

27 2.05 26 

28 2.17 27 

29 3.59 28 

30 4.43 29 

31 1.61 30 

32 5.12 31 

33 3.03 32 

34 4.66 33 

 

 

 
 

Figure A.1. The precedence matrix of top panel 
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 In addition to conventional retrofitting of constructions, new technologies are rapidly being 

developed to withstand the external effects while sustaining an acceptable level of damage. 

Reinforced concrete structures strengthened with fiber reinforced polymer composite materials are 

becoming more and more widespread in structural applications due to their better mechanical 

properties, resistance to environmental influences, ease of application and light weight, as well as 

conventional methods of strengthening. In this study, strengthening technique as a methodology 

for externally bonded with carbon fiber reinforced polymer (CFRP) sheets to increase the flexural 

resistance of reinforced concrete beams has been investigated. For this purpose, eight reinforced 

concrete beams were produced considering different types of CFRP configuration and tested under 

four-point bending loading. The dimensions of the beams are 150×250×2600 mm and concrete 

cover of the first and second group of test beam are 20 mm and 40 mm, respectively. Finally, load-

deflection behavior with the failure mechanism of the tested beams have been discussed and the 

effect of different schemes of strengthening on the flexural behavior has been evaluated. 
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1. Introduction 

The main purpose of strengthening methods is to bring 

the strength, ductility and rigidity of the element and/or 

system to desired level. In addition to conventional 

techniques, new techniques are being developed for the 

strengthening of structures and are widely used in the 

construction sector. In this field, one of these new 

techniques is the strengthening application with the use 

fiber reinforced polymer materials (FRP). 
FRP materials have a wide usage area for strengthening 

of reinforced masonry and concrete construction elements 

depending upon high-grade properties such as light 

weight, ease of application in the area, high resistance of 

corrosion and high stiffness- and strength -to-weight ratio 

[1-6]. 

Bonding FRP materials is a new retrofitting or 

strengthening method for enhancing shear and flexural 

performance of existing reinforced concrete (RC) beams 

[7-9]. The effects of FRP materials which are externally 

bonded to the beams on flexure and/or shear capacity of 

beams have been investigated by previous experimental 

and numerical studies [3-5], [9-24]. In these studies, it is 

seen that the FRP composites are utilized as externally 

epoxy-bonded reinforcement to enhance the structural 

strength and stiffness, ductility and seismic performance 

of the RC beams. 

Dong et al. [4] performed an experimental investigation 

on both the shear-flexural and the flexural performance of 

strengthened RC beams by GFRP and CFRP sheets. For 

this purpose, fourteen identical beams were fabricated and 

tested to failure for evaluating how different strengthening 

configurations of GFRP and CFRP sheets affected RC 

beams.  Results showed that the flexural strengthening 

plan was less adequate than the shear-flexural 

strengthening in increasing the ultimate strength. Besides, 

the numerical analysis was accomplished to evaluate the 

shear and bending capacities of the tested beams. Analysis 

results indicated that theoretical predictions were in good 

agreement with experimental ones. Siddiqui [10] 

investigated experimentally the effectiveness and 
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adequacy of different FRP layouts in shear-flexural 

reinforcing of RC beams. Two groups of beams were 

fabricated, each group contained three beams as to be 

strong in shear and weak in flexure in the first group and 

to be weak in shear and strong in flexure in the second 

group. All beams were subjected to the same loading and 

the effectiveness of CFRP applications of different layouts 

was evaluated. It has been observed that CFRP sheets with 

U-shaped end anchored applied to the tensile surface of the 

beams are not only very effective in increasing the flexural 

capacity but providing sufficient deformation capacity as 

well. Nayak et al. [15] performed an experimental 

investigation of externally strengthened reinforced 

concrete beams by GFRP fabrics. For this purpose, 

reference RC beam and nine RC beams strengthened with 

GFRP fabrics in different ways were tested under two-

point bending. They also developed a design proposal in 

addition to IS: 456-2000 to estimate the ultimate design 

resistance of RC beams which were strengthened with FRP 

fabric layers. For verification, the experimental flexural 

strength of strengthening RC beams were compared with 

the design flexural strength values calculated from the 

numerical model and the ACI 440-2R-08 design code. In 

addition, it was indicated that the flexural strength 

increased with an increase in number of fabrics for all 

strengthening schemes. Tautanji et al. [16] analyzed the 

failure mechanism of strengthened beams with FRP sheets. 

For this purpose, seven identical beams were fabricated 

and tested until failure. They also developed a moment 

displacement model and used it on beams which were 

tested in their study and other similar studies. The results 

showed that the ductility of strengthened beams by using 

externally bonded FRP sheets was significantly reduced 

compared to the reference beam. The outcomes also 

indicated that the proposed model validated the test results. 

Al-Amery and Al-Mahaidi [17] accomplished an 

experimental study to examine the flexural-shear 

strengthening of RC beams. The researchers tested an 

unstrengthened RC beam sample in addition to six 

strengthened RC beam samples which were strengthened 

in different scheme using CFRP straps and sheets. They 

indicated that coupling of CFRP sheets and straps 

improved the beam strength significantly. Also, it has been 

denoted that a more ductile behavior of RC beams can be 

obtained if the debonding failure is prevented. Esfahani et 

al. [18] studied the influence of reinforcement ratio on the 

flexural strength of reinforced concrete beams by utilizing 

CFRP layers. For investigation, twelve reinforced concrete 

beams were produced and four-point bending tests were 

performed on these beams. Test results and observations 

showed that an improvement of flexural stiffness and 

strength of strengthened beams were obtained. Reda et al. 

[19] performed an experimental study to investigate the 

behavior of RC beams which retrofitted with near surface 

mounted (NSM) glass fiber reinforced polymer (GFRP) 

bars. For this purpose, a reference beam and ten 

strengthened RC beams were casted and tested under four- 

point bending. Beams were strengthened with straight 

GFRP bars and GFRP bars with bent end. In the 

experimental study, it was observed that the GFRP bars 

with bent ends increased the load carrying capacity and the 

concrete cover separation of the beams. Test results stated 

that load-deflection and GFRP strain-load values for 

strengthened beams with straight NSM bars were 

compatible the analytical prediction. Huang et al. [20] 

studied on the flexural behavior of RC beams strengthened 

with polyester FRP composite plates. For investigation, six 

strengthened RC beams and two reference beams were 

manufactured and tested under four-point bending. The 

steel reinforcement ratio and the thickness of PFRP plates 

were chosen by authors as experimental parameters. They 

also compared the experimental ultimate load values of the 

beams strengthened PFRP with the equations given in ACI 

440.2R-08. Experimental results indicated that the 

ultimate load, the ductility and the deflection increased in 

PFRP retrofitted RC beams. Tashiri et al. [21] studied the 

failure modes, the load-deflection behavior and the crack 

propagation patterns of strengthened RC beams using RC 

jacketing and FRP strengthening. Twelve strengthened RC 

beams (six RC jacketed beams and six CFRP strengthened 

beams) and three unstrengthened beams were tested under 

three-point bending. The outcomes indicated that both 

strengthening techniques increase energy dissipation 

capacity and strength. Mahal et al. [22] explored the 

efficiency of different srengthening methods (plate 

strengthening and NSM bar-strengthening) of RC beams 

through experimental studies. They conducted four-point 

bending test with RC beams under fatigue and monotonic 

loading using unstrengthened and strengthened RC beams. 

The outcomes showed that the mid-span displacement for 

beams strengthened with NSM bars was higher than the 

one for beams strengthened with CFRP plates. Sharaky et 

al. [23] investigated the effectiveness of near-surface 

mounted (NSM) fiber reinforced polymer (FRP) 

reinforcement and axial stiffness on the strengthened beam 

failure modes and flexural capacities experimentally and 

numerically. An unstrengthened and seven different 

strengthened RC beams were tested under four-point 

loading. The experimental results indicated that the 

confinement significantly increased the ultimate load of 

the RC beams. Jawdhari et al. [24] performed an 

experimental study to examine the effectiveness and 

behavior of spliced CFRP rod panels (CRPs) using for 

strengthening of RC beams. Five strengthened RC beams 

which were strengthened in different scheme using CFRP 

rod panels and CFRP fabric besides an unreinforced RC 

beam were tested. The results showed that the failure load 

and ultimate load increased in strengthened RC beams. 
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The benefit of the CRP system was emphasized in the 

study.  

In this study, the flexural behavior of CFRP wrapped 

RC beams have been studied experimentally. For this 

purpose, three different wrapping schemes have been 

considered. Based on the flexural behavior of eight RC 

beams tested under four-point bending loading, existing 

experimental data are also evaluated. 

2. Experimental Program  

An experimental research was conducted at Yıldız 

Technical University Structural Engineering Laboratory 

for investigating the influence of different CFRP schemes 

on flexural strengthening of RC beams. The test specimens 

consisted of eight RC beams and classified into two groups 

according to the concrete cover. The overall concrete 

cover thickness of beams groups 1 and 2 were 20 mm and 

40 mm, respectively. Both in group 1 and 2, there were an 

unstrengthened RC beam (reference beam), and three RC 

beams that were differently bonded with CFRP sheets [6], 

[25].  

2.1 Beam Specimens  

A total of 8 RC beams were fabricated in two groups; 

each group containing 4 beams. The beams of the first 

group were fabricated to be concrete cover thickness as 20 

mm, whereas beams of the second group were fabricated 

to be concrete cover thickness as 40 mm. All of the beams 

had identical cross-sectional dimensions, stirrups and 

longitudinal reinforcement. Beams had rectangular cross 

sections of 150x250 mm and span lengths of 2400 mm.  

All beams were reinforced with two 12 mm diameter steel 

bars on both sides of tension and compression. Shear 

reinforcement consisted of 8 mm diameter stirrups with 

100 mm spacing. The geometry and steel reinforcement of 

the test beams are shown in Figure 1. 

 

Figure 1. Geometry, steel reinforcement of beams tested in flexure 

2.2 Material properties 

2.2.1 Concrete and Steel 

The concrete used in the fabrication of test beams was 

supplied from a ready-concrete company. During the 

concrete pouring, three cubes were taken to specify the 28-

days compressive strength. Cube concrete compressive 

strength average of 25,1 MPa was converted to cylinder 

concrete compressive strength and determined as 20 MPa. 

Reinforcing steel bars with a yield strength of 420 MPa were 

used as stirrup and longitudinal reinforcement in beams. The 

properties of steel and concrete are summarized in Table 1.  

 

2.2.2 Primer, Epoxy and CFRP sheet 

Master Brace P3500, a two-component, low viscosity 

primer (Table 2), was used. Master Brace SAT4500 epoxy 

based adhesive (Table 3) which has a two-components, 

high strength, low viscosity and easy to apply was used to 

adhere the CFRP material to the beam surfaces. As for the 

strengthened material, Master Brace FIB 300/50 CFS 

unidirectional carbon fiber reinforced polymer (CFRP) 

was used. The properties of CFRP sheet is summarized in 

Table 4. 

2.3 Strengthening procedure 

In each group, one of the beams was not strengthened as 

a reference beam and the other three beams were 

strengthened using 0.17 mm thick unidirectional CFRP 

sheet in different arrangement. Firstly, the beam surfaces 

were sanded to smooth the rough beam surface and 

cleaned from the dust. 

Primer material was applied to the beam surface to 

provide bonding with the beam surface and to obtain a 

smooth surface. Then epoxy adhesive was used and CFRP 

sheet was carefully bonded to the surface of the beam. The 

application of CFRP sheet bonding is given in Figure 2. 

The strengthening schemes of the specimen RC beams 

are shown in Figure 3. These strengthening schemes are; 

Type 1: externally reinforcing with one layer of CFRP 

sheet on the bottom surface of the tension zone (150x2600 

mm), Type 2: bonding of CFRP sheet to the bottom surface  

 

Table 1. The properties of concrete and reinforcing steel 

properties 

Material Properties        Value 

Concrete 
Mean compressive strength 

(cube) 

   25.1 MPa 

Concrete 
Mean compressive strength 

(cylinder) 

   20.0 MPa 

Reinforcing 

steel 

Mean yield strength (ϕ12) 463.60 MPa 

Mean tensile strength (ϕ12) 572.07 MPa 

Mean yield strength (ϕ10) 518.03 MPa 

Mean tensile strength (ϕ10) 761.77 MPa 

Modulus of elasticity 2.105 MPa 
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Table 2. Technical properties of the primer 

 

Table 3. Technical properties of the epoxy adhesive 

Compressive 

properties 

Value Tensile 

properties 

Value 

Yield strength 86.2 MPa 
Yield 

strength 
54 MPa 

Elastic modulus 2620 MPa 
Elastic 

modulus 

3034 

MPa 

Ultimate 

strength 
86.2 MPa 

Ultimate 

strength 

55.2 

MPa 

Rupture strain 5% 
Rupture 

strain 
3.5% 

Flexural 

properties 

Value   

Yield strength 138 MPa Poisson ratio 0.40 

Elastic modulus 3724 MPa   

Rupture strain 5%   

 

Table 4. Properties of CFRP sheet 

Properties Value 

Modulus of Elasticity 230000 N/mm2 

Tensile strength 4900 N/mm2 

Thickness of design cross-section 0.166 mm 

Weight 300 gr/m2 

Rupture strain 2.1% 

Width 500 mm 
 

and to both lateral side surfaces of 50 mm and 70 mm height 

to the tensile reinforcement including the concrete cover 

(250x2600 mm; 290x2600 mm), and Type 3: bonding of 

CFRP sheets to bottom surface and most of lateral sides 

(500x2600mm).   

 

               (a)                                                 (b) 

Figure 2. CFRP application of test beams a) epoxy adhesive 

application b) bonding of CFRP  

   

 

(a) K20KG00 and K40KG00 

 

(b) K20KG50 and K40KG70 

 

(c) K20KGU and  K40KGU 

Figure 3. External strengthening arrangement of the beams 

tested in flexure 

2.4 Experimental set up and instrumentation 

As can be seen in Figure 4, eight rectangular concrete beam 

specimens were tested until failure under symmetric two 

point loads at spacing of 0.375 L = 900 mm from the 

support points.  

The load was then implemented using hydraulic 

actuator of 400 kN capacity with a constant loading rate of 

2 mm/min. Vertical displacements at the midpoint of the 

beam, at the points where the load was implemented and 

on the supports were measured by linear variable 

differential transformers (LVDTs) [6].  

Compressive 

properties 
Value 

Tensile 

properties 
Value 

Yield 

strength 
26.2 MPa 

Yield 

strength 
14.5 Mpa 

Elastic 

modulus 
670 MPa 

Elastic 

modulus 
717 Mpa 

Ultimate 

strength 
28.3 MPa 

Ultimate 

strength 
17.2 Mpa 

Rupture 

strain 
10 % 

Rupture 

strain 
40 % 

Flexural 

properties 
Value 

Physical 

properties 
Value 

Yield 

strength 
24.1 Mpa 

Installed 

thiskness 
0.075 mm 

Elastic 

modulus 
595 Mpa Density 

1102 

kg/m3 

Rupture 

strain 

Large 

deformation 

with no 

rupture 

Poisson 

ratio 
0.48 
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Figure 4. Experimental set-up 

LVDTs were located with a measuring length of 300 

mm in mid-span and with a measuring length of 100 mm 

at other points. The recording process was also continued 

until the completion of the test. 

 

3. Results and Discussion 

3.1 Failure modes and load-deflection behavior 

In literature, failure mechanisms observed in RC beams 

externally strengthened with FRP sheets are flexural 

failure (concrete crushing and CFRP rupture), shear failure 

and FRP debonding [2], [26-30]. 

The most observed failure mechanisms are debonding 

of the CFRP material.  Debonding usually takes place at 

the concrete-CFRP interface in a region of high stress 

concentration. Around the flexural and shear cracks and 

the ends of the CFRP material are debonding region [26]. 

Many researchers [2], [8], [26-30] refer to three different 

CFRP debonding failure modes: intermediate crack 

induced debonding, critical diagonal crack debonding and 

plate end debonding (Figure 5). Two different rupture 

modes are observed strengthened RC beams by CFRP 

composites: rupture prior to debonding and rupture after 

intermediate crack debonding [30]. 

3.1.1 Results for the 1st group of test specimens 

Four RC beams (K20R, K20KG00, K20KG50, 

K20KGU) were loaded up to failure and their experimental 

ultimate loads are summarized in Table 5.  

Failure modes observed for the first group of RC beams 

are indicated in Figure 6. The load-mid span deflection 

curves of the first group of RC beams are given in Figure 

7. The ultimate load of the tested beams differed with the 

configuration of CFRP sheets. 
 

 

Figure 5. Failure modes of FRP [26], [27], [30] 

 Table 5. Test results of first group of beam 

Beam ID Ultimate 

Load (kN) 

Failure Mechanism 

 K20R 51.97 Flexural failure 

K20KG00 80.43 
Debonding and rupture of 

CFRP 

K20KG50 93.56 Debonding of CFRP 

K20KGU 108.19 
Debonding and rupture of 

CFRP 

 

  
                       (a)                                              (b) 

 
                       (c)                                              (d) 

Figure 6. Failure modes of first group of RC beams 

a) flexural failure (K20R) b) intermediate crack induced 

debonding and rupture of CFRP (K20KG00) c) plate end 

debonding of CFRP (K20KG50) d) debonding and rupture of 

CFRP (K20KGU) 

Typical flexural crack in the mid-span section and 

concrete crushing at compression region was observed for 

the reference beam (K20R) as seen in Figure 6(a). The first 

crack was monitored at the load level of 35 kN During the 

experiment, mid-span deflection of 99.76 mm at the 

ultimate load level of 51.97 kN was monitored as seen in 

Figure 7(a). While the load remained constant, the 

displacement increased to a maximum value of 139.35 

mm. In addition to the concrete crushing at compression 

region of beam, large crack widths and deflections were 

finally observed especially at the points where the load 

was applied. Finally, flexural failure was observed for the 

reference beam. 

The failure mode for K20KG00 beam, intermediate 

crack induced debonding and rupture of CFRP was 

observed as seen in Figure 6(b). The first crack was 

monitored at the load level of 51 kN During the 

experiment, mid-span deflection of 35.72 mm at the 

ultimate load level of 80.43 kN was monitored. Besides, 

maximum mid-span deflection of 36.93 mm was recorded 

as seen in Figure 7(b). The appearance of cracks 

significantly delayed and the displacement decreased 

compared to the reference beam (K20R). The mid- span 

deflection was decreased with the increase in the flexural 

rigidity due to the CFRP strengthening as expected. 
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Besides, the ultimate load was measured 54.8% greater 

than for the K20R beam. 

The failure mode for K20KG50, plate end debonding of 

CFRP was observed as shown in Figure 6(c). The first 

crack was monitored at the load level of 66 kN During the 

experiment, mid-span deflection of 33.88 mm at the 

ultimate load level of 93.56 kN was monitored. The 

maximum mid-span deflection of 39.15 mm was recorded 

as seen in Figure 7(c). The measured ultimate load of the 

test specimen K20KG50 is 80% greater than the K20R 

beam. Besides, maximum deflection at failure for 

K20KG00 and K20KG50 were lower than K20R beam. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 7. Load-mid-span deflection relationships for first group 

of beams a) K20R beam b) K20KG00 beam  

c) K20KG50 beam d) K20KGU beam 

The failure mode for K20KGU, debonding and rupture 

of CFRP was observed as seen in Figure 6(d). During the 

experiment, mid-span deflection of 43.15 mm at the 

ultimate load level of 108.19 kN was monitored. Also, 

maximum mid-span deflection value of 63.07 mm was 

recorded as seen in Figure 7(d). The ultimate load was 

measured 108.2% greater than the reference beam 

(K20KG). The ultimate load increased by 34.5% and 

15.6% compared to those of other strengthened beams 

(K20KG00 and K20KG50). 

3.1.2 Results for 2nd group of test specimens 

Experimental ultimate loads of four RC beams (K40R, 

K40KG00, K40KG70, K40KGU) are presented in Table 

6.  

Experimentally observed failure modes for the second 

group of RC beams are exhibited in Figure 8. The load-

mid span deflection graphs of the second group RC beams 

are given in Figure 9. 

Reference beam (K40R) was failed due to flexural crack 

at the mid-span section and crushing of concrete at the 

compression region as presented in Figure 8(a). The first 

crack was observed at the load level of 28 kN which was 

0.8 times lower than K20R. During the experiment, mid-

span deflection of 79.32 mm at the ultimate load level of 

45.87 kN for K40R beam was monitored as seen in Figure 

9 (a). 
 

Table 6. Test results of the second group of beams 

Beam ID Ultimate 

Load (kN) 

Failure Mechanism 

 K40R 45.87 Flexural failure 

K40KG00 76.78 
Debonding and rupture of 

CFRP 

K40KG70 91.43 Debonding of CFRP 

K40KGU 98.95 
Debonding and rupture of 

CFRP 
 
 

    
(a)                                                  (b) 

  
(c)                                                  (d) 

Figure 8. Failure modes of second group of RC beams a) 

crushing of concrete (K40R) b) intermediate crack induced 

debonding and rupture of CFRP (K40KG00) c) plate end 

debonding of CFRP (K40KG70) d) debonding and rupture of 

CFRP (K40KGU) 
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(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 9. Load-mid-span deflection relationships for second 

group of beams a) K40R beam b) K40KG00 beam 

c) K40KG70 beam d) K40KGU beam 

While the load remained constant, the displacement 

increased to a maximum of 117.13 mm. The large crack 

widths and deflections were observed until the failure. 

Crushing of concrete in the pressure zone of K20R and 

K40R beams was one of the reasons for the collapse these 

beams. 

The strengthened beam K40KG00 failed due to 

intermediate crack induced debonding and rupture of 

CFRP at load of 76.78 kN as shown in Figure 8(b). The 

first crack was monitored at the load level of 46 kN during 

the experiment, mid-span deflection of 34.63 mm at the 

ultimate load level of 76.78 kN was monitored. Besides, 

maximum mid-span deflection of 36.51 mm was recorded 

as seen in Figure 9(b). The ultimate and cracking loads of 

K40KG00 were much lower than K20KG00 as expected. 

The ultimate load of K40KG00 increased by 67.4% 

compared to that of the reference beam (K40R).  

The failure mode for K40KG70, plate end debonding of 

CFRP was observed as shown in Figure 8(c). During the 

experiment, mid-span deflection of 33.82 mm at the 

ultimate load level of 91.43 kN was monitored. Maximum 

mid- span deflection of 34.56 mm was recorded as seen in 

Figure 9(c). First crack was monitored at the load level of 

61 kN The ultimate load of the test specimen K40KG70 

increased by 99.3% compared to K40R. 

K40KGU failed by debonding and rupture of CFRP at 

beam surface (Figure 8(d)). The ultimate load of the beam 

K40KGU was measured as 98.95 kN which was 115.7% 

greater than the reference beam K40R. The mid span 

deflection value was observed 40.04 mm at this load level. 

Also, maximum mid-span deflection value of 41.82 mm 

was recorded as seen in Figure 9(d). The ultimate load for 

K40KGU increased by 28.9% compared to that of 

K40KG00. Maximum deflection at failure for K40KGU 

was higher than the other strengthened beams (K40KG00 

and K40KG70). 

The effect of strengthening on the load and mid-span 

deflection for the experiment beams are given in Figure 10.  

 

 
(a) Ultimate load 

 
    (b) Mid-span deflection 

Figure 10.  The effect of strengthening on the load and mid- 

span deflection 
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The ultimate load and maximum mid-span deflection at 

failure for K20R beam were more than the K40R beam. 

Although the ultimate load for K20KG00 beam was more 

than K40KG00, the maximum mid-span deflection at 

failure was nearly the same.  

The measured values of ultimate load and maximum 

mid-span deflection were bigger in K20KG50 compared 

to K40KG70 and also bigger in K20KGU compared to 

K40KGU beams. 

The first cracks in the K20KGU and K40KGU beams 

were observed at higher load levels that were compared to 

the other strengthened beams. Although the cost of 

strengthening was higher for the K20KGU and K40KGU 

beams than the K20KG50 and K40KG70 beams, there was 

no difference in load carrying performance significantly. 

The ultimate loads for test beams having 20 mm 

concrete cover (K20R, K20KG00, K20KG50, K20KGU) 

increased when compared to the test beams having 40 mm 

concrete cover (K40R, K40KG00, K40KG70, K40KGU); 

an increase of specimens’ ultimate load by 13.3%, 4.8%, 

2.3% and 9.3% respectively. The difference in ultimate 

load (13%) between the reference beams K20R and K40R 

was caused by the effective depth values that are chosen as 

216 mm and 196 mm respectively. This difference was 

considerably reduced by external bonding of CFRP sheet 

to bottom surface and to both lateral side surfaces of 50 

mm and 70 mm height. 

The mid-span deflection in strengthened beams 

decreased when compared to reference beams by 73.5%, 

71.9%, 54.7% for K20KG00, K20KG50, K20KGU and 

68.8%, 70.5%, 64.3% for K40KG00, K40KG70 

K40KGU, respectively. 

Considering the ultimate loads for test beams, this 

experimental study indicated that the strengthening 

scheme Type 2 is almost as effective as the Type 3. 
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1. Introduction 

The production of the structures starts with the 

projecting process and is completed with the application 

process. In addition to being compatible with the 

architectural project at the project planning stage, the 

most important principle that civil engineers should 

consider is modeling as close as possible to the reality. 

When modeling is done, it is necessary to take into 

consideration both the superstructure conditions of the 

building and the geotechnical conditions of the region 

and the ground. In this context, it is very important that 

the ground survey reports should be evaluated correctly 

and used completely in the project. 

In the analysis of the buildings, the soil structure 

interaction (SSI) is widely ignored. However, when we 

look at the studies in the literature, the local soil 

properties have significant effects on the behavior of the 

structure, under both vertical and horizontal loads [1]. 

Under vertical static loads, there is a tendency of 

displacement and rotation effects on the foundation of the 

structure and a tendency to move differently between the 

structure and the foundation under horizontal dynamic 

loads. According to this situation, fixed base foundation 

acceptance is away from realism and analysis methods 

which take into account SSI is necessary. 

   Winkler method [2] is widely used in SSI models. 

However, in Winkler method, a realistic calculation of 

foundation shape changes cannot be made [3]. In addition 

to the Winkler method, the horizontal springs have also 

been introduced to achieve more realistic results, but 

additional difficulties have arisen in this method [4]. 

The normal stress between the foundation and the 

ground varies depending on the stiffness of the 

foundation system and the load distribution of the 

structure and the soil group [5]. The equivalent 

coefficient of subgrade reaction method, idealizing the 

difference of deformations arising from these differences, 

has been proposed by Vallabhan and Daloglu [6]. 

2.2.1.5 of Turkish Earthquake Code 2007 which was 

previous earthquake code required SSI analysis for soil 

group C and D [7]. General belief is that the period of the 

building will increase in the SSI solution, and the 

earthquake load affected by the building will also 

decrease, and the building performance will be improved. 
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For the same reason, Turkish Building Earthquake Code 

2018 16C.1.2 suggests that SSI can be neglected in to 

stay on the safe side. On the other hand, studies in the 

literature have shown that SSI do not only affect 

structural period but also other parameters.  Fatahi et al. 

[8] investigated that the structural displacements and 

inter-storey drifts caused by SSI are larger than the 

corresponding values while only local site effect is 

included. The numerical results clearly indicate that the 

structural displacements and inter-storey drifts caused by 

SSI are larger than the corresponding values while only 

local site effect is included. Tomeo et al. [9] emphasized 

that SSI effects are important for soft soils. Moghaddasi 

et al. [10] emphasized that major earthquakes has 

highlighted the possibility of detrimental effects or 

increase in the structural response due to SSI. Çelebi et 

al. [11] stated that dynamic response is more pronounced 

for resonance case, when the frequency content of the 

seismic ground motion is close to that of the SSI system.  

The purpose of this study is to show that the SSI 

affects many parameters other than the structural period 

only, and to show that the fixed base acceptance is not 

always on the safe side. 

 

2. Material and Method 

In this paper, 6 different structural models with 20 story 

(Figure 1-2) and two different soil groups (Table 1) were 

analyzed with three different analysis methods which are 

fixed base method, the Winkler method and the pseudo-

coupled method. 

Within the soil group D and C, the coefficients of 

subgrade reaction were selected as 12753 kN/m³ and 17167 

kN/m³, respectively. The other important parameter of the 

soil group is “allowable bearing value” taken as 98 kN/m2, 

and 147 kN/m2. 

In order to examine the effect of soil groups on 

foundation analysis methods, two different soil groups were 

examined. In this way, it is aimed not only to compare the 

fixed base and SSI, but also to show how the solutions can 

differ according to soil groups. 

Table 1. The properties of soil groups according to TBEC 
(2018) [13] 

 

Soil Group Description of Soil Group 

 

C 

Highly tight sand 

gravel and hard clay layers or 

with cracked weak rock 

 

D 

 

Medium-firm - firm sand, 

gravel or solid clay 

 

 
Figure 1. The perspective view of 20-storey building 

 

 
Figure 2. The floor plan of all structural models

In our country, the PGA value can rise up to 0.780 in the 

eastern Anatolian region. However, in our study, we wanted 

to choose a region where the population is high in addition 

to high earthquake acceleration (Table 2). For this reason, 

we preferred the ground acceleration of the Gölcük region, 

which caused great damage in 1999 [12]. 
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City Center Villages Total 

Bilecik 116004 76056 192060 

Bolu 265052 287970 553022 

Bursa 1484838 473691 1958529 

Eskişehir 518643 142200 660843 

İstanbul 8506026 692783 9198809 

Kocaeli 629333 548046 1177379 

Sakarya 331431 400369 731800 

Tekirdağ 358878 208518 567396 

Yalova 110106 53810 163916 

Zonguldak 239186 373536 612722 

Total 12.559.497 3.256.979 15.816.476 

 

Structure Location Kocaeli Gölcük 

Latitude 40.720382 

Longitude 29.811135 

SS 1.683 

S1 0.399 

SD1 0.599 

SDS 2.02 

PGA  0.687 

PGV  43.509 

 

Ss:  Short period map spectral acceleration coefficient 

S1: 1 second period map spectral acceleration coefficient 

Sd1: 1 second period design spectral acceleration  

        coefficient 

Sds: Short period design spectral acceleration coefficient 

PGA: Peek ground acceleration (g) 

PGV:  Peek ground velocity (cm/sec) 

Analysis model’s general seismic design parameters are  

given in Table 4. 

Analysis methods can be summarized as follows: 

 

Fixed base method: 

   In this method, it is assumed that the bottom floor 

columns and the shear walls were connected to the base in 

an infinitely rigid manner. Therefore, it was assumed that 

the foundation was not affected by the structure, and the 

structure was not affected by the foundation. In this case, 

foundation and structure are analyzed independently of 

each other.  

 

Winkler method: 

   It was assumed that the shape of the springs changed only 

when loaded directly and formed a counter reaction, but 

each spring was considered to be independent of 

neighboring springs. That is, the ground was modeled by 

independent linear springs defined by the coefficient of 

subgrade reaction, but the continuity of the (soil) space was 

not taken into consideration. As a result, the ground was 

considered as a completely discontinuous environment. 

This inadequacy in the Winkler method has attracted the 

attention of researchers, and for this reason, the criticism 

and the recommendation for the improvement of the 

classical Winkler method were widely published in the 

literature [14]. 

 

Pseudo-coupled method: 

In this method, the foundation was divided into three 

parts and three different coefficients of subgrade reaction 

selected for each part. In this method, the lower coefficient 

of subgrade is used in the structure core, while the 

coefficient of subgrade is increased as it moves to the 

foundation corners. The basis of the pseudo-coupled 

practice is shown in Figure 3 [15]. In this study, this method 

will be used as the third foundation analysis method.  

 

 

  

Analysis Model Parameters 

Number of Story 21 Beam Dimensions 30 cm x 85 cm 

Story Height 3 m 

Beam Reinforcement - Confinement 

6Φ22 - Up 

Structure Dimensions (X-Y) 
47 m x    20.8 

m 

6Φ22 - Down 

 Φ10/9 Str. 

Structure Height 63 m Slab Height 12-15 cm 

Structure Height Classes BYS 2 

Slab Dead / Live Load 2.06 / 3.43 kN/m2 

Building Risk Category BRC 3 
Response Modification Coefficient  R 8 

Overstrenght Factor D 2.5 
 
 

Concrete C40 Analysis Method Strength Based Design  

Reinforcement Material B420C 
Ductility High 

 

Seismic Design Category DTS 1 

 
  

Total Weight of the Structure 168516 kN  

Table 4. General design parameters of analysis model 

Analysis model’s seismic location parameters are given 

in Table 3 according to TBEC 2018 [13]. The meanings of 

the symbols in Table 3 are given below: 

Table 3. Seismic parameters of analysis model 
 

Table 2. Population affected by Gölcük earthquake [12] 
 



 

 
In the study, sizes and reinforcements for columns and 

shear walls are shown in Table 4 and Table 5 (columns and 

shear walls of the same dimensions have the same number 

of reinforcement).  

Each analysis method used in this study has serious 

effects on the analysis result of the structure. Figure 4 

shows the effect of the foundation analysis methods on the 

foundation deformation under the same loading.  

 

Column b h Major Minor Confinement 

SZ01 45 100 8Ø20 10Ø20 ø10/10/10 

SZ03 30 90 4Ø20 6Ø20 ø10/12/8/10 

SZ05 30 110 4Ø20 8Ø20 ø10/10/10 

SZ07 90 50 8Ø20 10Ø20 ø10/20/10/10 

SZ09 100 30 4Ø20 6Ø20 ø10/12/8/10 

SZ11 35 105 6Ø20 6Ø20 ø10/10/10 

SZ12 30 85 4Ø20 6Ø20 ø10/15/10/10 

SZ17 90 40 6Ø20 6Ø20 ø10/20/10/10 

SZ26 90 55 10Ø20 8Ø20 ø10/20/10/10 

SZ27 90 60 10Ø20 8Ø20 ø10/20/10/10 

 
 

Shear Wall b h Vertical Bar Confinement 

PZ02 35 210 20 Ø 14 ø8 / 11 

PZ05 30 210 36 Ø 14 ø8 / 13 

PZ06 30 170 32 Ø 18 ø8 / 13 

PZ08 25 175 18 Ø 14 ø8 / 16 

PZ10 25 185 28 Ø 14 ø8 / 16 

PZ13 25 265 30 Ø 14 ø8 / 16 

PZ19 30 175 24 Ø 14 ø8 / 13 

PZ25 30 185 22 Ø 14 ø8 / 13 

PZ26 25 270 32 Ø 14 ø8 / 16 

PZ66 20 284 42 Ø 14 ø12 / 10 

PZ70 30 310 46 Ø 16 ø12 / 14 

PZ71 25 285 46 Ø 14 ø12 / 12 

PZ01 40 210 20 Ø 14 ø12 / 13 

PZ67 30 286 56 Ø 16 ø12 / 12 

 

 

 
Figure 3. The coefficient of subgrade reaction in the regularly 

formed foundation area in the pseudo-coupled method [15] 

 

 

  Figure 4. Effect of the foundation analysis methods on the 

foundation deformation under the same loading 

a) Fixed base, b) Winkler, c) Pseudo-coupled 

 

3. Research Results  

As in many studies [16-18], it has been observed that the 

period of the structure increases in the acceptance of the 

SSI.  Similarly, in this study, it has been observed that the 

building period increases in the SSI solutions (Figure 5). 

Similar to previous studies [9], when the top floor 

displacement values were examined, it was seen that the 

total displacement of the structure increased in SSI 

solutions (Figure 6), when the top floor earthquake loads 

and torsional moments are examined, it has been seen that 

the fixed base acceptance gets higher values (Figure 7 - 8). 

In this study, the analysis results of all columns were 

examined in detail under headings of column capacity 

ratios, axial loads, earthquake loads and bending moments. 

The results of the research showed that the columns in the 

fixed base analysis system were subjected to higher axial 

loads, on the other hand the columns in the SSI systems 

were subjected to higher moments (Figure 9). 
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Table 5. Column dimensions and reinforcements bars 

Table 6. Shear wall dimensions and reinforcements bars 
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Figure 5. The structural periods (sec) 

 

 
Figure 6. Relative top floor displacement (mm) 

 

 
Figure 7. Top floor horizontal force (kN) 

 

 
Figure 8. Top floor torsional moment (kNm) 

NdMax: Maximum axial force acting on column  

Nmax: Maximum column axial force capacity 

Md: Column bending moment 

Mr: Column bending moment capacity. 

In this study, analysis results of PZ26 and PZ33 shear 

walls which was shown in Figure 2 was evaluated. 

Maximum axial loads of PZ26 and PZ33 shear walls are 

shown in Figure 10.  

However, when the earthquake loads and M3 bending 

moments were examined, it was seen that the fixed base 

acceptance received higher results than SSI acceptance 

(Figure 11-12).  

In this study, raft foundation was preferred. The 

dimensions of the raft foundation were 4700 x 2080 cm and 

the foundation height were 170 cm for 20-story buildings.  

Another subject that was compared in this study is soil 

stresses which were compared in detail for three different 

analysis methods and two different soil groups. When the 

research results were examined, it was seen the analysis 

results are varied for all analysis methods. The results of the 

analysis are shown graphically as minimum, average and 

maximum stress (Figure 13). 

When the bending moments are examined, the biggest 

bending moment in the X direction was seen in the fixed 

base model, but when the Y direction is examined the 

biggest bending moment was seen in the pseudo-coupled 

model (Figure 14).  
 

 

 
 

Figure 9. Ground floor columns average capacity ratios  

 

 

 

 

 

 

 

 

 

 

 
 

 
 

Figure 10. Axial load values of PZ26 and PZ33 shear walls (kN) 
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Figure 11. Ey earthquake load of PZ26 and PZ33 shear walls (kN) 

 

 
Figure 12. M3 bending moments of PZ26 and PZ33 shear walls 

(kNm) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 13. The soil stresses of the raft foundation (kN/m2) 

 

 

 

 

 

 

 

 

 

 
 

 

 

 
 

Figure 14. Maximum bending moment of the raft foundation 

(kNm

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 15. Reinforcement bar quantities obtained from three different analysis results (ton) 

 

4. Conclusions  

This study was conducted to examine the effects of 

different foundation analysis methods on the results of 

structure analysis. Fixed base and SSI foundation analysis 

methods are used in 20 storey analysis model. This study 

also used two different soil groups. The research results in 

this article have been analyzed under several headings. 

• As a result of all the performed analysis, the structure 

periods of Winkler and pseudo-coupled showed an 

increase of 30-35% compared to the fixed based model. 

• When the horizontal loads and the torsional moments 

applied on the structures were examined, it was 

observed that SSI solution was subjected to torsional 

moments with less horizontal loads of up to 20% 

compared to fixed base in soil group D. 

• Another aim of this study was to examine the effect of 

the foundation analysis system on the construction 

economy. The results of the research showed that the 

most steel requirement has emerged in the fixed base 

model at soil group D but when analysis models at soil 
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group C are examined, it has been seen that the most 

steel requirement has emerged in the pseudo-coupled 

model. 

• It cannot be said that the fixed base analysis system is 

more secure than SSI solution. Especially when the 

columns’ moment capacities were compared, SSI 

solutions were much closer to the structural safety limit 

values 

• When analysis results of the shear walls are examined 

very serious differences were found in shear force and 

bending moments. Therefore, the buildings analyzed 

with the fixed base system cannot be said to be on the 

safer side than the SSI solutions. 

• The fixed base foundation system’s bending moments 

give higher results in all soil groups. Therefore, 

although the fixed base solution remained on the safer 

side compared to SSI solutions in terms of bending 

moment, it is still on the more insecure side when 

examined in terms of the average soil stresses. 

• All the results of the analysis showed that the SSI 

systems give up to 10% more economical results than 

the fixed base systems in poor soil conditions. 
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ARTICLE INFO  ABSTRACT 

 Increasing the speed of transportation has been a subject that human beings have been working 

on for many years. Because of insufficient traffic corridors, the interest of more passenger in 

limited time and the advancement of railway technology, the high-speed ground transportation 

systems have developed. Nowadays, these time-saving transportation systems are becoming 

important increasingly and systems that will ensure these are implemented and new ones are 

being researched. High speed ground transportation systems can be divided into three categories: 

Conventional high-speed railway, Maglev and Hyperloop transportation system. Within the 

scope of this study, it is aimed to investigate the advantages and disadvantages aspects of high 

speed transportation systems by comparing in terms of speed, capacity, energy consumption, 

cost and environmental effects. Conventional high-speed railways can provide high capacity, 

comfort and safety and reliability thanks to enormous operational experience as regards other 

systems. The Maglev technology can offer more remarkable travel times, energy efficient and 

better operational performance. However, high investment cost and incompatibility with other 

modes are seen the disadvantage features of this technology. The Hyperloop technology is a 

considerable innovative transportation system which is popularized with publishing design 

document by Elon Musk in 2013. Projected high-speed and appealing travel times can be 

evaluated as the advantages of the Hyperloop transportation system. However, there are safety, 

reliability, comfort and engineering design challenges to overcome in this technology. Taking 

everything into consideration, the Hyperloop transportation system has potential to be an 

alternative mode to other systems. 
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1. Introduction 

Increasing the speed of transportation has taken an 

important place among the efforts of human being for a 

long time. Because of incremental environmental impacts 

such as traffic jams, prolonged travel times, air pollution 

and noise caused by existing modes of transportation, 

countries have changed transport policies. As a result of 

inadequate traffic corridors, the demand of more 

passenger in shorter time and the evolution of the railway 

technology, the high-speed ground transportation systems 

have developed [1]. High-speed ground transportation 

systems can be divided into three categories based on the 

type of technology which is used. These are Conventional 

high speed railway, Maglev and Hyperloop transportation 

system. 

In Conventional high-speed railway transportation 

systems, steel-rail and steel-wheel technology is used. 

Conventional high-speed railways can be defined in 

terms of infrastructure, rolling stock and operating 

conditions. With respect to minimum speed limitations, it 

is described that a high-speed rail line allows to operate at 

speeds of over 250 km/h for newly constructed lines or 

over 200 km/h on existing lines [2]. 

Maglev technology is described as an abbreviation of 

the word “magnetic levitation” which is a transportation 

system comprises of a vehicle that is lifted and pushing 

by means of magnetic forces along a guideway without 

physical contact. The main idea behind of Maglev 
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technology is that the identical pole of magnets repels 

while opposite pole of magnets attracts each other. The 

working principle of the Maglev train is based on three 

basic principles. These are magnetic levitation, lateral 

guiding and propulsion principle. 

Although the Hyperloop transportation framework was 

brought to public attention in 2013 by Elon Musk as a 

fifth mode of transportation after car, airplane, train and 

ship, the idea of this technology dates back to 1900s. In 

1910s, the American rocket pioneer Robert Goddard 

proposed a floating train was named as vactrain (vacuum 

train) inside a vacuum-sealed tunnel from Boston to New 

York [3,4]. The idea was popularized by Elon Musk with 

introducing Hyperloop Alpha concept. The main 

philosophy of Hyperloop technology is that movement of 

the capsules in lower pressurized tube by means of linear 

asynchronous motors fed by solar energy. The goal is to 

reach supersonic speed (1220 km/h) by minimizing air 

resistance and friction [5]. 

There are many previous studies on these types of 

transportation system. While most of these studies 

compare Maglev and Conventional high speed railway 

from different technical aspects, few studies aim to 

contrast these three types of transportation system 

together. In the study of Liu and Deng [1], the aim is to 

compare of Maglev and Conventional high speed railway 

system from operating perspective given corridor from 

Beijing to Shanghai. As a result of this study, the positive 

and negative sides of both transportation systems are 

overviewed in order to select the proper technology for 

giving corridor. 

In the master thesis [6], Maglev and Conventional high 

speed railway systems are analyzed and contrasted to 

improve current transportation networks in the United 

States of America. The results indicate that Maglev 

technology has more positive sides than Conventional 

high speed system. In the other master thesis [7], three 

high speed transportation systems are evaluated in terms 

of energy consumption and sustainability. The simulation 

results show that Hyperloop system is best high-speed 

transportation system with regard to consuming and 

regenerating of energy. 

Janić [10] evaluates the three transportation systems, 

assuming corridor between Moscow-St. Petersburg. It is 

indicated that Hyperloop system can be an alternative to 

Transrapid Maglev and Conventional high speed rail. 

Contreras [11] reviews of features of three systems and 

emphasizes current and future challenges. 

The study of Armağan [12] presents a review of the 

Hyperloop transportation system. In the study, safety, 

resistance of weather and earthquake are remarked as the 

advantage side of Hyperloop. However, in terms of the 

cost issue, this technology is remarked as expensive. 

 

2. Conventional High Speed Railways 
 

   Due to rapid urbanization process across the globe, 

congestion and inadequate capacity in existing highway 

and airway modes of transportation, have enabled 

Conventional high speed railways to be promoted in 

transport policies. Moreover, reduced travel times thanks 

to high speed offered by Conventional high speed 

railways, as well as providing a safe and comfortable trip 

have increased the popularity of high speed railway 

system [1]. 

   It is not possible that define Conventional high speed 

railway based on only one factor. The high-speed railway 

technology is a complex system that consists of many 

components such as infrastructure, rolling stock, 

telecommunication, operating conditions and equipment 

etc. According to European Union Directive 96/48/EC 

Annex 1, in terms of infrastructure, it is defined as 

building track specially or upgraded for high speed travel. 

In terms of minimum speed limit, it is defined as 

minimum speed of 250 km/h for newly constructed lines 

and about 200 km/h on existing lines which have been 

particularly promoted. This must apply to at any rate 

segment of the track. Regarding to operating conditions, 

rolling stock needs to be designed along its infrastructure 

for whole compatibility [2]. 

   The history of conventional high speed railway traced 

back to 1964 with the opening of Tokaido Shinkansen in 

Japan. After Shinkansen enormous success, many 

European countries, especially France, Germany, Italy 

developed new technologies in order to increase share of 

railway in the transportation sector. France in 1981, Italy 

and Germany in 1988, Spain in 1992, China in 2003, 

Turkey and Netherland in 2009 opened first high-speed 

lines all around world. As a result of huge investment by 

China, this country has a largest conventional railway 

network in today [2]. 

   Nowadays, there are tens of thousand kilometer lines in 

operation or plan from different countries around the 

In the scope of this study, it is aimed to reveal 

advantage  and  disadvantage  aspects  of  three 

transportation systems by comparing in terms of speed, 

capacity, energy consumption, cost and environmental 

impacts. The contribution of this paper is to highlight 

benefits and challenges of these three high speed 

transportation systems by presenting state of art review. 

The study [9], comprises of features and history of 

three transportation systems. It evaluates challenges of 

application about three systems. 

In the study of Çodur [8], features of Maglev 

technology and its applications in terms of cost around 

the word are included. As a result of this study, it is 

concluded that at which distances Maglev technology is 

more feasible. 
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world. Table 1 presents that the total current length of 

high-speed lines of some countries according to 

International Union of Railway (UIC) data in 2020. 
 

3. Maglev Technology 
 

The Maglev term is an abbreviation of “magnetic 

levitation”. Magnetic levitation is defined as a 

transportation system consisting of a vehicle that is lifted 

and pushed with help of magnetic forces along a guideway 

without physical contact. 

The main working principle of Maglev trains is based on 

repelling of equal polar magnets and attraction of opposite 

polar magnets each other. Magnetic levitation, lateral 

guiding and propulsion functions are provided by means of 

magnetic force. The force generated by electromagnets 

creates a distance of approximately 1 centimeter between 

the guideway and bottom of the train. The distance between 

train and guideway is controlled precisely. Owing to lateral 

guiding, the lateral stability and straddling of the train are 

ensured. The forward motion and braking of train are same 

principle as the electric motor. Motor windings lined along 

guideway acts as a stator and electromagnets on the train 

acts as a rotor. The alternating current supplied to motor 

windings creates a magnetic field that moves the train. 

The speed of Maglev trains can be adjusted depending on 

the frequency of the alternating current supplied. Braking 

and stopping of the train are performed by generating a 

magnetic force in the opposite direction [14, 15]. 

There are two major types of Maglev technology. These 

are Electromagnetic Suspension System (EMS) and 

Electrodynamic Suspension System (EDS). Fundamentally, 

while EMS uses magnetic attraction force to move in the air, 

magnetic repulsion force is used in EDS system (Figure 1). 

Table 2 summarizes that difference of Maglev technology 

types.  

The history of Maglev train can be dated from 1934 with 

the patent of Hermann Kemper from Germany. In the past 

few decades since then, as a result of human endeavor’s, 

first commercial Maglev line is opened in Shanghai [18]. 

There are six commercial Maglev lines around world by the 

year of 2020 (Table 3) [17]. 
 

Table 1. The lengths of conventional high speed lines of some 
countries from around world [13] 
 

Country In Operation 

(km) 

Under 

Const.(km) 

Total 

(km) 

China 35,388 5,250 40,638 

Japan 3,041 402 3,443 

France 2,734 - 2,734 

Germany 1,571 147 1,718 

Italy 921 327 1,248 

Spain 3,330 1,293 4,623 

Turkey 594 1,652 2,246 

USA 735 763 1,528 

 
Figure 1. Comparison of EMS and EDS [16] 

 

Table 2. Comparison of maglev technology types [16] 

EMS EDS 

Using of conventional 

magnets 

Using of superconducting 

magnets 

About 15 mm air gap 

between train and 

guideway 

About 15 cm air gap 

between train and 

guideway 

Need precise control 

systems 

Less sensitive to 

earthquake 

Work at all speeds Only work at minimum 

speed about 30 km/h 

Less energy consumption Reaching higher speeds 

 

Table 3. Existing maglev lines around world [17] 

Country/City Line Opening Length 

(km) 

China, Shanghai Airport 

Maglev 

2004 30.5 

Japan, Nagoya Linimo 

Metro 

2005 8.9 

South Korea, 

Daejeon 

Museum 

Maglev 

2008 1 

South Korea, 

Incheon 

Airport 

Maglev 

2016 6.1 

China, Changsha Airport 

Maglev 

2016 18.6 

China, Beijing S1 Metro 2017 10.2 

 
    

4. Hyperloop 
 

The Hyperloop technology was announced in a design 

document called Hyperloop Alpha as a new high-speed 

transportation concept in 2013 by Elon Musk, CEO of 

SpaceX and Tesla companies. This new system is based on 

the movement of the capsule with the help of linear 

electromagnetic motors through tube with low air pressure 

at similar or higher speeds than air travel. It is stated that 

Hyperloop can travel between Los Angeles and San 

Francisco in 35 minutes [5]. 



 

 

 
Figure 2. Hyperloop vacuum tube design [3] 

The main working principle of this emerging technology 

is to minimize air friction in a vacuum tube with 

magnetically levitated capsule. The Hyperloop technology 

consists of vehicle (capsule) which is used for passenger or 

cargo transportation, vacuum tube and propulsion system. 

The capsule is the main component of Hyperloop 

technology responsible for passenger or cargo transport. 

Due to the targeted high speed, use of wheels is not 

possible in capsule design. The shape of capsule is chosen 

so that there is a minimal resistance to air friction during 

movement. The Hyperloop route consists of a cylinder 

vacuum tube. It is proposed to reduce the cost of 

construction and keep the required construction area size to 

a minimum, vacuum tube is built on columns that are 

constructed at intervals (Figure 2). In order to speed up and 

slow down the capsule, the linear asynchronous motor 

would be used. The stationary motor element (stator) would 

be constructed at various positions along the length of the 

tube to accelerate the capsule, while the movable motor 

element (rotor) would be placed in capsules to transfer 

momentum to the capsule through linear accelerators [5]. 

The Hyperloop Alpha design document which was 

announced by Elon Musk in 2013, attracted great 

attention worldwide. After releasing of design document, 

many companies and academic teams were established to 

work on the Hyperloop technology. Some of these 

prominent companies; Hyperloop One, Hyperloop 

Transportation Technologies, Delft Hyperloop, Hardt 

Hyperloop etc. In this context, the first test track called 

DevLoop was built by Hyperloop One company in the 

Nevada desert in the north of Las Vegas. This test track is 

approximately 500 meters long, and it is used to test 

prototypes of passenger and cargo capsules [19]. While 

the United States mostly leads work on the Hyperloop 

technology, countries such as the United Arab Emirates, 

India, France and Netherlands are conducting research 

and studies on the application of this system to their own 

countries. 

It is possible to compare Conventional high speed 

railway, Maglev and Hyperloop transportation systems 

from different technical aspects. Comparison of these 

three high speed transportation systems can be 

categorized as listed below; 

• General comparison of three transportation systems 

• Comparison in terms of geometric standards 

• Comparison in terms of cost 

• Comparison in terms of energy consumption 

• Comparison in terms of environmental effects 

5.1 General Comparison of Transportation Systems 

Travel time is one of the most important parameters 

that cause passengers to choose one mode of 

transportation instead of another. The design and 

operating speed of each mode of transportation play vital 

role in terms of travel time. While design speed is 

generally dependent on infrastructure, maximum 

operating speed varies depending on technical 

characteristics and operating models of the train. The 

average speed is defined as track length divided by total 

travel time. 

Table 4 shows that a comparison of the design speed, 

operating speed and average speed of Shanghai Maglev, 

TGV, ICE high speed railway trains and Hyperloop. For the 

Hyperloop transportation system, speed values which are 

stipulated in the Alpha report were used. It is desired to 

make comparison based on Table 4, Maglev technology has 

advantage over Conventional high speed railways in terms 

of maximum operating speed. Although there is not a 

commercially operated line with Hyperloop, development 

studies on speed continue. Currently, the highest speed pod 

which is nearly 463 km/h, is acquired by a team from 

Technical University of Munich during the Hyperloop pod 

competition [20]. If desired speeds would be reached, the 

Hyperloop transportation system could be the most 

advantageous type of transportation. 

Table 5 shows that comparison of evaluated 

transportation systems in terms of capacity and headway. 

The value of capacity in the table, is obtained as 

maximum passenger per hour in one direction.  

 

in terms of speed, capacity, compatibility of system 

etc. 

Capacity is a parameter that affects the choice of types 

of transportation system by passenger. The capacity of a 

railway  line  can  be  determined  by  factors  such  as  the 

number of passenger per train section, the number of train 

section and headway. While these factors mostly depend 

on technical characteristics, concepts such as population 

density and passenger demand, have a role in determining 

the capacity of the line. When comparing among 

Conventional high speed trains with regarding capacity, 

Shinkansen trains stand out as the highest capacity train. 

While the Shanghai Maglev train has a capacity of 574 

passengers, 28 passengers per capsule is proposed in the 

Hyperloop transportation system. [5, 21]. 

5. Comparison of Transportation Systems 
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Table 4. Comparison in terms of speed [1, 5] 

Speed 

(km/h) 

TGV ICE Shanghai 

Maglev  

Hyperloop 

Design 

Speed 

350 330 550 1220 

(theoretical) 

Operating 

Speed 

300 280 430 Not 

Available 

Average 

Speed 

250 200 290 965 

(theoretical) 
 

 Table 5. Comparison in terms of capacity, headway [1, 5] 

Type TGV-D SKS- 

E4 

Shanghai 

Maglev  

Hyper 

loop 

 Number of 

Section 

12 16 6 1 capsule 

Seat 

Capacity 

1090 1634 574 28 

Headway 

(min) 

5 3 15 2 

Capacity 13080 32680 2296 840 

 

It is observed that Conventional high speed trains are 

advantageous in terms of capacity based on data in Table 

5.    

When the three modes of transportation are evaluated 

in terms of the compatibility of the system, Conventional 

high-speed railways have a superior advantage over the 

Maglev and Hyperloop transportation systems, thanks to 

offering the opportunity to use existing infrastructure and 

thus connect with existing rail networks. Since Hyperloop 

and Maglev transportation systems have their own special 

tracks, it is not possible to work with other available 

modes. This feature can be shown as one of the 

disadvantages of Hyperloop and Maglev transportation 

systems. 

Conventional high speed railway is a type of 

transportation that has proven itself in terms of safety and 

reliability, along with lines operating in many countries 

around the world. To illustrate, Shinkansen trains from 

Japan, TGV trains from France and ICE trains from 

Germany have been serving passengers safely and 

comfortably for years .In the Maglev transportation 

system, it is designed to largely eliminate security risks. 

Examples of these design patterns are the train's motion 

with wrapping guide-way and precise control of the 

distance between the train and the guide-way. No fatal 

accident has occurred since the Shanghai Maglev line 

was commissioned. In the Hyperloop transportation 

system, the design is planned to be done so that the tube 

and capsule are not affected by natural disasters such as 

earthquakes. When evaluating in terms of passenger 

comfort, safety and reliability among three modes of 

transportation, Conventional high-speed railways and the 

Maglev transportation system offer a safe and 

comfortable trip. In the Hyperloop concept, although 

there are concerns in terms of comfort at the targeted 

sound levels, there is no data that can be compared since 

there is no commercially operated Hyperloop line for 

now. 

 

5.2 Comparison in terms of Geometric Standards 

In the Hyperloop Alpha study report, in order to 

control g-force which arises from acceleration-

deceleration and change of direction, the velocity plan 

and optimum horizontal curve radius were stated in a 

table. This table is obtained based on minimizing the 

effects of g-force, curvature radius and speeds specific to 

terrain between San Francisco and Los Angeles and the 

maximum 0.5 g force on passengers. These values are 

given in Table 7. 

Table 8 compares the minimum vertical curve radius 

that Conventional high speed railways and Maglev 

transportation systems should provide at given speeds. 
 

Table 6. Comparison in terms of horizontal curve radius (m) [22] 

Design Speed 

(km/h) 

ICE-03 Transrapid 

Maglev 

Max. Side 

Acceleration 

1 m/s2 1,5 m/s2 

200  1400  705  

250  2250  1100  

300  3200  1590  

350  - 2160  

400  - 2825  

450  - 3580  
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Track geometry is a very important factor for train 

behavior. The notions related to track geometry can be 

sorted as track gauge, cant, transition curve, horizontal 

and vertical curve radius, longitudinal grade. In case of 

comparing with regarding geometric standards, Maglev 

and Hyperloop have advantages such as moving at the 

lower curve radius with the same speed and travelling at 

higher speeds in the same curve radius, and climbing 

higher slopes compared to Conventional high speed 

railways (Table 6) [22]. 

In the comparison of cant, the maximum allowable 

value in the Conventional high speed railways is taken as 

180 mm. In the Maglev transportation system, cant is not 

represented in mm. The maximum allowable cant is 12° 

equivalent to approximately 310 mm. In some 

exceptional cases, it can be increased to 16°, that is 

approximately 410 mm. This advantage enables Maglev 

to increase alignment flexibility according to 

Conventional high speed railway [23]. In the Hyperloop 

Alpha report, there is not information about cant. It is a 

one of the uncertain issues for Hyperloop technology. 



 

 
Table 7. Minimum horizontal curve radius in Hyperloop [5] 

Track Route Design Speed 

(km/h) 

Min. horizontal 

curve radius (m) 

L.Angeles-

Grapevine South 

480 3670 

L.Angeles-

Grapevine North 

890 12550 

I-580/San 

Francisco Bay 

1220 23500 

 

Table 8. Comparison in terms of vertical curve radius (m) [22] 

Design Speed 

(km/h) 

ICE-03 Transrapid Maglev 

 Crest  Sag Crest Sag 

Max. Vertical 

Acceleration 

0,5  

m/s2 

0,6 

m/s2 

0,6 

m/s2 

1,2 

m/s2 

200  6400  5200  5150  2600  

300  14400  11700 11600  5790 

330  17400 14200 14000 7000 

400  - - 20600 10300 

450  - - 26000 13000 

 

   For the Hyperloop technology, the vertical curve radius 

is not explicitly given in the Alpha design document. 

However, in order to diminish earthworks, pipelines are 

constructed as compatible with road geometry. Therefore, 

the grade of vertical curve will not exceed %6 according 

to the AASHTO highway specification. 

 

5.3 Comparison in terms of Cost 

Cost plays an important role in selecting and evaluating 

any mode of transportation. There are different cost 

concepts such as construction, operating and maintaining 

cost for a mode of transport. The cost of construction 

includes the cost of constructing the line and stations, the 

train control system, and the purchase of the trains. The 

operating cost includes the expenses required to keep the 

line operating. Maintenance costs include the necessary 

expenses to operate the line properly and efficiently. 

It is seen that the construction cost of Conventional high 

speed railways varies around the world. The total 

construction cost of a mode of transport depends on the 

chosen technology, design speed, land topography, land 

acquisition requirements, the need for special structures and 

auxiliary facilities. To illustrate, in the study conducted on 

45 projects, it is seen that the construction costs of 

Conventional high speed railways vary between 6 and 45 

million Euros per kilometer. The average cost was found to 

be 17.5 million Euros. It is occurred that Conventional high 

speed railway construction costs in the Asian continent are 

higher than in the European continent. For the European 

continent, the construction costs in France and Spain are 

slightly lower than in Germany and Italy. Although the 

topography of land has an effect on this difference, the 

construction method also emerges as an important factor 

[24]. 

Maglev transport type has higher construction costs than 

Conventional high-speed rail due to the completely separate 

right of way, construction of special facilities and 

incompatible with existing transportation systems.  

The fact that Maglev trains cannot run on normal train 

tracks that theyare not compatible with the existing railway 

infrastructure that they require a completely new line are 

important factors that increase the construction cost. 

In the Hyperloop technology, the construction cost 

covers the construction of the guiding line, capsule 

production, station construction costs. The Hyperloop 

Alpha report foresees a construction cost of approximately 

$ 6 billion for the passenger-carrying version alone and 

$ 7.5 billion for the passenger + vehicle version [5]. It is not 

included earthwork and special station costs in this cost 

estimation. Additionally, a current project between Dubai 

and Abu Dhabi, which is planned to be completed soon, it 

is estimated to cost between $ 20 million to $ 40 million per 

kilometer [25]. 

When comparing the average construction costs between 

these transportation systems, it is seen that the highest 

construction costs per kilometer belong to the Maglev mode 

of transport. According to stipulated costs in the Hyperloop 

Alpha report, the Hyperloop transportation system has a 

lower construction cost than Maglev. After construction of 

the track, operation and maintenance costs come into play. 

Maglev train can be operated at very high speeds without 

any deterioration and therefore it is more economical to 

operate than Conventional high-speed railways that require 

regular maintenance. Transrapid Maglev has fully 

automatic operation and is driverless. For this reason, 

personnel costs which are a component of operating costs, 

are expected to be lower than Conventional high speed 

railways. Another positive feature of the Maglev 

transportation system is that maintenance costs are lower 

than Conventional high speed railways. 

Table 9. Comparison in terms of construction cost [5,22] 

Route Transport 

Mode 

Cost 

(billion $) 

Length 

(km) 

Cost per km 

(million $) 

Tokyo-

Osaka 

HSR 0,92 570 1,6 

Paris-Lyon HSR 2,06 1000 2,06 

Madrid-

Barcelona 

HSR 10,62 620 17,12 

Beijing-

Shanghai 

HSR 35,80 1432 25 

Shanghai Maglev 1,58 30 52,67 

Linimo Maglev 0,92 8,8 104,77 

L.Angeles-

California 

Hyper 

loop 

6 563 10,66 
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Since Maglev trains move in suspension along the 

guideway, wear and tear damage caused by wheels in high 

speed railways are eliminated. Since the acceleration and 

deceleration of Maglev trains are provided by the magnetic 

force created by electromagnets, there is no contact with the 

rail. 

Since there is no friction between the rail and the train, 

the maintenance cost of the rail is very low and frequent 

repairs and controls are not required. 

In evaluating the Hyperloop operating cost, the energy 

consumption cost is expected to be low as the energy 

requirement will be met by solar panels installed on tubes. 

Due to the fact that the system has a fully automatic 

operation, personnel cost can be considered as minimum. In 

the Hyperloop transportation system, the maintenance cost 

is expected to be low due to the lack of mechanical friction 

and weather protection as in the Maglev system. Although 

there is not operating experience of Hyperloop technology, 

the operating plans are expected to similar by airplanes. 

However, the security checks and terminal waiting times 

will be shorter and maintenance cost will be less than 

aircraft. 

From Figure 3, comparing the Germany ICE high-speed 

train and the Maglev Transrapid train in terms of 

maintenance costs; the Maglev transportation system has 

about 59%less regarding to the maintenance cost of the 

train, 71% less of the maintenance cost of the guide-way 

and totally66% less maintenance cost than the Conventional 

high-speed railway. 

   In the context of ticket fee, it is indicated as 

approximately $ 20 for one trip according to Elon Musk’s 

math in the design document. Moreover, a study which is 

about the proposed route between Pittsburg and Chicago, 

ticket fee is stated approximately $60 [27]. However, the 

single ticket cost of Shanghai Maglev is 50 yuan, which 

equals approximately $8[28]. In the light of this information, 

it can be commented that ticket cost of Hyperloop will be 

higher than Maglev. 

 

5.4 Comparison in terms of Energy Consumption 

The transportation sector is an important source of 

greenhouse gas emissions. For this reason, new 

technologies that reduce energy consumption in the 

transport sector are supported. Examples of these 

technologies are weight reduction (producing lighter trains, 

etc.), energy efficient driving techniques, reducing 

aerodynamic friction, and regenerative braking system. 

Electricity is used as an energy source in both conventional 

high-speed railways and Maglev. 

In the Hyperloop technology, it is planned to meet the 

energy need with solar panels built on tubes. The Maglev 

train is much more economical compared to Conventional 

high speed railways, without contact with the guideway, 

high efficiency linear motor and low aerodynamic 

resistance. In general, the Maglev transportation system 

consumes 20-30% less energy than Conventional high 

speed railways. Convenient aerodynamic features and non-

contact technology make Maglev cost-effective about 

energy consumption. In the Hyperloop Alpha study report, 

it is emphasized that Hyperloop technology will operate 

entirely with solar energy. Therefore, it is expected to have 

less energy consumption than Maglev and Conventional 

high speed railways. However, since there is no operational 

experience in the Hyperloop transportation system yet, it is 

not known exactly how much the energy consumption will 

be. In the figure 4, it is given comparison of Conventional 

high speed railways and Maglev trains in terms of energy 

consumption at certain speeds. 

When the energy consumption values of Conventional 

high speed railways and Maglev trains are compared at 330 

km / h, the Transrapid Maglev train has the lowest energy 

consumption with 45 Watt hours / seat / km, while the ICE-

3 train has 59 Watt-hour / seat / km has the highest energy 

consumption. As a result, it is seen that Maglev train has 

approximately 31% less energy consumption than 

Conventional high speed railways (Figure 4). 

 

5.5 Comparison in terms of Environmental Effects 

   In recent years, concerns about environmental effects of 

the transportation sector have been increasing. Due to being 

environmentally friendly of the rail transport system, it has 

an advantage over other transport modes.  

 

 
Figure 3.Comparison of maintenance cost [26] 

 
Figure 4. Energy consumption in Wh/Seat/km [29] 
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It is possible to divide the environmental impacts of 

Conventional high speed railways, Maglev and Hyperloop 

transportation types into sub-headings such as land use, 

noise, vibration. 

The amount of land using depends on the type of 

transport system and the way the guideway is built. At 

grade tracks with land, consumes land which is below the 

track as well as catenary and signal poles are located next to 

it. 

However, elevated track only uses the land holding 

columns supporting the track. The land below elevated 

track can be used for different purposes. As a result, 

elevated tracks have advantage in land using compared to 

track which is at grade with land. In the Maglev 

transportation type, lines are generally constructed as raised 

with columns. Therefore, Maglev transportation type has 

less land use than Conventional high-speed railways. In the 

Hyperloop concept, although the land use is not known due 

to lack of operational experience, as the construction 

method is similar to the Maglev, it is predicted to use less 

land compared to Conventional high speed railways. The 

Maglev transportation system has a distinct advantage over 

Conventional high speed railways in terms of land use in 

mountainous areas. Hyperloop transportation type is 

predicted to have land use values close to Maglev 

transportation type in terms of land use (Table 10). 

Noise is a problem not only for passengers, but also for 

those living near the line corridor. Significant progress has 

been made in the control and mitigation of transport noise 

in recent years. Noise emissions can be grouped as noise 

from propulsion system, mechanical noise from wheel-rail 

interaction or guideway vibrations, and aerodynamic noise. 

Aerodynamic noise prevails at higher speeds, while at 

lower speeds (speeds below about 200 km/h) noise from the 

propulsion system or machinery is dominant. In the Maglev 

system, mechanical noise is not observed at low speeds 

since physical contact is eliminated with non-contact 

technology. 

When the noise levels are compared at different speeds, 

it appears that Maglev technology is quieter than the 

Conventional high speed railway at speeds of 200-300 km/h. 

In the Hyperloop concept, it is prevented noise from 

moving the capsule thanks to low air pressure inside the 

tube. The sole possible source of noise is caused by vacuum 

pumps however; it is assumed to be minor [31]. 

 

Table 10. Comparison of land using [30] 

 Type HSR Maglev Hyper 

loop 

Average 

Land 

Consume 

(m2/m) 

26,2 

 (Plain) 

43,5 

 (Hilly) 

23,2 

 (Plain) 

24,4 

(Hilly) 

Similar 

with 

Maglev 

 

   Thanks to non-contact technology in the Maglev 

transportation system, the Maglev train causes less 

vibration than Conventional high-speed trains. In the 

Hyperloop transportation system, as the capsule is aimed to 

move in the air inside the tube, it is predicted that the 

vibration level would be lower than Conventional high-

speed trains. 
 

6. Results and Discussion 

These three high speed transportation systems are 

compared with regarding different factors such as speed, 

capacity, compatibility of the system, geometric standards 

cost, energy consumption and environmental effects in 

Table 11. 

When it is made an evaluation based on parameters that 

are compared between examined transportation types; 

Hyperloop and Maglev transportation system have 

advantage over Conventional high speed railways in terms 

of speed, travel time, acceleration and braking rates. To 

illustrate, the route between San Francisco and Los Angeles 

takes 130 minutes with California high speed train, 116 

minutes by Maglev train and 35 minutes by Hyperloop 

capsule. If target speed values for the Hyperloop concept 

could be reached, the Hyperloop technology would have a 

serious advantage in speed and travel time parameters. 

In terms of compatibility of the system, Maglev and 

Hyperloop transportation system are not compatible with 

existing lines because it requires its own special line 

structure. The Conventional high speed railway has 

advantage over other types of transportation thanks to their 

compatibility with existing lines. 

When it is analyzed in terms of safety, reliability and 

comfort, Conventional high-speed railways offer 

comfortable and safe travel to millions of passenger in 

many countries since the first high-speed rail line in Japan 

was commissioned in 1964.In the Maglev transportation 

type, no accident was reported on the Shanghai Maglev line 

since 2004 and other urban lines operated in other countries. 

In the matter of geometric standards, Maglev and 

Hyperloop have advantages such as moving at lower radius 

of curves at the same speed compared to Conventional high 

speed railways, and being able to travel at higher speeds in 

the same curve radius, and to climb higher slopes. Likewise, 

the maximum allowed cant value is higher. 

If it is evaluated in terms of capacity and headway 

parameters, it is seen that Conventional high speed railways 

have a significant advantage over Maglev and Hyperloop. 

For instances, in the light of the data in Table 5, the 

maximum passenger capacity value per hour in one 

direction for Conventional high speed railways is 

approximately 14 times of the Maglev and approximately 

38 times of the Hyperloop. 
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Table 11. Summarizing comparison parameters 
 

System Features Conventional HSR Maglev Hyperloop (HL) 

Maximum Speed (km/h) 241 Acela (Boston to Newyork) 

270 TGV (Paris to Lyon) 

430 (Shanghai) 1220 (theoretical) 

Capacity 1000 per train 

(California HSR) 

574 per Shanghai 

Maglev train 

28 per capsule 

Use of existing infrastructure New lines combined with existing 

lines 

Need special track Need special track 

Construction Cost Lower than Maglev and higher than 

HL (likely) 

Higher than HSR Lower than HSR (likely) 

Operating and Maintenance  

Cost 

Higher than Maglev and HL Lower than HSR Lower than HSR (likely) 

Energy Consumption Higher than Maglev and HL Less than HSR Solar panels 

Less than HSR (likely) 

Safety Proven technology Proven technology At concept stage 

Noise and Vibration Higher than Maglev and HL Less than HSR Less than HSR (likely) 

Land Consume Higher than Maglev and HL Less than HSR Less than HSR 

It is seen that highest construction cost belongs to the 

Maglev transportation type. Incompatibility with existing 

lines and high construction costs can be considered as 

negative aspects of the Maglev transportation system. In the 

Hyperloop Alpha report, the total construction cost of the 

563-kilometer route between San Francisco and Los 

Angeles is stated as $ 6 billion. It should be noted that 

earthworks and construction of special station are not 

included in this cost estimation. Taking this average cost 

into consideration, the Hyperloop transportation system is 

cheaper than the Conventional high speed railway in terms 

of construction cost. However, cost issue is one of 

challenges to overcome for the Hyperloop transportation 

system.  

Since Maglev train and Hyperloop capsule move without 

contact with guideway, the maintenance cost is less than 

Conventional high speed railways. 

It is made a comparison based on energy consumption, 

Maglev trains consume 20-30% less energy than 

Conventional high speed trains thanks to aerodynamic 

feature of train and contactless technology. In the 

Hyperloop Alpha report, it is stated that Hyperloop capsule 

would run entirely on solar energy. As a result, Hyperloop 

mode of transport would be expected to have less energy 

consumption than Maglev and Conventional high speed rail. 

When evaluating in terms of the land using, Maglev and 

Hyperloop transportation types are designed as elevated 

tracks. Thus, savings in the land use are provided.  
 

Table 12. Comparison and classification of references 
 

Major 

Areas 

Economic 

Analysis 

Engineering 

Design 

Environmental 

Issues 

[5], [22], 

[24], [25], 

[26], [27], 

[28], [29] 

[1], [2], [5], 

[14],[15],[16]

[21],[22],[23] 

[5], [29] 

[30], [31] 

Moreover, thanks to the contactless technology used in 

the Maglev and Hyperloop transportation system, less noise 

and vibration values are achieved. 
Finally, in this section, the used references in this study 

are categorized as economic analysis, engineering design 

and environmental issues. The classification and 

comparison of references are given in a table (Table 12). 
 

7. Conclusions 

Scientific and technological research continue throughout 

the world to develop increasingly faster transportation 

systems. As a result of these studies, after the Conventional 

high-speed railways, which are operated in many countries 

around the world and offer millions of passengers the 

opportunity of fast and comfortable travel, Maglev 

technology pioneered by Japan and Germany, and finally a 

new mode of transportation called as Hyperloop was 

introduced with Hyperloop Alpha report by Elon Musk in 

2013. Within the scope of this study, the advantages and 

disadvantages of three transportation systems against each 

other were examined. As a result, although Hyperloop 

technology is a highly innovative mode of transportation, 

works on the development of the technology continue.  

The projected low construction cost, speed and minimum 

environmental impacts made it stand out among the 

transportation types studied. 

Reliability and comfort uncertainty due to not having 

operational experience yet, and the lack of capacity appear 

to be the negative aspects of this type of transportation. 

Taking all parameters into consideration, it is demonstrated 

that Hyperloop transportation system can be an alternative 

to Conventional high speed railways and Maglev. 
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1. Introduction 

Content-based image retrieval (CBIR) also known as 

Content-Based Visual Information Retrieval (CBVIR) or 

Query by Image Content (QBIC), is a method for solving 

image retrieval problems that employs computer vision 

methods. Content-based image retrieval is conflicting 

with conventional knowledge of conceptual approaches. 

Content-based is searching and analysis of different 

image features. It is a kind of metadata that takes the 

information of the image with the help of different tags, 

keywords, or descriptions of the image. The word content 

of CBIR refers to color, shape, texture, or some other 

information that is useful for the image description. 

Searching on metadata depends on consequent choice and 

completeness. In other words, users manually search a 

query image by entering keywords in a very large 

database which takes a long time. The users are also not 

able to analyze the right query information about an 

image. This assessment for retrieving the effective 

information from an image is not well defined. So the 

CBIR method is used effectively and efficiently which 

faces similar challenges. 

The content-based image retrieval system has two 

basic challenges: first is the intention gap and the second 

is the semantic gap. In the intention gap, related 

difficulties of users are the suffering to precisely express 

the image content by a query, like an image or a sketch 

map. The semantic gap is related to the origin of the 

problem which is used to describe the tall height image 

features with the semantic concept of short height image 

features [1 - 3]. 

Content-based image retrieval, introduced in 1992 by 

T. Kato, explains the experimental method to retrieve 

image features like color or shape features from the huge 

image database automatically. The content-based term 

used here describes the method of obtaining images from 

a image features database, with various methods, tools, 

and algorithms that are designed to develop the areas like 

statistical methods, object detection, pattern recognition, 

and computer vision, etc. 

In the early 1920s, some new research methods in 

CBIR are introduced. Especially, two types of research 

are in progress to the present-day for retrieving the 

aComputer Engineering Department, Altınbas University, Istanbul, 34217, Turkey 

 Nowadays, working on digital images is gaining much popularity in multimedia systems, due to 

the rapid increase in the utilization of large image databases. Thus, the Content-Based Image 

Retrieval (CBIR) method has become the most valuable method for these databases. This study 

mainly focuses on content-based image retrieval; which uses image features like color, shape, 

texture, etc. by searching the user query image from a large image database based on user 

request. CBIR is the most widely used technique as its searching capability is faster than the 
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alternative approach to traditional methods. The CBIR techniques are used in many applications 
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images from the large multimedia databases. In the 

primary research, the local image feature of Scale 

Invariant Feature Transform (SIFT) is contented 

[4].   SIFT is an image feature detection algorithm that 

detects and describes local features. The "Bag of Visual 

Words" (BOW) model [5] is used in secondary studies. 

The BOW model makes a powerful summary of 

demonstration or illustration of images based on the 

quantization of the restricted local features and promptly 

modifies the characteristic of file indexing of an 

organization for image retrieval. A recent Literature 

survey on multimedia content-based image retrieval is 

presented as a reference in this study [6 - 29].The general 

contribution of this study was to explain and analyze the 

collection of CBIR works with their details for the 

readers. 

 The manuscript is organized as follows;section 2 is a 

literature review, sections 3and 4 explain Image Retrieval 

Techniques and Content-Based Image Retrieval 

Techniques, section 5 presents Content-Based Image 

Retrieval Methods. Section 6 and 7 explain Distance 

Measurements and Performance Evaluation. Finally, 

sections 8 and 9 present “Results and Discussions” and 

Conclusions. 

 

2. Literature Review 

The research by Yue et al. [30] focuses on color and 

texture low-level characteristics extracted from CBIR. 

These two types of features are based on a co-occurrence 

matrix to extract image features to form the feature 

vectors after being used in a global color histogram, local 

color histogram, and texture features which are examined 

by CBIR. After feature extraction, it calculates the 

Euclidean distance measurements to find the images.  

CBIR methods are designed by applying color and 

texture fused features with the help of weight 

constructions of feature vectors. The process of retrieving 

the experiments by showing the combination of features 

is retrieved by bringing an enhanced illustration of the 

single feature. This proceeds to a superior retrieve 

outcome. The whole work is done on Java Eclipse 

enlargement atmosphere and SQL server 2005 is used as 

the database system. 

Singh et al. [31] in their study, solve the content-based 

image retrieval in energetic surroundings with address 

problems. It focuses on implementing a new structure 

that is capable of search and correct features to examine 

the new query images that improve retrieval accuracy and 

to make it more effective. It works on the Fuzzy C-Means 

(FCM) algorithm that generalizes the hard C algorithm. It 

is produced as a soft panel in a set database. The invariant 

array vector of images is extracted using a feature 

extraction tool such as Fast Fourier Transform in this 

research. Aside from the HSI component of the color 

image, the resulting array vector is used as a first feature 

vector after image segmentation, and then a second 

feature vector is used. The study proposed an algorithm 

on 100 tested different images and produce a better 

performance as compared to the traditional method of 

CBIR. 

Alsmadi[32] developed in his study, a novel 

relationship between the evaluation of a heuristic 

algorithm known as a memetic algorithm (Genetic 

algorithm with a great deluge) to achieve features of the 

target image and the train image. It comprises of Gradient 

Descent (GD) algorithm with a Genetic algorithm (GA). 

It also increases the quality of weights (solution) by 

increasing the fitness function (number), which helps in 

the process of searching. Hence, it tests comparable 

images that are retrieved from a large image database and 

the calculated results work as a measure of average 

precision and recall rate performance. Filtering processes 

can be used in the CBIR in the future to provide more 

precise results. 

 Ahamed et al. [33] focus on accessible CBIR system 

limitations like bandwidth requirement, data security, and 

storage space, to defeat these limitations. A new 

technique, CBIS prediction Errors, (CBIR-PE), is 

presented that uses to rectify errors instead of actual 

images for storage, transmission, and retrieval. It 

proposes new techniques that are based on groupings like 

the clustering technique called WBCT-FCM, WBCT, and 

FCM. The performance of the proposed WBCT-FCM and 

CBIR-PE are evaluated using the COREL-1k database. 

After testing, results are much better as compare to the 

traditional clustering technique. It retrieves better 

accuracy as compared to the existing methods. 

Saeed et al. [34] proposed a new technique of edifice 

feature vector to represent images for clustering. It 

consists of 140 elements which take different features 

such as color histogram, color moments, Gabor filters, 

GLCM matrix, etc. It works implicitly on the core 

database which contains 1000 colored images. 

In the study of Joshia et al. [35], the results are 

deployed from binary and grayscale image retrieval. It is 

detected by descriptors for color IRS, while it does not 

detect perfect query.   It uses the KCOLavg descriptor, 

which eliminates the combination given by three colors 

and considers the average color contribution in the 

background. Therefore, it does not give a better efficient 

descriptor in color images. Hence, the study of the 

intuitive descriptor gives a better output. 

Sharma et al. [36] focus on feature extraction and 

homogeneous attribute measures, utilizing a pyramid that 

is prepared on wavelet decay and energy level 

calculations. These energy levels are equivalent to the 

manipulative distance between the target image and the 

training images. A substantially huge image database 
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from the Brodatz album is applied for retrieval claims. 

The investigational report shows that the prep underrating 

of Canberra, Bray-Curtis, Square chord, and Square Chi-

squared distances are more than the conservative 

Euclidean and Manhattan distance. 

Mistry et al. [37] proposed a hybrid feature system for 

competent CBIR. It is based on spatial, frequency, Color, 

and Edge directivity Descriptor (CEDD), and BSIF 

feature descriptors. The proposed method uses the 

WANG database; it contains 1000 Corel images of 10 

various types of .jpg images, of size 384 × 256 or 256 × 

384. It combines 100 images in 10 various groups like 

animals, vehicles, objects, places, etc. 

Khodaskaret al. [38] presented a study on CBIR use in 

the color feature. The likelihood of histograms for each 

color component is increased with this feature. These 

histograms are separated into different numbers of major 

coordinates and for each coordinate, different statistical 

features like standard deviation, skewness, mean, 

variance, kurtosis, etc are calculated. The processing rate 

is slow, and the proposed technique is deployed on 

average image databases achieving better results. 

Pradeep et al. [39] demonstrated the CBIR approach by 

combining artificial neural networks, fuzzy logic, support 

vector machines, and other soft computing methods. The 

traditional CBIR system retrieves images by using low-

level image features, and it gets the semantic gap. It 

suggests an advanced structure for CBIR that increases 

the accuracy of image retrieval by combining 

fundamental soft computing methods. The proposed 

system works with relevant feedback based on a Support 

vector machine (SVM). It gives an intelligent 

classification of images based on a relevant or irreverent 

query image, and later, it calculates the performance 

measures like precision, recall, and accuracy. 

Katira et al. [40] presented the technique of CBIR, 

which is used with the ordered-dither block truncation 

coding, (ODBTC), for the image content descriptors. The 

encoding is done by using ODBTC that combines the 

image blocks into quantized and bitmap images, such as 

color co-occurrence features, (CCF) and bit pattern 

features, (BPF). This is converted into ODBTC encoded 

data streams without any decoding. The experimental 

result shows that the planned scheme is greater than the 

block processing coded image retrieving systems. 

Gupta et al. [41] proposed some primitive features of 

an image that were utilized in the current scenario 

system. Some features are selected based on similarity 

identification between the images. The proposed 

algorithms are used for calculating the similarity between 

image features and then describe them. MATLAB tool is 

used for image verification in a database. 

Wavelet-Based Color Histogram Image Retrieval was 

proposed by Bagri et al. [42] for feature selection such as 

color and texture (WBCHIR). In the path of wavelet 

transformation and color histogram, shape and shade 

features are often used for feature selection, making these 

features energetic and adaptable. In this study, the 

segmentation and grid information is used for the first 

time for feature extraction. 

Giveki et al. [43] used the texture Gray Level Co-

occurrence Matrix, Hue moments, and the grouping of 

Tamura texture features and shape invariant Hue 

moments to compare the combination of texture and 

shape features. The system's efficiency is measured using 

the accuracy and recall methods. 

Selviet al. [44] presented experimentation on the 

effectiveness of choosing color space performance using 

CBIR for Wavelet decomposition. Hence, the efficiency 

increased in the results of CBIR representation using 

wavelet transform in color space and color moments. 

Sasikala et al. [45] proposed three algorithms to 

increase the performance. In this study, the 

Heterogeneous Minimum Order k-SimRank (HMok-

SimRank) algorithm is used which derives the 

corresponding algorithm using Integrated Weighted 

Similarity Learning (IWSL) to integrate the data for 

query images in an image database. A ranking algorithm 

is used for finding the rank of the images which increases 

both relevance and speed. 

Singh et al. [46] introduce CBIR problems and 

challenges, by using an accurate image searching system. 

It is based on CBIR using Mpeg-7 descriptors, which 

works on low-level features and is extracted from the 

large database. it transforms between color spaces and 

quantization and uses color information for feature 

extraction. This proposed method achieves robustness 

and 92.4% accuracy. 

Dharani et al. [47] proposed a survey study on the 

CBIR technique. The study searches the gigantic image 

database for the target image based on the user query 

using visual characteristics of an image such as color, 

shape, texture, and so on. It is based on labeled and 

unlabelled images to analyze the efficiency of an image 

using the method like D-EM, SVM, RF, etc. 

Smeulders et al. [48] discuss the current state of 

content-based retrieval from various image formats, as 

well as the role of semantics, pattern, and the sensory 

gap. A special retrieval strategy, such as global features, 

object and shape, salient points, structural combinations, 

and signs, is used for image and object similarity 

searches.This is accomplished through the use of system 

engineering databases, system design, and evaluations. 

Li et al. [49] focus on the number of digital images 

increasing from time to time and taking out from huge 

databases which is very complex. Indexing image data is 

based on the text. The indexing uses low-level features of 

the image that may diminish the workload and make 



 

 
mining to become more rapid. The indexing technique 

index the digital images in the database by the peak color 

proportion. The images will be routinely confidential by 

their low-level feature like color. Execution of this 

technique will benefit image mining.  

Tarulatha et al. [50] work on advanced technologies to 

increase accuracy using CBIR systems. The study centers 

on the shifted design which is complicated for the low-

level feature extract algorithms that reduce the semantic 

gaps among image features and databases.  The authors 

carried out a literature survey on recent technologies to 

achieve an elevated level of semantic-based image 

retrieval. 

  Liu et al. [51] focused on Gabor wavelet proof texture 

analysis for image retrieval method based on the Gabor 

filter. The texture feature works on the mean and variance 

of statistical features for Gabor filtered image.  In 

normalization, it is used by a spherical shift of the feature 

elements which override on points. The image indexing 

and retrieval are conducted on the image texture and 

standard images. 

Siradjuddin et al. [52], in Content-based Image 

Retrieval, provided an autoencoder using a Convolutional 

Neural Network for feature extraction. In the 

convolutional autoencoder architecture, the encoder and 

decoder layers are used. The encoder layer reduces the 

image's dimension by applying the convolutional neural 

network's feature learning capability to it. The decoding 

layer rebuilds the autoencoder's output as closely as 

possible to the data input. The results found that the 

extracted features can be used to represent images and 

recover relevant images in content-based image retrieval. 

Fadaei et al. [53] suggested a technique that extracts 

the Zernike moments from the query image and 

calculates an interval for that query. The retrieval process 

ignores images in the database that are beyond the 

interval. As a result, a database reduction happens before 

retrieval, resulting in increased speed. Relevant images 

for query images are stored in the reduced database, 

while irrelevant images are discarded. 

Naoufal et al. [54] used a procedure based on color 

features coded as strings and genetic algorithms to create 

a content-based image retrieval system. The goal is to 

find the fittest people in a huge group of people. After 

that, they compare the results achieved by varying the 

size of the images at different intervals to see how the 

size affects their technique to reduce the computation 

time.  This method claims to lower the cost of retrieving 

other features while also improving retrieval accuracy. 

Rudrappa et al. [55] showed a system that uses ground-

based imagery of clouds in the sky to determine if they 

are low, middle, or high-level clouds. For cloud 

classification, they use K-means clustering and Content-

Based Image Retrieval (CBIR) approaches. The evolved 

system divides clouds into three categories: low, middle, 

and high-level clouds. The outcome of this cloud 

identification can then be used as an input to a system 

that determines rainfall dynamically. 

Finally, in the commercial field, The CBIR method 

was implemented by IBM, known as QBIC (Query-based 

Image Content). QBIC works on networking and 

graphics-based approaches. It is a simple, well-

understood, and attractive substitute to traditional 

methods. A CBIR system architecture is presented in 

Figure 1. 

The offline stage and the online stage are the two steps 

of a common content-based image retrieval framework. 

In the offline stage, the image is captured and placed in 

the image database.  Later on, images are represented, 

and data indexed. In the online stage, other query 

methods, image features, image feature advantages, and 

disadvantages of features are considered for image 

retrieval. CBIR Framework module is given in Figure 2. 

 

3. Image Retrieval Techniques   

The image retrieval system is a structure that allows 

you to search, discover, and retrieve images from a large 

image database. Figure 3 shows a block diagram of the 

image recovery system. Traditionally, image retrieval 

uses some common methods for adding metadata like 

capturing, keyword, or some other type of information 

that describes an image. Early research works on image 

retrieval techniques are summarized here for the reader’s 

attention. 

 

3.1 Text-Based Image Retrieval 

The text-based image retrieval method also known as 

the descriptive image-based system is used for retrieving 

XML documents that contain images. 

 

 
Figure 1. CBIR system architecture 

 

 
 

Figure 2. CBIR framework module (online/offline stages) 
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Figure 3. Block diagram of Image retrieval technique 

 

It is based on textual information for an exact 

multimedia query in the database. Therefore, it 

overcomes the limitation of the CBIR system. It allows 

the users to present information according to the needs of 

textual query and finding the significant images which 

match with the textual query and the database [56-60]. 
 

3.2 Multimodal Fusion Image Retrieval 

Multimodal fusion image retrieval is required for data 

synthesis and a machine learning algorithm, called, 

combination of evidence is deployed. This algorithm is 

used for merging multiple sources of evidence, which is 

based on multiple modalities, like the skimming effect, 

chorus effect, and dark horse effect [61]. 
 

3.3 Semantic-Based Image Retrieval  

A semantic-based image retrieval system is used for 

current images. It is the method, that works to solve the 

semantic gap problem, which leads to two main 

approaches.  The first is Annotating images and the 

second is image segmentation that uses automatic image 

explanation and adopting the semantic web initiatives 

[62, 63]. 
 

3.4 Relevance Feedback Image Retrieval 

It is used to determine the distinction between user 

information and image representation, which determines 

the limit of nuclear retrieval systems' image retrieval 

accuracy. It's used to fill in important semantic gaps. The 

underlying concept behind relevance feedback is to 

incorporate the user's perception of the query and have 

them compute the retrieval results. For better results, user 

interaction is required [64 - 67]. 

 

4. Content-Based Image Retrieval Techniques 

CBIR systems are projected on many techniques. But 

there are some problems withthe image retrieving system 

based on pixel contents [68-72]. Early research works on 

content-based image retrieval techniques are summarized 

here for the reader’s attention. 

 

4.1 Query-Based Technique  

Query by example is based on a query technique, 

which works based on a searching algorithm. The 

searching algorithm is based on the functionality of the 

resulting image and shares common image information 

which is known as Reverse searching image. Some 

common examples of an image searching system are as 

follows: 

• An existing image can supply by the users selected 

from a random set. 

• The user draws a rough calculation of an image. 

4.2 Semantic Retrieval 

Semantic retrieval is used to start a user quest, for 

example, "find pictures of Abraham Lincoln". It is a sort 

of open-ended task, which is extremely complicated for 

computer operations. Lincoln cannot face the cameras 

and can’t use the same poses. CBIR systems use low-

level features such as texture, color, and shape features. 

These features are used in grouping and interfacing so 

that it is easy to input the databases which are qualified to 

match the features such as the face, fingerprint, or shape. 

Generally, image retrieval requires a human identification 

of the higher-level concept. 
 

4.3 Relevance Feedback (Human Interaction) 

The Combine CBIR system is a searching technique 

for the identification of the large variety of probable user 

images and the target can be a strong task. A CBIR 

system relies totally on the understanding ability of user 

queries. 
 

4.4 Iterative Or Machine Learning 

Machine learning and application is an iterative 

technique for the fitting of extra culpability in CBIR. 

 

4.5 Other Query Methods 

These methods are based on searching and browsing, 

for example, navigation of modified and hierarchical 

categories such as query by image type, query by a 

various instance of images, query by visual outline, query 

by the straight requirement of image features, and 

multimodal queries (e.g. combining touch, voice, etc.) 

 

5. Content-Based Image Retrieval Methods 

Content-based image retrieval (CBIR), which is used 

as a distance measure, is the most common technique for 

comparing two images. The distance is computed by 

comparing the two images' color, texture, and shape 

similarity. 

 

5.1 Color 

One of the most important features of a content-based 

image retrieval system is the color feature, which aids 

image recognition. Color features are a pixel property and 
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these properties work on the reflection of light. Color 

tells about the variation between object, position, and 

time of day. There are many types of color model that 

describes the color information of an image, and it 

reduces image information about potential inequity to the 

single gray level values. 

Color space is a method that represents pixel 

coordinates in 3D color space, in which the popular Red-

Green-Blue (RGB) method is used for image retrieval. 

RGB method consists of three colors which are red, 

green, and blue, together with additive primaries, which 

are developed by combining all three colors. In contrast, 

the cyan-magenta-yellow (CMY) method is a subtractive 

color model and is used mostly for printing. It is 

developed for brightness inclusion.  

Both the color models RGB and CMY are mechanism-

based or perceptually non-uniform.  The CIE 

(International Color Commission) measured the colors 

and perceptually standardized them. CIE is made for 

subtractive color mixtures and designed the color 

management [47]. 

The Hue, Saturation, and Value (HSV) space model is 

widely used in computer graphics. The invariant moment 

is used to change the light and camera direction, and it is 

an appropriate method for image retrieval. The invariant 

moment is represented by calculating the wavelength of 

light, and it expresses the pure spectrum color model 

which ranges from 0º to 360º. RGB coordinates are easily 

translated into HSV coordinates and are represented by 

using equations (1), (2) and (3).  The conversion of the 

RGB space color model to the HSV space image model is 

shown in Figure 4. Example color conversions to a 

different color model are presented in Figure 5a and 

Figure 5b. 

 

𝐻 = 𝑐𝑜𝑠−12
1 [(𝑅 − 𝐺) + (𝑅 − 𝐵)]

√[(𝑅 − 𝐺)2 + (𝑅 − 𝐵)(𝐺 − 𝐵)]
 

(1) 

𝑆 = 1 −
3[min(𝑅, 𝐺, 𝐵)]

𝑅 + 𝐺 + 𝐵
 

(2) 

𝑉 =
𝑅 + 𝐺 + 𝐵

3
 

(3) 

  

 
 

Figure 4. Block diagram of image retrieval technique 

 

 
(a) 

 

 
(b) 

 

Figure 5. Color conversion to a different color model 
 

Some common techniques used in the color feature are 

as follows: 
 

5.1.1 Color moment 

The most popular color feature used for CBIR is the 

color moment. The color moment is a statistical measure 

that differentiates images using the feature extraction 

method and that image is recognized by the distribution 

of color moment (statistical measure) or features. There 

are some common statistical measures namely mean, 

variance, and skewness shown by equations (4), (5), and 

(6). 

 The color moment proves the efficiency and 

effectiveness of color statistical distribution of images. A 

sample of the image database used in calculations is 

presented in Figure 6. 

 

𝜇
𝑖=

1

𝑁
∑ 𝑓𝑖𝑗
𝑁
𝑗=1

 
(4) 

𝜎𝑖 = (
1

𝑁
∑(𝑓𝑖𝑗 − 𝜇𝑖)

2)

𝑁

𝑗=1

1

2

 (5) 

𝑠𝑖 = (
1

𝑁
∑(𝑓𝑖𝑗−𝜇𝑖)

3

𝑁

𝑗=1

)
1

3 (6) 
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Table 1. The results of color moment calculations for the database in Figure 6 

No. ColorMo1 ColorMo2 ColorMo3 ColorMo4 ColorMo5 ColorMo6 

Image1 98.5513 150.7495 101.2073 85.5941 101.1767 77.3031 

Image2 95.9414 64.8982 58.3551 83.2036 57.7118 87.1210 

Image3 69.7427 111.2991 73.9050 84.5222 73.8894 48.2561 

Image4 77.0045 33.9630 50.8406 67.5750 50.2813 53.6986 

Image5 82.2800 125.5592 67.4838 67.3654 67.6743 60.8554 

Image6 84.2418 50.5414 43.1666 61.5602 42.4683 70.5261 

 

 
 

Figure 6. Sample of image database 

 

 
 

Figure 7. HSV histogram for color model 

where fij is the image value, ith is the color element of an 

image pixel, j and N are the numbers of the pixel images. 

Color moment calculations are carried out for the 6 

original images in Figure 6 and the results are presented 

for the color moments in Table 1. The images were 

obtained from an online database atozflowers.com/. A 

custom software was written in Matlab to calculate the 

color moment presented in Table1. 

 

5.1.2 Color Histogram 

A color histogram is an interpretation and 

identification of RGB image intensity. Color histogram 

defines a color vector, which is a set of pixels of all the 

images, coordinates which are denoted by the pixels, and 

the images considered individually as an RGB image. It 

is a way of viewing translation and rotation, by changing 

an image slowly with the help of scalar transformations 

and viewing angles. H is a color histogram vector for an 

image defined in equation (7) as:   

𝐻 = {H[1], H[2], H[3], ……H[i], … . . H[N]} (7) 

where i is a color histogram, H[i] is the number of 

pixelscolor, i is an image, and N is the number of the 

coordinate for a color histogram. An example HSV 

histogram for the color model is presented in Figure 7. 

5.1.3 Color Correlogram 

The color correlogram is a color-based table indexing 

feature, with the kth entry for (i, j) indicating the 

possibility of indexing color j coordinates at a distance of 

k from a pixel of color I in the image. 

The mathematical representation of color correlogram 

is shown in equation (8). 
 

𝛾(𝑖,𝑗)(𝑘)=𝑃𝑟𝑝1𝜖𝑐(𝐼),𝑝2𝜖𝐼[𝑃2𝜖𝐼𝑐(𝑗)|𝑃1−𝑃2|=𝐾] (8) 

where i, j ∈ {1, 2, …, N}, k∈ {1, 2, …, d}, and | p1 – p2 | 

is the distance between pixels p1 and p2. 

5.1.4 Color Coherence Vectors 

The color coherence vector is divided into two 

categories namely coherent histogram and non-coherent 

pixel. Pixels are measured to be coherent if they are part 

of a continuous equally colored area and the size of this 

area exceeds some threshold.  This area is usually defined 

as 1% of the image area. Finally, the general advantages 

and disadvantages of color models are summarized as 

shown in Table 2. 
 

Table 2. Advantages and disadvantage of color models 

Models 

 

Advantages Disadvantages 

 

RGB          

(Red, 

Green, 

Blue) 

The transformation method 

is not used for displaying 

information, as it is 

measured as the basis of 

color space for the different 

methods, it uses video 

display because of its 

stabilizer properties. 

It is not used in 

object 

identification and 

recognition of 

colors. 

 

CMY (K) 
It is normally used for the 

production of printer color. 

It is a subtractive 

model so inks are 

not given as color 

output. 

HSV 

HSV color model can be 

simply identified by 

individual observation as 

compare to CMY or RGB. 

Hue coordinates 

are receptive to 

derivations 

because of their 

sharp nature 

features. 
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5.2 Texture 

The texture of an image is its most important feature. It 

is a set of the matrix which calculates the spatial 

collection of color intensities of an image and selects the 

region of an image. It can be synthetically created, and it 

identifies natural scenes that are captured in an image. 

Segmentation, classification, pattern recognition, and 

machine vision all use the texture feature. Some of the 

most prevalent approaches are directionality, contrast, 

coarseness, roughness, regularity, and line-likeness. 

These are divided into three approaches: structural, 

statistical, and spectral. 

Structural approach: It is an image texture, a set of 

primitive texture elements (pixel or texels), in 

morphological operators and adjacency graph. It is based 

on a regular subpattern. 

Statistical approach: It is a quantitative measure, like co-

occurrence matrices, Tamura feature, Fourier power 

spectra, and shift-invariant principal component analysis 

(SPCA), etc. 

Spectral approach: It is a property used for the Fourier 

spectrum, which explains the global periodicity of a gray 

level image by the identification of high energy 

coordinates in the Fourier spectrum. 

The commonly used techniques in the statistical 

approach are: 

5.2.1 Gray Level Co-Occurrence Matrix 

It is developed by R.M. Haralick, and it is the most 

important and popular method for representing image 

textures. It is the second-order statistical method in which 

14 statistical measures are used for feature extraction. See 

Table 3. GLCM Texture Analysis examples with 

different pixel distances are given in Figures 8,9 and 10. 

GLCM Texture feature analysis is carried out with the 

images in the image database in Figure 6. The results are 

presented in Table 4. 

    Table 3. Advantages and disadvantage of color models 

No. Feature Formula Remark 

1 Contrast ∑ 𝑛2{∑∑𝑃(𝑖, 𝑗)}, |𝑖 − 𝑗| = 𝑛

𝑁𝑔

𝑗=1

𝑁𝑔

𝑖=1

𝑁𝑛−1

𝑛=0

 

Have a discriminating 

ability. Rotationally variant 

2 Entropy 
 

-∑ 𝑖 ∑ 𝑗 𝑃(𝑖, 𝑗) log(𝑃(𝑖, 𝑗)) 

Have a strong 

discriminating ability. 

Almost rotational invariant. 

3 Correlation 

∑ 𝑖 ∑ 𝑗𝑃(𝑖, 𝑗) − 𝜇𝑥 𝜇𝑦

𝜎𝑥𝜎𝑦
 

 

 

Have a strong discriminating 

ability. Rotational dependent 

feature. 

4 Sum average ∑ 𝑖𝑝𝑧+𝑦(𝑖)
2𝑁

𝑖=2
 

Characteristics are similar to 

variance. Rotation is 

invariant. 

5 Sum of squares: Variance ∑𝑖∑𝑗 (𝑖 − 𝜇)2𝑃(𝑖, 𝑗) 
Computationally expensive 

Rotation variant. 

6 
Info. The measure of 

Correlation 1 

𝐻𝑋𝑌 −𝐻𝑋𝑌

max{𝐻𝑋,𝐻𝑌}
 

Similar to the Correlation 

7 
Info. The measure of 

Correlation 2 (1 − exp[−2(𝐻𝑋𝑌2 − 𝐻𝑋𝑌)])
1

2 
Similar to the Correlation 

8 Inverse Different Moment ∑𝑖∑𝑗
1

1 + (𝑖 − 𝑗)2
𝑃(𝑖, 𝑗) 

Similar to the angular 

second moment. 

9 Sum Variance ∑ (𝑖 − 𝑓𝑠)
2𝑃(𝑥+𝑌)

2𝑁

𝑖=2
(𝑖) 

Similar to variance 

10 Sum Entropy -∑ 𝑃(𝑥+𝑦)(𝑖) log{𝑃(𝑥+𝑦)
2𝑁
𝑖=2 (𝑖)} = 𝑓𝑠 Similar to entropy 

11 
Angular second moment / 

Energy 
∑𝑖∑𝑗𝑃(𝑖, 𝑗)2 

No distinguishing ability 

12 Difference variance ∑ 𝑖2𝑁−1
𝑖=0 𝑃(𝑥−𝑦)(i) Similar to Variance 

13 Difference Entropy -∑ 𝑃(𝑥−𝑦)
𝑁−1
𝑖=0 log{ 𝑃(𝑥−𝑦)(i)} Similar to Entropy 

14 Max. Correlation coeff./ 

Mean 
𝑄(𝑖, 𝑗) =∑𝑘

𝑃(𝑖, 𝑗)𝑃(𝑗, 𝑘)

𝑝𝑥(𝑖)𝑝𝑦(𝑘)
 

The square root of the second-

largest Eigenvalue 
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Figure 8. Texture Analysis for 1-pixel distance 

 

 
 

Figure 9. Texture Analysis for 2-pixel distance 

 

 
 

Figure 10. Texture Analysis for 3-pixel distance 

5.2.2 Tamura texture 

Tamura feature is designed by studying the human 

perceptual experience of texture features. There are some 

perceived texture feature types which are as follows: 

a) Coarseness 

b) Contrast 

c) Directionality 

d) Linelikeness 

e) Regularity 
 

Coarseness: 

It is a distance measure related to the spatial variation 

of a gray-level image. Hence it is easy to find the size of 

the primitive element (pixels) from the texture feature. 

Coarseness is the quantitative measure of a scalar image 

with a fixed window size. The smaller value of the 

texture element is known as coarser.  

Contrast: 

It is a measure to check the image whether is black or 

white based on distribution. 

Directionality: 

It is the information of edge strength and directional 

angle. It uses the pixel-wise differential for computing an 

image. 

Linelikeness: 

It describes the average conjunction of edge directions, 

so it defines the isolated pixels by using distance and with 

the direction α. 

Regularity: 

It defines coarseness, contrast, and direction. It is 

denoted by users as a normalization factor and σ defines 

the standard deviation of the texture features of each sub-

image.   
 

5.2.3 Wavelet transform 

Wavelet transforms offers the multiresolution method 

that describes texture analysis and classification. It 

explains the basic function of a superposition in the 

family called wavelets. It uses a multi-resolution 

approach to calculate the 2D image. It employs recursive 

filtering and sub-sampling, which divides the image into 

sub-levels.  Every level is decomposed into sub-bands of 

four frequencies which are, LH, LL, HH, and HL. L 

represents low frequency and H denotes the high 

frequency. Haar, Coiflet, Mexican Hat, Morlet, and 

Daubechies are some examples of wavelets. The most 

common and basic wavelets is Haar wavelet, and 

Daubechies is a fractal structure application. 
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 Table 4. Texture features of GLCM 

No. Feature Image1 Image2 Image3 Image4 Image5 Image6 

1 Autocorrelation 1 15.6346 15.6346 15.6346 15.6346 15.6346 15.6346 

2 Autocorrelation 2 15.6675 15.6675 15.6675 15.6675 15.6675 15.6675 

3 correlation 1 0.9691 0.9691 0.9691 0.9691 0.9691 0.9691 

4 correlation 2 0.9765 0.9765 0.9765 0.9765 0.9765 0.9765 

5 Cluster Prominence 1 1303.913 1303.913 1303.913 1303.913 1303.913 1303.913 

6 Cluster Prominence 2 1311.307 1311.307 1311.307 1311.307 1311.307 1311.307 

7 Cluster Shade 1 100.7474 100.7474 100.7474 100.7474 100.7474 100.7474 

8 Cluster Shade 2 101.3129 101.3129 101.3129 101.3129 101.3129 101.3129 

9 Dissimilarity 1 0.2155 0.2155 0.2155 0.2155 0.2155 0.2155 

10 Dissimilarity 2 0.1883 0.1883 0.1883 0.1883 0.1883 0.1883 

11 Max Probability 1 0.4785 0.4785 0.4785 0.4785 0.4785 0.4785 

12 Max Probability 2 0.4827 0.4827 0.4827 0.4827 0.4827 0.4827 

13 Sum of Square 1 15.7321 15.7321 15.7321 15.7321 15.7321 15.7321 

14 Sum of Square 2 15.7321 15.7321 15.7321 15.7321 15.7321 15.7321 

15 Sum of Average 1 6.10709 6.10709 6.10709 6.10709 6.10709 6.10709 

16 Sum of Average 2 6.10288 6.10288 6.10288 6.10288 6.10288 6.10288 

17 Sum of Variance 1 42.8879 42.8879 42.8879 42.8879 42.8879 42.8879 

18 Sum of Variance 2 43.0304 43.0304 43.0304 43.0304 43.0304 43.0304 

19 Sum of Entropy 1 1.9545 1.9545 1.9545 1.9545 1.9545 1.9545 

20 Sum of Entropy 2 1.9435 1.9435 1.9435 1.9435 1.9435 1.9435 

21 Diff of Variance 1 0.4022 0.4022 0.4022 0.4022 0.4022 0.4022 

22 Diff of Vari2nce 1 0.3051 0.3051 0.3051 0.3051 0.3051 0.3051 

23 Diff of Entropy 1 0.5566 0.5566 0.5566 0.5566 0.5566 0.5566 

24 Diff of Entropy 2 0.5135 0.5135 0.5135 0.5135 0.5135 0.5135 

 
5.3 Shape 

The shape, which is used to extract information from 

images, is the most important feature. Because of noise, 

occlusion, and arbitrary distortion, the object recognition 

problem becomes more complicated. Shape 

representation is focused on the shape features and it is a 

boundary-based or region-based shape. To be more 

effective, a shape feature must have the following 

properties: identifiability, translation, occultation 

invariance, noise resistance, affine invariance, reliability, 

and statistical independence. 

 

5.3.1 Boundary-based shape 

This feature mainly focuses on the outer boundaries of 

an image that defines the important region by using the 

external characteristic of an image, in each pixel (or 

coordinate) along the image boundary. See Figure 11. 

Some representations of Boundary-based shapes are as 

follows: 

1. Polygonal Models, or Boundary partitioning  

2. Fourier Descriptors  

3. Spines, higher-order constructions 

4. Curvature Models 

 

5.3.2 Region-based shape 

This feature focuses on the shape region of the whole 

image by using a complete image internal description. 

some representations of Region-based shapes are as 

follows: 

1. Super quadrics  

2. Fourier Descriptors  

3. Implicit Polynomials  

4. Blum's skeletons 

5.3.3 Fourier descriptor 

Fourier descriptor describes the shape feature of an 

object in an image, in which it uses Fourier transform for 

boundaries and considers the shape (contour) of a two-

dimensional image.  Contour representations are divided 

into three types: 

Curvature: Curvature K(s) is a method that changes the 

rate of the tangent direction of the curve, it is represented 

as s, s is the point of the curve. It can be represented as: 

𝐾(𝑠) =
𝑑

𝑑𝑠
𝜃(𝑠) (9) 

where θ(s) represent the turning function of the curve. 

Centroid distance: Centroid distance is a method that 

calculates the distance function between the boundary 

pixel and the centroid (xc, yc) of an image object, It's 

defined as: 

𝑅(𝑠) = √(𝑥𝑠 − 𝑥𝑐)
2 + (𝑦𝑠 − 𝑦𝑐)

2 (10) 
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Figure 11. Edge detection 
 

Complex Coordinate: Complex coordinates describe the 

coordinates of boundary pixels and the complex number 

is defined as: 

𝑍(𝑠) = (𝑥𝑠 − 𝑥𝑐) + 𝑗(𝑦𝑠 − 𝑦𝑐) (11) 

5.3.4 Fourier transforms 

Contour representation is used to generate the complex 

coefficient representation of the object shape in the 

frequency domain. It can be divided into three groups. 

The first one is the low frequency coefficients that 

express the shape property.The second one is the higher 

frequency coefficients that reproduce the shape 

information. The third one is the complex frequency 

coefficients which achieve the rotation invariant, scalar 

invariance, amplitude coefficients separated by the 

amplitude of the DC component, and non-zero 

coefficients. The transformation invariance is based on 

the contour illustration. 

 

5.3.5 Moment invariant 

It is based on conventional shape representation. It is a 

set of moment invariants. The main reason to propose the 

moment invariant is to calculate the region-based 

moment. if the object R is represented as the binary 

image, then the center moment order of p+q for the shape 

of object R is defined as: 
 

𝜇𝑝,𝑞 = ∑ (𝑥 − 𝑥𝑐)
𝑝

(𝑥,𝑦)𝜀𝑅

(𝑦 − 𝑦𝑐)
𝑞 

(12) 

where (xc, yc) represents the center of the image. 

Invariants are independent of position, size, and 

orientation. Moment invariant is the basis of these 

moments. These are translation; rotation and scale and 

can be derived as: 
 

∅1 = 𝜇2,0 + 𝜇0,2 (13) 

∅2 = (𝜇2,0 − 𝜇0,2)
2 + 4(𝜇2)1,1 (14) 

∅3 = (𝜇3,0 − 𝜇1,2)
2 + (3(𝜇2,1) − 𝜇0,3)

2 (15) 

∅4 = (𝜇3,0 + 𝜇1,2)
2 + (𝜇2,1 + 𝜇0,3)

2 (16) 

∅5 = (𝜇3,0 − 3𝜇1,2)(𝜇3,0+𝜇1,2)[(𝜇3,0 + 𝜇1,2)
2

− 3(𝜇2,1 + 𝜇0,3)
2] + (3𝜇2,1

− 𝜇0,3)(𝜇2,1
+ 𝜇0,3)[3(𝜇3,0 + 𝜇1,2)

2

− (𝜇2,1+𝜇0,3)
2] 

(17) 

∅6 = (𝜇2,0 − 𝜇1,2)[(𝜇3,0 + 𝜇1,2)
2 − (𝜇2,1 + 𝜇0,3)

2

+ 4𝜇1,1(𝜇3,0 + 𝜇1,2)(𝜇2,1
+ 𝜇0,3)] 

(18) 

 

Hue moments for the 6 test images in Figure 6 are 

tabulated in Table 5. 

5.3.6 Turing angles 

In contour representations of 2D images, the close 

sequence representation leads to successive boundaries of 

the pixel (xs, ys), where 0 ≤ s ≤ N-1 and N define the total 

number of the element on the boundaries. The turning 

function is represented as θ(s), which finds the angle of 

the counter. It uses a clockwise tangent for the functions 

of the curve length s according to the situation point on 

the image (curve). It is defined as 

𝜃(𝑠) = tan−1 (
𝑦′

𝑠

𝑥 ′
𝑠

) (19) 

𝑦′
𝑠
=
𝑑𝑦𝑠
𝑑𝑠

 (20) 

𝑥 ′
𝑠 =

𝑑𝑥𝑠
𝑑𝑠

 (21) 

 

A summary of various Feature techniques is presented 

in Table 6. 

 

 

Table 5. Hue moments for 6 test images in Figure 6 

No. Hue Moment Image1 Image2 Image3 Image4 Image5 Image6 

1 Moment 1 0.0037 0.0028 0.0034 0.0045 0.00343 0.0051 

2 Moment 2 1.1320 6.5133 7.9582 1.8011 7.9544 2.2833 

3 Moment 3 6.6040 2.0469 1.6069 2.3019 1.5979 2.8695 

4 Moment 4 6.0669 2.0748 1.7688 2.3844 1.7525 2.8935 

5 Moment 5 3.8165 4.2588 2.9822 5.5861 2.9328 8.3352 

6 Moment 6 2.0412 5.2940 4.9287 1.0061 4.8795 1.3779 

7 Moment 7 -4.2586 3.8194 1.6999 -2.2187 1.5708 -2.0836 
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Table 6. A summary of various feature techniques 

Types of feature Methods Characteristics 

Color Features 

Conventional color 

Histogram(CCH), Fuzzy 

Color histogram (FCH), 

[20,21] Color 

Correlogram 

Simple to calculate. It cannot instruct the spatial info. It cannot instruct by color 

coordinates seminaries. It considers the degree of color relationship between the 

coordinates. It is strong to quantize fault. Here, the robustness changes the 

brightness intensity. 

Texture Features 

Steerable  pyramid, 

Contourlet transform, 

Complex directional 

filter bank (CDFB) 

In this, we use basic filters for translation and rotation. These filters are the linear 

combination of basic functions. Only the rotation invariants are the use of texture 

retrieval. Combining the Laplacian pyramid function with a directional filter 

requires less computation and difficulty. Optimally, it achieves the joint 

resolution of space and spatial frequency which is computationally intensive. So, 

it gives the highest result of texture retrieval. It compares the retrieval outcome 

with the Gabor wavelet output and it is Shift Invariant. 

Shape Features 

Fourier Descriptor, 

Moment Invariants, 

Directional Histograms 

The shape feature is a phase of understanding and implementing the shapes. 

 

6. Distance Measurements  

CBIR searches for similarities between the target 

image and the training images. As a result, the image 

retrieval method displays the results based on the image 

list. Many distance measurements are developed for the 

CBIR feature in recent years. Distance measurements are 

carried out to locate the connections of feature vectors. In 

the CBIR system, it is used to compare the relationship 

between the images. They are briefly summarized as 

follows: 
 

6.1 Euclidean Distance 

It's the measurement of the distance between the 

image's two coordinates. Euclidean distance is identified 

as the line segment between 2D Euclidean coordinates X 

(x1, x2) and Y (y1, y2).  The distance between two 

coordinates X and Y is defined as shown in equation 

(22); 
 

𝐷(𝑝, 𝑞) = √(𝑥1 − 𝑥2)
2 + (𝑦1 − 𝑦2)

2 (22) 

6.2 Standard Euclidean Distance 

Standardized data is used to determine standard 

Euclidean distance. This data can be defined as 

Standardized Data= (original mean value)/Standard 

deviation shown in equation (23); 

𝑑 = √∑(
1

𝑠𝑖
2
)(𝑥𝑖 − 𝑦𝑖)

2 (23) 

6.3 Manhattan Distance 

It uses a lattice that is purely based on a diagonally 

opposite horizontal or vertical path to determine the 

distance between two points. The  Manhattan  distance  is  

 

 

computed using Pythagoras Theorem, while the diagonal 

distance is calculated using the sum of the horizontal and 

vertical components. Mathematically, it is defined as 

𝑀ℎ(𝑝, 𝑞) = (𝑥1 − 𝑥2) + (𝑦1 − 𝑦2) (24) 

6.4 Minkowski Distance 

It's a popular image retrieval metric in which each 

image element's feature vector is independent of the 

others and all features are valued equally. Minkowski 

distances are used to calculate the distance between two 

images. Mathematically, it can be defined as 

𝐷(𝑝, 𝑞) = (∑(𝑓𝑖(𝑥)

𝑖

− 𝑓𝑖(𝑦))
𝑝) 

(25) 

6.5 Mahalanobis Distance 

The distance metric is applied to each dimension of the 

image feature, which is a vector that is unrelated to the 

others and is applicable in this distance measurement.It 

can be defined as 

𝐷(𝑝, 𝑞) = √(𝐹𝑝 − 𝐹𝑞)
𝑇𝐶−1(𝐹𝑝 − 𝐹𝑞) (26) 

where C is representing the covariance matrix of the 

image feature vector. 

 

6.6 Chebyshev Distance 

It calculates the distance between the two points p and 

q. Chebyshev distance represents the standard 

coordinates pi and qi and it is a metric of the uniform 

norm. It can be represented as 

𝐷𝑐ℎ𝑒𝑠𝑠(𝑝, 𝑞) = max(𝑝𝑖 − 𝑞𝑖) (27) 

where p and q are two points, Cartesian coordinates are 

(x1, y1) and (x2, y2). 

𝐷(𝑖, 𝑗) = √(𝐹𝑖 − 𝐹𝑗)
𝑇𝐴(𝐹𝑖 − 𝐹𝑗) (28) 
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where A(Fi-Fj) defines a similar matrix where Fi and Fj 

are vector lists. 
 

7. Performance Evaluation 

Performance measures are used to calculate the results 

and use image retrieval measures such as precision and 

recall, which work on feature extraction and give positive 

stability outcomes. These features extract information 

without any interpretation problems.  It can be 

categorized as Precision, Recall, and F score. 
 

7.1 Precision  

Precision is the performance measure that retrieves the 

related images to the query image from the total retrieved 

database images. 

Precision =
No. oftherelevantretrievedimage

TotalNo. ofretrievedimage
 

(29) 

7.2 Recall 

The retrieval of related images to the image database is measured 

by the recall performance measure. 
 

Recall =
No. ofrelevantretrieved

TotalNo. relevantinthedatabase
 

(30) 

7.3 F-Score 

The accuracy of an image retrieval of the 

corresponding query image is computed from the 

database image with precision and recall measurements, 

and the calculated values indicate the success of image 

retrieval. These two measurements aren't always enough 

to maximize the capable image retrieval's correct 

accuracy.As a result, they were combined into a single 

value that represents image retrieval accuracy. The F-

Score of F-measure is the name for this arrangement. The 

score is computed using a combination of precision and 

recall measurements. The weighted average, or harmonic, 

is what it's called. 

𝐹 = 2 ∗
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
 

Finally, comparisons of Feature extraction methods are 

summarized in Table 7 for the reader’s attention. 

 

8. Results and Discussions 

Various systematic approaches and general structure of 

the CBIR scheme are discussed in this review. 

Techniques for image retrieval are extensively explored 

and contrasted with the retrieval of content-based images. 

Content-based methods of retrieval including color 

structure and form are provided. The important points 

obtained from the detailed survey carried out in this study 

are summarized, in Appendix (Table A.1). The survey 

shows that CBIR is still a very interesting area for 

research. Different work is undergoing in this field to 

develop or modernize the CBIR system. It lessens the 

gaps between the high and low level features. Most of the 

studies are deployed to optimize retrieval performance. 

Some recent work on the CBIR system is done by 

combining two or more areas simultaneously to achieve 

better results in terms of performance.   

 

9. Conclusions 
 

In this study, various comprehensive approaches are 

investigated. The discussion of the general framework of 

the CBIR system is carried out. The important points of 

extraction from the encompassing survey are 

summarized. The survey shows that CBIR is still a very 

interesting area for research. Different work is 

undergoing in this field to develop or modernize the 

CBIR system. It lessens the gaps between the low-level 

and high-level features. Most of the studies are deployed 

to optimize retrieval performance. Some recent work on 

the CBIR system is done by combining two or more areas 

simultaneously to achieve better results in terms of 

performance. 

 

Table 7. Comparison of feature extraction methods 

No. 
Feature Extraction 

Method 

Performance 

Evaluation 

Parameter 

Advantage Disadvantage 

1 
Color Histogram, 

Standard Wavelet 
Retrieving Accuracy 

It improves the 

retrieval accuracy. 
Insufficient feature set 

2 
Color Moment, 

Gabor Filter GVF 

Retrieving 

Efficiency 

It creates a vigorous 

feature set. 
elevated semantic gap 

3 

Color Moment, 

Gabor Filter, 

Co-occurrence Matrix 

Precision 
It reduces the semantic gaps 

via the RF and SVM 

It is time overriding to 

the label negative. 

4 

Color Histogram, 

Tamura, Zenike 

Moment & Edge 

Precision and 

Recall 

Reduce the size of the dataset. All images 

with correlated features that are similar 

are retrieved. 

Similarity measurement and 

image retrieval perform two 

times so it increases calculation. 

5 Daubechies Wavelet 
Precision, classifi- 

cation accuracy 

Reduce the size of the search area. 

Manage a comprehensive image database. 
The feature set not sufficient 

(31) 
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CBIR : Content-Based Image Retrieval  

SIFT : Scale Invariant Feature Transform 

BOW : Power Bag of Visual Words 

QBIC : Query by Image Content  

CBVIR : Content-Based Visual Information Retrieval 
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Appendix 

Table A.1. Comparative analysis of CBIR techniques 
 

No. 
Author and 

Year 

Technique used for feature extraction/ indexing/ 

matching / relevance feedback/ database used 
Comment 

1 

 

Chahooki et al. 

[25] 

Shape-based indexing: contour-based and region-based 

method. Manifold learning is used for dimension 

reduction the MPEG-7 is the part B and fish shape 

dataset 

Retrieval accuracy is increased due to the 

combination of four different characteristics 

of shape features.  Isomap manifold learning 

method increases the retrieval precision 

2 
Tiakas et al. 

[80] 

Multi sort indexing (MSINX) is high dimensional 

image descriptor Image Clef Wikipedia Retrieval 2010, 

Flickr 1 M, IRISA datasets 

The system gives a more accurate retrieval 

result in less time. 

Mean average precision is calculated. It can 

handle energetic operations of insertion and 

deletion in real-time. 

 

3 

 

Batko et al. 

[12] 

Automatic image annotation and 

classification(semantic search). Precision and response 

time of Proof media photo bank and proof media 

search log Annotation  is calculated 

Focused on web annotation Combines image 

and text processing techniques Annotation 

quality can be significantly improved due to 

various expansion and reduction techniques. 

4 

 

Raveaux et al. 

[16] 

The image is segmented into regions. Graph-based 

image representation (region adjacency graph) is 

calculated to show spatial relationships From each 

region color (color histogram), texture (co-occurrence 

matrices), and shape (Zernike Moments) features are 

computed K-means clustering is used for cluster 

regions Coil-100 dataset is used. 

This approach gives good results as compare 

to the tree-based approach. 

 

 

5 

 

 

Chu et al. [75] 

Partial Duplicate Image Retrieval (PDIR) using SIFT 

features. Combined orientation position (COP) 

consistency Graph model for similarity matching, 

calculates the mean average precision and Average 

Retrieval Time. 

It uses Holodays/1000k, Sub-Dupimage/1000k, 

Dupimage 1000k, IPDID/1000k, and mobile data set 

It enables us to accurately match visual 

Words. It is between two partial duplicate 

images. As PDIR is a system factor, it 

improves the strength of dealing with 

different data, as it is based on SIFT feature 

extraction. The method is proved as effective 

in retrieving near-duplicate images. 

6 

 

Samanta et al.  

[74] 

Image indexing and retrieval using Line Edge Binary 

Pattern (LEBP) Brodatz image dataset Performance is 

measured using the Average Retrieval Rate (ARR) 

DLEBP extracts eight directional line edge 

values as well as line edge information. Image 

retrieval performance significantly improves 

known as Average retrieval rate (ARR) 

7 
Bakar et al. 

[22] 

Scale-invariant feature transform is based on the 

feature extraction method. 

Experimentation was done on the MPEG-7 dataset 

Mostly suited and provide outstanding 

retrieval results for images with many good 

alternatives to traditional CBIR system as it is 

invariant to scale rotation and translation 

8 An et al. [6] 

Descriptor works on color features and finds salient 

objects. A binary map (spatial distribution of dominant 

color) roughly describes object shape and relative 

location. Testing is done on the Corel 1k and Corel 10k 

dataset. 

It provides better retrieval performance 

according to conventional color-based 

methods. A binary map of dominant color 

matches the shapes well, Therefore, it is most 

suitable for object-based color image retrieval 

 

9 

 

Cheng et al. 

[13] 

Color (color histogram, colorcorrelogram) and texture 

(Gabor, Tamura, and Edge histogram) visual features 

textual information (social-tag based) retrieval method 

relevance feedback NUS-WIDE and MIRFLICKR 

dataset 

Retrieval system using the textual feature can 

achieve much better performance than only 

visual features 

10 
Zhang et al. 

[14] 

Tries to reduce the Semantic gap used Hybrid, 

feedback mechanism to refine search result 

The method can be used to distinguish the 

semantic gap, the resemblance with image 

accuracy.  user search images quickly. 

11 
Pedronette et 

al. [77] 

Image re-ranking using BP-tree etc., Result (MAP) 

evaluated with different feature includes ACC, BIC, 

CCV, GCH and LCH, ALOI dataset with 72000 

images and 1000 classes of objects 

The rank list is produced by an efficient 

indexing structure. It is scalable and well 

suited to a large dataset 

12 
Shrivastava et 

al. [27] 

Region-based on segmentation of overriding color and 

local binary pattern features extraction of each region 

MPEG7 CCD and Corel image dataset. Average 

Normalized Modified the Retrieval Rank of employed 

calculate the performance 

ROI is also used to specify the spatial location 

of regions It improves efficiency through the 

feature set containing a dominant color and 

LBP. It also consumes less computation time 

 

13 
Sokic et al. [17] 

Fourier descriptor-based feature extraction MPEG-7 

CE-1 set B, Swedish leaf dataset is used. 

The method outperforms both the 

effectiveness and efficiency, Not suitable for 

region-based approaches. This descriptor is 

essentially a contour-based 
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14 

 

Seetharaman et 

al. [28] 

Multi-resolution-based features extraction Vistex 

texture DB and Brodatz texture image dataset are used. 

The average precision and recall rate is calculated. 

The system is theoretically easy and memory-

efficient.It lowers the computing difficulty. 

It's ideal for image databases with a lot of 

data. 

15 Xiao et al. [81] 

Relevance feedback Combines are high-level semantic 

and low-level visual features. Datasets used are: 

COREL images, Flickr Images, NUS-WIDE images 

Features Datasets used are: COREL images, 

Flickr Images, NUS-WIDE images 

16 
Alzu’bi et al. 

[1] 

Semantic image retrieval to reduce the semantic gap is 

discussed. Various relevant feedback schemes are 

explained. 

It is explained how the system's performance 

in terms of accuracy and speed is affected. 

17 Bai et al. [18] 

Color and texture features are used to construct a 

Multiresolution feature vector. For the classification of 

the number of histograms, K-means histograms are 

used. Widely used texture databases are selected: 

VisTex, A LOT and Stex 

Easy implementation Improves retrieval 

performance compare to state-of-art 

techniques. 

18 
Lakshmi et al. 

[82] 

Relevance feedback by axis re-weighting scheme is 

proposed Caltech and Corel dataset is used for testing 

An approach that leads to better convergence 

reduces the digit of iterations to reach 

superior retrieval accuracy. 

19 
Papushoy et al. 

[15] 

Defining salient regions at local and global level 

Earthmovers distance is used for similarity comparison 

Benchmark. Dataset used are Simplicity and Corel 1K 

It can produce a similar outcome to relevance 

feedback-based retrieval, and the system 

provides a stable outcome for a large variety 

of image categories 

20 
Hamouchenel 

et al. [8] 

Texture segmentation using neighbors-based binary 

pattern method Brodatz dataset is used. 

Research textures have been well recognized, 

produces better segmentation results compare 

to the classical decomposition method 

Improve accuracy of segmentation. 

21 
Barrena et al. 

[73] 

Color, texture, and shapes feature extraction 

Classification using automated learning is used, 

Indexing and relevance feedback is used to increase the 

retrieval performance 

Three spaces in combination improve results 

for recall and precision Relevance feedback 

enhances the quality of the retrieval process. 

Query finding are listed and sorted 

 

22 

 

Sun et al. [9] 

Region identification with generic object detection 

Fusion of CNN and VLAD features Benchmark 

dataset: Holidays and UK Bench dataset 

Promising accuracy is achieved. The system 

developed is scalable. Image demonstration of 

competent to the memory visual projection of 

the retrieval process gives the time efficiency. 

 

23 

 

Balaet al. [19] 
Local text on the XOR patterns features descriptor 

Corel dataset is used in experimentation. 

The feature vector is built using LTxXORPs, 

and the HSV histogram shows a major 

increase in recall and precision. 

24 
Matsui et al. 

[23] 

Fine multi-scale edge orientation histogram-based 

feature extraction is proposed. Magna dataset is used 

for comparison 

A proposed good solution to sketch-based 

image retrieval Could retrieves images from 

the MANGA database (not for other sketches) 

25 
Khodaskaret al. 

[26] 

CBIR system using Ontology, Tries to reduce 

Semantic Gap using shared vocabulary (semantic 

features) 

Bridges the semantic gap between the low and 

high-level features Improves semantic image 

retrieval with high accuracy, precision, and 

recall 

26 
Rahimi et al. 

[29] 

Color ton distribution descriptors based on color co-

occurrence matrices Classification using self-

organizing map Corel and VisTex dataset 

It chooses and extracts appropriate visual 

features with rich content. The low 

convolution of the feature extraction method 

is used in the SOM classifier. It can be used 

as a structural and signal processing feature 

description system which fails to supply 

satisfactory result in an image with the strong 

color distribution. 

27 
Kundu et al. 

[83] 

Feature extraction using Multi-scale geometric analysis 

(MGA) of non-sub sampled contourlet transform 

(NSTC) Graph-based relevance feedback for ranking 

simplicity dataset, OLIVA dataset, and Caltech dataset 

is used for testing purposes. 

User representation would process retrieval 

loop to eliminate the semantic gap by 

reducing the dimensionality of features. The 

ranking mechanism successfully uses user 

input to enhance the retrieval process' quality. 

28 Irtaza et al. [84] 

CBIR using Genetic Algorithm and SVM. Assures 

effective retrieval by taking user considerations into an 

account (i.e. Relevance feedback) Corel set A, Corel 

set B dataset are used. 

Genetically optimized SVM overcomes the 

limitations of regular SVM like classifier 

instability, hyperplane bias. Image retrieval 

results show superiority in terms of recall and 

precision 

29 Xuet al. [76] 

Gabor wavelets, Grid color time, local binary 

pattern, edge histogram, and GIST features were used 

to extract features. The graph-based ranking is used as 

experimentation on Corel and MNIST dataset 

Supports scalable grap reconstruction 

Significantly reduces the computational time 
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Table A.1. Comparative analysis of CBIR techniques (continue) 

 

30 Jenni et al. [10] 

Color string coding and string comparison-based 

feature extraction use SVM as a classifier, Corel photo 

collection is used. 

Decreases computational complexity 

Significantly increases accuracy in image 

retrieval 

31 Yu et al. [78] 

The user's input is used to extract visual characteristics 

(color, shape, and texture). The dataset is sourced from 

the Microsoft Bing image search engine. 

A more precise and robust ranking model is 

being developed. Visual contents can reduce 

noise in clicked features. 

32 
Montazer et al. 

[24] 

Scale-invariant feature transform (SIFT) is based on 

the K-means clustering algorithm and its classification 

is Tested on Caltech 101 dataset 

Using k-means clustering two main 

drawbacks of SIFT i.e. memory usage and 

matching time are overcome which shows 

high performance in searching images with 

objects 

33 Guo et al. [20] 

Error Diffusion Block Truncation Coding was used to 

extract features (EDBTC). To create feature vectors 

(BHF), color histogram feature (CHF) and bit pattern 

histogram feature (BPHF) are used . Image feature 

descriptors are computed using vector quantization. 

For the Corel 1000 and Corel 10000 datasets, the APR 

is determined. 

The method is superior to former BTC 

methods. Due to the added indexing scheme, 

it achieves higher retrieval accuracy Feature 

vector are computed by incorporating vector 

quantization 

34 
Huang et al. 

[21] 

Color moment (color), Zernikmoments (Shape), and 

co-occurrence matrix (texture) based feature extraction 

on Corel image dataset 

A combination of three features solves the 

shortcoming (i.e. partly express and 

description of the image) of the method as a 

single feature Retrieval result is better than 

Contrary retrieval because it takes more time 

35 Liu et al. [11] 

 

Feature extraction based on (Chroma) color (graycolor 

co-occurrence matrices, Tamura and wavelet) texture 

features 

 

Gives better performance with traditional 

luminance texture images 

36 
Hsiao et al. 

[79] 

EMR (efficient manifold ranking) and the Pareto front 

procedure are capable of handling multiple queries 

with queries belonging to various image semantics. 

Linear combination of ranking results is 

suitable for real-world datasets 

37 Liu et al. [85] 

An IND-CPA secure CBIR framework was suggested 

and introduced, which allows users to retrieve images 

from the cloud without having to interact with them 

constantly. 

The CBIR framework is effective and 

reliable, according to the findings. 

38 Ahmed [86] 

This study proposes a novel relevance feedback 

retrieval technique(RFRM) for CBMIR . The feedback 

is applied using the voting values obtained from each 

class in the image repository. 

The suggested RFRM approach outperforms 

all others in terms of recall and accuracy. 
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