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# Extended Newton-type Method for Generalized Equations with Hölderian Assumptions 

M. Z. Khaton ${ }^{1}$, M. H. Rashid ${ }^{2 *}$


#### Abstract

In the present paper, we consider the generalized equation $0 \in f(x)+g(x)+\mathscr{F}(x)$, where $f: \mathscr{X} \rightarrow \mathscr{Y}$ is Fréchet differentiable on a neighborhood $\Omega$ of a point $\bar{x}$ in $\mathscr{X}, g: \mathscr{X} \rightarrow \mathscr{Y}$ is differentiable at point $\bar{x}$ and linear as well as $\mathscr{F}$ is a set-valued mapping with closed graph acting between two Banach spaces $\mathscr{X}$ and $\mathscr{Y}$. We study the above generalized equation with the help of extended Newton-type method, introduced in [ M. Z. Khaton, M. H. Rashid, M. I. Hossain, Journal of Mathematics Research, 10(4) (2018), 1-18.], under the weaker conditions than that are used in Khaton et al. (2018). Indeed, semilocal and local convergence analysis are provided for this method under the conditions that the Fréchet derivative of $f$ and the first-order divided difference of $g$ are Hölder continuous on $\Omega$. In particular, we show this method converges superlinearly and these results extend and improve the corresponding results in Argyros (2008) and Khaton et al. (2018).
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## 1. Introduction

Robinson [27, 28] introduced generalized equation problems as an universal instrument for describing, analyzing and solving various type of problems in a framed way. This form of generalized equation problems have been discussed widely. Typical examples are systems of inequalities, systems of nonlinear equations, variational inequality problems, linear and nonlinear complementary problems and etc; see for examples [7, 19, 20]. Let $\Omega$ be a subset of $\mathscr{X}$. Let $f$ be a Fréchet differentiable function from $\Omega$ to $\mathscr{Y}$ and $\nabla f$ be its Fréchet derivative, $g$ be a differentiable at $\bar{x}$ but it may not be differentiable in a neighborhood $\Omega$ of $\bar{x}$ and linear function from $\Omega$ to $\mathscr{Y},[x, y ; g]$ denote the first-order divided difference at the points $x$ and $y$ and $\mathscr{F}$ be a set-valued mapping from $\mathscr{X}$ to $\mathscr{Y}$ with closed graph. To find a point $x$ in $\Omega$, we consider the generalized equation of the following form:

$$
\begin{equation*}
0 \in f(x)+g(x)+\mathscr{F}(x) \tag{1.1}
\end{equation*}
$$

Pietrus and Alexis [1] associated the following Newton-like method for solving (1.1):

$$
\begin{align*}
0 \in & f\left(x_{k}\right)+g\left(x_{k}\right)+\left(\nabla f\left(x_{k}\right)+\left[2 x_{k+1}-x_{k}, x_{k} ; g\right]\right)\left(x_{k+1}-x_{k}\right) \\
& +\mathscr{F}\left(x_{k+1}\right), \text { for } k=0,1, \ldots \tag{1.2}
\end{align*}
$$

and proved that the sequence generated by the process (1.2) converges superlinearlly. To solve the generalized equation (1.1), Rashid et al. [25] established the local convergence results using the weaker conditions than Alexis and Pietrus [1] for the method (1.2) and expanded the sequels by fixing a gap in the proof of [1, Theorem 1].

Furthermore, Hilout et al. [12] associated the following sequence for solving (1.1):

$$
\left\{\begin{array}{l}
x_{0} \text { and } x_{1} \text { are two starting points } \\
y_{k}=\alpha x_{k}+(1-\alpha) x_{k-1} ; \text { here } \alpha \in(0,1) \\
0 \in f\left(x_{k}\right)+\left[y_{k}, x_{k} ; f\right]\left(x_{k+1}-x_{k}\right)+\mathscr{F}\left(x_{k+1}\right)
\end{array}\right.
$$

and they proved the superlinear convergence of the sequence generated by this method under the assumption that $f$ is only differentiable and continuous at a solution $x^{*}$.

For approximating the solution of (1.1), Argyros and Hilout [4] considered the following Newton-like method :

$$
\begin{equation*}
0 \in f\left(x_{k}\right)+g\left(x_{k}\right)+\left(\nabla f\left(x_{k}\right)+\left[x_{k+1}, x_{k} ; g\right]\right)\left(x_{k+1}-x_{k}\right)+\mathscr{F}\left(x_{k+1}\right), \text { for } k=0,1, \ldots, \tag{1.3}
\end{equation*}
$$

and under Lipschitz continuity property of $\nabla f$, they presented the quadratic convergence of the method (1.3).
Moreover, when $\mathscr{F}=\{0\}$, Argyros [2] investigated on local as well as semilocal convergence analysis for two-point Newton-like methods for solving (1.1) in a Banach space setting under very general Lipschitz type conditions. An extensive study on these issues has been investigated by Rashid [3, 19, 20, 21] and other researchers when $g=0$. In the case when $\mathscr{F}$ is either zero mapping or nonzero mapping, a large number Newton-like iterative methods have been studied and we will not mention here all in detail.

Suppose that $x \in \mathscr{X}$ and $\mathscr{N}(x)$ is the subset of $\mathscr{X}$ which is defined as

$$
\mathscr{N}(x)=\{d \in \mathscr{X}: 0 \in f(x)+g(x)+(\nabla f(x)+[x+d, x ; g]) d+\mathscr{F}(x+d)\} .
$$

Under some suitable conditions, Khaton et al. [18] introduced and studied extended Newton-type method, when $\nabla f$ is continuous and Lipschitz continuous as well as $g$ admits first-order divided difference satisfying Lipschitzian condition. Inspired by the work of Argyros in [4], Khaton et al. [18] considered the following "so called" extended extended Newton-type method (see Algorithm 1):

```
Algorithm }1\mathrm{ (Extended Newton-type Method)
    Step 0. Pick }\eta\in[1,\infty),\mp@subsup{x}{0}{}\in\mathscr{X}\mathrm{ , and put }k:=0
    Step 1. If 0\in\mathscr{N}(\mp@subsup{x}{k}{})\mathrm{ , then stop; otherwise, go to the next Step 2.}
    Step 2. If 0}\not\mathscr{N}(\mp@subsup{x}{k}{})\mathrm{ , choose }\mp@subsup{d}{k}{}\in\mathscr{N}(\mp@subsup{x}{k}{})\mathrm{ such that
\[
\left\|d_{k}\right\| \leq \eta \operatorname{dist}\left(0, \mathscr{N}\left(x_{k}\right)\right)
\]
```

Step 3. Set $x_{k+1}:=x_{k}+d_{k}$.
Step 4. Replace $k$ by $k+1$ and go to Step 1.

In contrast Algorithm 1 with the known results, we have the following conclusions: When $F=0$ and $g=0$, it is obvious that Algorithm 1 is turned into the known Gauss-Newton method which is a famous iterative technique for solving nonlinear least squares (model fitting) problems and has been studied widely; see for example [8, 9, 13, 15, 29, 30]. Within the case when $g=0$, several kind of methods for solving (1.1) were established by Rashid [22,23, 24] and also obtained their local and semilocal convergence.

The objective of this article is to continue to study the semilocal and local convergence for the extended Newton-type method under the weaker conditions than [18], that is, $\nabla f$ is $(L, q)$-Hölder continuous and $g$ admits the first-order divided difference satisfying $q$-Hölderian condition. The Lipschitz-like property of set-valued mappings which is the main tool of this study whose concepts can be found in Aubin [5] in the context of non smooth analysis and it has been studied by a huge number of mathematicians $[1,4,10,12,17]$. The main result of this study is semilocal analysis for the extended Newton-type method, that is, based on the information around the initial point, the main results are the convergence criteria, which provide few suitable conditions ensuring the convergence to a solution of any sequence generated by Algorithm 1. Consequently, the results of the local convergence for the extended Newton-type method are attained.

This article is organized as follows: Some necessary notations, notions, preliminary results and a fixed-point theorem are recalled in Section 2 that are used in the subsequent sections. In Section 3, we consider the extended Newton-type method defined by Algorithm 1 to approximate the solution of (1.1). Using the concept of Lipschitz-like property for the set-valued
mapping, in this section we also establish the existence and superlinear convergence of the sequence generated by Algorithm 1 in both semilocal and local cases. At the end, we give a summary of the main results and present a comparison of this study with other known results.

## 2. Notations and Preliminaries

In this section, we evoke some notations and take out some results that will be helpful to verify our main results. Let $\mathscr{X}$ and $\mathscr{Y}$ be two complex or real Banach spaces. Also, let $p \in \mathscr{X}$ and $\mathbb{B}(p, \alpha)=\{u \in \mathscr{X}:\|u-p\| \leq \alpha\}$ denote the closed ball centered at $p$ with radius $\alpha>0$, and $\mathscr{F}$ be a set-valued mapping with closed graph. The domain of $\mathscr{F}$, can be stated as

$$
\operatorname{dom} \mathscr{F}:=\{p \in \mathscr{X}: \mathscr{F}(p) \neq \emptyset\} .
$$

Let $q \in \mathscr{Y}$. Then the inverse of $\mathscr{F}$, denoted by $\mathscr{F}^{-1}$, is defined by

$$
\mathscr{F}^{-1}(q):=\{p \in \mathscr{X}: q \in \mathscr{F}(p)\} .
$$

The graph of $\mathscr{F}$, denoted by gph $\mathscr{F}$, is defined by

$$
\operatorname{gph} \mathscr{F}:=\{(p, q) \in \mathscr{X} \times \mathscr{Y}: q \in \mathscr{F}(p)\}
$$

Let $M$ and $N$ be two subsets of a non empty set $\mathscr{X}$ and $p$ be a point in $\mathscr{X}$. The distance from a point $p$ to a set $M$ is defined by

$$
\operatorname{dist}(p, M):=\inf \{\|p-m\|: m \in M\} .
$$

In addition, the excess $e$ from the set $M$ to the set $N$ is defined by

$$
e(N, M):=\sup \{\operatorname{dist}(n, M): n \in N\}
$$

The set $\mathscr{L}(\mathscr{X}, \mathscr{Y})$ is the space of linear operators from $\mathscr{X}$ to $\mathscr{Y}$ and all the norms are denoted by $\|\cdot\|$.

Definition 2.1. Suppose $f \in \mathscr{L}(\mathscr{X}, \mathscr{Y})$. Then $f$ is said to have the first order divided difference on the points $x_{1}$ and $y_{1}$ in $\mathscr{X}$ $\left(x_{1} \neq y_{1}\right)$ if the following properties hold:
(a) $\left[x_{1}, y_{1} ; f\right]\left(y_{1}-x_{1}\right)=g\left(y_{1}\right)-g\left(x_{1}\right)$ for $x_{1} \neq y_{1}$;
(b) if $f$ is Fréchet differentiable at $x_{1} \in \mathscr{X}$, then $\left[x_{1}, x_{1} ; f\right]=\nabla f\left(x_{1}\right)$.

Now we mention the notions of pseudo-Lipschitz and Lipchitz-like set-valued mappings, which was established by Aubin and have been studied widely. To see the more details about this topic, the reader could refer to [5, 6, 26].

Definition 2.2. Let $\Psi: \mathscr{Y} \rightrightarrows \mathscr{X}$ be a set-valued mapping and $(\bar{q}, \bar{p}) \in \operatorname{gph} \Psi$ with $\alpha_{\bar{p}}, \alpha_{\bar{q}}$ and $v$ are positive constants. Then $\Psi$ is said to be
(a) Lipchitz-like on $\mathbb{B}\left(\bar{q}, \alpha_{\bar{q}}\right)$ relative to $\mathbb{B}\left(\bar{p}, \alpha_{\bar{p}}\right)$ with constant $v$ if the following inequality holds:

$$
e\left(\Psi\left(q_{1}\right) \cap \mathbb{B}\left(\bar{p}, \alpha_{\bar{p}}\right), \Psi\left(q_{2}\right)\right) \leq v\left\|q_{1}-q_{2}\right\| \quad \text { for every } q_{1}, q_{2} \in \mathbb{B}\left(\bar{q}, \alpha_{\bar{q}}\right)
$$

(b) pseudo-Lipschitz around $(\bar{q}, \bar{p})$ if there exist constants $\alpha_{\bar{p}}^{\prime}>0, \alpha_{\bar{q}}^{\prime}>0$ and $v^{\prime}>0$ such that $\Psi$ is Lipchitz-like on $\mathbb{B}\left(\bar{q}, \alpha_{\bar{q}}^{\prime}\right)$ relative to $\mathbb{B}\left(\bar{p}, \alpha_{\bar{p}}^{\prime}\right)$ with constant $v^{\prime}$.
The following lemma is due to Rashid et al. [26, Lemma 2.1], which is effective and the proof of this lemma is similar to that of [16, Theorem 1.49(i)].

Lemma 2.3. Let $\Psi: \mathscr{Y} \rightrightarrows \mathscr{X}$ be a set-valued mapping and $(\bar{y}, \bar{x}) \in \operatorname{gph} \Psi$. Also suppose that $\Psi$ is Lipschitz-like on $\mathbb{B}\left(\bar{y}, r_{\bar{y}}\right)$ which is related to $\mathbb{B}\left(\bar{x}, r_{\bar{x}}\right)$ with constant $\mu$. Then

$$
\operatorname{dist}(x, \Psi(y)) \leq v \operatorname{dist}\left(y, \Psi^{-1}(x)\right)
$$

for each $x \in \mathbb{B}\left(\bar{x}, r_{\bar{x}}\right)$ and $y \in \mathbb{B}\left(\bar{y}, \frac{r_{\bar{y}}}{3}\right)$ satisfying $\operatorname{dist}\left(y, \Psi^{-1}(x)\right) \leq \frac{r_{\bar{y}}}{3}$, is hold.

Dontchev and Hager [11] proved Banach fixed point theorem, which has been employing the standard iterative concept for contracting mapping. To prove the existence of the sequence generated by Algorithm 1, the following lemma will play an important rule in this study.

Lemma 2.4. Let $\Phi: \mathscr{X} \rightrightarrows \mathscr{X}$ be a set-valued mapping. Let $x^{*} \in \mathscr{X}, 0<\lambda<1$ and $r>0$ be such that

$$
\begin{equation*}
\operatorname{dist}\left(x^{*}, \Phi\left(x^{*}\right)\right)<r(1-\lambda) \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
e\left(\Phi\left(x_{1}\right) \cap \mathbb{B}\left(x^{*}, r\right), \Phi\left(x_{2}\right)\right) \leq \lambda\left\|x_{1}-x_{2}\right\| \text { for all } x_{1}, x_{2} \in \mathbb{B}\left(x^{*}, r\right) . \tag{2.2}
\end{equation*}
$$

Then $\Phi$ has a fixed point in $\mathbb{B}\left(x^{*}, r\right)$, that is, there exists $x \in \mathbb{B}\left(x^{*}, r\right)$ such that $x \in \Phi(x)$. Furthermore, if $\Phi$ is single-valued, then there exists a fixed point $x \in \mathbb{B}\left(x^{*}, r\right)$ such that $x=\Phi(x)$.

The preceding lemma is a generalization of a fixed point theorem and it has been taken from [14], where in the second assertion the excess $e$ is updated by Hausdorff distance.

## 3. Convergence Analysis

Let $f: \Omega \subseteq \mathscr{X} \rightarrow \mathscr{Y}$ be a Fréchet differentiable function on a neighborhood $\Omega$ of $\bar{x}$ with its derivative denoted by $\nabla f$, $g: \Omega \rightarrow \mathscr{Y}$ which is linear and differentiable at $\bar{x}$ and let $\mathscr{F}: \mathscr{X} \rightrightarrows \mathscr{Y}$ be a set-valued mapping with closed graph. This section is dedicated to prove the existence of a sequence generated by the extended Newton-type method, represented by Algorithm 1 and show the superlinear convergence of the sequence generated by this method.

Let $x \in \mathscr{X}$. Then for each $x \in \mathscr{X}$, we get

$$
\begin{align*}
g(x)+[x+d, x ; g] d & =g(x)-[x+d, x ; g](x-(x+d)) \\
& =g(x)-(g(x)-g(x+d))=g(x+d) . \tag{3.1}
\end{align*}
$$

Define a set-valued mapping $\mathscr{G}_{x}$ by

$$
\mathscr{G}_{x}(\cdot):=f(x)+g(\cdot)+\nabla f(x)(\cdot-x)+\mathscr{F}(\cdot) .
$$

It holds, for the formation of $\mathscr{N}(x)$ and (3.1), that

$$
\mathscr{N}(x)=\left\{d \in \mathscr{X}: 0 \in \mathscr{G}_{x}(x+d)\right\} .
$$

In addition, for any $z \in \mathscr{X}$ and $y \in \mathscr{Y}$, we get the following identity:

$$
\begin{equation*}
z \in \mathscr{G}_{x}^{-1}(y) \text { if and only if } y \in f(x)+g(z)+\nabla f(x)(z-x)+\mathscr{F}(z) \tag{3.2}
\end{equation*}
$$

Particularly, let $(\bar{x}, \bar{y}) \in \operatorname{gph} \mathscr{G}_{\bar{x}}$. Then, the definition of closed graphness of $\mathscr{G}_{\bar{x}}$ signifies that

$$
\begin{equation*}
\bar{x} \in \mathscr{G}_{\bar{x}}^{-1}(\bar{y}) . \tag{3.3}
\end{equation*}
$$

The following outcome constitutes the equivalence between $\mathscr{G}_{\bar{x}}^{-1}$ and $(f+g+\mathscr{F})^{-1}$. This result is due to [18].
Lemma 3.1. Let $(\bar{x}, \bar{y}) \in \operatorname{gph}(f+g+\mathscr{F})$. Suppose that $\nabla f$ is continuous around $\bar{x}$. Assume that $g$ admits first-order divided difference. Then the followings are equivalent:
(i) The mapping $(f+g+\mathscr{F})^{-1}$ is pseudo-Lipschitz at $(\bar{y}, \bar{x})$;
(ii) The mapping $\mathscr{G}_{\bar{x}}^{-1}$ is pseudo-Lipschitz at $(\bar{y}, \bar{x})$.

For our suitability, let $r_{\bar{x}}>0, r_{\bar{y}}>0$ and $\mathbb{B}\left(\bar{x}, r_{\bar{x}}\right) \subseteq \Omega \cap \operatorname{dom} \mathscr{F}$. Suppose that $\nabla f$ is $(L, q)$-Hölder continuous on $\mathbb{B}\left(\bar{x}, r_{\bar{x}}\right)$, that is , there exists $L>0$ such that

$$
\begin{equation*}
\left\|\nabla f(x)-\nabla f\left(x^{\prime}\right)\right\| \leq L\left\|x-x^{\prime}\right\|^{q}, q \in(0,1], \quad \text { for any } x, x^{\prime} \in \mathbb{B}\left(\bar{x}, r_{\bar{x}}\right), \tag{3.4}
\end{equation*}
$$

$g$ admits a first-order divided difference satisfying $q$-Hölder condition, that is, there exists $v>0$ such that, for all $x, y, v, w \in$ $\mathbb{B}\left(\bar{x}, r_{\bar{x}}\right)(x \neq y, v \neq w)$,

$$
\begin{equation*}
\|[x, y ; g]-[v, w ; g]\| \leq v\left(\|x-v\|^{q}+\|y-w\|^{q}\right) \tag{3.5}
\end{equation*}
$$

and the mapping $\mathscr{G}_{\bar{x}}^{-1}$ is Lipschitz-like on $\mathbb{B}\left(\bar{y}, r_{\bar{y}}\right)$ relative to $\mathbb{B}\left(\bar{x}, r_{\bar{x}}\right)$ with constant $M$, that is,

$$
\begin{equation*}
e\left(\mathscr{G}_{\bar{x}}^{-1}\left(y_{1}\right) \cap \mathbb{B}\left(\bar{x}, r_{\bar{x}}\right), \mathscr{G}_{\bar{x}}^{-1}\left(y_{2}\right)\right) \leq M\left\|y_{1}-y_{2}\right\| \quad \text { for any } y_{1}, y_{2} \in \mathbb{B}\left(\bar{y}, r_{\bar{y}}\right) . \tag{3.6}
\end{equation*}
$$

Further, for $\bar{y}$, the closed graph property of $\mathscr{G}_{\bar{x}}$ implies that $f+g+\mathscr{F}$ is continuous at $\bar{x}$ i.e.

$$
\begin{equation*}
\lim _{x \rightarrow \bar{x}} \operatorname{dist}(\bar{y}, f(x)+g(x)+\mathscr{F}(x))=0 \tag{3.7}
\end{equation*}
$$

is hold.
Let $\varepsilon_{0}>0$ and write

$$
\begin{equation*}
\bar{r}:=\min \left\{r_{\bar{y}}-2 \varepsilon_{0} r_{\bar{x}}, \frac{r_{\bar{x}}\left(1-M \varepsilon_{0}\right)}{4 M}\right\} . \tag{3.8}
\end{equation*}
$$

Then

$$
\begin{equation*}
\bar{r}>0 \text { if and only if } \varepsilon_{0}<\min \left\{\frac{r_{\bar{y}}}{2 r_{\bar{x}}}, \frac{1}{M}\right\} . \tag{3.9}
\end{equation*}
$$

The following lemma is taken from [26, Lemma 3.1] and it plays a crucial role for convergence analysis of the extended Newton-type method.

Lemma 3.2. Assume that $\mathscr{G}_{\bar{x}}^{-1}$ is Lipschitz-like on $\mathbb{B}\left(\bar{y}, r_{\bar{y}}\right)$ relative to $\mathbb{B}\left(\bar{x}, r_{\bar{x}}\right)$ with constant $M$ and that

$$
\begin{equation*}
\sup _{x^{\prime}, x^{\prime \prime} \in \mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right)}\left\|\nabla f\left(x^{\prime}\right)-\nabla f\left(x^{\prime \prime}\right)\right\| \leq \varepsilon_{0}<\min \left\{\frac{r_{\bar{y}}}{2 r_{\bar{x}}}, \frac{1}{M}\right\} . \tag{3.10}
\end{equation*}
$$

Let $x \in \mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right)$ and $\varepsilon_{0}$ be defined by (3.9). Suppose that $\nabla f$ is continuous on $\mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right)$. Let $\bar{r}$ be defined by (3.8) such that (3.10) is true. Then $\mathscr{G}_{x}^{-1}$ is Lipschitz-like on $\mathbb{B}(\bar{y}, \bar{r})$ relative to $\mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right)$ with constant $\frac{M}{1-M \varepsilon_{0}}$, that is,

$$
e\left(\mathscr{G}_{x}^{-1}\left(y_{1}\right) \cap \mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right), \mathscr{G}_{x}^{-1}\left(y_{2}\right)\right) \leq \frac{M}{1-M \varepsilon_{0}}\left\|y_{1}-y_{2}\right\| \text { for any } y_{1}, y_{2} \in \mathbb{B}(\bar{y}, \bar{r})
$$

For our convenience, we would like to introduce some notations. First we define the mapping $J_{x}: \mathscr{X} \rightarrow \mathscr{Y}$, for each $x \in \mathscr{X}$, by

$$
J_{x}(\cdot):=f(\bar{x})+g(\cdot)+\nabla f(\bar{x})(\cdot-\bar{x})-f(x)-g(x)-(\nabla f(x)+[\cdot, x ; g])(\cdot-x)
$$

and the set-valued mapping $\Phi_{x}: \mathscr{X} \rightrightarrows \mathscr{X}$ by

$$
\begin{equation*}
\Phi_{x}(\cdot):=\mathscr{G}_{\bar{x}}^{-1}\left[J_{x}(\cdot)\right] . \tag{3.11}
\end{equation*}
$$

Then for any $x^{\prime}, x^{\prime \prime} \in \mathscr{X}$, we have

$$
\begin{align*}
\left\|J_{x}\left(x^{\prime}\right)-J_{x}\left(x^{\prime \prime}\right)\right\|= & \| g\left(x^{\prime}\right)-g\left(x^{\prime \prime}\right)-\left[x^{\prime}, x ; g\right]\left(x^{\prime}-x\right)+\left[x^{\prime \prime}, x ; g\right]\left(x^{\prime \prime}-x\right) \\
& +(\nabla f(\bar{x})-\nabla f(x))\left(x^{\prime}-x^{\prime \prime}\right) \| . \tag{3.12}
\end{align*}
$$

Furthermore, let $q \in(0,1]$ and define

$$
\begin{equation*}
\hat{r}:=\min \left\{r_{\bar{y}}-2 L r_{\bar{x}}^{q+1}, \frac{r_{\bar{x}}\left(1-M L r_{\bar{x}}^{q}\right)}{4 M}\right\} . \tag{3.13}
\end{equation*}
$$

Then

$$
\begin{equation*}
\hat{r}>0 \Leftrightarrow L<\min \left\{\frac{r_{\bar{y}}}{2 r_{\bar{x}}^{q+1}}, \frac{1}{M r_{\bar{x}}^{q}}\right\} . \tag{3.14}
\end{equation*}
$$

### 3.1 Superlinear Convergence

In this section we will show that the sequence generated by Algorithm 1 converges superlinearly if $\nabla f$ is $(L, q)$-Hölderian and $g$ admits first-order divided difference satisfying $(v, q)$-Hölder condition. In fact, the following theorem provides some sufficient conditions ensuring the convergence of the extended Newton-type method with initial point $x_{0}$.

Theorem 3.3. Let $\eta>1$ and $q \in(0,1]$. Assume that $\mathscr{G}_{\bar{x}}^{-1}$ is Lipschitz-like on $\mathbb{B}\left(\bar{y}, r_{\bar{y}}\right)$ relative to $\mathbb{B}\left(\bar{x}, r_{\bar{x}}\right)$ with constant $M$ and that $\nabla f$ is $(L, q)$-Hölder continuous on $\mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right)$ and $g$ admits first-order divided difference that satisfies (3.5). Let $\hat{r}$ be defined by (3.13) so that (3.14) is satisfied. Let $v>0, \delta>0$ be such that
(a) $\delta \leq \min \left\{\frac{r_{\bar{x}}}{4},(q+5) \hat{r}, 1,\left(\frac{3(q+1) r_{\bar{y}}}{[L(q+2)+2 v(q+1)]\left(6.2^{q}+1\right)}\right)^{\frac{1}{(q+1)}}\right\}$,
(b) $\left(2^{q} M+1\right)[L(q+2)+2 v(q+1)]\left(\eta(q+1) \delta^{q}+4^{1-q} r_{\bar{x}}^{q}\right) \leq(q+1)$,
(c) $\|\bar{y}\|<\frac{[L(q+2)+2 v(q+1)]}{3(q+1)} \delta^{q+1}$.

Suppose that

$$
\begin{equation*}
\lim _{x \rightarrow \bar{x}} \operatorname{dist}(\bar{y}, f(x)+g(x)+\mathscr{F}(x))=0 . \tag{3.15}
\end{equation*}
$$

Then there exist some $\hat{\delta}>0$ such that any sequence $\left\{x_{n}\right\}$ generated by Algorithm 1 with initial point $x_{0}$ in $\mathbb{B}(\bar{x}, \hat{\boldsymbol{\delta}})$ converges superlinearly to a solution $x^{*}$ of (1.1).
Proof. According to the assumption (a) $4 \delta \leq r_{\bar{x}}$ and $\eta>1$, by assumption (b) we can write the inequality as follows

$$
\begin{align*}
\left(2^{q} M+1\right)(q+5)[L(q+2)+2 v(q+1)] \delta^{q} & =\left(2^{q} M+1\right)[L(q+2)+2 v(q+1)]\left((q+1) \delta^{q}+4 \delta^{q}\right) \\
& \leq\left(2^{q} M+1\right)[L(q+2)+2 v(q+1)]\left(\eta(q+1) \delta^{q}+4 \delta^{q}\right) \\
& \leq\left(2^{q} M+1\right)[L(q+2)+2 v(q+1)]\left(\eta(q+1) \delta^{q}+4^{1-q} r_{\bar{x}}^{q}\right) \\
& \leq(q+1) \tag{3.16}
\end{align*}
$$

Furthermore, using assumption (a) $4 \delta \leq r_{\bar{x}}$ and assumption(b) we can reduce the inequality as follows

$$
\begin{aligned}
\eta M[L(q+2)+2 v(q+1)] \delta^{q} & <\eta 2^{q} M[L(q+2)+2 v(q+1)](q+5) \delta^{q} \\
& \leq\left(2^{q} M+1\right)[L(q+2)+2 v(q+1)]\left(\eta(q+1) \delta^{q}+4 \delta^{q}\right)-2^{q} M L 4 \delta^{q} \\
& \leq\left(2^{q} M+1\right)[L(q+2)+2 v(q+1)]\left(\eta(q+1) \delta^{q}+4^{1-q} r_{\bar{x}}^{q}\right)-2^{q} M L 4^{1-q} r_{\bar{x}}^{q} \\
& \leq(q+1)-2^{q} M L 4^{1-q} r_{\bar{x}}^{q} .
\end{aligned}
$$

Since $q \in(0,1]$ then, we get $2^{q} M L 4^{1-q} r_{\bar{x}}^{q} \geq(q+1) M L r_{\bar{x}}^{q}$. Now using (3.16) in the above equation and it becomes

$$
\begin{equation*}
\eta M[L(q+2)+2 v(q+1)] \delta^{q} \leq(q+1)-(q+1) M L r_{\bar{x}}^{q} . \tag{3.17}
\end{equation*}
$$

Putting

$$
s:=\frac{\eta M[L(q+2)+2 v(q+1)] \delta^{q}}{(q+1)\left(1-M L r_{\bar{x}}^{q}\right)} .
$$

Then, from (3.17) we have that

$$
\begin{equation*}
s \leq 1 \tag{3.18}
\end{equation*}
$$

Pick $0<\hat{\delta} \leq \delta$ such that, for each $x_{0} \in \mathbb{B}(\bar{x}, \hat{\boldsymbol{\delta}})$,

$$
\begin{equation*}
\operatorname{dist}\left(0, f\left(x_{0}\right)+g\left(x_{0}\right)+F\left(x_{0}\right)\right) \leq \frac{[L(q+2)+2 v(q+1)]}{3(q+1)} \delta^{q+1} . \tag{3.19}
\end{equation*}
$$

Note that since (3.15) holds and assumption (c) is true, we assume that such $\hat{\delta}$ exists, which satisfies (3.19). Let $x_{0} \in \mathbb{B}(\bar{x}, \hat{\delta})$. By induction we will show that Algorithm 1 generates at least one sequence and such sequence $\left\{x_{n}\right\}$ generated by Algorithm 1 satisfies the following statements:

$$
\begin{equation*}
\left\|x_{n}-\bar{x}\right\| \leq 2 \delta \tag{3.20}
\end{equation*}
$$

$$
\begin{equation*}
\text { and } \quad\left\|d_{n}\right\| \leq s\left(\frac{1}{3}\right)^{(q+1)^{n}} \delta \tag{3.21}
\end{equation*}
$$

hold for every $n=0,1,2, \ldots$
Define

$$
\begin{equation*}
r_{x}:=\frac{(q+5) M}{4(q+1)}\left([L(q+2)+2 v(q+1)]\|x-\bar{x}\|^{(q+1)}+(q+1)\|\bar{y}\|\right) \quad \text { for each } x \in X \tag{3.22}
\end{equation*}
$$

From (3.16) we get

$$
\begin{align*}
& 2^{q} M[L(q+2)+2 v(q+1)] \delta^{q} \leq \frac{q+1}{q+5} \\
& \quad \text { and } \quad[L(q+2)+2 v(q+1)] \delta^{q} \leq \frac{q+1}{q+5} . \tag{3.24}
\end{align*}
$$

Hence by the combination of $\delta \leq(q+5) \hat{r}$ in assumption (a) and inequality (3.24), we get

$$
\begin{align*}
\|\bar{y}\| & <\frac{[L(q+2)+2 v(q+1)] \delta^{q+1}}{3(q+1)} \\
& \leq \frac{(q+1)}{(q+1) \cdot(q+5)} \cdot \frac{(q+5) \hat{r}}{3}=\frac{\hat{r}}{3} . \tag{3.25}
\end{align*}
$$

Utilizing (3.23) and assumption (c) together with (3.24), we get from (3.22) that

$$
\begin{align*}
r_{x} & \leq \frac{(q+5) M}{4(q+1)}\left([L(q+2)+2 v(q+1)]\left\|\bar{x}-x_{0}\right\|^{q+1}+\frac{[L(q+2)+2 v(q+1)]}{3} \delta^{q+1}\right) \\
& <\frac{(q+5) M}{12(q+1)}\left(3[L(q+2)+2 v(q+1)](2 \delta)^{q+1}+2^{q}[L(q+2)+2 v(q+1)] \delta^{q+1}\right) \\
& =\frac{(q+5) M}{12(q+1)}[L(q+2)+2 v(q+1)] \delta^{q+1}\left(3 \cdot 2 \cdot 2^{q}+2^{q}\right) \\
& =\frac{(q+5)\left(6 \cdot 2^{q}+2^{q}\right) M}{12(q+1)}[L(q+2)+2 v(q+1)] \delta^{q+1} \\
& =\frac{(q+5) 7 \cdot 2^{q} M}{12(q+1)}[L(q+2)+2 v(q+1)] \delta^{p+1} \\
& =\frac{7(q+5)}{12(q+1)} \cdot \frac{(q+1)}{(q+5)} \delta<\frac{7}{12} \delta<2 \delta \quad \text { for each } x \in \mathbb{B}(\bar{x}, 2 \delta) . \tag{3.26}
\end{align*}
$$

Observe that (3.20) is trivial for $n=0$.
At first, we need to prove $\mathscr{N}\left(x_{0}\right) \neq \emptyset$ to show that (3.21) holds for $n=0$. The nonemptyness of $\mathscr{N}\left(x_{0}\right)$ will ensure us to deduce the existence of the point $x_{1}$. We will apply Lemma 2.4 to the map $\Phi_{x_{0}}$ with $\eta_{0}=\bar{x}$ for completing this. We have to show that Lemma 2.4 holds with $r:=r_{x_{0}}$ and $\lambda:=\frac{q+1}{q+5}$ satisfying both assertions (2.1) and (2.2). We get from (3.3) that $\bar{x} \in \mathscr{G}_{\bar{x}}^{-1}(\bar{y}) \cap \mathbb{B}(\bar{x}, 2 \delta)$. According to the definition of the excess $e$ and (3.11), defined as the mapping of $\Phi_{x_{0}}$, we have that

$$
\begin{align*}
\operatorname{dist}\left(\bar{x}, \Phi_{x_{0}}(\bar{x})\right) & \leq e\left(\mathscr{G}_{\bar{x}}^{-1}(\bar{y}) \cap \mathbb{B}\left(\bar{x}, r_{x_{0}}\right), \Phi_{x_{0}}(\bar{x})\right) \\
& \leq e\left(\mathscr{G}_{\bar{x}}^{-1}(\bar{y}) \cap \mathbb{B}(\bar{x}, 2 \delta), \Phi_{x_{0}}(\bar{x})\right) \\
& \leq e\left(\mathscr{G}_{\bar{x}}^{-1}(\bar{y}) \cap \mathbb{B}\left(\bar{x}, r_{\bar{x}}\right), \mathscr{G}_{\bar{x}}^{-1}\left[J_{x_{0}}(\bar{x})\right]\right) . \tag{3.27}
\end{align*}
$$

Since $\nabla f$ is $(L, q)$-Hölder continuous and $g$ admits first-order divided difference satisfies Hölderian condition, for every $x \in \mathbb{B}(\bar{x}, 2 \delta) \subseteq \mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right)$, we have that

$$
\begin{align*}
\left\|J_{x_{0}}(x)-\bar{y}\right\|= & \| f(\bar{x})+g(x)+\nabla f(\bar{x})(x-\bar{x})-f\left(x_{0}\right)-g\left(x_{0}\right) \\
& -\left(\nabla f\left(x_{0}\right)+\left[x, x_{0} ; g\right]\right)\left(x-x_{0}\right)-\bar{y} \| \\
\leq & \left\|f(\bar{x})-f\left(x_{0}\right)-\nabla f\left(x_{0}\right)\left(\bar{x}-x_{0}\right)\right\|+\left\|\left(\nabla f\left(x_{0}\right)-\nabla f(\bar{x})\right)(\bar{x}-x)\right\| \\
& \quad+\left\|g(x)-g\left(x_{0}\right)-\left[x, x_{0} ; g\right]\left(x-x_{0}\right)\right\|+\|\bar{y}\| \\
\leq & \frac{L}{q+1}\left\|\bar{x}-x_{0}\right\|^{q+1}+\left\|\left[x_{0}, x ; g\right]-\left[x, x_{0} ; g\right]\right\|\left\|x-x_{0}\right\|+ \\
& L\left\|x_{0}-\bar{x}\right\|^{q}\|\bar{x}-x\|+\|\bar{y}\|  \tag{3.28}\\
\leq & \frac{L}{q+1}\left\|\bar{x}-x_{0}\right\|^{q+1}+v\left(\left\|x_{0}-x\right\|^{q}+\left\|x-x_{0}\right\|^{q}\right)\left\|x-x_{0}\right\|+ \\
& L\left\|x_{0}-\bar{x}\right\|^{q}\|\bar{x}-x\|+\|\bar{y}\| \\
\leq & \frac{L}{q+1}(2 \delta)^{q+1}+L(2 \delta)^{q} \cdot 2 \delta+v\left((2 \delta)^{q}+(2 \delta)^{q}\right) \cdot 2 \delta+\|\bar{y}\| \\
\leq & \frac{L(q+2)+2 v(q+1)}{q+1} \delta^{q+1} \cdot 2^{q+1}+\|\bar{y}\| . \tag{3.29}
\end{align*}
$$

Now through the assumptions (a) $\frac{[L(q+2)+2 v(q+1)]\left(6 \cdot 2^{q}+1\right)}{3(q+1)} \delta^{q+1} \leq r_{\bar{y}}$ and (c), (3.28) gives that

$$
\begin{align*}
\left\|J_{x_{0}}(x)-\bar{y}\right\| & \leq \frac{[L(q+2)+2 v(q+1)]}{q+1} 2^{q+1} \delta^{q+1}+\frac{[L(q+2)+2 v(q+1)]}{3(q+1)} \delta^{q+1} \\
& =\frac{[L(q+2)+2 v(q+1)]\left(3.2 .2^{q}+1\right)}{3(q+1)} \delta^{q+1} \\
& <\frac{[L(q+2)+2 v(q+1)]\left(6 \cdot 2^{q}+1\right)}{3(q+1)} \delta^{q+1} \\
& \leq r_{\bar{y}} \tag{3.30}
\end{align*}
$$

This means that $J_{x_{0}}(x) \in \mathbb{B}\left(\bar{y}, r_{\bar{y}}\right)$. Moreover, let $x=\bar{x}$ in (3.28). Then it is easily proved that

$$
J_{x_{0}}(\bar{x}) \in \mathbb{B}\left(\bar{y}, r_{\bar{y}}\right)
$$

and

$$
\begin{equation*}
\left\|J_{x_{0}}(\bar{x})-\bar{y}\right\| \leq \frac{[L+2 v(q+1)]}{q+1}\left\|\bar{x}-x_{0}\right\|^{q+1}+\|\bar{y}\| . \tag{3.31}
\end{equation*}
$$

By using the Lipschitz-like property of $\mathscr{G}_{\bar{x}}^{-1}$ and (3.31) in (3.27), we obtain

$$
\begin{aligned}
\operatorname{dist}\left(\bar{x}, \Phi_{x_{0}}(\bar{x})\right) & \leq M\left\|\bar{y}-J_{x_{0}}(\bar{x})\right\| \\
& \leq \frac{M[L(q+2)+2 v(q+1)]}{q+1}\left\|\bar{x}-x_{0}\right\|^{q+1}+M\|\bar{y}\| \\
& \leq \frac{4}{q+5} r_{x_{0}}=\left(1-\frac{q+1}{q+5}\right) r_{x_{0}} \\
& =(1-\lambda) r
\end{aligned}
$$

$\mathrm{i}, \mathrm{e}$,. the statement (2.1) of Lemma 2.4 is hold.
Now, it is evident to show that statement (2.2) of Lemma 2.4 holds. Let $x^{\prime}, x^{\prime \prime} \in \mathbb{B}\left(\bar{x}, r_{x_{0}}\right)$. Then we have that $x^{\prime}, x^{\prime \prime} \in$ $\mathbb{B}\left(\bar{x}, r_{x_{0}}\right) \subseteq \mathbb{B}(\bar{x}, 2 \delta) \subseteq \mathbb{B}\left(\bar{x}, r_{\bar{x}}\right)$ by (3.26) and $J_{x_{0}}\left(x^{\prime}\right), J_{x_{0}}\left(x^{\prime \prime}\right) \in \mathbb{B}\left(\bar{y}, r_{\bar{y}}\right)$ by (3.30). This together with Lipschitz-like property of $\mathscr{G}_{\bar{x}}^{-1}$ follows as

$$
\begin{align*}
e\left(\Phi_{x_{0}}\left(x^{\prime}\right) \cap \mathbb{B}\left(\bar{x}, r_{x_{0}}\right), \Phi_{x_{0}}\left(x^{\prime \prime}\right)\right) & \leq e\left(\Phi_{x_{0}}\left(x^{\prime}\right) \cap \mathbb{B}(\bar{x}, 2 \boldsymbol{\delta}), \Phi_{x_{0}}\left(x^{\prime \prime}\right)\right) \\
& \leq e\left(\mathscr{G}_{\bar{x}}^{-1}\left[J_{x_{0}}\left(x^{\prime}\right)\right] \cap \mathbb{B}\left(\bar{x}, r_{\bar{x}}\right), \mathscr{G}_{\bar{x}}^{-1}\left[J_{x_{0}}\left(x^{\prime \prime}\right)\right]\right) \\
& \leq M\left\|J_{x_{0}}\left(x^{\prime}\right)-J_{x_{0}}\left(x^{\prime \prime}\right)\right\| . \tag{3.32}
\end{align*}
$$

Now, using the definition of first order divided difference of $g$ in (3.12) we obtain

$$
\begin{align*}
\left\|J_{x_{0}}\left(x^{\prime}\right)-J_{x_{0}}\left(x^{\prime \prime}\right)\right\|= & \| g\left(x^{\prime}\right)-g\left(x^{\prime \prime}\right)-\left[x^{\prime}, x_{0} ; g\right]\left(x^{\prime}-x_{0}\right)+\left[x^{\prime \prime}, x_{0} ; g\right]\left(x^{\prime \prime}-x_{0}\right) \\
& +\left(\nabla f(\bar{x})-\nabla f\left(x_{0}\right)\right)\left(x^{\prime}-x^{\prime \prime}\right) \| \\
\leq & \left\|g\left(x^{\prime}\right)-g\left(x^{\prime \prime}\right)+\left[x^{\prime}, x_{0} ; g\right]\left(x_{0}-x^{\prime}\right)-\left[x^{\prime \prime}, x_{0} ; g\right]\left(x_{0}-x^{\prime \prime}\right)\right\| \\
& +\left\|\nabla f(\bar{x})-\nabla f\left(x_{0}\right)\right\|\left\|x^{\prime}-x^{\prime \prime}\right\| \\
\leq & \| g\left(x^{\prime}\right)-g\left(x^{\prime \prime}\right)+g\left(x_{0}\right)-g\left(x^{\prime}\right)-g\left(x_{0}\right)+g\left(x^{\prime \prime}\right) \\
& +\left\|\nabla f(\bar{x})-\nabla f\left(x_{0}\right)\right\|\left\|x^{\prime}-x^{\prime \prime}\right\| \\
\leq & \left\|\nabla f(\bar{x})-\nabla f\left(x_{0}\right)\right\|\left\|x^{\prime}-x^{\prime \prime}\right\| \leq L\left\|\bar{x}-x_{0}\right\|^{q}\left\|x^{\prime}-x^{\prime \prime}\right\| \\
\leq & L .2^{q} \delta^{q}\left\|x^{\prime}-x^{\prime \prime}\right\| . \tag{3.33}
\end{align*}
$$

It follows from (3.32), that

$$
e\left(\Phi_{x_{0}}\left(x^{\prime}\right) \cap \mathbb{B}\left(\bar{x}, r_{x_{0}}\right), \Phi_{x_{0}}\left(x^{\prime \prime}\right)\right) \leq M L .2^{q} \delta^{q}\left\|x^{\prime}-x^{\prime \prime}\right\| .
$$

Since $v, M, L>0$ and $q \in(0,1]$, then we can write $2^{q} M L \delta^{q}<2^{q} M[L(q+2)+2 v(q+1)] \delta^{p}$ and hence the above inequality becomes

$$
\begin{aligned}
e\left(\Phi_{x_{0}}\left(x^{\prime}\right) \cap \mathbb{B}\left(\bar{x}, r_{x_{0}}\right), \Phi_{x_{0}}\left(x^{\prime \prime}\right)\right) & \leq 2^{q} M[L(q+2)+2 v(q+1)] \delta^{p}\left\|x^{\prime}-x^{\prime \prime}\right\| \\
& \leq \frac{q+1}{q+5}\left\|x^{\prime}-x^{\prime \prime}\right\| \\
& =\lambda\left\|x^{\prime}-x^{\prime \prime}\right\| .
\end{aligned}
$$

Thus the statement (2.2) of Lemma 2.4 is also hold. Hence, both statements (2.1) and (2.2) of Lemma 2.4 are accomplished. Finally, it shows that Lemma 2.4 is adequate to presume the position of a point $\hat{x}_{1} \in \mathbb{B}\left(\bar{x}, r_{x_{0}}\right)$ such that $\hat{x}_{1} \in \Phi_{x_{0}}\left(\hat{x_{1}}\right)$ which implies that $0 \in f\left(x_{0}\right)+g\left(x_{0}\right)+\left(\nabla f\left(x_{0}\right)+\left[\hat{x}_{1}, x_{0} ; g\right]\right)\left(\hat{x}_{1}-x_{0}\right)+\mathscr{F}\left(\hat{x}_{1}\right)$ and hence $\mathscr{N}\left(x_{0}\right) \neq \emptyset$.

Next, it is sufficient to prove that (3.21) holds for $n=0$. As $\nabla f$ is $(L, q)$ - Hölder continuous on $\mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right)$, we have for all $x^{\prime}, x^{\prime \prime} \in \mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right)$, that

$$
\begin{equation*}
L r_{\bar{x}}^{q} \geq \sup _{x^{\prime}, x^{\prime \prime} \in \mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}^{2}}{2}\right)}\left\|\nabla f\left(x^{\prime}\right)-\nabla f\left(x^{\prime \prime}\right)\right\| . \tag{3.34}
\end{equation*}
$$

Observe the assumption (a) that $\hat{r}>0$. Therefore, from (3.13) and (3.34)imply that Lemma 3.2 is satisfied with $\varepsilon_{0}:=L r_{\bar{x}}^{p}$. According to our assumption $\mathscr{G}_{\bar{x}}^{-1}$ is Lipschitz-like on $\mathbb{B}\left(\bar{y}, r_{\bar{y}}\right)$ relative to $\mathbb{B}\left(\bar{x}, r_{\bar{x}}\right)$. Then, it implies from Lemma 3.2 that, $\mathscr{G}_{x_{0}}^{-1}$ is Lipschitz-like on $\mathbb{B}(\bar{y}, \hat{r})$ relative to $\mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right)$ with constant $\frac{M}{1-M L r_{\bar{x}}^{\underline{\varphi}}}$ as $x_{0} \in \mathbb{B}(\bar{x}, \hat{\delta}) \subseteq \mathbb{B}(\bar{x}, \boldsymbol{\delta}) \subseteq \mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right)$ by assumption (a) and the choice of $\hat{\delta}$. On the other hand, (3.19) follows as

$$
\begin{aligned}
\operatorname{dist}\left(0, \mathscr{G}_{x_{0}}\left(x_{0}\right)\right) & =\operatorname{dist}\left(0, f\left(x_{0}\right)+g\left(x_{0}\right)+\mathscr{F}\left(x_{0}\right)\right) \\
& \leq \frac{\hat{r}}{3}
\end{aligned}
$$

Inequality (3.25) shows that $0 \in \mathbb{B}\left(\bar{y}, \frac{\hat{r}}{3}\right)$ and observe before that $x_{0} \in \mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right)$. Hence using Lemma 2.3 , we get

$$
\begin{aligned}
\operatorname{dist}\left(x_{0}, \mathscr{G}_{x_{0}}^{-1}(0)\right) & \leq \frac{M}{1-M L r_{\bar{x}}^{q}} \operatorname{dist}\left(0, \mathscr{G}_{x_{0}}\left(x_{0}\right)\right) \\
& =\frac{M}{1-M L r_{\bar{x}}^{q}} \operatorname{dist}\left(0, f\left(x_{0}\right)+g\left(x_{0}\right)+\mathscr{F}\left(x_{0}\right)\right) .
\end{aligned}
$$

This together with (3.1), gives

$$
\begin{align*}
\operatorname{dist}\left(0, \mathscr{N}\left(x_{0}\right)\right) & =\operatorname{dist}\left(x_{0}, \mathscr{G}_{x_{0}}^{-1}(0)\right) \\
& \leq \frac{M}{1-M L r_{\bar{x}}^{q}} \operatorname{dist}\left(0, f\left(x_{0}\right)+g\left(x_{0}\right)+\mathscr{F}\left(x_{0}\right)\right) . \tag{3.35}
\end{align*}
$$

According to Algorithm 1 and using (3.35), (3.19) and then assumption (a), we have

$$
\begin{aligned}
\left\|d_{0}\right\| & \leq \eta \operatorname{dist}\left(0, \mathscr{N}\left(x_{0}\right)\right) \\
& \leq \frac{\eta M}{\left(1-M L r_{\bar{x}}^{q}\right)} \operatorname{dist}\left(0, f\left(x_{0}\right)+g\left(x_{0}\right)+\mathscr{F}\left(x_{0}\right)\right) \\
& \leq \frac{\eta M[L(q+2)+2 v(q+1)] \delta^{q+1}}{3(q+1)\left(1-M L r_{\bar{x}}^{q}\right)}=s\left(\frac{1}{3}\right) \delta .
\end{aligned}
$$

This means that

$$
\left\|x_{1}-x_{0}\right\|=\left\|d_{0}\right\| \leq s\left(\frac{1}{3}\right) \delta
$$

and therefore, (3.21) is true for $n=0$.
Suppose $x_{1}, x_{2}, \ldots, x_{k}$ are formed and (3.20), and (3.21) hold for $n=0,1,2, \ldots, k-1$. We show that there exists $x_{k+1}$ such that (3.20) and (3.21) also hold for $n=k$. Since (3.20) and (3.21) are true for each $n \leq k-1$, we have the following inequality:

$$
\left\|x_{k}-\bar{x}\right\| \leq \sum_{i=0}^{k-1}\left\|d_{i}\right\|+\left\|x_{0}-\bar{x}\right\| \leq s \delta \sum_{i=0}^{k-1}\left(\frac{1}{3}\right)^{(q+1)^{i}}+\delta \leq 2 \delta
$$

This implies (3.20) holds for $n=k$. Now with all the same argument as we did for the case when $n=0$, we can prove that $\mathscr{N}\left(x_{k}\right) \neq \emptyset$, that is, the point $x_{k+1}$ exists and $\mathscr{G}_{x_{k}}^{-1}$ is Lipschitz-like on $\mathbb{B}(\bar{y}, \hat{r})$ relative to $\mathbb{B}\left(\bar{x}, \frac{r_{\bar{x}}}{2}\right)$ with constant $\frac{M}{1-M L r_{\bar{x}}^{q}}$. Therefore, we have that

$$
\begin{aligned}
\left\|x_{k+1}-x_{k}\right\|= & \left\|d_{k}\right\| \leq \eta \operatorname{dist}\left(0, \mathscr{N}\left(x_{k}\right)\right) \\
\leq & \eta \operatorname{dist}\left(x_{k}, \mathscr{G}_{x_{k}}^{-1}(0)\right) \\
= & \frac{\eta M}{1-M L r_{\bar{x}}^{q}} \operatorname{dist}\left(0, f\left(x_{k}\right)+g\left(x_{k}\right)+\mathscr{F}\left(x_{k}\right)\right) \\
\leq & \frac{\eta M}{1-M L r_{\bar{x}}^{q}} \| f\left(x_{k}\right)+g\left(x_{k}\right)-f\left(x_{k-1}\right)-g\left(x_{k-1}\right) \\
& -\left(\nabla f\left(x_{k-1}\right)+\left[x_{k}, x_{k-1} ; g\right]\right)\left(x_{k}-x_{k-1}\right) \| \\
\leq & \frac{\eta M}{1-M L r_{\bar{x}}^{q}}\left(\left\|f\left(x_{k}\right)-f\left(x_{k-1}\right)-\nabla f\left(x_{k-1}\right)\left(x_{k}-x_{k-1}\right)\right\|\right. \\
& \left.+\left\|g\left(x_{k}\right)-g\left(x_{k-1}\right)-\left[x_{k}, x_{k-1} ; g\right]\left(x_{k}-x_{k-1}\right)\right\|\right) \\
\leq & \frac{\eta M}{(q+1)\left(1-M L r_{\bar{x}}^{q}\right)}\left(L\left\|x_{k}-x_{k-1}\right\|^{q+1}+\right. \\
& \left.(q+1)\left\|\left[x_{k-1}, x_{k} ; g\right]-\left[x_{k}, x_{k-1} ; g\right]\right\|\left\|x_{k}-x_{k-1}\right\|\right) \\
\leq & \frac{\eta M}{(q+1)\left(1-M L r_{\bar{x}}^{q}\right)}\left(L\left\|x_{k}-x_{k-1}\right\|^{q+1}+\right. \\
& \left.(q+1) v\left(\left\|x_{k-1}-x_{k}\right\|^{q}+\left\|x_{k}-x_{k-1}\right\|^{q}\right)\left\|x_{k}-x_{k-1}\right\|\right) \\
\leq & \frac{\eta M[L+2 v(q+1)]}{(q+1)\left(1-M L r_{\bar{x}}^{q}\right)}\left\|d_{k-1}\right\|^{q+1} \\
\leq & \frac{\eta M[L(q+2)+2 v(q+1)]}{(q+1)\left(1-M L r_{\bar{x}}^{q}\right)}\left\|d_{k-1}\right\|^{q+1} \\
\leq & \frac{\eta M[L(q+2)+2 v(q+1)]}{(q+1)\left(1-M L r_{\bar{x}}^{q}\right)}\left(s\left(\frac{1}{3}\right)^{(q+1)^{k-1}} \delta\right)^{q+1} \\
\leq & s\left(\frac{1}{3}\right)^{(q+1)^{k}} \delta .
\end{aligned}
$$

This implies that (3.21) holds for $n=k$ and therefore the proof of the theorem is complete.

Consider the special case when $\bar{x}$ is a solution of (1.1) (that is, $\bar{y}=0$ ) in Theorem 3.3. We have the following corollary, which describes the local superlinear convergence result for the extended Newton-type method.

Corollary 3.4. Suppose that $\bar{x}$ is a solution of (1.1). Let $q \in(0,1]$ and $\eta>1$ and let $\mathscr{G}_{\bar{x}}^{-1}$ be pseudo-Lipschitz around $(0, \bar{x})$. Let $\tilde{r}>o$ and suppose that $\nabla f$ is $(L, q)$-Hölder continuous on $\mathbb{B}(\bar{x}, \tilde{r})$ and $g$ admits first-order divided difference satisfying Hölderian condition on $\mathbb{B}(\bar{x}, \tilde{r})$. Assume that

$$
\begin{equation*}
\lim _{x \rightarrow \bar{x}} \operatorname{dist}\left(0, \mathscr{G}_{x}(x)\right)=0 \tag{3.36}
\end{equation*}
$$

Then, with an initial point $x_{0}$, there exists some $\hat{\delta}>0$ such that any sequence $\left\{x_{n}\right\}$ generated by Algorithm 1 converges superlinearly to a solution $x^{*}$ of (1.1).
Proof. Suppose that $\mathscr{G}_{\bar{x}}^{-1}$ is pseudo-Lipschitz around $(0, \bar{x})$. Then by definition of pseudo-Lipschitz continuty, there exist constants $M, \tilde{r}$ and $r_{0}$ such that $\mathscr{G}_{\bar{x}}^{-1}$ is Lipschitz-like on $\mathbb{B}\left(\bar{y}, r_{0}\right)$ relative to $\mathbb{B}(\bar{x}, \tilde{r})$ with constant M. Then, for each $0<r_{\bar{x}} \leq \tilde{r}$, we have that

$$
e\left(\mathscr{G}_{\bar{x}}^{-1}\left(y_{1}\right) \cap \mathbb{B}\left(\bar{x}, r_{\bar{x}}\right), \mathscr{G}_{\bar{x}}^{-1}\left(y_{2}\right) \leq M\left\|y_{1}-y_{2}\right\| \text { for any } y_{1}, y_{2} \in \mathbb{B}\left(0, r_{0}\right),\right.
$$

that is, $\mathscr{G}_{\bar{x}}^{-1}$ is Lipschitz-like on $\mathbb{B}\left(\bar{y}, r_{0}\right)$ relative to $\mathbb{B}\left(\bar{x}, r_{\bar{x}}\right)$ with constant M. Let $L \in(0,1], q \in(0,1]$ and $v>0$. By the $(L, q)$-Hölder continuty of $\nabla f$ we can select $r_{\bar{x}} \in(0, \tilde{r})$ such that $\frac{r_{\bar{x}}}{2} \leq \tilde{r}, r_{0}-2 L r_{\bar{x}}^{q+1}>0, M L r_{\bar{x}}^{q}<1$ and

$$
L r_{\bar{x}}^{q} \geq \sup _{x^{\prime}, x^{\prime \prime} \in \mathbb{B}\left(\bar{x}, \frac{r_{x}}{2}\right)}\left\|\nabla f\left(x^{\prime}\right)-\nabla f\left(x^{\prime \prime}\right)\right\|
$$

Then, define

$$
\hat{r}:=\min \left\{r_{0}-2 L r_{\bar{x}}^{q+1}, \frac{r_{\bar{x}}\left(1-M L r_{\bar{x}}^{q}\right)}{4 M}\right\}>0 .
$$

and

$$
\min \left\{\frac{r_{\bar{x}}}{4},(q+5) \hat{r}, \frac{3(q+1) r_{0}}{[L(q+2)+2 v(q+1)]\left(6.2^{q}+1\right)}\right\}>0
$$

Thus, we can choose $0<\delta \leq 1$ such that

$$
\delta \leq \min \left\{\frac{r_{\bar{x}}}{4},(q+5) \hat{r}, \frac{3(q+1) r_{0}}{[L(q+2)+2 v(q+1)]\left(6.2^{q}+1\right)}\right\}
$$

and

$$
\left(2^{q} M+1\right)[L(q+2)+2 v(q+1)]\left(\eta(q+1) \delta^{q}+4^{1-q} r_{\bar{x}}^{q}\right) \leq(q+1) .
$$

Now it is routine to check that conditions (a)-(c) of Theorem 3.3 are satisfied. Thus we can apply Theorem 3.3 to complete the proof.

## 4. Conclusion

The semilocal and local convergence results are presented for the extended Newton-type method when $\eta>1, \mathscr{G}_{\bar{x}}^{-1}$ is Lipschitzlike, $\nabla f$ satisfies Hölderian condition and $g$ admits first-order divided difference satisfying the Hölder condition defined by (3.5). In particular, we have presented semilocally superlinear convergence analysis for extended Newton-type method in Theorem 3.3 while the locally superlinear convergence analysis for extended Newton-type method is presented in Corollary 3.4. This result extends and improves the corresponding ones [4, 18].

Moreover, according to our main results, we have the following conclusions:
(i) If we set $q=0$ in Theorem 3.3, it gives the semilocal linear convergence result for the extended Newton-type method and this result coincides with the result presented in [18, Theorem 3.1]. On the other hand, if we put $q=0$ in Corollary 3.4, this result provides locally linear convergence result which is similar with the result presented in [18, Corollary 3.1].
(ii) If we put $q=1$ in Theorem 3.3, it yields the semilocal quadratic convergence result for the extened Newton-type method and this result is analogous to the outcome presented in [18, Theorem 3.2]. Furthermore, if we give $q=1$ in Corollary 3.4, it gives the local quadratic convergence result for this method which is resembling the work presented in [18, Corollary 3.2].
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#### Abstract

In this study, a special lower triangular matrix derived by combining Riesz matrix and Euler totient matrix is used to construct new Banach spaces. $\alpha-, \beta-, \gamma$-duals of the resulting spaces are obtained and some matrix operators are characterized. Finally by the aid of measure of non-compactness, the conditions for which a matrix operator on these spaces is compact are determined.
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## 1. Introduction and background

A sequence space is a vector subspace of the space $\omega$ of all sequences with real entries. Well known classical sequence spaces are $\ell_{p}$ (the space of $p$-absolutely summable sequences, $1 \leq p<\infty$ ), $\ell_{\infty}$ (the space of bounded sequences), $c_{0}$ ( the space of null sequences), $c$ (the space of convergent sequences). On the other hand, $b s, c s_{0}$ and $c s$ are the most frequently encountered spaces consisting of sequences generating bounded, null and convergent series, respectively. Further $\psi$ is the space of all finite sequences. A Banach sequence space having continuous coordinates is called a $B K$ space. Examples of $B K$ spaces are $c_{0}$ and $c$ endowed with the supremum norm $\|x\|_{\infty}=\sup _{n \in \mathbb{N}}\left|x_{n}\right|$, where $\mathbb{N}=\{1,2,3, \ldots\}$.

By virtue of the fact that the matrix mappings between $B K$-spaces are continuous, the theory of matrix mappings plays an important role in the study of sequence spaces. Let X and Y be two sequence spaces, $\mathscr{A}=\left(a_{n k}\right)$ be an infinite matrix with real entries and $\mathscr{A}_{n}$ indicate the $n^{\text {th }}$ row of $\mathscr{A}$. If each term of the sequence $\mathscr{A} x=\left\{(\mathscr{A} x)_{n}\right\}=\left\{\sum_{k=1}^{\infty} a_{n k} x_{k}\right\}$ is convergent, this sequence is called $\mathscr{A}$-transform of $x=\left(x_{n}\right)$. Further, if $\mathscr{A} x \in \mathrm{Y}$ for every sequence $x \in \mathrm{X}$, then the matrix $\mathscr{A}$ defines a matrix mapping from X into $\mathrm{Y} .(\mathrm{X}, \mathrm{Y})$ represents the collection of all matrices defined from X into Y . Additionally, $B(\mathrm{X}, \mathrm{Y})$ is the set of all bounded (continuous) linear operators from X to Y . A matrix $\mathscr{A}=\left(a_{n k}\right)$ is called a triangle if $a_{n n} \neq 0$ and $a_{n k}=0$ for $k>n$.

The matrix domain $\mathrm{X}_{\mathscr{A}}$ of the matrix $\mathscr{A}$ in the space X is defined by

$$
X_{\mathscr{A}}=\{x \in \omega: \mathscr{A} x \in \mathrm{X}\} .
$$

Since this space is also a sequnce space, the matrix domain has a crucial role to construct new sequence spaces. Moreover given
any triangle $\mathscr{A}$ and a $B K$-space X , the sequence space $\mathrm{X}_{\mathscr{A}}$ gives a new $B K$-space equipped with the norm $\|x\|_{\mathrm{X}_{\mathscr{A}}}=\|\mathscr{A} x\|_{\mathrm{X}}$. Several authors applied this technique to construct new Banach spaces with the help of special triangles. For relevant literature, the papers $[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15]$ can be referred.

The spaces

$$
\begin{aligned}
& \mathrm{X}^{\alpha}=\left\{t=\left(t_{k}\right) \in \omega: \sum_{k=1}^{\infty}\left|t_{k} x_{k}\right|<\infty \text { for all } x=\left(x_{k}\right) \in \mathrm{X}\right\}, \\
& \mathrm{X}^{\beta}=\left\{t=\left(t_{k}\right) \in \omega: \sum_{k=1}^{\infty} t_{k} x_{k} \text { converges for all } x=\left(x_{k}\right) \in \mathrm{X}\right\}, \\
& \mathrm{X}^{\gamma}=\left\{t=\left(t_{k}\right) \in \omega: \sup _{n}\left|\sum_{k=1}^{n} t_{k} x_{k}\right|<\infty \text { for all } x=\left(x_{k}\right) \in \mathrm{X}\right\},
\end{aligned}
$$

are called the $\alpha-, \beta$-, $\gamma$-duals of a sequence space X , respectively.
Let $\left(\mathrm{X},\|\cdot\|_{\mathrm{X}}\right)$ be a normed space and $B_{\mathrm{X}}=\left\{x \in \omega:\|x\|_{\mathrm{X}}=1\right\}$. Given any $B K$-space $\mathrm{X} \supset \psi$ and $t=\left(t_{n}\right) \in \omega$,

$$
\|t\|_{\mathrm{X}}^{*}=\sup _{x \in B_{\mathrm{X}}}\left|\sum_{k} t_{k} x_{k}\right|
$$

implies that $t \in X^{\beta}$.
Lemma 1.1. [16, Theorem 1.29] $\ell_{1}^{\beta}=\ell_{\infty}$ and $\ell_{p}^{\beta}=\ell_{q}$, where $1<p<\infty$ and $\frac{1}{p}+\frac{1}{q}=1$. The equality $\|t\|_{\ell_{p}}^{*}=\|t\|_{\ell_{p}^{\beta}}$ holds for all $t \in \ell_{p}^{\beta}$, where $1 \leq p<\infty$.

Lemma 1.2. [16, Theorem 1.23 (a)] Given any BK-spaces $\mathrm{X}, \mathrm{Y}$ and $\mathscr{A} \in(\mathrm{X}, \mathrm{Y})$, there exists a linear operator $\mathscr{L}_{\mathscr{A}} \in B(\mathrm{X}, \mathrm{Y})$ such that $\mathscr{L}_{\mathscr{A}}(x)=\mathscr{A} x$ for all $x \in \mathrm{X}$.

Lemma 1.3. [16] Let $\mathrm{X} \supset \psi$ be a $B K$-space and $\mathrm{Y} \in\left\{c_{0}, c, \ell_{\infty}\right\}$. If $\mathscr{A} \in(\mathrm{X}, \mathrm{Y})$, then

$$
\left\|\mathscr{L}_{\mathscr{A}}\right\|=\|\mathscr{A}\|_{(\mathrm{X}, \mathrm{Y})}=\sup _{n \in \mathbb{N}}\left\|\mathscr{A}_{n}\right\|_{\mathrm{X}}^{*}<\infty .
$$

Let $\mathscr{Q}$ be a bounded set in a metric space X and $B(x, \delta)$ be the open ball. The value

$$
\chi(\mathscr{Q})=\inf \left\{\varepsilon>0: \mathscr{Q} \subset \cup_{i=1}^{n} B\left(x_{i}, \delta_{i}\right), x_{i} \in \mathrm{X}, \delta_{i}<\varepsilon, n \in \mathbb{N}\right\}
$$

is called the Hausdorff measure of noncompactness of $\mathscr{Q}$.
To compute the Hausdorff measure of noncompactness of a set in $\ell_{p}$ for $1 \leq p<\infty$, the following result is essential.
Theorem 1.4. [17] Let $\mathscr{Q}$ be a bounded subset in $\ell_{p}$ for $1 \leq p<\infty$ and $P_{r}: \ell_{p} \rightarrow \ell_{p}$ be the operator defined by $P_{r}(x)=$ $\left(x_{0}, x_{1}, x_{2}, \ldots, x_{r}, 0,0, \ldots\right)$ for all $x=\left(x_{k}\right) \in \ell_{p}$ and each $r \in \mathbb{N}$. Then, we have

$$
\chi(\mathscr{Q})=\lim _{r}\left(\sup _{x \in \mathscr{Q}}\left\|\left(I-P_{r}\right)(x)\right\|_{\ell_{p}}\right),
$$

where I is the identity operator on $\ell_{p}$.
A linear operator $\mathscr{L}: \mathrm{X} \rightarrow \mathrm{Y}$ is a compact operator if the domain of $\mathscr{L}$ is all of X and for every bounded sequence $x=\left(x_{n}\right)$ in X , the sequence $\left(\mathscr{L}\left(x_{n}\right)\right)$ has a convergent subsequence in Y . The idea of compact operators between Banach spaces is closely related to the Hausdorff measure of noncompactness. The Hausdorff measure of noncompactness of an operator $\mathscr{L} \in B(\mathrm{X}, \mathrm{Y}),\|\mathscr{L}\|_{\chi}=\chi\left(\mathscr{L}\left(B_{\mathrm{X}}\right)\right)=0$ if and only if $\mathscr{L}$ is compact.

In the theory of sequence spaces, the Hausdorff measure of noncompactness of a linear operator plays a role to characterize the compactness of an operator between $B K$ spaces. For the relevant literature, see [18, 19, 20, 21, 22, 23, 24].

The Euler totient matrix $\Phi=\left(\phi_{n k}\right)$ is defined as in [25]

$$
\phi_{n k}=\left\{\begin{array}{cll}
\frac{\varphi(k)}{n} & , & \text { if } k \mid n \\
0 & , & \text { if } k \nmid n,
\end{array}\right.
$$

where $\varphi$ is the Euler totient function. In the recent time, by using this matrix, many new sequence and series spaces are defined and studied in the papers $[26,27,28,29,30,31,32,33]$.

For $p \in \mathbb{N}$ with $p \neq 1, \varphi(p)$ gives the number of positive integers less than $p$ which are coprime with $p$ and $\varphi(1)=1$. Also, the equality

$$
p=\sum_{k \mid p} \varphi(k)
$$

holds for every $p \in \mathbb{N}$. For $p \in \mathbb{N}$ with $p \neq 1$, the Möbius function $\mu$ is defined as

$$
\mu(p)=\left\{\begin{array}{cl}
(-1)^{r} & \begin{array}{l}
\text { if } p=p_{1} p_{2} \ldots p_{r}, \text { where } p_{1}, p_{2}, \ldots, p_{r} \text { are } \\
\\
0
\end{array} \\
\text { non-equivalent prime numbers } \\
\text { if } \tilde{p}^{2} \mid p \text { for some prime number } \tilde{p}
\end{array}\right.
$$

and $\mu(1)=1$. The equality

$$
\begin{equation*}
\sum_{k \mid p} \mu(k)=0 \tag{1.1}
\end{equation*}
$$

holds except for $p=1$.
The Riesz matrix $E=\left(e_{n k}\right)$ is defined as

$$
e_{n k}=\left\{\begin{array}{cll}
\frac{q_{k}}{Q_{n}}, & \text { if } 0 \leq k \leq n \\
0, & \text { if } k>n,
\end{array}\right.
$$

where $\left(q_{k}\right)$ is a sequence of positive numbers and $Q_{n}=\sum_{k=0}^{n} q_{k}$ for all $n \in \mathbb{N}$. By using these matrix, the authors of [34] introduced the Riesz sequence spaces of non-absolute type.

The main purpose of this study is to construct new $B K$ spaces $\ell_{p}\left(R_{\Phi}\right)$ for $1 \leq p<\infty$. The matrix $R_{\Phi}$ is obtained by combining Euler totient matrix and Riesz matrix. After studying certain properties of the resulting spaces, $\alpha$-, $\beta$ - and $\gamma$-duals are computed. Finally some matrix mappings from the spaces $\ell_{p}\left(R_{\Phi}\right)$ to the classical spaces are characterized and compact operators are studied.

## 2. The sequence space $\ell_{p}\left(R_{\Phi}\right)$

In the present section, we introduce the sequence space $\ell_{p}\left(R_{\Phi}\right)$ by using the matrix $R_{\Phi}$, where $1 \leq p<\infty$. Also, we present some theorems which give inclusion relations concerning this space.

The matrix $R_{\Phi}=\left(r_{n k}\right)$ is defined as

$$
r_{n k}=\left\{\begin{array}{cll}
\frac{q_{k} \varphi(k)}{Q_{n}}, & \text { if } k \mid n \\
0, & \text { if } k \nmid n,
\end{array}\right.
$$

where $Q_{n}=q_{1}+q_{2}+\ldots+q_{n}$. We call this matrix as Riesz Euler Totient matrix operator.
The inverse $R_{\Phi}^{-1}=\left(r_{n k}^{-1}\right)$ of the matrix $R_{\Phi}$ is computed as

$$
r_{n k}^{-1}=\left\{\begin{array}{ccc}
\frac{\mu\left(\frac{n}{k}\right)}{\varphi(n)} \frac{Q_{k}}{q_{n}} & , & \text { if } k \mid n \\
0 & , & \text { if } k \nmid n
\end{array}\right.
$$

for all $k, n \in \mathbb{N}$.
Now, we introduce the sequence space $\ell_{p}\left(R_{\Phi}\right)$ by

$$
\ell_{p}\left(R_{\Phi}\right)=\left\{x=\left(x_{n}\right) \in \omega: \sum_{n}\left|\frac{1}{Q_{n}} \sum_{k \mid n} q_{k} \varphi(k) x_{k}\right|^{p}<\infty\right\} \quad(1 \leq p<\infty) .
$$

Unless otherwise stated, $y=\left(y_{n}\right)$ will be the $R_{\Phi}$-transform of a sequence $x=\left(x_{n}\right)$, that is, $y_{n}=\left(R_{\Phi} x\right)_{n}=\frac{1}{Q_{n}} \sum_{k \mid n} q_{k} \varphi(k) x_{k}$ for all $n \in \mathbb{N}$.
Theorem 2.1. The space $\ell_{p}\left(R_{\Phi}\right)$ is a Banach space with the norm given by $\|x\|_{\ell_{p}\left(R_{\Phi}\right)}=\left(\sum_{n}\left|\frac{1}{Q_{n}} \sum_{k \mid n} q_{k} \varphi(k) x_{k}\right|^{p}\right)^{1 / p}$, where $1 \leq p<\infty$.

Proof. We omit the proof which is straightforward.
Corollary 2.2. The space $\ell_{p}\left(R_{\Phi}\right)$ is a BK-space, where $1 \leq p<\infty$.
Theorem 2.3. The space $\ell_{p}\left(R_{\Phi}\right)$ is linearly isomorphic to $\ell_{p}$, where $1 \leq p<\infty$.
Proof. Let $f$ be a mapping defined from $\ell_{p}\left(R_{\Phi}\right)$ to $\ell_{p}$ such that $f(x)=R_{\Phi} x$ for all $x \in \ell_{p}\left(R_{\Phi}\right)$. It is clear that $f$ is linear. Also it is injective since the kernel of $f$ consists of only zero. To prove that $f$ is surjective, consider the sequence $x=\left(x_{n}\right)$ whose terms are

$$
x_{n}=\sum_{k \mid n} \frac{\mu\left(\frac{n}{k}\right)}{\varphi(n)} \frac{Q_{k}}{q_{n}} y_{k}
$$

for all $n \in \mathbb{N}$, where $y=\left(y_{k}\right)$ is any sequence in $\ell_{p}$. It follows from (1.1) that

$$
\begin{aligned}
\left(R_{\Phi} x\right)_{n} & =\frac{1}{Q_{n}} \sum_{k \mid n} q_{k} \varphi(k) x_{k}=\frac{1}{Q_{n}} \sum_{k \mid n} q_{k} \varphi(k) \sum_{j \mid k} \frac{\mu\left(\frac{k}{j}\right)}{\varphi(k)} \frac{Q_{j}}{q_{k}} y_{j} \\
& =\frac{1}{Q_{n}} \sum_{k \mid n} \sum_{j \mid k} \mu\left(\frac{k}{j}\right) Q_{j} y_{j}=\frac{1}{Q_{n}} \sum_{k \mid n}\left(\sum_{j \mid k} \mu(j)\right) Q_{\frac{n}{k}} y_{\frac{n}{k}}=\frac{1}{Q_{n}} \mu(1) Q_{n} y_{n}=y_{n}
\end{aligned}
$$

and so $x=\left(x_{n}\right) \in \ell_{p}\left(R_{\Phi}\right) . f$ preserves norms since the equality $\|x\|_{\ell_{p}\left(R_{\Phi}\right)}=\|f(x)\|_{\ell_{p}}$ holds.
Remark 2.4. The space $\ell_{2}\left(R_{\Phi}\right)$ is an inner product space with the inner product defined as $\langle x, \tilde{x}\rangle_{\ell_{2}\left(R_{\Phi}\right)}=\left\langle R_{\Phi} x, R_{\Phi} \tilde{x}\right\rangle_{\ell_{2}}$, where $\langle\cdot, .\rangle_{\ell_{2}}$ is the inner product on $\ell_{2}$ which induces $\|.\|_{\ell_{2}}$.
Theorem 2.5. The space $\ell_{p}\left(R_{\Phi}\right)$ is not an inner product space for $p \neq 2$.
Proof. Consider the sequences $x=\left(x_{n}\right)$ and $\tilde{x}=\left(\tilde{x}_{n}\right)$, where

$$
x_{n}=\left\{\begin{array}{ccc}
\frac{\mu(n)}{\varphi(n)} \frac{Q_{1}}{q_{n}}+\frac{\mu\left(\frac{n}{2}\right)}{\varphi(n)} \frac{Q_{2}}{q_{n}} & , & \text { if } n \text { is even } \\
\frac{\mu(n)}{\varphi(n)} \frac{Q_{1}}{q_{n}} & , & \text { if } n \text { is odd }
\end{array}\right.
$$

and

$$
\tilde{x}_{n}=\left\{\begin{array}{cll}
\frac{\mu(n)}{\varphi(n)} \frac{Q_{1}}{q_{n}}-\frac{\mu\left(\frac{n}{2}\right)}{\varphi(n)} \frac{Q_{2}}{q_{n}} & , & \text { if } n \text { is even } \\
\frac{\mu(n)}{\varphi(n)} \frac{Q_{1}}{q_{n}} & , & \text { if } n \text { is odd }
\end{array}\right.
$$

for all $n \in \mathbb{N}$. Then, we have $R_{\Phi} x=(1,1,0, \ldots, 0, \ldots) \in \ell_{p}$ and $R_{\Phi} \tilde{x}=(1,-1,0, \ldots, 0, \ldots) \in \ell_{p}$. Hence, one can easily observe that

$$
\|x+\tilde{x}\|_{\ell_{p}\left(R_{\Phi}\right)}+\|x-\tilde{x}\|_{\ell_{p}\left(R_{\Phi}\right)} \neq 2\left(\|x\|_{\ell_{p}\left(R_{\Phi}\right)}+\|\tilde{x}\|_{\ell_{p}\left(R_{\Phi}\right)}\right)
$$

Theorem 2.6. The inclusion $\ell_{p}\left(R_{\Phi}\right) \subset \ell_{q}\left(R_{\Phi}\right)$ strictly holds for $1 \leq p<q<\infty$.
Proof. It is clear that the inclusion $\ell_{p}\left(R_{\Phi}\right) \subset \ell_{q}\left(R_{\Phi}\right)$ holds since $\ell_{p} \subset \ell_{q}$ for $1 \leq p<q<\infty$. Also, $\ell_{p} \subset \ell_{q}$ is strict and so there exists a sequence $z=\left(z_{n}\right)$ in $\ell_{q} \backslash \ell_{p}$. By defining a sequence $x=\left(x_{n}\right)$ as

$$
x_{n}=\sum_{k \mid n} \frac{\mu\left(\frac{n}{k}\right)}{\varphi(n)} \frac{Q_{k}}{q_{n}} z_{k}
$$

for all $n \in \mathbb{N}$, we conclude that $x \in \ell_{q}\left(R_{\Phi}\right) \backslash \ell_{p}\left(R_{\Phi}\right)$. Hence, the desired inclusion is strict.
Before presenting the next result, we define the sequence space $\ell_{\infty}\left(R_{\Phi}\right)$ by

$$
\ell_{\infty}\left(R_{\Phi}\right)=\left\{x \in \omega: R_{\Phi} x \in \ell_{\infty}\right\} .
$$

Theorem 2.7. The inclusion $\ell_{p}\left(R_{\Phi}\right) \subset \ell_{\infty}\left(R_{\Phi}\right)$ strictly holds for $1 \leq p<\infty$.
Proof. The inclusion is obvious since $\ell_{p} \subset \ell_{\infty}$ holds for $1 \leq p<\infty$. Let $x=\left(x_{n}\right)$ be a sequence such that $x_{n}=\sum_{k \mid n}(-1)^{k} \frac{\mu\left(\frac{n}{k}\right)}{\varphi(n)} \frac{Q_{k}}{q_{n}}$ for all $n \in \mathbb{N}$. We obtain that $R_{\Phi} x=\left(\frac{1}{Q_{n}} \sum_{k \mid n} q_{k} \varphi(k) \sum_{j \mid k}(-1)^{j} \frac{\mu\left(\frac{k}{j}\right)}{\varphi(k)} \frac{Q_{j}}{q_{k}}\right)=\left((-1)^{n}\right) \in \ell_{\infty} \backslash \ell_{p}$ which implies that $x \in \ell_{\infty}\left(R_{\Phi}\right) \backslash \ell_{p}\left(R_{\Phi}\right)$ for $1 \leq p<\infty$.

## 3. The $\alpha$-, $\beta$ - and $\gamma$-duals of the space $\ell_{p}\left(R_{\Phi}\right)$

In this section, we determine the $\alpha$-, $\beta$ - and $\gamma$-duals of the sequence space $\ell_{p}\left(R_{\Phi}\right)$, where $1 \leq p<\infty$. The following lemmas are required to prove our main results in this section. Here and in what follows $\mathscr{K}$ denotes the family of all finite subsets of $\mathbb{N}$.

Lemma 3.1. [35] The following statements hold:

$$
\begin{align*}
& \mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{p}, \ell_{1}\right) \text { if and only if } \\
& \sup _{F \in \mathscr{K}} \sum_{k}\left|\sum_{n \in F} a_{n k}\right|^{q}<\infty \tag{3.1}
\end{align*}
$$

holds, where $1<p<\infty$.

$$
\begin{align*}
& \mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{\infty}, \ell_{1}\right) \text { if and only if (3.1) holds with } q=1 . \\
& \mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{1}, \ell_{1}\right) \text { if and only if } \\
& \sup _{k} \sum_{n}\left|a_{n k}\right|<\infty \tag{3.2}
\end{align*}
$$

holds.

$$
\mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{p}, c\right) \text { if and only if }
$$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} a_{n k} \text { exists for each } k \in \mathbb{N} \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{n} \sum_{k}\left|a_{n k}\right|^{q}<\infty \tag{3.4}
\end{equation*}
$$

holds, where $1<p<\infty$.

$$
\mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{\infty}, c\right) \text { if and only if (3.3) and }
$$

$$
\lim _{n \rightarrow \infty} \sum_{k}\left|a_{n k}\right|=\sum_{k}\left|\lim _{n \rightarrow \infty} a_{n k}\right|
$$

hold.
$\mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{1}, c\right)$ if and only if (3.3) and

$$
\begin{equation*}
\sup _{n, k}\left|a_{n k}\right|<\infty \tag{3.5}
\end{equation*}
$$

hold.

$$
\begin{gather*}
\mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{p}, c_{0}\right) \text { if and only if } \\
\lim _{n \rightarrow \infty} a_{n k}=0 \text { for each } k \in \mathbb{N} \tag{3.6}
\end{gather*}
$$

and (3.4) holds, where $1<p<\infty$.

$$
\mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{\infty}, c_{0}\right) \text { if and only if (3.6) and }
$$

$$
\lim _{n \rightarrow \infty} \sum_{k}\left|a_{n k}\right|=0
$$

hold.

$$
\begin{aligned}
& \mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{1}, c_{0}\right) \text { if and only if (3.5) and (3.6) hold. } \\
& \mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{p}, \ell_{\infty}\right) \text { if and only if (3.4) holds, where } 1<p<\infty . \\
& \mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{\infty}, \ell_{\infty}\right) \text { if and only if (3.4) holds with } q=1 . \\
& \mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{1}, \ell_{\infty}\right) \text { if and only if (3.5) holds. }
\end{aligned}
$$

In the following theorem, we determine the $\alpha$-duals of the spaces $\ell_{p}\left(R_{\Phi}\right)(1<p<\infty)$ and $\ell_{1}\left(R_{\Phi}\right)$.

Theorem 3.2. The $\alpha$-duals of the spaces $\ell_{p}\left(R_{\Phi}\right)(1<p<\infty)$ and $\ell_{1}\left(R_{\Phi}\right)$ are as follows:

$$
\left(\ell_{p}\left(R_{\Phi}\right)\right)^{\alpha}=\left\{t=\left(t_{n}\right) \in \omega: \sup _{F \in \mathscr{K}} \sum_{k}\left|\sum_{n \in F, k \mid n} \frac{\mu\left(\frac{n}{k}\right)}{\varphi(k)} \frac{Q_{k}}{q_{n}} t_{n}\right|^{q}<\infty\right\},
$$

and

$$
\left(\ell_{1}\left(R_{\Phi}\right)\right)^{\alpha}=\left\{t=\left(t_{n}\right) \in \omega: \sup _{k} \sum_{n \in \mathbb{N}, k \mid n}\left|\frac{\mu\left(\frac{n}{k}\right)}{\varphi(k)} \frac{Q_{k}}{q_{n}} t_{n}\right|<\infty\right\}
$$

Proof. Consider the matrix $C=\left(c_{n k}\right)$ defined by

$$
c_{n k}=\left\{\begin{array}{ccc}
\frac{\mu\left(\frac{n}{k}\right)}{\varphi(k)} \frac{Q_{k}}{q_{n}} t_{n} & , & k \mid n \\
0 & , & k \nmid n
\end{array}\right.
$$

for any sequence $t=\left(t_{n}\right) \in \omega$. Hence, given any $x=\left(x_{n}\right) \in \ell_{p}\left(R_{\Phi}\right)$ for $1 \leq p<\infty$, we have $t_{n} x_{n}=(C y)_{n}$ for all $n \in \mathbb{N}$. This implies that $t x \in \ell_{1}$ with $x \in \ell_{p}\left(R_{\Phi}\right)$ if and only if $C y \in \ell_{1}$ with $y \in \ell_{p}$. It follows that $t \in\left(\ell_{p}\left(R_{\Phi}\right)\right)^{\alpha}$ if and only if $C \in\left(\ell_{p}, \ell_{1}\right)$ which completes the proof in view of Lemma 3.1.

Theorem 3.3. Let us define the following sets:

$$
\begin{aligned}
& A_{1}=\left\{t=\left(t_{k}\right) \in \omega: \lim _{n \rightarrow \infty} \sum_{j=k, k \mid j}^{n} \frac{\mu\left(\frac{j}{k}\right)}{\varphi(j)} \frac{Q_{k}}{q_{j}} t_{j} \text { exists for each } k \in \mathbb{N}\right\}, \\
& A_{2}=\left\{t=\left(t_{k}\right) \in \omega: \sup _{n} \sum_{k}\left|\sum_{j=k, k \mid j}^{n} \frac{\mu\left(\frac{j}{k}\right)}{\varphi(j)} \frac{Q_{k}}{q_{j}} t_{j}\right|^{q}<\infty\right\},
\end{aligned}
$$

and

$$
A_{3}=\left\{t=\left(t_{k}\right) \in \omega: \sup _{n, k}\left|\sum_{j=k, k \mid j}^{n} \frac{\mu\left(\frac{j}{k}\right)}{\varphi(j)} \frac{Q_{k}}{q_{j}} t_{j}\right|<\infty\right\} .
$$

The $\beta$ and $\gamma$-duals of the spaces $\ell_{p}\left(R_{\Phi}\right)(1<p<\infty)$ and $\ell_{1}\left(R_{\Phi}\right)$ are as follows:

$$
\begin{aligned}
& \left(\ell_{p}\left(R_{\Phi}\right)\right)^{\beta}=A_{1} \cap A_{2} \text { and }\left(\ell_{1}\left(R_{\Phi}\right)\right)^{\beta}=A_{1} \cap A_{3}, \\
& \left(\ell_{p}\left(R_{\Phi}\right)\right)^{\gamma}=A_{2} \text { and }\left(\ell_{1}\left(R_{\Phi}\right)\right)^{\gamma}=A_{3} .
\end{aligned}
$$

Proof. Let $t=\left(t_{k}\right) \in \omega$ and $B=\left(b_{n k}\right)$ be an infinite matrix with terms

$$
b_{n k}=\left\{\begin{array}{cll}
\sum_{j=k, k \mid j}^{n} t_{j} \frac{\mu\left(\frac{j}{k}\right)}{\varphi(j)} \frac{Q_{k}}{q_{j}} & , & \text { if } 1 \leq k \leq n \\
0 & , & \text { if } k>n .
\end{array}\right.
$$

Hence it follows that

$$
\sum_{k=1}^{n} t_{k} x_{k}=\sum_{k=1}^{n} t_{k}\left(\sum_{j \mid k} \frac{\mu\left(\frac{k}{j}\right)}{\varphi(k)} \frac{Q_{j}}{q_{k}} y_{j}\right)=\sum_{k=1}^{n}\left(\sum_{j=k, k \mid j}^{n} t_{j} \frac{\mu\left(\frac{j}{k}\right)}{\varphi(j)} \frac{Q_{k}}{q_{j}}\right) y_{k}=(B y)_{n}
$$

for any $x=\left(x_{n}\right) \in \ell_{p}\left(R_{\Phi}\right)$. This equality yields that $t x \in c s$ for $x \in \ell_{p}\left(R_{\Phi}\right)$ if and only if $B y \in c$ for $y \in \ell_{p}$. That is, $t \in\left(\ell_{p}\left(R_{\Phi}\right)\right)^{\beta}$ if and only if $B \in\left(\ell_{p}, c\right)$ for $1 \leq p<\infty$. Hence, by Lemma 3.1, it is concluded that $\left(\ell_{p}\left(R_{\Phi}\right)\right)^{\beta}=A_{1} \cap A_{2}$ and $\left(\ell_{1}\left(R_{\Phi}\right)\right)^{\beta}=A_{1} \cap A_{3}$.

This equality also yields that $t x \in b s$ for $x \in \ell_{p}\left(R_{\Phi}\right)$ if and only if $B y \in \ell_{\infty}$ for $y \in \ell_{p}$. That is, $t \in\left(\ell_{p}\left(R_{\Phi}\right)\right)^{\gamma}$ if and only if $B \in\left(\ell_{p}, \ell_{\infty}\right)$ for $1 \leq p<\infty$. Hence, by Lemma 3.1, it is concluded that $\left(\ell_{p}\left(R_{\Phi}\right)\right)^{\gamma}=A_{2}$ and $\left(\ell_{1}\left(R_{\Phi}\right)\right)^{\gamma}=A_{3}$.

## 4. Some matrix transformations related to the sequence space $\ell_{p}\left(R_{\Phi}\right)$

In this section, we give the characterization of the classes $\left(\ell_{p}\left(R_{\Phi}\right), Y\right)$, where $1 \leq p<\infty$ and $Y \in\left\{\ell_{\infty}, c, c_{0}, \ell_{1}\right\}$. Throughout this section, we write $d(n, k)=\sum_{j=0}^{n} d_{j k}$ for an infinite matrix $D=\left(d_{n k}\right)$ and all $n, k \in \mathbb{N}$.

Theorem 4.1. Let $1 \leq p<\infty$ and Y be any sequence space. Then, we have $\mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{p}\left(R_{\Phi}\right), \mathrm{Y}\right)$ if and only if

$$
\begin{aligned}
& D^{(n)}=\left(d_{m k}^{(n)}\right) \in\left(\ell_{p}, c\right) \text { for each } n \in \mathbb{N}, \\
& D=\left(d_{n k}\right) \in\left(\ell_{p}, \mathrm{Y}\right),
\end{aligned}
$$

where $\quad d_{m k}^{(n)}=\left\{\begin{array}{cll}0 & , \quad k>m \\ \sum_{j=k, k \mid j}^{m} a_{n j} \frac{\mu\left(\frac{j}{k}\right)}{\varphi(k)} \frac{Q_{k}}{q_{j}} & , \quad 0 \leq k \leq m\end{array}\right.$ and $d_{n k}=\sum_{j=k, k \mid j}^{\infty} a_{n j} \frac{\mu\left(\frac{j}{k}\right)}{\varphi(k)} \frac{Q_{k}}{q_{j}}$ for all $k, m, n \in \mathbb{N}$.
Proof. We omit the proof since it follows with the same technique in [6, Theorem 4.1].
The following results are obtained by combining Theorem 4.1 with Lemma 3.1.

## Theorem 4.2.

(a) $\mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{1}\left(R_{\Phi}\right), \ell_{\infty}\right)$ if and only if

$$
\begin{equation*}
\lim _{m \rightarrow \infty} d_{m k}^{(n)} \text { exists for each } n, k \in \mathbb{N} \tag{4.1}
\end{equation*}
$$

$$
\begin{equation*}
\sup _{m, k}\left|d_{m k}^{(n)}\right|<\infty \text { for each } n \in \mathbb{N} \tag{4.2}
\end{equation*}
$$

and (3.5) holds with $d_{n k}$ instead of $a_{n k}$.
(b) $\mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{1}\left(R_{\Phi}\right), c\right)$ if and only if (4.1) and (4.2) hold, and (3.3) and (3.5) also hold with $d_{n k}$ instead of $a_{n k}$.
(c) $\mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{1}\left(R_{\Phi}\right), c_{0}\right)$ if and only if (4.1) and (4.2) hold, and (3.5) and (3.6) also hold with $d_{n k}$ instead of $a_{n k}$.
(d) $\mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{1}\left(R_{\Phi}\right), \ell_{1}\right)$ if and only if (4.1) and (4.2) hold, and (3.2) also holds with $d_{n k}$ instead of $a_{n k}$.

## Theorem 4.3. Let $1<p<\infty$.

(a) $\mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{p}\left(R_{\Phi}\right), \ell_{\infty}\right)$ if and only if (4.1) and

$$
\begin{equation*}
\sup _{m} \sum_{k=0}^{m}\left|d_{m k}^{(n)}\right|^{q}<\infty \text { for each } n \in \mathbb{N} \tag{4.3}
\end{equation*}
$$

hold, and (3.4) also holds with $d_{n k}$ instead of $a_{n k}$.
(b) $\mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{p}\left(R_{\Phi}\right), c\right)$ if and only if (4.1) and (4.3) hold, and (3.3) and (3.4) also hold with $d_{n k}$ instead of $a_{n k}$.
(c) $\mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{p}\left(R_{\Phi}\right), c_{0}\right)$ if and only if (4.1) and (4.3) hold, and (3.6) and (3.4) also hold with $d_{n k}$ instead of $a_{n k}$.
(d) $\mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{p}\left(R_{\Phi}\right), \ell_{1}\right)$ if and only if (4.1) and (4.3) hold, and (3.1) also holds with $d_{n k}$ instead of $a_{n k}$.

The following results are derived by using Theorems 4.2-4.3.
Corollary 4.4. The following statements hold:
(a) $\mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{1}\left(R_{\Phi}\right)\right.$, bs $)$ if and only if (4.1), (4.2) hold and (3.5) holds with $d(n, k)$ instead of $a_{n k}$.
(b) $\mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{1}\left(R_{\Phi}\right), c s\right)$ if and only if (4.1), (4.2) hold and (3.3),(3.5) hold with $d(n, k)$ instead of $a_{n k}$.
(c) $\mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{1}\left(R_{\Phi}\right), c s_{0}\right)$ if and only if (4.1), (4.2) hold and (3.5),(3.6) hold with $d(n, k)$ instead of $a_{n k}$.

Corollary 4.5. Let $1<p<\infty$. Then, the following statements hold:
(a) $\mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{p}\left(R_{\Phi}\right)\right.$, bs $)$ if and only if (4.1), (4.3) hold and (3.4) holds with $d(n, k)$ instead of $a_{n k}$.
(b) $\mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{p}\left(R_{\Phi}\right), c s\right)$ if and only if (4.1), (4.3) hold and (3.3),(3.4) hold with $d(n, k)$ instead of $a_{n k}$.
(c) $\mathscr{A}=\left(a_{n k}\right) \in\left(\ell_{p}\left(R_{\Phi}\right), c s_{0}\right)$ if and only if (4.1), (4.3) hold and (3.4),(3.6) hold with $d(n, k)$ instead of $a_{n k}$.

## 5. Compact operators on the space $\ell_{p}\left(R_{\Phi}\right)$

Let the matrix $\tilde{\mathscr{A}}=\left(\tilde{a}_{n k}\right)$ defined by an infinite matrix $\mathscr{A}=\left(a_{n k}\right)$ as

$$
\tilde{a}_{n k}=\sum_{j=k, k \mid j}^{\infty} \frac{\mu\left(\frac{j}{k}\right)}{\varphi(j)} \frac{Q_{k}}{q_{j}} a_{n j}
$$

for all $n, k \in \mathbb{N}$.
For a sequence $t=\left(t_{k}\right) \in \omega$, define a sequence $\tilde{t}=\left(\tilde{t}_{k}\right)$ as $\tilde{t}_{k}=\sum_{j=k, k \mid j}^{\infty} \frac{\mu\left(\frac{j}{k}\right)}{\varphi(j)} \frac{Q}{k}^{q_{j}} t_{j}$ for all $k \in \mathbb{N}$.
Lemma 5.1. Let $t=\left(t_{k}\right) \in\left(\ell_{p}\left(R_{\Phi}\right)\right)^{\beta}$, where $1 \leq p<\infty$. Then $\tilde{t}=\left(\tilde{t}_{k}\right) \in \ell_{q}$ and

$$
\sum_{k} t_{k} x_{k}=\sum_{k} \tilde{t}_{k} y_{k}
$$

for all $x=\left(x_{k}\right) \in \ell_{p}\left(R_{\Phi}\right)$.
Lemma 5.2. The following statements hold.
(a) $\|t\|_{\ell_{1}\left(R_{\Phi}\right)}^{*}=\sup _{k}\left|\tilde{t}_{k}\right|<\infty$ for all $t=\left(t_{k}\right) \in\left(\ell_{1}\left(R_{\Phi}\right)\right)^{\beta}$.
(b) $\|t\|_{\ell_{p}\left(R_{\Phi}\right)}^{*}=\left(\sum_{k}\left|\tilde{t}_{k}\right|^{q}\right)^{1 / q}<\infty$ for all $t=\left(t_{k}\right) \in\left(\ell_{p}\left(R_{\Phi}\right)\right)^{\beta}$, where $1<p<\infty$.

Lemma 5.3. Let X be any sequence space and $\mathscr{A}=\left(a_{n k}\right)$ be an infinite matrix. If $\mathscr{A} \in\left(\ell_{p}\left(R_{\Phi}\right), \mathrm{X}\right)$, then $\tilde{\mathscr{A}} \in\left(\ell_{p}, \mathrm{X}\right)$ and $\mathscr{A} x=\tilde{\mathscr{A}} y$ for all $x \in \ell_{p}\left(R_{\Phi}\right)$, where $1 \leq p<\infty$.
Proof. It follows from Lemma 5.1.
Lemma 5.4. If $\mathscr{A} \in\left(\ell_{1}\left(R_{\Phi}\right), \ell_{p}\right)$, then we have

$$
\left\|\mathscr{L}_{\mathscr{A}}\right\|=\|\mathscr{A}\|_{\left(\ell_{1}\left(R_{\Phi}\right), \ell_{p}\right)}=\sup _{k}\left(\sum_{n}\left|\tilde{a}_{n k}\right|^{p}\right)^{1 / p}<\infty
$$

where $1 \leq p<\infty$.
Lemma 5.5. [22, Theorem 3.7] Let $\mathrm{X} \supset \psi$ be a BK-space. Then, the following statements hold.
(a) $\mathscr{A} \in\left(\mathrm{X}, \ell_{\infty}\right)$, then $0 \leq\left\|\mathscr{L}_{\mathscr{A}}\right\|_{\chi} \leq \lim \sup _{n}\left\|\mathscr{A}_{n}\right\|_{\mathrm{X}}^{*}$.
(b) $\mathscr{A} \in\left(\mathrm{X}, c_{0}\right)$, then $\left\|\mathscr{L}_{\mathscr{A}}\right\|_{\chi}=\limsup { }_{n}\left\|\mathscr{A}_{n}\right\|_{\mathrm{X}}^{*}$.
(c) If X has $A K$ or $\mathrm{X}=\ell_{\infty}$ and $\mathscr{A} \in(\mathrm{X}, c)$, then

$$
\frac{1}{2} \limsup _{n}\left\|\mathscr{A}_{n}-a\right\|_{\mathrm{X}}^{*} \leq\left\|\mathscr{L}_{\mathscr{A}}\right\|_{\chi} \leq \limsup _{n}\left\|\mathscr{A}_{n}-a\right\|_{\mathrm{X}}^{*}
$$

where $a=\left(a_{k}\right)$ and $a_{k}=\lim _{n} a_{n k}$ for each $k \in \mathbb{N}$.
Lemma 5.6. [22, Theorem 3.11] Let $\mathrm{X} \supset \psi$ be a $B K$-space. If $\mathscr{A} \in\left(\mathrm{X}, \ell_{1}\right)$, then

$$
\lim _{r}\left(\sup _{N \in \mathscr{K}_{r}}\left\|\sum_{n \in N} \mathscr{A}_{n}\right\|_{\mathrm{X}}^{*}\right) \leq\left\|\mathscr{L}_{\mathscr{A}}\right\|_{\chi} \leq 4 \lim _{r}\left(\sup _{N \in \mathscr{K}_{r}}\left\|\sum_{n \in N} \mathscr{A}_{n}\right\|_{\mathrm{X}}^{*}\right)
$$

and $\mathscr{L}_{\mathscr{A}}$ is compact if and only if $\lim _{r}\left(\sup _{N \in \mathscr{K}_{r}}\left\|\sum_{n \in N} \mathscr{A}_{n}\right\|_{\mathrm{X}}^{*}\right)=0$, where $\mathscr{K}_{r}$ is the subcollection of $\mathscr{K}$ consisting of subsets of $\mathbb{N}$ with elements that are greater than $r$.
Theorem 5.7. Let $1<p<\infty$.

1. For $\mathscr{A} \in\left(\ell_{p}\left(R_{\Phi}\right), \ell_{\infty}\right)$,

$$
0 \leq\left\|\mathscr{L}_{\mathscr{A}}\right\|_{\chi} \leq \limsup _{n}\left(\sum_{k}\left|\tilde{a}_{n k}\right|^{q}\right)^{1 / q}
$$

holds.
2. For $\mathscr{A} \in\left(\ell_{p}\left(R_{\Phi}\right), c\right)$,

$$
\frac{1}{2} \limsup _{n}\left(\sum_{k}\left|\tilde{a}_{n k}-\tilde{a}_{k}\right|^{q}\right)^{1 / q} \leq\left\|\mathscr{L}_{\mathscr{A}}\right\|_{\chi} \leq \limsup _{n}\left(\sum_{k}\left|\tilde{a}_{n k}-\tilde{a}_{k}\right|^{q}\right)^{1 / q}
$$

holds, where $\tilde{a}=\left(\tilde{a}_{k}\right)$ and $\tilde{a}_{k}=\lim _{n} \tilde{a}_{n k}$ for each $k \in \mathbb{N}$.
3. For $\mathscr{A} \in\left(\ell_{p}\left(R_{\Phi}\right), c_{0}\right)$,

$$
\left\|\mathscr{L}_{\mathscr{A}}\right\|_{\chi}=\underset{n}{\limsup }\left(\sum_{k}\left|\tilde{a}_{n k}\right|^{q}\right)^{1 / q}
$$

holds.
4. For $\mathscr{A} \in\left(\ell_{p}\left(R_{\Phi}\right), \ell_{1}\right)$,

$$
\lim _{r}\|\mathscr{A}\|_{\left(\ell_{p}\left(R_{\Phi}\right), \ell_{1}\right)}^{(r)} \leq\left\|\mathscr{L}_{\mathscr{A}}\right\|_{\chi} \leq 4 \lim _{r}\|\mathscr{A}\|_{\left(\ell_{p}\left(R_{\Phi}\right), \ell_{1}\right)}^{(r)}
$$

holds, where $\|\mathscr{A}\|_{\left(\ell_{p}\left(R_{\Phi}\right), \ell_{1}\right)}^{(r)}=\sup _{N \in \mathscr{K}_{r}}\left(\sum_{k}\left|\sum_{n \in N} \tilde{a}_{n k}\right|^{q}\right)^{1 / q}(r \in \mathbb{N})$.
Proof.

1. Let $\mathscr{A} \in\left(\ell_{p}\left(R_{\Phi}\right), \ell_{\infty}\right)$. Since the series $\sum_{k=1}^{\infty} a_{n k} x_{k}$ converges for each $n \in \mathbb{N}$, we have $\mathscr{A}_{n} \in\left(\ell_{p}\left(R_{\Phi}\right)\right)^{\beta}$. From Lemma 5.2 (b), we write $\left\|\mathscr{A}_{n}\right\|_{\ell_{p}\left(R_{\Phi}\right)}^{*}=\left\|\tilde{\mathscr{A}}_{n}\right\|_{\ell_{p}}^{*}=\left\|\tilde{\mathscr{A}}_{n}\right\|_{\ell_{q}}=\left(\sum_{k}\left|\tilde{a}_{n k}\right|^{q}\right)^{1 / q}$ for each $n \in \mathbb{N}$. By using Lemma 5.5 (a), we conclude that

$$
0 \leq\left\|\mathscr{L}_{\mathscr{A}}\right\|_{\chi} \leq \limsup _{n}\left(\sum_{k}\left|\tilde{a}_{n k}\right|^{q}\right)^{1 / q}
$$

2. Let $\mathscr{A} \in\left(\ell_{p}\left(R_{\Phi}\right), c\right)$. By Lemma 5.3, we have $\tilde{\mathscr{A}} \in\left(\ell_{p}, c\right)$. Hence, from Lemma 5.5 (c), we write

$$
\frac{1}{2} \underset{n}{\limsup }\left\|\tilde{\mathscr{A}}_{n}-\tilde{a}\right\|_{\ell_{p}}^{*} \leq\left\|\mathscr{L}_{\mathscr{A}}\right\|_{\chi} \leq \limsup _{n}\left\|\tilde{\mathscr{A}_{n}}-\tilde{a}\right\|_{\ell_{p}}^{*}
$$

where $\tilde{a}=\left(\tilde{a}_{k}\right)$ and $\tilde{a}_{k}=\lim _{n} \tilde{a}_{n k}$ for each $k \in \mathbb{N}$. Moreover, Lemma 1.1 implies that $\left\|\tilde{\mathscr{A}}_{n}-\tilde{a}\right\|_{\ell_{p}}^{*}=\left\|\tilde{\mathscr{A}_{n}}-\tilde{a}\right\|_{\ell_{q}}=$ $\left(\sum_{k}\left|\tilde{a}_{n k}-\tilde{a}_{k}\right|^{q}\right)^{1 / q}$ for each $n \in \mathbb{N}$. This completes the proof.
3. Let $\mathscr{A} \in\left(\ell_{p}\left(R_{\Phi}\right), c_{0}\right)$. Since we have $\left\|\mathscr{A}_{n}\right\|_{\ell_{p}\left(R_{\Phi}\right)}^{*}=\left\|\tilde{\mathscr{A}}_{n}\right\|_{\ell_{p}}^{*}=\left\|\tilde{\mathscr{A}}_{n}\right\|_{\ell_{q}}=\left(\sum_{k}\left|\tilde{a}_{n k}\right|^{q}\right)^{1 / q}$ for each $n \in \mathbb{N}$, we conclude from Lemma 5.5 (b) that

$$
\left\|\mathscr{L}_{\mathscr{A}}\right\|_{\chi}=\limsup _{n}\left(\sum_{k}\left|\tilde{a}_{n k}\right|^{q}\right)^{1 / q}
$$

4. Let $\mathscr{A} \in\left(\ell_{p}\left(R_{\Phi}\right), \ell_{1}\right)$. By Lemma 5.3, we have $\tilde{\mathscr{A}} \in\left(\ell_{p}, \ell_{1}\right)$. It follows from Lemma 5.6 that

$$
\lim _{r}\left(\sup _{N \in \mathscr{K}_{r}}\left\|\sum_{n \in N} \tilde{\mathscr{A}}_{n}\right\|_{\ell_{p}}^{*}\right) \leq\left\|\mathscr{L}_{\mathscr{A}}\right\|_{\chi} \leq 4 \lim _{r}\left(\sup _{N \in \mathscr{\mathscr { M }}_{r}}\left\|\sum_{n \in N} \tilde{\mathscr{A}}_{n}\right\|_{\ell_{p}}^{*}\right) .
$$

Moreover, Lemma 1.1 implies that $\left\|\sum_{n \in N} \tilde{\mathscr{A}}_{n}\right\|_{\ell_{p}}^{*}=\left\|\sum_{n \in N} \tilde{\mathscr{A}}_{n}\right\|_{\ell_{q}}=\left(\sum_{k}\left|\sum_{n \in N} \tilde{a}_{n k}\right|^{q}\right)^{1 / q}$ which completes the proof.

Corollary 5.8. Let $1<p<\infty$.

1. $\mathscr{L}_{\mathscr{A}}$ is compact for $\mathscr{A} \in\left(\ell_{p}\left(R_{\Phi}\right), \ell_{\infty}\right)$ if

$$
\lim _{n}\left(\sum_{k}\left|\tilde{a}_{n k}\right|^{q}\right)^{1 / q}=0
$$

2. $\mathscr{L}_{\mathscr{A}}$ is compact for $\mathscr{A} \in\left(\ell_{p}\left(R_{\Phi}\right), c\right)$ if and only if

$$
\lim _{n}\left(\sum_{k}\left|\tilde{a}_{n k}-\tilde{a}_{k}\right|^{q}\right)^{1 / q}=0
$$

3. $\mathscr{L}_{\mathscr{A}}$ is compact for $\mathscr{A} \in\left(\ell_{p}\left(R_{\Phi}\right), c_{0}\right)$ if and only if

$$
\lim _{n}\left(\sum_{k}\left|\tilde{a}_{n k}\right|^{q}\right)^{1 / q}=0
$$

4. $\mathscr{L}_{\mathscr{A}}$ is compact for $\mathscr{A} \in\left(\ell_{p}\left(R_{\Phi}\right), \ell_{1}\right)$ if and only if

$$
\lim _{r}\|\mathscr{A}\|_{\left(\ell_{p}\left(R_{\Phi}\right), \ell_{1}\right)}^{(r)}=0
$$

where $\|\mathscr{A}\|_{\left(\ell_{p}\left(R_{\Phi}\right), \ell_{1}\right)}^{(r)}=\sup _{N \in \mathscr{K}_{r}}\left(\sum_{k}\left|\sum_{n \in N} \tilde{a}_{n k}\right|^{q}\right)^{1 / q}$.

## Theorem 5.9.

1. For $\mathscr{A} \in\left(\ell_{1}\left(R_{\Phi}\right), \ell_{\infty}\right)$,

$$
0 \leq\left\|\mathscr{L}_{\mathscr{A}}\right\|_{\chi} \leq \limsup _{n}\left(\sup _{k}\left|\tilde{a}_{n k}\right|\right)
$$

holds.
2. For $\mathscr{A} \in\left(\ell_{1}\left(R_{\Phi}\right), c\right)$,

$$
\frac{1}{2} \limsup _{n}\left(\sup _{k}\left|\tilde{a}_{n k}-\tilde{a}_{k}\right|\right) \leq\left\|\mathscr{L}_{\mathscr{A}}\right\|_{\chi} \leq \limsup _{n}\left(\sup _{k}\left|\tilde{a}_{n k}-\tilde{a}_{k}\right|\right)
$$

holds.
3. For $\mathscr{A} \in\left(\ell_{1}\left(R_{\Phi}\right), c_{0}\right)$,

$$
\left\|\mathscr{L}_{\mathscr{A}}\right\|_{\chi}=\limsup _{n}\left(\sup _{k}\left|\tilde{a}_{n k}\right|\right)
$$

holds.
4. For $\mathscr{A} \in\left(\ell_{1}\left(R_{\Phi}\right), \ell_{1}\right)$,

$$
\left\|\mathscr{L}_{\mathscr{A}}\right\|_{\chi}=\lim _{r}\left(\sup _{k} \sum_{n=r}^{\infty}\left|\tilde{a}_{n k}\right|\right)
$$

holds.
Proof. It follows with the same technique in Theorem 5.7.

## Corollary 5.10.

1. $\mathscr{L}_{\mathscr{A}}$ is compact for $\mathscr{A} \in\left(\ell_{1}\left(R_{\Phi}\right), \ell_{\infty}\right)$ if

$$
\lim _{n}\left(\sup _{k}\left|\tilde{a}_{n k}\right|\right)=0 .
$$

2. $\mathscr{L}_{\mathscr{A}}$ is compact for $\mathscr{A} \in\left(\ell_{1}\left(R_{\Phi}\right), c\right)$ if and only if

$$
\lim _{n}\left(\sup _{k}\left|\tilde{a}_{n k}-\tilde{a}_{k}\right|\right)=0 .
$$

3. $\mathscr{L}_{\mathscr{A}}$ is compact for $\mathscr{A} \in\left(\ell_{1}\left(R_{\Phi}\right), c_{0}\right)$ if and only if

$$
\lim _{n}\left(\sup _{k}\left|\tilde{a}_{n k}\right|\right)=0 .
$$

4. $\mathscr{L}_{\mathscr{A}}$ is compact for $\mathscr{A} \in\left(\ell_{1}\left(R_{\Phi}\right), \ell_{1}\right)$ if and only if

$$
\lim _{r}\left(\sup _{k} \sum_{n=r}^{\infty}\left|\tilde{a}_{n k}\right|\right)=0 .
$$
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## Abstract

This paper deals with the study of global analysis of following $(1,2)$-type system of non-linear difference equations:

$$
u_{n+1}=\frac{\alpha v_{n-1}}{\beta+\gamma v_{n}^{p} v_{n-2}^{q}}, \quad v_{n+1}=\frac{\alpha_{1} u_{n-1}}{\beta_{1}+\gamma_{1} u_{n}^{p} u_{n-2}^{q}}, \quad n=0,1, \ldots
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where the parameters $\alpha, \beta, \gamma, \alpha_{1}, \beta_{1}, \gamma_{1}, p, q$ and the initial conditions $u_{i}, v_{i}, i=-2,-1,0$ are non negative real numbers.
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## 1. Introduction

Difference equations (also called recursive sequences) appear in a lot of fields of pure and applied mathematics, both as discrete analogs of continuous behavior (analysis, numerical approximations) and as independent models for discrete behavior (population dynamics, economics, biology, ecology, etc.), [1]. In recent years, many models, especially in mathematical biology, are based on non-linear ones, [11]. Difference equation theory, especially nonlinear ones, is very fertile subject for scientists and is one of the important subjests of applied mathematics. So, many researchers have dealth with the qualitative behavior of nonlinear higher order rational difference equations and systems, see [1]-[33].

In [9], El-Owaidy et al. studied the global analysis of the following difference equation

$$
\begin{equation*}
x_{n+1}=\frac{\alpha x_{n-1}}{\beta+\gamma x_{n-2}^{p}}, \quad n=0,1, \ldots \tag{1.1}
\end{equation*}
$$

with non-negative parameters and non-negative initial values.
In [5], Ahmed investigated the global asymptotic behavior and the perodic character for the rational difference equation

$$
\begin{equation*}
x_{n+1}=\frac{b x_{n-1}}{A+B x_{n}^{p} x_{n-2}^{p}}, \quad n=0,1, \ldots \tag{1.2}
\end{equation*}
$$

where the parameters $b, A, B, p, q$ are non-negative numbers and the initial values $x_{-2}, x_{-1}, x_{0}$ are arbitrary non-negative real numbers.

In [15], Gümüş and Soykan investigated the local asymptotic stability of equilibria, the periodic nature of solutions, the existence of unbounded solutions and the global behavior of solutions of the difference equation

$$
\begin{equation*}
x_{n+1}=\frac{\alpha x_{n-(k+1)}}{\beta+\gamma x_{n-k}^{p} x_{n-(k+2)}^{q}}, \quad n=0,1, \ldots \tag{1.3}
\end{equation*}
$$


In [13], Gümüş and Soykan studied the dynamical behavior of positive solutions for a system of rational difference equation following form

$$
\begin{equation*}
u_{n+1}=\frac{\alpha u_{n-1}}{\beta+\gamma v_{n-2}^{p}}, \quad v_{n+1}=\frac{\alpha_{1} v_{n-1}}{\beta_{1}+\gamma_{1} u_{n-2}^{p}}, \quad n=0,1, \ldots \tag{1.4}
\end{equation*}
$$

where the parameters $\alpha, \beta, \gamma, \alpha_{1}, \beta_{1}, \gamma_{1}, p$ and the initial values $u_{-i}, v_{-i}$ for $i=0,1,2$ are positive real numbers.
In [14], Gümüş and Öcalan studied the dynamical behavior of positive solutions for a system of rational difference equations following form

$$
\begin{equation*}
u_{n+1}=\frac{\alpha u_{n-1}}{\beta+\gamma v_{n}^{p} v_{n-2}^{q}}, \quad v_{n+1}=\frac{\alpha_{1} v_{n-1}}{\beta_{1}+\gamma_{1} u_{n}^{p_{1}} u_{n-2}^{q_{1}}}, \quad n=0,1, \ldots \tag{1.5}
\end{equation*}
$$

where the parameters $\alpha, \beta, \gamma, \alpha_{1}, \beta_{1}, \gamma_{1}, p, q, p_{1}, q_{1}$ are positive real numbers and the initial values $u_{-i}, v_{-i}$ are non-negative real numbers for $i=0,1,2$.

In [28], Khan et al. investigated the asymptotic behavior of following anti-competitive system of rational difference equations

$$
\left.\begin{array}{l}
x_{n+1}=\frac{\alpha y_{n}}{\beta+\gamma x_{n}^{r}} \\
y_{n+1}=\frac{\alpha_{1} x_{n}}{\beta_{1}+\gamma_{1} y_{n}^{t}}
\end{array}\right\}, n=0,1, \ldots
$$

where the parameters $\alpha, \beta, \gamma, \alpha_{1}, \beta_{1}, \gamma_{1}, r \in(0, \infty)$ and $x_{0}, y_{0} \in(0, \infty)$.
In [29], Qureshi and Din investigated the qualitative asymptotic behavior of positive solution for an anti-competitive system of third-order rational difference equations

$$
\left.\begin{array}{rl}
x_{n+1} & =\frac{y_{n-2}}{\beta+\gamma x_{n} x_{n-1} x_{n-2}}, \\
y_{n+1} & =\frac{\alpha_{1} x_{n-2}}{\beta_{1}+\gamma_{1} y_{n} y_{n-1} y_{n-2}},
\end{array}\right\}, n=0,1, \ldots
$$

where the parameters $\alpha, \beta, \gamma, \alpha_{1}, \beta_{1}, \gamma_{1}$ and $x_{0}, x_{-1}, x_{-2}, y_{0}, y_{-1}, y_{-2}$ are positive real numbers.
In [27], Qureshi and Khan studied the global dynamics of following (1,2)-type systems of difference equations

$$
\begin{array}{ll}
x_{n+1}=\frac{\eta y_{n-1}}{1+\mu x_{n-2}^{p}}, & y_{n+1}=\frac{\mu x_{n-1}}{1+\eta y_{n-2}^{p}},  \tag{1.6}\\
n=0,1, \ldots \\
x_{n+1}=\frac{\eta y_{n-1}}{1+\mu y_{n-2}^{p}}, & y_{n+1}=\frac{\mu x_{n-1}}{1+\eta x_{n-2}^{p}},
\end{array} \quad n=0,1, \ldots .
$$

where $\eta, \mu, p$ and initial conditions $x_{l}, y_{l}, l=-2,-1,0$ are non negative real numbers.
In the present paper, we will investigate of some properties, such as the local asymptotic stability, the global asymptotic stability, the existence of periodic solutions, the rate of converges etc., for $(1,2)$-type system of difference equations in the title, which has been investigated different versions of it in the known literarture. We first note down critical error for the results of the article [27]. Namely, to put it briefly, they can not obtain the equations they claim with their transformations. Using the transformations, they could get equations in this form;

$$
\left.\begin{array}{l}
x_{n+1}=\frac{\eta y_{n-1}}{1+\mu y_{n-2}^{p}}, \\
y_{n+1}=\frac{\eta_{1} x_{n-1}}{1+\mu_{1} x_{n-2}^{p}},
\end{array}\right\}, n=0,1, \ldots
$$

with

$$
\eta=\frac{\alpha}{\beta}, \quad \eta_{1}=\frac{\alpha_{1}}{\beta_{1}}
$$

and

$$
\mu_{1}=\frac{\beta}{\gamma}, \mu=\frac{\beta_{1}}{\gamma_{1}} .
$$

The same applies to the other equation. Let us also note that the theoretical results they obtained in their article are correct. However, an error was made only at the beginning.

The aim of this paper is to investigate the equilibrium points, the local asymptotic stability of these points, the global behavior of positive solutions, the existence of the prime two-periodic solutions and the rate of convergence of positive solutions of the following system

$$
\left.\begin{array}{l}
u_{n+1}=\frac{\alpha v_{n-1}}{\beta+\gamma v_{n}^{p} v_{n-2}^{q}}, \\
v_{n+1}=\frac{\alpha u_{n-1}}{\beta_{1}+\gamma_{1} u_{n}^{p} u_{n-2}^{q}} \tag{1.7}
\end{array}\right\}, n=0,1, \ldots
$$

where the parameters $\alpha, \beta, \gamma, \alpha_{1}, \beta_{1}, \gamma_{1}, p, q$ are positive and initial condition $u_{-2}, u_{-1}, u_{0}, v_{-2}, v_{-1}, v_{0} \in(0, \infty)$. Our results extend and complement some results in the literature.

If the initials conditions $u_{i}=v_{i}$ in the system (1.7) for $i \in\{-2,-1,0\}$ and $\alpha=\alpha_{1}, \beta=\beta_{1}, \gamma=\gamma_{1}$ then one obtain that $u_{n}=v_{n}$ for all $n \geqslant-2$, hence, the system (1.7) reduces to the difference equation

$$
v_{n+1}=\frac{\alpha v_{n-1}}{\beta+\gamma v_{n}^{p} v_{n-2}^{q}}, n=0,1, \ldots
$$

which was studied by [4]. Therefore, to avoid degenerate situations, here we discuss the case $u_{i} \neq v_{i}$ for $i \in\{-2,-1,0\}$ and we investigate the system (1.7) basing on this condition.

It is clear that the system (1.7) can be reduced to the following system of difference equations

$$
\left.\begin{array}{rl}
x_{n+1} & =\frac{r y_{n-1}}{1+s_{1} y_{n}^{p} y_{n-2}^{q}} \\
y_{n+1} & =\frac{r_{1} x_{n-1}}{1+s x_{n}^{p} x_{n-2}^{q}}, \tag{1.8}
\end{array}\right\}, n=0,1, \ldots
$$

by the change of variables

$$
u_{n}=\left(\frac{\beta \beta_{1}}{\gamma \gamma_{1}}\right)^{1 / p+q} x_{n}
$$

and

$$
v_{n}=\left(\frac{\beta \beta_{1}}{\gamma \gamma_{1}}\right)^{1 / p+q} y_{n}
$$

with

$$
r=\frac{\alpha}{\beta}, \quad r_{1}=\frac{\alpha_{1}}{\beta_{1}}
$$

and

$$
s=\frac{\beta}{\gamma}, \quad s_{1}=\frac{\beta_{1}}{\gamma_{1}} .
$$

So, in order to study the system (1.7), we investigate the system (1.8).

## 2. Preliminaries

For the completenessin the paper, we find useful to remind some basic concepts of the difference equations theory as follows:
Let us introduce the six-dimensional discrete dynamical system

$$
\begin{align*}
& x_{n+1}=f_{1}\left(x_{n}, x_{n-1}, x_{n-2}, y_{n}, y_{n-1}, y_{n-2}\right) \\
& y_{n+1}=f_{2}\left(x_{n}, x_{n-1}, x_{n-2}, y_{n,,} y_{n-1}, y_{n-2}\right) \tag{2.1}
\end{align*}
$$

$n \in \mathbb{N}$ where $f_{1}: I_{1}^{3} \times I_{2}^{3} \rightarrow I_{1}$ and $f_{2}: I_{1}^{3} \times I_{2}^{3} \rightarrow I_{2}$ are condinuously differentiable functions and $I_{1}, I_{2}$ are some invervals of real numbers. Then, for every initial conditions $\left(x_{i}, y_{i}\right) \in I_{1} \times I_{2}$, for $i=-2,-1,0$ the system (2.1) has a unique solution $\left\{\left(x_{n}, y_{n}\right)\right\}_{n=-2}^{\infty}$.

Definition 2.1. An equilibrium point of stsytem (2.1) is a point $(\bar{x}, \bar{y})$ that satisfies

$$
\begin{gathered}
\bar{x}=f_{1}(\bar{x}, \bar{x}, \bar{x}, \bar{y}, \bar{y}, \bar{y}), \\
\bar{y}=f_{2}(\bar{x}, \bar{x}, \bar{x}, \bar{y}, \bar{y}, \bar{y}),
\end{gathered}
$$

Together with system (2.1), if we consider the associatedvector map

$$
F=\left(f_{1}, x_{n}, x_{n-1}, x_{n-2}, f_{2}, y_{n}, y_{n-1}, y_{n-2}\right),
$$

then the point $(\bar{x}, \bar{y})$ is also called of fixed point of the vector map $F$.
Definition 2.2. If $(\bar{x}, \bar{y})$ be an equilibrium point of a map

$$
F=\left(f_{1}, x_{n}, x_{n-1}, x_{n-2}, f_{2}, y_{n}, y_{n-1}, y_{n-2}\right)
$$

where $f_{1}$ and $f_{2}$ are continuously differentiable functions at $(\bar{x}, \bar{y})$. The linearized system (2.1) about the equilibrium point $(\bar{x}, \bar{y})$
is

$$
X_{n+1}=F\left(X_{n}\right)=B X_{n}
$$

where

$$
X_{n}=\left(\begin{array}{c}
x_{n} \\
x_{n-1} \\
x_{n-2} \\
y_{n} \\
y_{n-1} \\
y_{n-2}
\end{array}\right)
$$

and $B$ is a Jacobian matrix of the system (2.1) about the equilibrium point $(\bar{x}, \bar{y})$.

Theorem 2.3. For the system $X_{n+1}=F\left(X_{n}\right), n=0,1, \ldots$, of difference equations such that $\bar{X}$ is a fixed point of $F$. If all eigenvalues of the Jacobian matrix $B$ about $\bar{X}$ lie inside the open unit disk $|\lambda|<1$, then $\bar{X}$ is locally asymptotically stable. If one of them has a modulus greater then one, then $\bar{X}$ is unstable.

## 3. Stability Character Of Equilibrium

In this section we will prove the stability nature of the zero equilibrium point. In the following theorem we will give the equilibrium points of system (1.8).

Theorem 3.1. For all parameters $r, r_{1}, s, s_{1}$, system (1.8) have a unique zero equilibrium point.
Proof. It is clear from the equilibrium definition.

Before we give the following stability theorems about the local asymptotic stability of the zero equilibrium point, we build the corresponding linearized form of the system (1.8) and consider the following transformation;

$$
\left(x_{n}, x_{n-1}, x_{n-2}, y_{n}, y_{n-1}, y_{n-2}\right) \rightarrow\left(f, f_{1}, f_{2}, g, g_{1}, g_{2}\right)
$$

where

$$
\begin{aligned}
f & =\frac{r y_{n-1}}{1+s_{1} y_{n}^{p} y_{n-2}^{q}}, \\
f_{1} & =x_{n}, \\
f_{2} & =x_{n-1}, \\
g & =\frac{r_{1} x_{n-1}}{1+s x_{n}^{p} x_{n-2}^{q}}, \\
g_{1} & =y_{n}, \\
g_{2} & =y_{n-1} .
\end{aligned}
$$

The Jacobian matrix about the fixed point $(\bar{x}, \bar{y})$ under the above transformation is as follows:

$$
B(\bar{x}, \bar{y})=\left(\begin{array}{cccccc}
0 & 0 & 0 & -\frac{r s_{1} p \bar{y}^{p+q}}{\left(1+s_{1} \bar{y}^{p+q}\right)^{2}} & \frac{r}{1+s_{1} \bar{y}^{p+q}} & -\frac{r s_{1} q \bar{y}^{p+q}}{\left(1+s_{1} \bar{y}^{p+q}\right)^{2}} \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
-\frac{r_{1} s p \bar{x}^{p+q}}{\left(1+s \bar{x}^{p+q}\right)^{2}} & \frac{r_{1}}{1+s \bar{x}^{p+q}} & -\frac{r_{1} s q \bar{x}^{p+q}}{\left(1+s \bar{x}^{p+q}\right)^{2}} & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0
\end{array}\right)
$$

where $r, s, r_{1}, s_{1}, p, q \in(0, \infty)$.
Theorem 3.2. For system (1.8) the following properties hold:
(i) The zero equilibrium point is locally asymptotically stable if $r r_{1}<1$.
(ii) The zero equilibrium point is locally unstable if $r r_{1}>1$.

Proof. (i) The linearized system of system (1.8) about the equilibrium point

$$
\left(\bar{x}_{0}, \bar{y}_{0}\right)=(0,0)
$$

is given by

$$
X_{n+1}=B\left(\bar{x}_{0}, \bar{y}_{0}\right) X_{n},
$$

where

$$
X_{n}=\left(\begin{array}{c}
x_{n} \\
x_{n-1} \\
x_{n-2} \\
y_{n} \\
y_{n-1} \\
y_{n-2}
\end{array}\right)
$$

and

$$
B\left(\bar{x}_{0}, \bar{y}_{0}\right)=\left(\begin{array}{cccccc}
0 & 0 & 0 & 0 & r & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & r_{1} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0
\end{array}\right) .
$$

The characteristic equation of $B\left(\bar{x}_{0}, \bar{y}_{0}\right)$ is as follows:

$$
P(\lambda)=\lambda^{6}-\left(r r_{1}\right) \lambda^{2}=0
$$

The roots of $P(\lambda)$ are

$$
\begin{aligned}
& \lambda_{1,2}=0, \\
& \lambda_{3,4}= \pm \sqrt[4]{r r_{1}}, \\
& \lambda_{5,6}= \pm i \sqrt[4]{r r_{1}} .
\end{aligned}
$$

Since all eigenvalues of the Jacobian matrix $B$ about

$$
\left(\bar{x}_{0}, \bar{y}_{0}\right)=(0,0)
$$

lie inside the open unit disk

$$
|\lambda|<1,
$$

the zero equilibrium point is locally asymptotically stable.
(ii) It is easy to see that if $r r_{1}>1$, then the zero equilibrium point of system (1.8) is unstable.

Now, we will study the global asymptotic stability of system (1.8) about the zero equilibrium point.
Theorem 3.3. The zero equilibrium point of system (1.8) is globally asymptotically stable when $r<1$ and $r_{1}<1$.
Proof. In view of Theorem 3.2, it suffices to prove that

$$
\lim _{n \rightarrow \infty}\left(x_{n}, y_{n}\right)=(0,0) .
$$

It is evident from (1.8) that

$$
0 \leqslant x_{n+1}=\frac{r y_{n-1}}{1+s_{1} y_{n}^{p} y_{n-2}^{q}}<r y_{n-1}<y_{n-1} .
$$

This implies that

$$
x_{4 n+1}<y_{4 n-1}
$$

and

$$
x_{4 n+5}<y_{4 n+3} .
$$

Besides this,

$$
0 \leqslant y_{n+1}=\frac{r_{1} x_{n-1}}{1+s x_{n}^{p} x_{n-2}^{q}}<r_{1} x_{n-1}<x_{n-1}
$$

This implies that

$$
y_{4 n+1}<x_{4 n-1}
$$

and

$$
y_{4 n+5}<x_{4 n+3} .
$$

So

$$
x_{4 n+5}<y_{4 n+3}<x_{4 n+2}
$$

and

$$
y_{4 n+5}<x_{4 n+3}<y_{4 n+2}
$$

Hence, the subsequences

$$
\left\{x_{4 n+1}\right\},\left\{x_{4 n+2}\right\},\left\{x_{4 n+3}\right\},\left\{x_{4 n+4}\right\}
$$

and

$$
\left\{y_{4 n+1}\right\},\left\{y_{4 n+2}\right\},\left\{y_{4 n+3}\right\},\left\{y_{4 n+4}\right\}
$$

are decreasing. Therefore the sequences $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ are monotonic which are decreasing. Hence

$$
\lim _{n \rightarrow \infty} x_{n}=0
$$

and

$$
\lim _{n \rightarrow \infty} y_{n}=0 .
$$

This completes the proof.

## 4. Prime Periodic Two-Solutions 1.8

In this section we will investigate the periodic nature of system (1.8).
Theorem 4.1. System (1.8) has no prime period two solutions.
Proof. Assuming

$$
\ldots,(a, b),(c, d),(a, b),(c, d), \ldots
$$

is prime period two solutions of the system (1.8) such that

$$
a, b, c, d \neq 0
$$

and

$$
a \neq c, b \neq d
$$

Then we have

$$
\begin{equation*}
a=\frac{r b}{1+s_{1} d^{p+q}}, b=\frac{r_{1} a}{1+s c^{p+q}} \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
c=\frac{r d}{1+s_{1} b^{p+q}}, d=\frac{r_{1} c}{1+s a^{p+q}} \tag{4.2}
\end{equation*}
$$

After some tedious calculations from (4.1) and (4.2), we can obtain the following equilities;

$$
(a+c)^{2}-4 a c=0
$$

and

$$
(b+d)^{2}-4 b d=0
$$

But they are contrary to our assumption and therefore system (1.8) has no prime period-two solutions. This completes the proof.

## 5. Rate of Convergence

In this section, we will give exact results about the rate of convergence of positive solutions that converge to the equilibrium point of the system (1.8), in the regions of parameters described in Theorem (3.3).

Consider the following system of difference equations

$$
\left.\begin{array}{rl}
x_{n+1} & =f_{1}\left(x_{n}, y_{n}\right), n=0,1, \ldots  \tag{5.1}\\
y_{n+1} & =f_{2}\left(x_{n}, y_{n}\right), n=0,1, \ldots
\end{array}\right\}
$$

where $f_{1}, f_{2}$ are continuous functions that maps some set $I$ into $I$. The set $I$ is an interval of real numbers. System (5.1) is competitive if $f_{1}(x, y)$ is non-decreasing in $x$ and non-increasing in $y$ and $f_{2}(x, y)$ is non-increasing in $x$ and non-decreasing in $y$. System (5.1) is called anti-competitive system, if the functions $f_{1}$ and $f_{2}$ have monotonic character opposite to the monotonic character in competitive system.

We state that the following theorems give precise information about the asymptotics of linear non-autonomous difference equations. Consider the scalar $m t h$-order linear difference equation

$$
\begin{equation*}
y_{n+m}+p_{1}(n) y_{n+m-1}+p_{m}(n) y_{n}=0 \tag{5.2}
\end{equation*}
$$

where $m$ is a positive integer and $p_{i}: \mathbb{Z}^{+} \rightarrow \mathbb{C}$ for $i \in\{1, \ldots, m\}$. Suppose that

$$
\begin{equation*}
q_{i}=\lim _{n \rightarrow \infty} p_{i}(n), \text { for } i=1,2, \ldots, m, \tag{5.3}
\end{equation*}
$$

exist in $\mathbb{C}$. For the following limitting equation of (5.2)

$$
\begin{equation*}
y_{n+m}+q_{1} y_{n+m-1}+\ldots+q_{m} y_{n}=0 \tag{5.4}
\end{equation*}
$$

the asymptotics of solutions of (5.2) are given the following results. See [25].
Theorem 5.1. (Poincaré's Theorem) Consider (5.2) based on the condition (5.3). Let $\lambda_{i}$ for $i=1, \ldots, m$ be the roots of the characteristic equation

$$
\begin{equation*}
\lambda^{m}+q_{1} \lambda^{m-1}+\ldots+q_{m}=0 \tag{5.5}
\end{equation*}
$$

of the limiting equation (5.4) under the condition that $\left|\lambda_{i}\right| \neq\left|\lambda_{j}\right|$ for $i \neq j$. If $x_{n}$ is a positive solution of (5.2), then either $x_{n}=0$ for all large $n$ or there exists an index $j \in\{1, \ldots, m\}$ such that

$$
\lim _{n \rightarrow \infty} \frac{x_{n+1}}{x_{n}}=\lambda_{j} .
$$

The releated results were obtained by Perron, and one of Perron's results was improved by Pituk, see [25].
Theorem 5.2. Assume that (5.3) holds. If $x_{n}$ is a positive solution of (5.2), then either eventually $x_{n}=0$ or

$$
\lim _{n \rightarrow \infty} \sup \left(\left|x_{n j}\right|\right)^{1 / n}=\left|\lambda_{j}\right|,
$$

where $\lambda_{1}, \ldots, \lambda_{m}$ are the roots (not necessarily distinct) of the characteristic equation (5.5).
Consider

$$
\begin{equation*}
Y_{n+1}=[A+B(n)] Y_{n} \tag{5.6}
\end{equation*}
$$

where $Y_{n}$ is an $m$-dimensional vector, $A \in C^{m \times m}$ is a constant matrix and

$$
B: \mathbb{Z}^{+} \rightarrow C^{m \times m}
$$

is a matrix function satisfying

$$
\begin{equation*}
\|B(n)\| \rightarrow 0, \text { when } n \rightarrow \infty, \tag{5.7}
\end{equation*}
$$

where $\|$.$\| denotes any matrix norm which is associated with the vector norm \|$.$\| . See [20].$

Theorem 5.3. (Pituk) Suppose that condition (5.7) holds for system (5.6). If $Y_{n}$ is a solution of (5.6), then either

$$
Y_{n}=0
$$

for all large $n$ or

$$
\theta=\lim _{n \rightarrow \infty}\left\|Y_{n}\right\|^{1 / n}
$$

exists and $\theta$ is equal to the modulus of one the eigenvalues of the matrix $A$.

Theorem 5.4. (Pituk) Suppose that condition (5.7) holds for system (5.6). If $Y_{n}$ is a solution of (5.6), then either

$$
Y_{n}=0
$$

for all large $n$ or

$$
\theta=\lim _{n \rightarrow \infty} \frac{\left\|Y_{n+1}\right\|}{\left\|Y_{n}\right\|}
$$

exists and $\theta$ is equal to the modulus of one the eigenvalues of the matrix $A$.
Using Theorem (5.3) and (5.4), we obtain the following rate of convergence result.
Theorem 5.5. Suppose that $r<1$ and $r_{1}<1$. Let $\left\{\left(x_{n}, y_{n}\right)\right\}_{n=-2}^{\infty}$ be any positive solution of the system (1.8) such that

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} x_{n}=\bar{x}_{1}, \\
& \lim _{n \rightarrow \infty} y_{n}=\bar{x}_{2}
\end{aligned}
$$

where $M=\left(\bar{x}_{1}, \bar{x}_{2}\right)$ and $M$ is globally asymptotically stable. Then, the error vector

$$
E_{n}=\left(\begin{array}{c}
e_{n}^{1} \\
e_{n-1}^{1} \\
e_{n-2}^{1} \\
e_{n}^{2} \\
e_{n-1}^{2} \\
e_{n-2}^{2}
\end{array}\right)_{6 \times 1}=\left(\begin{array}{c}
x_{n}-\bar{x}_{1} \\
x_{n-1}-\bar{x}_{1} \\
x_{n-2}-\bar{x}_{1} \\
y_{n}-\bar{x}_{2} \\
y_{n-1}-\bar{x}_{2} \\
y_{n-2}-\bar{x}_{2}
\end{array}\right)_{6 \times 1}
$$

of every positive solution of the system (1.8) satisfies both of the following asymptotic relations:

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left\|E_{n}\right\|^{1 / n} & =\left|\lambda_{i} J_{F}(M)\right|, \text { for some } i=1,2, \ldots, 6 \\
\lim _{n \rightarrow \infty} \frac{\left\|E_{n+1}\right\|}{\left\|E_{n}\right\|} & =\left|\lambda_{i} J_{F}(M)\right|, \text { for some } i=1,2, \ldots, 6
\end{aligned}
$$

where

$$
\left|\lambda_{i} J_{F}(M)\right|
$$

is equal to the modulus of one the eigenvalues of the Jacobian matrix evaluated at the equilibrium point $M$.
Proof. Let $\left\{\left(x_{n}, y_{n}\right)\right\}_{n=-2}^{\infty}$ be any positive solution of the system (1.8) such that

$$
\lim _{n \rightarrow \infty} x_{n}=\bar{x}_{1}
$$

and

$$
\lim _{n \rightarrow \infty} y_{n}=\bar{x}_{2} .
$$

To find the error terms, we have

$$
\begin{aligned}
x_{n+1}-\bar{x}_{1} & =\sum_{i=0}^{2} A_{i}\left(x_{n-i}-\bar{x}_{1}\right)+\sum_{i=0}^{2} B_{i}\left(y_{n-i}-\bar{x}_{2}\right) \\
y_{n+1}-\bar{x}_{2} & =\sum_{i=0}^{2} C_{i}\left(x_{n-i}-\bar{x}_{1}\right)+\sum_{i=0}^{2} D_{i}\left(y_{n-i}-\bar{x}_{2}\right) .
\end{aligned}
$$

Set

$$
\begin{aligned}
e_{n}^{1} & =x_{n}-\bar{x}_{1}, \\
e_{n}^{2} & =y_{n}-\bar{x}_{2} ;
\end{aligned}
$$

therefore, it follows that

$$
\begin{aligned}
& e_{n+1}^{1}=\sum_{i=0}^{2} A_{i} e_{n-i}^{1}+\sum_{i=0}^{2} B_{i} e_{n-i}^{2} \\
& e_{n+1}^{2}=\sum_{i=0}^{2} C_{i} e_{n-i}^{1}+\sum_{i=0}^{2} D_{i} e_{n-i}^{2}
\end{aligned}
$$

where

$$
\begin{aligned}
A_{0} & =0, A_{1}=0, A_{2}=0, \\
B_{0} & =-\frac{r s_{1} p \bar{y}\left(y_{n}^{p} y_{n-2}{ }^{q}-\bar{y}^{p+q}\right)}{\left(1+s_{1} y_{n}^{p} y_{n-2}^{q}\right)^{2}}, \\
B_{1} & =\frac{r}{1+s_{1} y_{n}^{p} y_{n-2}{ }^{q}}, \\
B_{2} & =-\frac{r s_{1} q \bar{y}\left(y_{n}^{p} y_{n-2}^{q}-\bar{y}^{p+q}\right)}{\left(1+s_{1} y_{n}^{p} y_{n-2}^{q}\right)^{2}}, \\
C_{0} & =-\frac{r_{1} s p \bar{x}\left(x_{n}^{p} x_{n-2} q-\bar{x}^{p+q}\right)}{\left(1+s x_{n}^{p} x_{n-2}^{q}\right)^{2}}, \\
C_{1} & =\frac{r_{1}}{1+s x_{n}^{p} x_{n-2}^{q}}, \\
C_{2} & =-\frac{r_{1} s q \bar{x}\left(x_{n}^{p} x_{n-2}^{q}-\bar{x}^{p+q}\right)}{\left(1+s x_{n}^{p} x_{n-2}\right)^{2}}, \\
D_{0} & =0, D_{1}=0, D_{2}=0 .
\end{aligned}
$$

Taking the limits, it is clear that

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} A_{0}=0, \lim _{n \rightarrow \infty} A_{1}=0, \lim _{n \rightarrow \infty} A_{2}=0 \\
& \lim _{n \rightarrow \infty} B_{0}=-\frac{r s_{1} p \bar{y}\left(y_{n}^{p} y_{n-2} q-\bar{y}^{p+q}\right)}{\left.\left(1+s_{1} y_{n}^{p} y_{n-2}\right)^{q}\right)^{2}} \\
& \lim _{n \rightarrow \infty} B_{1}=\frac{r}{1+s_{1} y_{n}^{p} y_{n-2} q}, \\
& \lim _{n \rightarrow \infty} B_{2}=-\frac{r s_{1} q \bar{y}\left(y_{n}^{p} y_{n-2}-\bar{y}^{p+q}\right)}{\left(1+s_{1} y_{n}^{p} y_{n-2}^{q}\right)^{2}} \\
& \lim _{n \rightarrow \infty} C_{0}=-\frac{r_{1} s p \bar{x}\left(x_{n}^{p} x_{n-2}^{q}-\bar{x}^{p+q}\right)}{\left(1+s x_{n}^{p} x_{n-2}^{q}\right)^{2}}, \\
& \lim _{n \rightarrow \infty} C_{1}=\frac{r_{1}}{1+s x_{n}^{p} x_{n-2} q^{q}}, \\
& \lim _{n \rightarrow \infty} C_{2}=-\frac{r_{1} s q \bar{x}\left(x_{n}^{p} x_{n-2}^{q}-\bar{x}^{p+q}\right)}{\left(1+s x_{n}^{p} x_{n-2}\right)^{2}} \\
& \lim _{n \rightarrow \infty} D_{0}=0, \lim _{n \rightarrow \infty} D_{1}=0, \lim _{n \rightarrow \infty} D_{2}=0 .
\end{aligned}
$$

That is

$$
\begin{aligned}
& B_{0}=-\frac{r s_{1} p \bar{y}\left(y_{1}^{p} y_{2}^{q}-\bar{y}^{p+q}\right)}{\left(1+s_{1} \bar{y}_{2}^{p+q}\right)^{2}}+\alpha_{n}, \\
& B_{1}=\frac{r}{1+s_{1} \bar{y}_{2}^{p+q}+\beta_{n},} \\
& B_{2}=-\frac{r s_{1} q \bar{y}\left(y_{1}^{p} y_{2}^{q}-\bar{y}^{p+q}\right)}{\left(1+s_{1} \bar{y}_{2}^{p+q}\right)^{2}}+\gamma_{n}, \\
& C_{0}=-\frac{r_{1} s p \bar{x}\left(x_{2}^{p} x_{1}^{q}-\bar{x}^{p+q}\right)}{\left(1+s \bar{x}_{1}^{p+q}\right)^{2}}+\delta_{n}, \\
& C_{1}=\frac{r_{1}}{1+s \bar{x}_{1}^{p+q}+\eta_{n},} \\
& C_{2}=--\frac{r_{1} s q \bar{x}\left(x_{2}^{p} x_{1}^{q}-\bar{x}^{p+q}\right)}{\left(1+s \bar{x}_{1}^{p+q}\right)^{2}}+\theta_{n},
\end{aligned}
$$

where $\alpha_{n} \rightarrow 0, \beta_{n} \rightarrow 0, \gamma_{n} \rightarrow 0, \delta_{n} \rightarrow 0, \eta_{n} \rightarrow 0, \theta_{n} \rightarrow 0$ for $n \rightarrow \infty$.
Thus, the limitting system of error terms about the equilibrium $M$ can be written as follows:

$$
E_{n+1}=(C+D(n)) E_{n},
$$

where $E_{n}=\left(e_{n}^{1}, e_{n-1}^{1}, e_{n-2}^{1}, e_{n}^{2}, e_{n-1}^{2}, e_{n-2}^{2}\right)^{T}$,

$$
\begin{aligned}
C & =\left(\begin{array}{cccccc}
0 & 0 & 0 & 0 & r & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & r_{1} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0
\end{array}\right)_{6 \times 6}, \\
D_{n} & =\left(\begin{array}{cccccc}
0 & 0 & 0 & \alpha_{n} & \beta_{n} & \gamma_{n} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\delta_{n} & \eta_{n} & \theta_{n} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right)_{6 \times 6}
\end{aligned}
$$

and $\|D(n)\| \rightarrow 0$, when $n \rightarrow \infty$. As desired.
Corollary 5.6. Assume that $r r_{1}<1$. Then, the error vector of every non-trivial solution of system 1.8 satisfies both of the following asymptotic relations:

$$
\begin{aligned}
& \lim _{n \rightarrow \infty}\left\|E_{n}\right\|^{1 / n}=\left|\lambda_{i} J_{F}(M)\right|, \text { for some } i=1,2,3,4,5,6, \\
& \lim _{n \rightarrow \infty} \frac{\left\|E_{n+1}\right\|}{\left\|E_{n}\right\|}=\left|\lambda_{i} J_{F}(M)\right|, \text { for some } i=1,2,3,4,5,6
\end{aligned}
$$

where $\left|\lambda_{i} J_{F}(M)\right|$ is equal to the modulus of one the eigenvalues of the Jacobian matrix evaluated at the equilibrium point M, i.e. $\left\{\lambda_{1,2}=0, \lambda_{3,4}= \pm \sqrt[4]{r r_{1}}, \lambda_{5,6}= \pm i \sqrt[4]{r r_{1}}.\right\}$.

## 6. Conclusions

In the present paper, we described the qualitative behaviors of solutions of the system (1.8) of nonlinear difference equations. More precisely, we studied the equilibrium points, the local asymptotic stability, the global asymptotic stability of zero equilibrium, the existence of the prime two-periodic solutions and the rate of convergence of positive solutions of the aforementioned system. Also, we gave a correction about an article in the literature. Our system generalized the systems studied in [13, 14, 27].

The results in this paper can be extend to the following system of difference equations;

$$
\left.\begin{array}{l}
u_{n+1}=\frac{\alpha v_{n-1}}{\beta+\gamma \sum_{i=0}^{k} v_{n-2 i}^{p_{i}}}, \\
v_{n+1}=\frac{\alpha_{1} u_{n-1}}{\beta_{1}+\gamma_{1} \sum_{i=0}^{k} u_{n-2 i}^{p_{i}}},
\end{array}\right\}, n=0,1, \ldots
$$
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## 1. Introduction

Integral equations arise naturally in various applications in describing numerous real universe problems. As well, quadratic integral equations have numerous useful applications in describing uncountable events and problems of the real world. For instance, quadratic integral equations are often applicable in the traffic theory, in the theory of radiative transfer, in the theory of neutron transport and kinetic theory of gases. Several authors have comprehensively studied the integral equations and the solution of them in this references [ $1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23]$. Moreover, M . Benchohra and M. A. Darwish et al. [1] study the existence of the unique solution, defined on a semi-infinite interval $J:[0, \infty)$ for the following quadratic integral equations with a linear modification of the argument

$$
x(t)=f(t)+(A x)(t) \int_{0}^{T} u(t, s, x(s), x(\alpha s)) d s, t \in J
$$

where $f: J \rightarrow \mathbb{R}, u: J \times J_{T} \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ are given functions, $0<\alpha<1, J_{T}=[0, T]$ and $A: C(J ; \mathbb{R}) \rightarrow C(J ; \mathbb{R})$ is an appropriate operator. Here $C(J ; \mathbb{R})$ denotes the space of continuous functions $x: J \rightarrow \mathbb{R}$.

This article concerns the entity of solutions of the following a quadratic integral equation of Fredholm type,

$$
\begin{equation*}
x(t)=\left(T_{1} x\right)(t)+\left(T_{2} x\right)(t) \int_{0}^{1} k(t, \tau)\left(T_{3} x\right)(\tau) d \tau, t \in I=[0,1] . \tag{1.1}
\end{equation*}
$$

where $k$ is given function, $T_{1}, T_{2}, T_{3}$ are given operators satisfying conditions specified later and $x$ is unknown function.

## 2. Preliminaries

Let $[a, b]$ be a closed interval in $\mathbb{R}$, by $C[a, b]$ we indicate the space of continuous functions defined on $[a, b]$ equipped with the supremum norm, i.e.,

$$
\|x\|_{\infty}=\sup \{|x(t)|: t \in[a, b]\}
$$

for $x \in C[a, b]$. For a fixed $\alpha$ with $0<\alpha \leq 1$, by $H_{\alpha}[a, b]$ we will indicate the spaces of the real functions $x$ defined on $[a, b]$ and satisfying the Hölder condition, that is, those functions $x$ for which there exists a constant $H_{x}^{\alpha}$ such that

$$
\begin{equation*}
|x(t)-x(s)| \leq H_{x}^{\alpha}|t-s|^{\alpha} \tag{2.1}
\end{equation*}
$$

for all $t, s \in[a, b]$. It is well proved that $H_{\alpha}[a, b]$ is a linear subspaces of $C[a, b]$. Also, for $x \in H^{\alpha}[a, b]$, by $H_{x}^{\alpha}$ we will indicate the least possible stable for which inequality (2.1) is satisfied. Rather, we put

$$
\begin{equation*}
H_{x}^{\alpha}=\sup \left\{\frac{|x(t)-x(s)|}{|t-s|^{\alpha}}: t, s \in[a, b] \text { and } t \neq s\right\} . \tag{2.2}
\end{equation*}
$$

The space $H_{\alpha}[a, b]$ with $0<\alpha \leq 1$ may be equipped with the norm

$$
\|x\|_{\alpha}=|x(a)|+H_{x}^{\alpha}
$$

for $x \in H_{\alpha}[a, b]$. Here, $H_{x}^{\alpha}$ is defined by (2.2). In [2], the authors demonstrated that $\left(H_{\alpha}[a, b],\|\cdot\|_{\alpha}\right)$ with $0<\alpha \leq 1$ is a Banach space.
Lemma 2.1. For $0<\alpha \leq 1$ and $x \in H_{\alpha}[a, b]$, we have:

$$
\|x\|_{\infty} \leq \max \left(1,(b-a)^{\alpha}\right)\|x\|_{\alpha} .
$$

In particular, the inequality $\|x\|_{\infty} \leq\|x\|_{\alpha}$ is satisfied for $a=0$ and $b=1$, [2].
Lemma 2.2. For $0<\alpha<\beta \leq 1$, we have

$$
H_{\beta}[a, b] \subset H_{\alpha}[a, b] \subset C[a, b] .
$$

Furthermore, for $x \in H_{\beta}[a, b]$, we have:

$$
\|x\|_{\alpha} \leq \max \left(1,(b-a)^{\beta-\alpha}\right)\|x\|_{\beta} .
$$

Particularly, the inequality $\|x\|_{\infty} \leq\|x\|_{\alpha} \leq\|x\|_{\beta}$ is satisfied for $a=0$ and $b=1$, [2].
Lemma 2.3. Let's assume that $0<\alpha<\beta \leq 1$ and $E$ is a bounded subset in $H_{\beta}[a, b]$, then $E$ is a relatively compact subset in $H_{\alpha}[a, b],[3]$.

Lemma 2.4. Assume that $0<\alpha<\beta \leq 1$ and by $B_{r}^{\beta}$ we indicate the ball centered at $\theta$ and radius $r$ in the space $H_{\beta}[a, b]$, i.e., $B_{r}^{\beta}=\left\{x \in H_{\beta}[a, b]:\|x\|_{\beta} \leq r\right\}$. Then $B_{r}^{\beta}$ is a closed subset of $H_{\alpha}[a, b]$, [3].

Corollary 2.5. Assume that $0<\alpha<\beta \leq 1$ and $B_{r}^{\beta}=\left\{x \in H_{\beta}[a, b]:\|x\|_{\beta} \leq r\right\}$, then $B_{r}^{\beta}$ is a compact subset in the space $H_{\alpha}[a, b],[3]$.

Theorem 2.6 (Schauder's fixed point theorem). Let E be a nonempty, compact and convex subset of a Banach space $(X,\|\cdot\|)$, convex and let $T: E \rightarrow E$ be a continuity mapping. Then $T$ has at least one fixed point in $E$, [4].

## 3. Main Result

Theorem 3.1. Assume that the following conditions $(i)-(i v)$ are satisfied:
(i) The operators $T_{1}, T_{2}: H_{\beta}[0,1] \rightarrow H_{\beta}[0,1]$ are continuous on $H_{\beta}[0,1]$ with respect to the norm $\|\cdot\|_{\alpha}$. Also, $T_{1}$ and $T_{2}$ hold the inequalities

$$
\left\|T_{1} x\right\|_{\beta} \leq f_{1}\left(\|x\|_{\beta}\right) \text { and }\left\|T_{2} x\right\|_{\beta} \leq f_{2}\left(\|x\|_{\beta}\right)
$$

for any $x \in H_{\beta}[0,1]$, where $\alpha$ and $\beta$ are the fixed constants satisfying $0<\alpha<\beta \leq 1$ and the functions $f_{1}, f_{2}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$ are nondecreasing on $\mathbb{R}_{+}$.
(ii) $k:[0,1] \times[0,1] \rightarrow \mathbb{R}$ is a continuous function such that there exists a constant $k_{\beta}>0$ satisfying

$$
|k(t, \tau)-k(s, \tau)| \leq k_{\beta}|t-s|^{\beta}
$$

for any $t, s, \tau \in[0,1]$.
(iii) The operators $T_{3}: H_{\beta}[0,1] \rightarrow C[0,1]$ is continuous on $H_{\beta}[0,1]$ with respect to the norm $\|\cdot\|_{\alpha}$. Also, $T_{3}$ holds the inequality

$$
\left\|T_{3} x\right\|_{\infty} \leq f_{3}\left(\|x\|_{\beta}\right)
$$

for any $x \in H_{\beta}[0,1]$, where $\alpha$ and $\beta$ are the fixed constants satisfying $0<\alpha<\beta \leq 1$ and the functions $f_{3}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is nondecreasing on $\mathbb{R}_{+}$.
(iv) There exists a positive solution $r_{0}$ of the inequality

$$
f_{1}(r)+\left(2 K+k_{\beta}\right) f_{2}(r) f_{3}(r) \leq r
$$

where the constant $K$ is defined by

$$
\sup \left\{\int_{0}^{1}|k(t, \tau)| d \tau: t \in[0,1]\right\} \leq K .
$$

Then the equation (1.1) has at least one solution $x=x(t)$ belonging to space $H_{\alpha}[0,1]$.
Proof. We take for arbitrarily fixed $t, s \in[0,1],(t \neq s)$ and let us consider $x \in H_{\beta}[0,1]$ and the operator $F$ defined on the space $H_{\beta}[0,1]$ by the formula:

$$
(F x)(t)=\left(T_{1} x\right)(t)+\left(T_{2} x\right)(t) \int_{0}^{1} k(t, \tau)\left(T_{3} x\right)(\tau) d \tau
$$

for $t \in[0,1]$. Then, in view of our assumptions we get

$$
\begin{aligned}
(F x)(t)-(F x)(s)= & \left(T_{1} x\right)(t)+\left(T_{2} x\right)(t) \int_{0}^{1} k(t, \tau)\left(T_{3} x\right)(\tau) d \tau-\left(T_{1} x\right)(s)-\left(T_{2} x\right)(s) \int_{0}^{1} k(s, \tau)\left(T_{3} x\right)(\tau) d \tau \\
= & \left(T_{1} x\right)(t)-\left(T_{1} x\right)(s)+\left(T_{2} x\right)(t) \int_{0}^{1} k(t, \tau)\left(T_{3} x\right)(\tau) d \tau-\left(T_{2} x\right)(s) \int_{0}^{1} k(s, \tau)\left(T_{3} x\right)(\tau) d \tau \\
& +\left(T_{2} x\right)(s) \int_{0}^{1} k(t, \tau)\left(T_{3} x\right)(\tau) d \tau-\left(T_{2} x\right)(s) \int_{0}^{1} k(t, \tau)\left(T_{3} x\right)(\tau) d \tau \\
= & \left(T_{1} x\right)(t)-\left(T_{1} x\right)(s)+\left(\left(T_{2} x\right)(t)-\left(T_{2} x\right)(s)\right) \int_{0}^{1} k(t, \tau)\left(T_{3} x\right)(\tau) d \tau \\
& +\left(T_{2} x\right)(s) \int_{0}^{1}(k(t, \tau)-k(s, \tau))\left(T_{3} x\right)(\tau) d \tau
\end{aligned}
$$

and

$$
\begin{align*}
\frac{|(F x)(t)-(F x)(s)|}{|t-s|^{\beta}} \leq & \frac{\left|\left(T_{1} x\right)(t)-\left(T_{1} x\right)(s)\right|}{|t-s|^{\beta}}+\frac{\left|\left(T_{2} x\right)(t)-\left(T_{2} x\right)(s)\right|}{|t-s|^{\beta}} \int_{0}^{1}|k(t, \tau)|\left|\left(T_{3} x\right)(\tau)\right| d \tau \\
& +\frac{\left|\left(T_{2} x\right)(s)\right|}{|t-s|^{\beta}} \int_{0}^{1}|k(t, \tau)-k(s, \tau)|\left|\left(T_{3} x\right)(\tau)\right| d \tau \leq H_{T_{1} x}^{\beta}+\left\|T_{2} x\right\|_{\beta}\left\|T_{3} x\right\|_{\infty} \int_{0}^{1}|k(t, \tau)| d \tau \\
& +\left\|T_{2} x\right\|_{\infty}\left\|T_{3} x\right\|_{\infty} \int_{0}^{1} \frac{|k(t, \tau)-k(s, \tau)|}{|t-s|^{\beta}} d \tau \\
\leq & H_{T_{1} x}^{\beta}+\left\|T_{2} x\right\|_{\beta}\left\|T_{3} x\right\|_{\infty} K+\left\|T_{2} x\right\|_{\beta}\left\|T_{3} x\right\|_{\infty} \int_{0}^{1} k_{\beta} \frac{|t-s|^{\beta}}{|t-s|^{\beta}} d \tau \\
\leq & H_{T_{1} x}^{\beta}+f_{2}\left(\|x\|_{\beta}\right) f_{3}\left(\|x\|_{\beta}\right) K+f_{2}\left(\|x\|_{\beta}\right) f_{3}\left(\|x\|_{\beta}\right) k_{\beta} \\
= & H_{T_{1} x}^{\beta}+\left(K+k_{\beta}\right) f_{2}\left(\|x\|_{\beta}\right) f_{3}\left(\|x\|_{\beta}\right) . \tag{3.1}
\end{align*}
$$

This demonstrates that the operator $F$ maps $H_{\beta}[0,1]$ into itself. Besides, for any $x \in H_{\beta}[0,1]$, we get

$$
\begin{align*}
|(F x)(0)| & \leq\left|\left(T_{1} x\right)(0)\right|+\left|\left(T_{2} x\right)(0)\right| \int_{0}^{1}|k(0, \tau)|\left(T_{3} x\right)(\tau) \mid d \tau \\
& \leq\left|\left(T_{1} x\right)(0)\right|+\left\|T_{2} x\right\|_{\infty}\left\|T_{3} x\right\|_{\infty} K \\
& \leq\left|\left(T_{1} x\right)(0)\right|+\left\|T_{2} x\right\|_{\beta}\left\|T_{3} x\right\|_{\infty} K \\
& \leq\left|\left(T_{1} x\right)(0)\right|+f_{2}\left(\|x\|_{\beta}\right) f_{3}\left(\|x\|_{\beta}\right) K . \tag{3.2}
\end{align*}
$$

By the inequalities by (3.1) and (3.2), we derive that

$$
\begin{align*}
\|F x\|_{\beta} & \leq\left\|T_{1} x\right\|_{\beta}+\left(2 K+k_{\beta}\right) f_{2}\left(\|x\|_{\beta}\right) f_{3}\left(\|x\|_{\beta}\right) \\
& \leq f_{1}\left(\|x\|_{\beta}\right)+\left(2 K+k_{\beta}\right) f_{2}\left(\|x\|_{\beta}\right) f_{3}\left(\|x\|_{\beta}\right) . \tag{3.3}
\end{align*}
$$

Since positive number $r_{0}$ is the solution of the inequality given in hypothesis $(i v)$, from (3.3), we conclude that the inequality

$$
\begin{equation*}
\|F x\|_{\beta} \leq f_{1}\left(r_{0}\right)+\left(2 K+k_{\beta}\right) f_{2}\left(r_{0}\right) f_{3}\left(r_{0}\right) \leq r_{0} \tag{3.4}
\end{equation*}
$$

holds. As a results, it follows that $F$ transforms the ball

$$
B_{r_{0}}^{\beta}=\left\{x \in H_{\beta}[0,1]:\|x\|_{\beta} \leq r_{0}\right\}
$$

into itself. That is, $F: B_{r_{0}}^{\beta} \rightarrow B_{r_{0}}^{\beta}$. Thus, we have that the set $B_{r_{0}}^{\beta}$ is relatively compact in $H_{\alpha}[0,1]$ for any $0<\alpha<\beta \leq 1$. Furthermore, $B_{r_{0}}^{\beta}$ is a compact subset in $H_{\alpha}[0,1]$.

We will show that the operator $F$ is continuous on $B_{r_{0}}^{\beta}$ with respect to the norm $\|\cdot\|_{\alpha}$, where $0<\alpha<\beta \leq 1$. Let $y \in B_{r_{0}}^{\beta}$ be an arbitrary point in $B_{r_{0}}^{\beta}$. Then, we get

$$
\begin{align*}
(F x)(t)-(F y)(t)-((F x)(s)-(F y)(s))= & \left(T_{1} x\right)(t)+\left(T_{2} x\right)(t) \int_{0}^{1} k(t, \tau)\left(T_{3} x\right)(\tau) d \tau \\
& -\left(T_{1} y\right)(t)-\left(T_{2} y\right)(t) \int_{0}^{1} k(t, \tau)\left(T_{3} y\right)(\tau) d \tau \\
& -\left(T_{1} x\right)(s)-\left(T_{2} x\right)(s) \int_{0}^{1} k(s, \tau)\left(T_{3} x\right)(\tau) d \tau \\
& +\left(T_{1} y\right)(s)+\left(T_{2} y\right)(s) \int_{0}^{1} k(s, \tau)\left(T_{3} y\right)(\tau) d \tau \tag{3.5}
\end{align*}
$$

for any $x \in B_{r_{0}}^{\beta}$ and $t, s \in[0,1]$. The equality (3.5) can be rewritten as:

$$
\begin{align*}
(F x)(t)-(F y)(t)-((F x)(s)-(F y)(s))= & \left(T_{1} x\right)(t)-\left(T_{1} y\right)(t)-\left(\left(T_{1} x\right)(s)-\left(T_{1} y\right)(s)\right) \\
& +\left(T_{2} x\right)(t) \int_{0}^{1} k(t, \tau)\left(T_{3} x\right)(\tau) d \tau-\left(T_{2} y\right)(t) \int_{0}^{1} k(t, \tau)\left(T_{3} x\right)(\tau) d \tau \\
& +\left(T_{2} y\right)(t) \int_{0}^{1} k(t, \tau)\left(T_{3} x\right)(\tau) d \tau-\left(T_{2} y\right)(t) \int_{0}^{1} k(t, \tau)\left(T_{3} y\right)(\tau) d \tau \\
& -\left(T_{2} x\right)(s) \int_{0}^{1} k(s, \tau)\left(T_{3} x\right)(\tau) d \tau+\left(T_{2} y\right)(s) \int_{0}^{1} k(s, \tau)\left(T_{3} x\right)(\tau) d \tau \\
& -\left(T_{2} y\right)(s) \int_{0}^{1} k(s, \tau)\left(T_{3} x\right)(\tau) d \tau+\left(T_{2} y\right)(s) \int_{0}^{1} k(s, \tau)\left(T_{3} y\right)(\tau) d \tau . \tag{3.6}
\end{align*}
$$

By (3.6), we have

$$
\begin{align*}
(F x)(t)-(F y)(t)-((F x)(s)-(F y)(s))= & \left(T_{1} x\right)(t)-\left(T_{1} y\right)(t)-\left(\left(T_{1} x\right)(s)-\left(T_{1} y\right)(s)\right) \\
& +\left(\left(T_{2} x\right)(t)-\left(T_{2} y\right)(t)\right) \int_{0}^{1} k(t, \tau)\left(T_{3} x\right)(\tau) d \tau \\
& +\left(T_{2} y\right)(t) \int_{0}^{1} k(t, \tau)\left(\left(T_{3} x\right)(\tau)-\left(T_{3} y\right)(\tau)\right) d \tau \\
& -\left(\left(T_{2} x\right)(s)-\left(T_{2} y\right)(s)\right) \int_{0}^{1} k(s, \tau)\left(T_{3} x\right)(\tau) d \tau \\
& -\left(T_{2} y\right)(s) \int_{0}^{1} k(s, \tau)\left(\left(T_{3} x\right)(\tau)-\left(T_{3} y\right)(\tau)\right) d \tau \tag{3.7}
\end{align*}
$$

(3.7) yields the following equality:

$$
\begin{align*}
((F x)(t)-(F y)(t))-((F x)(s)-(F y)(s))= & \left(T_{1} x\right)(t)-\left(T_{1} y\right)(t)-\left(\left(T_{1} x\right)(s)-\left(T_{1} y\right)(s)\right) \\
& +\left[\left(\left(T_{2} x\right)(t)-\left(T_{2} y\right)(t)\right)-\left(\left(T_{2} x\right)(s)-\left(T_{2} y\right)(s)\right)\right] \int_{0}^{1} k(t, \tau)\left(T_{3} x\right)(\tau) d \tau \\
& +\left(\left(T_{2} x\right)(s)-\left(T_{2} y\right)(s)\right) \int_{0}^{1}(k(t, \tau)-k(s, \tau))\left(T_{3} x\right)(\tau) d \tau \\
& +\left(\left(T_{2} y\right)(t)-\left(T_{2} y\right)(s)\right) \int_{0}^{1} k(t, \tau)\left(\left(T_{3} x\right)(\tau)-\left(T_{3} y\right)(\tau)\right) d \tau \\
& +\left(T_{2} y\right)(s) \int_{0}^{1}(k(t, \tau)-k(s, \tau))\left(\left(T_{3} x\right)(\tau)-\left(T_{3} y\right)(\tau)\right) d \tau \tag{3.8}
\end{align*}
$$

Since $\left|\left(T_{3} x\right)(\tau)\right| \leq\left\|T_{3} x\right\|_{\infty} \leq f_{3}\left(\|x\|_{\beta}\right)$ and $\left|\left(T_{3} x\right)(\tau)-\left(T_{3} y\right)(\tau)\right| \leq\left\|T_{3} x-T_{3} y\right\|_{\infty}$ for all $x, y \in B_{r_{0}}^{\beta}$ and $\tau \in[0,1]$, taking into account (3.8) and hypotheses, we can write:

$$
\begin{aligned}
\frac{|(F x)(t)-(F y)(t)-((F x)(s)-(F y)(s))|}{|t-|^{\alpha}} \leq & \frac{\left|\left(T_{1} x\right)(t)-\left(T_{1} y\right)(t)-\left(\left(T_{1} x\right)(s)-\left(T_{1} y\right)(s)\right)\right|}{|t-|^{\alpha}} \\
& +\frac{\left|\left(T_{2} x\right)(t)-\left(T_{2} y\right)(t)-\left(\left(T_{2} x\right)(s)-\left(T_{2} y\right)(s)\right)\right|}{|t-s|^{\alpha}} \int_{0}^{1}\left|k(t, \tau) \|\left(T_{3} x\right)(\tau)\right| d \tau \\
& +\frac{\left|\left(T_{2} x\right)(s)-\left(T_{2} y\right)(s)\right|}{|t-s|^{\alpha}} \int_{0}^{1}\left|k(t, \tau)-k(s, \tau) \|\left(T_{3} x\right)(\tau)\right| d \tau \\
& +\frac{\left|\left(T_{2} y\right)(t)-\left(T_{2} y\right)(s)\right|}{|t-s|^{\alpha}} \int_{0}^{1}\left|k(t, \tau) \|\left(T_{3} x\right)(\tau)-\left(T_{3} y\right)(\tau)\right| d \tau \\
& +\frac{\left|\left(T_{2} y\right)(s)\right|}{|t-s|^{\alpha}} \int_{0}^{1}\left|k(t, \tau)-k(s, \tau) \|\left(T_{3} x\right)(\tau)-\left(T_{3} y\right)(\tau)\right| d \tau \\
\leq & \left\|T_{1} x-T_{1} y\right\|_{\alpha}+\left\|T_{2} x-T_{2} y\right\|_{\alpha}\left\|T_{3} x\right\|_{\infty} K+\left\|T_{2} x-T_{2} y\right\|_{\infty}\left\|T_{3} x\right\|_{\infty} \int_{0}^{1} k_{\beta}|t-s|^{\beta-\alpha} d \tau \\
& +\left\|T_{2} y\right\|_{\alpha}\left\|T_{3} x-T_{3} y\right\|_{\infty} K+\left\|T_{2} y\right\|_{\infty}\left\|T_{3} x-T_{3} y\right\|_{\infty} \int_{0}^{1} k_{\beta}|t-s|^{\beta-\alpha} d \tau \\
\leq & \left\|T_{1} x-T_{1} y\right\|_{\alpha}+K\left\|T_{2} x-T_{2} y\right\|_{\alpha}\left\|T_{3} x\right\|_{\infty}+k_{\beta}\left\|T_{2} x-T_{2} y\right\|_{\alpha}\left\|T_{3} x\right\|_{\infty} \\
& +K\left\|T_{2} y\right\|_{\alpha}\left\|T_{3} x-T_{3} y\right\|_{\infty}+k_{\beta}\left\|T_{2} y\right\|_{\alpha}\left\|T_{3} x-T_{3} y\right\|_{\infty} \\
= & \left\|T_{1} x-T_{1} y\right\|_{\alpha}+\left(K+k_{\beta}\right)\left\|T_{2} x-T_{2} y\right\|_{\alpha}\left\|T_{3} x\right\|_{\infty}+\left(K+k_{\beta}\right)\left\|T_{2} y\right\|_{\alpha}\left\|T_{3} x-T_{3} y\right\|\left(3_{3} .9\right)
\end{aligned}
$$

for all $t, s \in[0,1]$ with $t \neq s$. Besides, for $x, y \in B_{r_{0}}^{\beta}$, we obtain following equality:

$$
\begin{align*}
(F x)(0)-(F y)(0)= & \left(T_{1} x\right)(0)+\left(T_{2} x\right)(0) \int_{0}^{1} k(0, \tau)\left(T_{3} x\right)(\tau) d \tau-\left(T_{1} y\right)(0)-\left(T_{2} y\right)(0) \int_{0}^{1} k(0, \tau)\left(T_{3} y\right)(\tau) d \tau \\
= & \left(T_{1} x\right)(0)-\left(T_{1} y\right)(0)+\left(T_{2} x\right)(0) \int_{0}^{1} k(0, \tau)\left(T_{3} x\right)(\tau) d \tau \\
& -\left(T_{2} y\right)(0) \int_{0}^{1} k(0, \tau)\left(T_{3} x\right)(\tau) d \tau+\left(T_{2} y\right)(0) \int_{0}^{1} k(0, \tau)\left(T_{3} x\right)(\tau) d \tau \\
& -\left(T_{2} y\right)(0) \int_{0}^{1} k(0, \tau)\left(T_{3} y\right)(\tau) d \tau \\
= & \left(T_{1} x\right)(0)-\left(T_{1} y\right)(0)+\left(\left(T_{2} x\right)(0)-\left(T_{2} y\right)(0)\right) \int_{0}^{1} k(0, \tau)\left(T_{3} x\right)(\tau) d \tau \\
& +\left(T_{2} y\right)(0) \int_{0}^{1} k(0, \tau)\left(\left(T_{3} x\right)(\tau)-\left(T_{3} y\right)(\tau)\right) d \tau . \tag{3.10}
\end{align*}
$$

By (3.10), we get that

$$
\begin{align*}
|(F x)(0)-(F y)(0)|= & \left|\left(T_{1} x\right)(0)-\left(T_{1} y\right)(0)\right|+\left|\left(T_{2} x\right)(0)-\left(T_{2} y\right)(0)\right| K \int_{0}^{1}\left|\left(T_{3} x\right)(\tau)\right| d \tau \\
& +\left|\left(T_{2} y\right)(0)\right| K \int_{0}^{1}\left|\left(T_{3} x\right)(\tau)-\left(T_{3} y\right)(\tau)\right| d \tau \\
\leq & \left\|T_{1} x-T_{1} y\right\|_{\infty}+\left\|T_{2} x-T_{2} y\right\|_{\infty} K\left\|T_{3} x\right\|_{\infty}+\left\|T_{2} y\right\|_{\infty} K\left\|T_{3} x-T_{3} y\right\|_{\infty} \\
\leq & \left\|T_{1} x-T_{1} y\right\|_{\alpha}+\left\|T_{2} x-T_{2} y\right\|_{\alpha} K\left\|T_{3} x\right\|_{\infty}+\left\|T_{2} y\right\|_{\alpha} K\left\|T_{3} x-T_{3} y\right\|_{\infty} . \tag{3.11}
\end{align*}
$$

From (3.9) and (3.11), we have that

$$
\begin{align*}
\|F x-F y\|_{\alpha} & =|(F x-F y)(0)|+H_{F x-F y}^{\alpha} \\
& =|(F x)(0)-(F y)(0)|+\sup \left\{\frac{|(F x)(t)-(F y)(t)-((F x)(s)-(F y)(s))|}{|t-s|^{\alpha}}: t, s \in[0,1] \text { and } t \neq s\right\} \\
& \leq 2\left\|T_{1} x-T_{1} y\right\|_{\alpha}+\left(2 K+k_{\beta}\right)\left\|T_{2} x-T_{2} y\right\|_{\alpha}\left\|T_{3} x\right\|_{\infty}+\left(2 K+k_{\beta}\right)\left\|T_{2} y\right\|_{\alpha}\left\|T_{3} x-T_{3} y\right\|_{\infty} \\
& \leq 2\left\|T_{1} x-T_{1} y\right\|_{\alpha}+\left(2 K+k_{\beta}\right)\left\|T_{2} x-T_{2} y\right\|_{\alpha}\left\|T_{3} x\right\|_{\infty}+\left(2 K+k_{\beta}\right)\left\|T_{2} y\right\|_{\beta}\left\|T_{3} x-T_{3} y\right\|_{\infty} \\
& \leq 2\left\|T_{1} x-T_{1} y\right\|_{\alpha}+\left(2 K+k_{\beta}\right)\left\|T_{2} x-T_{2} y\right\|_{\alpha} f_{3}\left(\|x\|_{\beta}\right)+\left(2 K+k_{\beta}\right) f_{2}\left(\|y\|_{\beta}\right)\left\|T_{3} x-T_{3} y\right\|_{\infty} . \tag{3.12}
\end{align*}
$$

Moreover, since $\|x\|_{\beta} \leq r_{0}$ and $\|y\|_{\beta} \leq r_{0}$, we derive from (3.12) that the following inequality holds:

$$
\begin{equation*}
\|F x-F y\|_{\alpha} \leq 2\left\|T_{1} x-T_{1} y\right\|_{\alpha}+\left(2 K+k_{\beta}\right) f_{3}\left(r_{0}\right)\left\|T_{2} x-T_{2} y\right\|_{\alpha}+\left(2 K+k_{\beta}\right) f_{2}\left(r_{0}\right)\left\|T_{3} x-T_{3} y\right\|_{\infty} . \tag{3.13}
\end{equation*}
$$

Since the operators $T_{1}, T_{2}: H_{\beta}[0,1] \rightarrow H_{\beta}[0,1]$ and $T_{3}: H_{\beta}[0,1] \rightarrow C[0,1]$ are continuous on $H_{\beta}[0,1]$ with respect to the norm $\|\cdot\|_{\alpha}$, they are also continuous at the point $y \in B_{r_{0}}^{\beta}$. Let us take an arbitrary $\varepsilon>0$, then there exists the number $\delta=\delta(\varepsilon)>0$. The inequalities

$$
\left\|T_{1} x-T_{1} y\right\|_{\alpha}<\frac{\varepsilon}{6},\left\|T_{2} x-T_{2} y\right\|_{\alpha}<\frac{\varepsilon}{3\left(2 K+k_{\beta}\right) f_{3}\left(r_{0}\right)}
$$

and

$$
\left\|T_{3} x-T_{3} y\right\|_{\infty}<\frac{\varepsilon}{3\left(2 K+k_{\beta}\right) f_{2}\left(r_{0}\right)}
$$

hold for all $x \in B_{r_{0}}^{\beta}$. Then, taking into account (3.13), we derive the following inequality:

$$
\|F x-F y\|_{\alpha}<\frac{\varepsilon}{3}+\frac{\varepsilon}{3}+\frac{\varepsilon}{3}=\varepsilon .
$$

for all $x \in B_{r_{0}}^{\beta}$ with $\|x-y\|_{\alpha}<\delta$. Eventually, we infer that the operator $F$ is continuous at the point $y \in B_{r_{0}}^{\beta}$. Since $y$ was chosen arbitrarily, we conclude that $F$ is continuous on $B_{r_{0}}^{\beta}$ with respect to the norm $\|\cdot\|_{\alpha}$. Because $B_{r_{0}}^{\beta}$ is compact in $H_{\alpha}[0,1]$, by the classical Schauder fixed point theorem, we get the desired consequence.

## 4. Conclusion

This article concerns the entity of solutions of the following a quadratic integral equation of Fredholm type,

$$
x(t)=\left(T_{1} x\right)(t)+\left(T_{2} x\right)(t) \int_{0}^{1} k(t, \tau)\left(T_{3} x\right)(\tau) d \tau, t \in I=[0,1] .
$$

where $k$ is given function, $T_{1}, T_{2}, T_{3}$ are given operators satisfying conditions specified later and $x$ is unknown function.
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## 1. Introduction

Difference equation is a very diverse field that is effective in almost every branch of applied mathematics. Recently, researchers have shown great interest in studying the behavior of solutions of nonlinear difference equations. Difference equations are used in many fields such as population biology, economics, probability theory, genetics, psychology, mathematical modeling. There are many articles on difference equations, for example; [24]-[28]

Cinar, studied the following problem with positive initial values:

$$
x_{n+1}=\frac{x_{n-1}}{-1+a x_{n} x_{n-1}}
$$

for $n=0,1,2, \ldots$ in [2] respectively.
Simsek et. al., studied the following problems with positive initial values,

$$
\begin{aligned}
x_{n+1} & =\frac{x_{n-3}}{1+x_{n-1}} \\
x_{n+1} & =\frac{x_{n-5}}{1+x_{n-2}} \\
x_{n+1} & =\frac{x_{n-5}}{1+x_{n-1} x_{n-3}}
\end{aligned}
$$

for $n=0,1,2, \ldots$ in [5]-[7] respectively.
Elsayed studied the behavior of the solution of the following difference equation,

$$
x_{n+1}=a x_{n-1}+\frac{b x_{n} x_{n-1}}{c x_{n} d x_{n-2}}, \quad n=0,1, \ldots,
$$

where the initial conditions $x_{-2} x_{-1}, x_{0}$ are arbitrary positive real numbers and $a, b, c, d$ are positive constants. [15]
Devault et. al. studied the following problems

$$
x_{n+1}=\frac{A}{x_{n}}+\frac{1}{x_{n-2}}
$$

for $n=0,1,2, \ldots$ in [23] and showed every positive solution of the equation where $A \in(0, \infty)$.
Stevic et. al. studied on a product-type system of difference equations of second order solvable in closed form in [28]. Shown that the following system of difference equations

$$
z_{n+1}=\frac{z_{n}^{a}}{w_{n-1}^{b}}, w_{n+1}=\frac{w_{n}^{c}}{z_{n-1}^{d}}, n \in \mathbb{N}_{0},
$$

where $a, b, c, d \in \mathbb{Z}, z_{-1}, z_{0}, w_{-1}, w_{0} \in \mathbb{C}$ is solvable in closed form.
In this work, the following non-linear difference equation was studied

$$
\begin{equation*}
x_{n+1}=\frac{x_{n-29}}{1+x_{n-4} x_{n-9} x_{n-14} x_{n-19} x_{n-24}} \tag{1.1}
\end{equation*}
$$

where $x_{-29}, x_{-28}, \ldots, x_{-1}, x_{0} \in(0, \infty)$.

## 2. Main Results

Let $\bar{x}$ be the unique positive equilibrium of the 1.1, then clearly,

$$
\bar{x}=\frac{\bar{x}}{1+\overline{x x x x x}} \Rightarrow \bar{x}+\bar{x}^{6}=\bar{x} \Rightarrow \bar{x}^{6}=0 \Rightarrow \bar{x}=0,
$$

so $\bar{x}=0$ can be obtained. For any $k \geq 0$ and $m>k$ notation $i=\overline{k, m}$ means $i=k, k+1, \ldots, m$
Theorem 2.1. Consider the difference equation 1.1. Then the following statements are true.
a) The sequences $x_{30 n-29}, x_{30 n-28}, \ldots, x_{30 n-1}, x_{30 n}$ are being decreased and

$$
a_{1}, a_{2}, \ldots, a_{29}, a_{30} \geq 0
$$

are existed in such that

$$
\lim _{n \rightarrow \infty} x_{30 n-29+k}=a_{1+k}, \quad k=\overline{0,29} .
$$

b)

$$
\prod_{k=0}^{6} \lim _{n \rightarrow \infty} x_{35 n-34-j+5 k}=0, \quad j=\overline{0,4} \quad \text { or } \quad \prod_{k=0}^{6} a_{5 k+i}=0, \quad i=\overline{1,5} .
$$

c) $n_{0} \in \mathbb{N}$ such that $x_{n+1} \leq x_{n-24}$ for all $n \geq n_{0}$, then

$$
\lim _{n \rightarrow \infty} x_{n}=0
$$

d) The following formulas below are hold:

$$
x_{30 n+1+k}=x_{-29+k}\left(1-\frac{x_{-4+k} x_{-9+k} x_{-14+k} x_{-19+k} x_{-24+k}}{x_{-4+k} x_{-9+k} x_{-14+k} x_{-19+k} x_{-24+k}} \sum_{j=0}^{n} \prod_{i=1}^{6 j} \frac{1}{1+x_{5 i-4+k} x_{5 i-9+k} x_{5 i-14+k} x_{5 i-19+k} x_{5 i-24+k}}\right)
$$

$$
\begin{aligned}
& x_{30 n+6+k}=x_{-24+k}\left(1-\frac{x_{-4+k} x_{-9+k} x_{-14+k} x_{-19+k} x_{-29+k}}{x_{-4+k} x_{-9+k} x_{-14+k} x_{-19+k} x_{-24+k}} \prod_{j=0}^{6 j+1} \frac{1}{1+x_{5 i-4+k} x_{5 i-9+k} x_{5 i-14+k} x_{5 i-19+k} x_{5 i-24+k}}\right), \\
& x_{30 n+11+k}=x_{-19+k}\left(1-\frac{x_{-4+k} x_{-9+k} x_{-14+k} x_{-24+k} x_{-29+k}}{x_{-4+k} x_{-9+k} x_{-14+k} x_{-19+k} x_{-24+k}} \sum_{j=0}^{\prod_{i=1}^{j+2}} \frac{1}{1+x_{5 i-4+k} x_{5 i-9+k} x_{5 i-14+k} x_{5 i-19+k} x_{5 i-24+k}}\right), \\
& x_{30 n+16+k}=x_{-14+k}\left(1-\frac{x_{-4+k} x_{-9+k} x_{-19+k} x_{-24+k} x_{-29+k}}{x_{-4+k} x_{-9+k} x_{-14+k} x_{-19+k} x_{-24+k}} \prod_{j=0}^{6 j+3} \frac{1}{1+x_{5 i-4+k} x_{5 i-9+k} x_{5 i-14+k} x_{5 i-19+k} x_{5 i-24+k}}\right), \\
& x_{30 n+21+k}=x_{-9+k}\left(1-\frac{x_{-4+k} x_{-14+k} x_{-19+k} x_{-24+k} x_{-29+k}}{x_{-4+k} x_{-9+k} x_{-14+k} x_{-19+k} x_{-24+k}} \sum_{j=0}^{\prod_{i=1}^{6 j+4}} \frac{1}{1+x_{5 i-4+k} x_{5 i-9+k} x_{5 i-14+k} x_{5 i-19+k} x_{5 i-24+k}}\right), \\
& x_{30 n+26+k}=x_{-4+k}\left(1-\frac{x_{-9+k} x_{-14+k} x_{-19+k} x_{-24+k} x_{-29+k}}{x_{-4+k} x_{-9+k} x_{-14+k} x_{-19+k} x_{-24+k}} \sum_{j=0}^{\prod_{i=1}^{6 j+5}} \frac{1}{1+x_{5 i-4+k} x_{5 i-9+k} x_{5 i-14+k} x_{5 i-19+k} x_{5 i-24+k}}\right),
\end{aligned}
$$

$k=\overline{0,4}$ holds.
e) If $x_{30 n+1+k} \rightarrow a_{1+k} \neq 0, \quad x_{30 n+6+k} \rightarrow a_{6+k} \neq 0, \quad x_{30 n+11+k} \rightarrow a_{11+k} \neq 0, \quad x_{30 n+16+k} \rightarrow a_{16+k} \neq 0, \quad x_{35 n+21+k} \rightarrow$ $a_{21+k} \neq 0, \quad$ then $\quad x_{30 n+26+k} \rightarrow a_{26+k}=0 \quad$ as $\quad n \rightarrow \infty . k=\overline{0,4}$.

Proof. a) Firstly, from the 1.1

$$
x_{n+1}=\frac{x_{n-29}}{1+x_{n-4} x_{n-9} x_{n-14} x_{n-19} x_{n-24}}
$$

is obtained. If $x_{n-4} x_{n-9} x_{n-14} x_{n-19} x_{n-24} \in(0,+\infty), \quad$ then $\left(1+x_{n-4} x_{n-9} x_{n-14} x_{n-19} x_{n-24}\right) \in((1,+\infty)$. Since

$$
x_{n+1}<x_{n-29}
$$

$n \in \mathbb{N}$,

$$
\lim _{n \rightarrow \infty} x_{30 n-29+k}=a_{1+k}, \quad \text { for } \quad k=\overline{0,29}
$$

existed formulas are obtained.
b) In view of the 1.1,

$$
n=30 n \Rightarrow x_{30 n+1}=\frac{x_{30 n-29}}{1+\prod_{k=0}^{5} x_{30 n-29+5 k}}
$$

is obtained. If the limits are put on both sides of the above equality,

$$
\prod_{k=0}^{6} \lim _{n \rightarrow \infty} x_{35 n-34+5 k}=0 \quad \text { or } \quad \prod_{k=0}^{6} a_{5 k+1}=0
$$

is obtained. Similarly for $n=30 n+1, n=30 n+2, n=30 n+3$ and $n=30 n+4$ we can obtain $x_{30 n+2}, x_{30 n+3}, x_{30 n+4}$ and $x_{30 n+5}$.
c) If there exist $n_{0} \in \mathbb{N}$ such that $x_{n+1} \leq x_{n-24}$ for all $n \geq n_{0}$, then, $a_{1} \leq a_{6} \leq a_{11} \leq a_{16} \leq a_{21} \leq a_{26} \leq a_{1}, \quad a_{2} \leq a_{7} \leq$ $a_{12} \leq a_{17} \leq a_{22} \leq a_{27} \leq a_{2}, \quad a_{3} \leq a_{8} \leq a_{13} \leq a_{18} \leq a_{23} \leq a_{28} \leq a_{3}, \quad a_{4} \leq a_{9} \leq a_{14} \leq a_{19} \leq a_{24} \leq a_{29} \leq a_{4}, \quad a_{5} \leq$ $a_{10} \leq a_{15} \leq a_{20} \leq a_{25} \leq a_{30} \leq a_{5}$. Using (b) we get

$$
\prod_{k=0}^{6} a_{5 k+i}=0, \quad i=\overline{1,5}
$$

Then we see that,

$$
\lim _{n \rightarrow \infty} x_{n}=0
$$

Hence the proof of (c) completed.
d) Subtracting $x_{n-29}$ from the left and right-hand sides in 1.1

$$
x_{n+1}-x_{n-29}=\frac{1}{1+x_{n-4} x_{n-9} x_{n-14} x_{n-19} x_{n-24}}\left(x_{n-4}-x_{n-34}\right)
$$

is obtained and the following formula is produced below, for $n \geq 5$

$$
\begin{align*}
& x_{5 n-24}-x_{5 n-54}=\left(x_{1}-x_{-29}\right) \prod_{i=1}^{n-5} \frac{1}{1+x_{5 i-4} x_{5 i-9} x_{5 i-14} x_{5 i-19} x_{5 i-24}} \\
& x_{5 n-28}-x_{5 n-53}=\left(x_{2}-x_{-28}\right) \prod_{i=1}^{n-5} \frac{1}{1+x_{5 i-3} x_{5 i-8} x_{5 i-13} x_{5 i-18} x_{5 i-23}} \\
& x_{5 n-27}-x_{5 n-52}=\left(x_{3}-x_{-27}\right) \prod_{i=1}^{n-5} \frac{1}{1+x_{5 i-2} x_{5 i-7} x_{5 i-12} x_{5 i-17} x_{5 i-22}}  \tag{2.1}\\
& x_{5 n-26}-x_{5 n-51}=\left(x_{4}-x_{-26}\right) \prod_{i=1}^{n-5} \frac{1}{1+x_{5 i-1} x_{5 i-6} x_{5 i-11} x_{5 i-16} x_{5 i-21}} \\
& x_{5 n-25}-x_{5 n-50}=\left(x_{5}-x_{-25}\right) \prod_{i=1}^{n-5} \frac{1}{1+x_{5 i} x_{5 i-5} x_{5 i-10} x_{5 i-15} x_{5 i-20}}
\end{align*}
$$

$6 j$ inserted in 2.1 by replacing $n, j=0$ to $j=n$ is obtained by summing, for $k=\overline{0,4}$

$$
x_{30 n+1+k}-x_{-29+k}=\left(x_{1+k}-x_{-29+k}\right) \sum_{j=0}^{n} \prod_{i=1}^{6 j} \frac{1}{1+x_{5 i-4+k} x_{5 i-9+k} x_{5 i-14+k} x_{5 i-19+k} x_{5 i-24+k}}
$$

Also, $6 j+1$ inserted in 2.1 by replacing $n, j=0$ to $j=n$ is obtained by summing, for $k=\overline{0,4}$

$$
x_{30 n+6+k}-x_{-24+k}=\left(x_{6+k}-x_{-24+k}\right) \sum_{j=0}^{n} \prod_{i=1}^{6 j+1} \frac{1}{1+x_{5 i-4+k} x_{5 i-9+k} x_{5 i-14+k} x_{5 i-19+k} x_{5 i-24+k}}
$$

Also, $6 j+2$ inserted in 2.1 by replacing $n, j=0$ to $j=n$ is obtained by summing, for $k=\overline{0,4}$

$$
x_{30 n+11+k}-x_{-19+k}=\left(x_{11+k}-x_{-19+k}\right) \sum_{j=0}^{n} \prod_{i=1}^{6 j+2} \frac{1}{1+x_{5 i-4+k} x_{5 i-9+k} x_{5 i-14+k} x_{5 i-19+k} x_{5 i-24+k}}
$$

Also, $6 j+3$ inserted in 2.1 by replacing $n, j=0$ to $j=n$ is obtained by summing, for $k=\overline{0,4}$

$$
x_{35 n+16+k}-x_{-14+k}=\left(x_{16+k}-x_{-14+k}\right) \sum_{j=0}^{n} \prod_{i=1}^{6 j+3} \frac{1}{1+x_{5 i-4+k} x_{5 i-9+k} x_{5 i-14+k} x_{5 i-19+k} x_{5 i-24+k}}
$$

Also, $6 j+4$ inserted in 2.1 by replacing $n, j=0$ to $j=n$ is obtained by summing, for $k=\overline{0,4}$

$$
x_{30 n+21+k}-x_{-9+k}=\left(x_{21+k}-x_{-9+k}\right) \sum_{j=0}^{n} \prod_{i=1}^{6 j+4} \frac{1}{1+x_{5 i-4+k} x_{5 i-9+k} x_{5 i-14+k} x_{5 i-19+k} x_{5 i-24+k}} .
$$

Also, $6 j+5$ inserted in 2.1 by replacing $n, j=0$ to $j=n$ is obtained by summing, for $k=\overline{0,4}$

$$
x_{30 n+26+k}-x_{-4+k}=\left(x_{26+k}-x_{-4+k}\right) \sum_{j=0}^{n} \prod_{i=1}^{6 j+5} \frac{1}{1+x_{5 i-4+k} x_{5 i-9+k} x_{5 i-14+k} x_{5 i-19+k} x_{5 i-24+k}} .
$$

Now we obtained of the above formulas:

$$
x_{30 n+1+k}=x_{-29+k}\left(1-\frac{x_{-4+k} x_{-9+k} x_{-14+k} x_{-19+k} x_{-24+k}}{x_{-4+k} x_{-9+k} x_{-14+k} x_{-19+k} x_{-24+k}} \sum_{j=0}^{n} \prod_{i=1}^{6 j} \frac{1}{1+x_{5 i-4+k} x_{5 i-9+k} x_{5 i-14+k} x_{5 i-19+k} x_{5 i-24+k}}\right)
$$

$$
x_{30 n+6+k}=x_{-24+k}\left(1-\frac{x_{-4+k} x_{-9+k} x_{-14+k} x_{-19+k} x_{-29+k}}{x_{-4+k} x_{-9+k} x_{-14+k} x_{-19+k} x_{-24+k}} \sum_{j=0}^{6 j+1} \frac{1}{1+x_{5 i-4+k} x_{5 i-9+k} x_{5 i-14+k} x_{5 i-19+k} x_{5 i-24+k}}\right)
$$

$$
x_{30 n+11+k}=x_{-19+k}\left(1-\frac{x_{-4+k} x_{-9+k} x_{-14+k} x_{-24+k} x_{-29+k}}{x_{-4+k} x_{-9+k} x_{-14+k} x_{-19+k} x_{-24+k}} \sum_{j=0}^{n} \prod_{i=1}^{6 j+2} \frac{1}{1+x_{5 i-4+k} x_{5 i-9+k} x_{5 i-14+k} x_{5 i-19+k} x_{5 i-24+k}}\right)
$$

$$
x_{30 n+16+k}=x_{-14+k}\left(1-\frac{x_{-4+k} x_{-9+k} x_{-19+k} x_{-24+k} x_{-29+k}}{x_{-4+k} x_{-9+k} x_{-14+k} x_{-19+k} x_{-24+k}} \sum_{j=0}^{6 j+3} \prod_{i=1}^{6} \frac{1}{1+x_{5 i-4+k} x_{5 i-9+k} x_{5 i-14+k} x_{5 i-19+k} x_{5 i-24+k}}\right)
$$

$$
x_{30 n+21+k}=x_{-9+k}\left(1-\frac{x_{-4+k} x_{-14+k} x_{-19+k} x_{-24+k} x_{-29+k}}{x_{-4+k} x_{-9+k} x_{-14+k} x_{-19+k} x_{-24+k}} \prod_{j=0}^{6 j+4} \frac{1}{1+x_{5 i-4+k} x_{5 i-9+k} x_{5 i-14+k} x_{5 i-19+k} x_{5 i-24+k}}\right)
$$

$$
x_{30 n+26+k}=x_{-4+k}\left(1-\frac{x_{-9+k} x_{-14+k} x_{-19+k} x_{-24+k} x_{-29+k}}{x_{-4+k} x_{-9+k} x_{-14+k} x_{-19+k} x_{-24+k}} \sum_{j=0}^{n} \prod_{i=1}^{6 j+5} \frac{1}{1+x_{5 i-4+k} x_{5 i-9+k} x_{5 i-14+k} x_{5 i-19+k} x_{5 i-24+k}}\right)
$$

$k=\overline{0,4}$ holds.
e) Suppose that $a_{1}=a_{6}=a_{11}=a_{16}=a_{21}=a_{26}=0$. By (d), the following formulas are produced below

$$
\begin{align*}
& \lim _{n \rightarrow \infty} x_{30 n+1}=\lim _{n \rightarrow \infty} x_{-29}\left(1-\frac{x_{-4} x_{-9} x_{-14} x_{-19} x_{-24}}{1+x_{-4} x_{-9} x_{-14} x_{-19} x_{-24}} \sum_{j=0}^{n} \prod_{i=1}^{6 j} \frac{1}{1+x_{5 i-4} x_{5 i-9} x_{5 i-14} x_{5 i-19} x_{5 i-24}}\right) \\
& a_{1}=x_{-29}\left(1-\frac{x_{-4} x_{-9} x_{-14} x_{-19} x_{-24}}{1+x_{-4} x_{-9} x_{-14} x_{-19} x_{-24}} \sum_{j=0}^{\infty} \prod_{i=1}^{6 j} \frac{1}{1+x_{5 i-4} x_{5 i-9} x_{5 i-14} x_{5 i-19} x_{5 i-24} x_{5 i-29}}\right) \\
& a_{1}=0 \Rightarrow \frac{1+x_{-4} x_{-9} x_{-14} x_{-19} x_{-24}}{x_{-4} x_{-9} x_{-14} x_{-19} x_{-24}}=\sum_{j=0}^{\infty} \prod_{i=1}^{6 j} \frac{1}{x_{5 i-4} x_{5 i-9} x_{5 i-14} x_{5 i-19} x_{5 i-24}} . \tag{2.2}
\end{align*}
$$

Similarly,

$$
\begin{equation*}
a_{6}=0 \Rightarrow \frac{1+x_{-4} x_{-9} x_{-14} x_{-19} x_{-24}}{x_{-4} x_{-9} x_{-14} x_{-19} x_{-29}}=\sum_{j=0}^{\infty} \prod_{i=1}^{6 j+1} \frac{1}{x_{5 i-4} x_{5 i-9} x_{5 i-14} x_{5 i-19} x_{5 i-24}} \tag{2.3}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
a_{11}=0 \Rightarrow \frac{1+x_{-4} x_{-9} x_{-14} x_{-19} x_{-24}}{x_{-4} x_{-9} x_{-14} x_{-24} x_{-29}}=\sum_{j=0}^{\infty} \prod_{i=1}^{6 j+2} \frac{1}{x_{5 i-4} x_{5 i-9} x_{5 i-14} x_{5 i-19} x_{5 i-24}} . \tag{2.4}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
a_{16}=0 \Rightarrow \frac{1+x_{-4} x_{-9} x_{-14} x_{-19} x_{-24}}{x_{-4} x_{-9} x_{-19} x_{-24} x_{-29}}=\sum_{j=0}^{\infty} \prod_{i=1}^{6 j+3} \frac{1}{x_{5 i-4} x_{5 i-9} x_{5 i-14} x_{5 i-19} x_{5 i-24}} . \tag{2.5}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
a_{21}=0 \Rightarrow \frac{1+x_{-4} x_{-9} x_{-14} x_{-19} x_{-24}}{x_{-4} x_{-14} x_{-19} x_{-24} x_{-29}}=\sum_{j=0}^{\infty} \prod_{i=1}^{6 j+4} \frac{1}{x_{5 i-4} x_{5 i-9} x_{5 i-14} x_{5 i-19} x_{5 i-24}} . \tag{2.6}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
a_{26}=0 \Rightarrow \frac{1+x_{-4} x_{-9} x_{-14} x_{-19} x_{-24}}{x_{-9} x_{-14} x_{-19} x_{-24} x_{-29}}=\sum_{j=0}^{\infty} \prod_{i=1}^{6 j+5} \frac{1}{x_{5 i-4} x_{5 i-9} x_{5 i-14} x_{5 i-19} x_{5 i-24}} . \tag{2.7}
\end{equation*}
$$

From 2.2 and 2.3

$$
\begin{aligned}
& \frac{1+x_{-4} x_{-9} x_{-14} x_{-19} x_{-24}}{x_{-4} x_{-9} x_{-14} x_{-19} x_{-24}}=\sum_{j=0}^{\infty} \prod_{i=1}^{6 j} \frac{1}{x_{5 i-4} x_{5 i-9} x_{5 i-14} x_{5 i-19} x_{5 i-24}}> \\
& \frac{1+x_{-4} x_{-9} x_{-14} x_{-19} x_{-24}}{x_{-4} x_{-9} x_{-14} x_{-19} x_{-29}}=\sum_{j=0}^{\infty} \prod_{i=1}^{6 j+1} \frac{1}{x_{5 i-4} x_{5 i-9} x_{5 i-14} x_{5 i-19} x_{5 i-24}}
\end{aligned}
$$

thus, $x_{-29}>x_{-24}$. From 2.3 and 2.4

$$
\begin{aligned}
& \frac{1+x_{-4} x_{-9} x_{-14} x_{-19} x_{-24}}{x_{-4} x_{-9} x_{-14} x_{-19} x_{-29}}=\sum_{j=0}^{\infty} \prod_{i=1}^{6 j+1} \frac{1}{x_{5 i-4} x_{5 i-9} x_{5 i-14} x_{5 i-19} x_{5 i-24}}> \\
& \frac{1+x_{-4} x_{-9} x_{-14} x_{-19} x_{-24}}{x_{-4} x_{-9} x_{-14} x_{-24} x_{-29}}=\sum_{j=0}^{\infty} \prod_{i=1}^{6 j+2} \frac{1}{x_{5 i-4} x_{5 i-9} x_{5 i-14} x_{5 i-19} x_{5 i-24}}
\end{aligned}
$$

thus, $x_{-24}>x_{-19}$. From 2.4 and 2.5

$$
\begin{aligned}
\frac{1+x_{-4} x_{-9} x_{-14} x_{-19} x_{-24}}{x_{-4} x_{-9} x_{-14} x_{-24} x_{-29}}=\sum_{j=0}^{\infty} \prod_{i=1}^{6 j+2} \frac{1}{x_{5 i-4} x_{5 i-9} x_{5 i-14} x_{5 i-19} x_{5 i-24}}> \\
\frac{1+x_{-4} x_{-9} x_{-14} x_{-19} x_{-24}}{x_{-4} x_{-9} x_{-19} x_{-24} x_{-29}}=\sum_{j=0}^{\infty} \prod_{i=1}^{6 j+3} \frac{1}{x_{5 i-4} x_{5 i-9} x_{5 i-14} x_{5 i-19} x_{5 i-24}}
\end{aligned}
$$

thus, $x_{-19}>x_{-14}$. From 2.5 and 2.6

$$
\begin{aligned}
\frac{1+x_{-4} x_{-9} x_{-14} x_{-19} x_{-24}}{x_{-4} x_{-9} x_{-19} x_{-24} x_{-29}}=\sum_{j=0}^{\infty} \prod_{i=1}^{6 j+3} \frac{1}{x_{5 i-4} x_{5 i-9} x_{5 i-14} x_{5 i-19} x_{5 i-24}}> \\
\frac{1+x_{-4} x_{-9} x_{-14} x_{-19} x_{-24}}{x_{-4} x_{-14} x_{-19} x_{-24} x_{-29}}=\sum_{j=0}^{\infty} \prod_{i=1}^{6 j+4} \frac{1}{x_{5 i-4} x_{5 i-9} x_{5 i-14} x_{5 i-19} x_{5 i-24}}
\end{aligned}
$$

thus, $x_{-14}>x_{-9}$. From 2.6 and 2.7

$$
\begin{aligned}
\frac{1+x_{-4} x_{-9} x_{-14} x_{-19} x_{-24}}{x_{-4} x_{-14} x_{-19} x_{-24} x_{-29}}=\sum_{j=0}^{\infty} \prod_{i=1}^{6 j+4} \frac{1}{x_{5 i-4} x_{5 i-9} x_{5 i-14} x_{5 i-19} x_{5 i-24}}> \\
\frac{1+x_{-4} x_{-9} x_{-14} x_{-19} x_{-24}}{x_{-9} x_{-14} x_{-19} x_{-24} x_{-29}}=\sum_{j=0}^{\infty} \prod_{i=1}^{6 j+5} \frac{1}{x_{5 i-4} x_{5 i-9} x_{5 i-14} x_{5 i-19} x_{5 i-24}}
\end{aligned}
$$

thus, $x_{-9}>x_{-4}$.
From here we obtain $x_{-29}>x_{-24}>x_{-19}>x_{-14}>x_{-9}>x_{-4}$. Similarly, we can obtain $x_{-28}>x_{-23}>x_{-18}>x_{-13}>$ $x_{-8}>x_{-3}, x_{-27}>x_{-22}>x_{-17}>x_{-12}>x_{-7}>x_{-2}, x_{-26}>x_{-21}>x_{-16}>x_{-11}>x_{-6}>x_{-1}$ and $x_{-25}>x_{-20}>x_{-15}>$ $x_{-10}>x_{-5}>x_{0}$. We arrive at a contradiction which completes the proof of theorem.

## 3. Conclusion

In this study, the theorem is given for the 1.1, and its solution and periodicity are investigated. By taking the coefficients of the 1.1 , real numbers, sequence or function, new equations can be defined and their solutions can be examined.

## References

[1] A.M. Amleh, G.A. Grove, G. Ladas, D.A. Georgiou, On the recursive sequence $y_{n+1}=\alpha+\frac{y_{n-1}}{y_{n}}$ J. of Math. Anal. App., 233, (1999), 790-798.
${ }^{[2]}$ C. Cinar, On the positive solutions of the difference equation $x_{n+1}=\frac{x_{n-1}}{-1+\alpha x_{n} x_{n-1}}$, J. of App. Math. Comp., 158(3), (2004), 793-797.
${ }^{[3]}$ C. Cinar, T. Mansour, I. Yalcinkaya, On the difference equation of higher order, Utilitas Mathematica, 92, (2013), 161-166.
${ }^{[4]}$ C.H. Gibbons, M.R.S. Kulenovic, G. Ladas, On the recursive sequence $\frac{\alpha+\beta x n-1}{\chi+\beta x n-1}$, Math. Sci. Res. Hot-Line, 4(2), (2000), 1-11.
${ }^{[5]}$ D. Simsek, C. Cinar, I. Yalcinkaya, On the recursive sequence $x_{n+1}=\frac{x_{n-3}}{1+x_{n-1}}$, Int J. Contemp., 9(12), (2006), 475-480.
[6] D. Simsek, C. Cinar, I. Yalcinkaya, On the recursive sequence $x_{n+1}=\frac{x_{n-5}}{1+x_{n-2}}$, Int J. Pure Appl. Math., 27, (2006), 501-507.
${ }^{[7]}$ D. Simsek, C. Cinar, I. Yalcinkaya, On the recursive sequence $x_{n+1}=\frac{x_{n-5}}{1+x_{n-1} x_{n-3}}$, Int J. Pure Appl. Math., 28, (2006), 117-124.
${ }^{[8]}$ D. Simşek, B. Ogul, C. Cinar, Solution of the rational difference equation $x_{n+1}=\frac{x_{n-17}}{1+x_{n-5} x_{n-11}}$, Filomat, 33(5), (2019), 1353-1359.
[9] D. Simsek, B. Ogul, F. Abdullayev, Solution of the Rational Difference Equation $x_{n+1}=\frac{x_{n-13}}{1+x_{n-1} x_{n-3} x_{n-5} x_{n-7} x_{n-9} x_{n-11}}$, Applied Mathematics and Nonlinear Sciences, 5(1), (2020), 485-494.
${ }^{[10]}$ E.M. Elsayed, On the solution of some difference equation, Europan Journal of Pure and Applied Mathematics, 4(3), (2011), 287-303.
${ }^{[11]}$ E.M. Elsayed, On the Dynamics of a higher order rational recursive sequence, Communications in Mathematical Analysis, 12(1), (2012), 117-133.
${ }^{[12]}$ E.M. Elsayed, Solution of rational difference system of order two, Mathematical and Computer Modelling, 5, (2012), 378-384.
${ }^{[13]}$ E.M. Elsayed, Behavior and expression of the solutions of some rational difference equations, Journal of Computational Analysis Applications, 15(1), (2013), 73-81.
${ }^{[14]}$ E.M. Elsayed, Solution of rational difference system of order two, Journal of Computational Analysis Applications, 33(3), (2014), 751-765.
${ }^{\text {[15] }}$ E.M. Elsayed, Solution and attractivity for a rational recursive sequence, Discrete Dynamics in Nature and Society, 2011, (2011), 1-17.
${ }^{[16]}$ E.M. Elabbasy, H. El-Metwally, E.M. Elsayed, On the difference equation $x_{n+1}=\frac{\alpha_{x} n_{k}}{\beta}+\gamma \pi=0$, Journal of Concrete Applicable Mathematics, 5(2), (2007),101-103.
${ }^{[17]}$ E.M. Erdogan, C. Cinar, I. Yalcinkaya, On the dynamics of the recursive sequence, Mathematical and Computer Modelling, 54(5), (2011), 1481-1485.
${ }^{[18]}$ F. Belhannache, N. Touafek, R. Abo-Zeid, On a higher-order rational difference equation J. Appl. Math. Informatics, 34(5-6), (2016), 369-382.
${ }^{[19]}$ M. Lui, Z. Guo, Solvability of a higher-order nonlinear neutral delay difference equation, Advances in Difference Equations, 2010(1), (2010), 620-627.
${ }^{[20]}$ M. Ari, A. Gelisken, Periodic and asymptotic behavior of a difference equation, Asian-European Journal of Mathematics, 12(6), (2019), 2040004.
${ }^{[21]}$ M.R.S. Kulenovic, G. Ladas, W.S. Sizer, On the recursive sequence $\frac{\alpha x_{n}+\beta x_{n-1}}{\chi x_{n}+\beta x_{n-1}}$, Math. Sci. Res.Hot-Line, 2(5), (1998), 1-16.
${ }^{[22]}$ O. Moaaz, D. Chalishajar, O. Bazighifan, Some qualitative behavior of solutions of general class of difference equations. Mathematics, 7(7), (2019), 585.
${ }^{[23]}$ R. DeVault, G. Ladas, S.W. Schultz, On the recursive sequence $x_{n+1}=\frac{A}{x_{n}}+\frac{1}{x_{n-2}}$, Proc.Amer. Math. Soc., 126(11), (1998), 3257-3261.
${ }^{\text {[24] R.P. Agarwal, E.M. Elsayed, On the solution of fourth-order rational recursive sequence, Advanced Studies in Contempo- }}$ rary Mathematics, 20(4),(2010), 525-545.
${ }^{[25]}$ R. Karatas, C. Cinar, D. Simsek, On Positive Solutions of the Difference Equation $x_{n+1}=\frac{x_{n-5}}{1+x_{n-2} x_{n-5}}$, Int. J. Contemp. Math. Sci, 10(1), (2006), 495-500.

On the Recursive Sequence $x_{n+1}=\frac{x_{n-29}}{1+x_{n-4} x_{n-9} x_{n-1} x_{n-19} x_{n-24}}-54 / 54$
${ }^{[26]}$ R. Karatas, Global behavior of a higher order difference equation, Int. J. Contemp. Math. Sci., 12(3), (2017), 133-138.
${ }^{[27]}$ S.E. Das, M. Bayram, On a system of rational difference equations, World Applied Sciences Journal, 10(11), (2010), 1306-1312.
${ }^{[28]}$ S. Stevic, B. Iricanin, Z. Smarda, On a product-type system of difference equations of second order solvable in closed form, Journal of Inequalities and Applications, 2015(1), (2012), 327-334.
${ }^{[29]}$ T.F. Ibrahim, Behavior of some higher order nonlinear rational partial difference equations, Journal of the Egyptian Mathematical Society, 24(4), (2016), 532-537.
${ }^{[30]}$ T.F. Ibrahim, Bifurcation and periodically semicycles for fractional difference equation of fifth order Journal of Nonlinear Sciences and Applications, 11(3), (2018), 375-382.

