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Investigating the Performance of the Exploratory Graph
Analysis When the Data Are Unidimensional and Polytomous

Akif AVCU*

Abstract

The question of how observable variables should be associated with latent structures has been at the center of
the area of psychometrics. A recently proposed alternative model to the traditional factor retention methods is
called Exploratory Graph Analysis (EGA). This method belongs to the broader family of network psychometrics
which assumes that the associations between observed variables are caused by a system in which variables have
direct and potentially causal interaction. This method approaches the psychological data in an exploratory
manner and enables the visualization of the relationships between variables and allocation of variables to the
dimensions in a deterministic manner. In this regard, the aim of this study was set as comparing the EGA with
traditional factor retention methods when the data is unidimensional and items are constructed with polytomous
response format. For this investigation, simulated data sets were used and three different conditions were
manipulated: the sample size (250, 500, 1000 and 3000), the number of items (5, 10, 20) and internal consistency
of the scale (o= 0.7 and a. = 0.9). The results revealed that EGA is a robust method especially when used with
graphical least absolute shrinkage and selection operator (GLASSO) algorithm and provides better performance
in the retention of a true number of dimension than Kaiser's rule and yields comparable results with the other
traditional factor retention methods (optimal coordinates, acceleration factor and Horn's parallel analysis) under
some conditions. These results were discussed based on the existing literature and some suggestions were given
for future studies.

Key Words: Exploratory graph analysis, factor analysis, network psychometrics.

INTRODUCTION

The question of how observable variables should be associated with latent structures have been at the
center of the area of psychometrics (Borsboom & Molenaar, 2015). So far, various models were
developed to specify this association. However, despite the quantitative increase in numbers and great
flexibility of mathematical models used in psychometric studies, the models are surprisingly limited
in terms of the paradigm that they are based on.

There are two large families of the models in social sciences to describe the relationships between
latent variables and observed variables (Edwards & Bagozzi, 2000). In the first category, the latent
traits are considered as the common cause of the observed scores. The model based on such kind of
conceptualization is called reflective. Reflective models assume that latent traits cause observed
variables (also known as indicators, test items, or symptoms. In reflective models, the indicators are
modeled as a function of a common latent variable plus some amount of item-specific error variance.
Confirmatory factor analysis (CFA) is one of the most commonly used methods representing reflective
models.

Formative models are another broad category to define the relationship between latent structures and
observed variables. By this conceptualization, it is accepted that observable variables define the latent
structures, not caused by them. The classic example of these kinds of models is the socio-economic
status defined by a set of observed variables (e.g. education, job, salary and the district of residency).
Principal component analysis (PCA) can be given as a classic example of this kind of model. Using
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PCA, data is reduced based on weighted combinations of observed variables to define latent traits
(Pearl, 2000).

On the other hand, there is no “rule of thumb” when deciding on how many dimensions will retain. In
the literature, there are many standard methods for this decision. Kaiser's rule of eigenvalues greater
than one rule (KR1: Kaiser, 1960) is the most widely preferred criterion in deciding on how many
factors will be retained. This popularity is partly related to its ease of application. However, this
method is very sensitive to the number of variables (Gorsuch, 1983) and reliability (Cliff, 1988).
Therefore, it may not be effective enough when used in factor retention decisions. An alternative
method to KR1 is parallel analysis (PA) developed by Horn (1965). This method is the sample-based
adaptation of the KR1 method and has been proposed to alleviate the component indeterminacy
problem. Literature shows that this method shows the best performance for component analysis and
factor analysis in determining the actual number of factors (Lance, Butts, & Michels, 2006; Velicer,
Eaton, & Fava, 2000). Readers are encouraged to look at Kline (2014) for more technical information
for KR1, PA and other methods.

More recently, the Acceleration Factor (AF) and Optimal Coordinates (OC) methods were proposed
by Raiche, Riopel and Blais (2006) and Raiche (2010). These methods provide non-graphical solutions
to Cattell's scree test (1966) to overcome its subjective weakness. AF shows where the elbow of the
slope is on the graph and corresponds to the curve's acceleration, i.e. the second derivative. That is, it
aims to determine the point where the slope changes abruptly. OC is the other method based on
measuring gradients associated with the eigenvalues and preceding eigenvalues to determine the
slope's location. It has been stated that AF and OC methods perform better than the KR1 method and
approach the performance of PA under certain conditions. (Ruscio and Roche, 2012).

A recently proposed alternative model to traditional reflective and formative approaches is called
network modeling. In this approach, there is an assumption that the associations between observed
variables are caused by a system in which variables have direct and potentially causal interaction with
each other (Eaton, 2015). The usage of network models has provided considerable benefit for
understanding complex systems in many different disciplines (Barabasi & Poésfai, 2016). In the social
sciences, the application of network analysis was adopted firstly to investigate social network
structures (eg. Cartwright and Harary, 1956). However, in the following decades, it has been used as
an alternative to latent variable modeling in studies to analyze network models of psychological
behaviors in an exploratory manner (Borsboom & Cramer, 2013; Schmittmann et al., 2013). After this
shift in the application of network modeling, the popularity of the network approach increased and it
started to be used intensively in psychology and led to the emergence of a new branch of psychology
aimed at predicting network structures in psychological data. This new branch is called network
psychometrics (Epskamp, Maris, Waldorp, & Borsboom, 2015).

As with other network models, a psychometric network model consists of a series of nodes (or
vertices), a set of connections or links between the nodes (also known as edges) and information
regarding the structure of nodes and edges (De Nooy, Mrvar & Batagelj, 2011). In this framework, the
nodes represent the psychological indicator variables (e.g. symptoms, behaviors, or faces of latent
variables). Traditionally, they are represented by circles in the network structure. On the other hand,
the edges represent the node's associations and represented in a network models by lines connecting
the nodes.

A more recent paper (Golino & Epskamp, 2017) introduced an innovative way to investigate the
dimensionality of psychological constructs by network modeling. This new method is called the EGA.
As its name implies, this model is not based on prior assumptions when investigating the
dimensionality of a construct. Instead, it approaches the psychological data in an exploratory way. A
fascinating feature of EGA is that it enables the visualization of the relationships between variables
and allocating variables to the dimensions in a deterministic manner (Golino et al., 2020). For this
reason, it is an ideal method to test or reevaluate the theoretical structure of psychological constructs.

In an EGA model, traditionally green (or blue) lines on the network represent positive partial
correlations, and red lines correspond to negative partial correlations. In addition, the thickness of the
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lines gives information about the amount of the correlation as the thicker lines indicate that the partial
correlation values approach 1. If the partial correlation values are exactly 0, no line is drawn between
the two nodes which implies that the two variables are independent when other variables in the network
are conditionally controlled (Pearl, 2000). In figure 1, an exemplary graph of EGA was presented.

Like other psychometric network models, the EGA is also based on Gaussian Graphical Modeling
(GGM), which was proposed by Lauritzen (1996). This model estimates the joint distribution of
random variables by modeling the inverse of the variance-covariance matrix (Epskamp, Borsbhoom &
Fried, 2018). In this type of modeling, each edge value represents the relationship between a node pair
after conditioned to other variables in the model (Epskamp & Fried, 2016). In more concrete terms,
partial correlations are used for the construction of networks in the models. If no edges were drawn
between nodes, it implies that zero value for partial correlations is estimated. That is, the nodes are not
connected in the model and show conditional independence.

Like other statistical methods that use sample data to estimate parameters, correlation and partial
correlation values are also affected by sampling variation. Hence, the exact zero values in matrices are
rarely be observed in real data. As a result, the estimated networks based on partial correlations become
fully connected. Small weights on many edges could possibly reflect weak and potentially spurious
partial correlations in this kind of network. These spurious relationships cause a threat to the clear
interpretation of networks and replicability. Frequently, a statistical method is used to remove these
spurious connections and control network complexity. For estimations based on partial correlations, a
commonly used procedure is to apply the least absolute shrinkage and selection operator (LASSO)
proposed by Friedman, Hastie and Tibshirani (2008). Because the LASSO can control spurious
connections, this method can provide high precision estimates when combined with the community
detection algorithm, such as the walktrap algorithm (Pons & Latapy, 2005).

LASSO uses a tuning parameter to remove spurious connections in the model by filtering the network
with penalization approach to the inverse covariance matrix. In this way, partial correlation values
smaller than a threshold are estimated as exactly zero. The tuning parameter was selected based on
minimizing Extended Bayesian information criterion (EBIC) proposed by Chen and Chen (2008). It
enables the researcher to control the sparsity of networks (Foygel & Drton, 2010). LASSO is an
important part of network modeling because it determines the eventual network structure. It also
enables obtaining parsimonious and more interpretable models. In EGA models, a graphical extension
of LASSO is used and referred to as GLASSO. In addition, as an alternative to GLASSO, Triangulated
Maximally Filtered Graph (TMFG) was proposed. This approach builds a triangulation that enables a
score function to maximize. In this way, the data becomes organized in a meaningful structure and
modeling becomes possible. The detailed explanations and formulations could be found in Massara,
Di Matteo and Aste (2016).

As cited above, the EGA was firstly proposed by Golino & Epskamp (2017). In this paper, they
compared the performance of the EGA with five different traditional factor retention methods. These
methods are as follows: (a)very simple structure (VSS; Revelle & Rocklin, 1979); (b) minimum
average partial procedure (MAP; Velicer, 1976); (c) fit of a different number of factors, from 1 to 10,
via BIC and via EBIC; (d) Horn's Parallel Analysis (PA; Horn, 1965); (e) Kaiser-Guttman eigenvalue
greater than one rule (Guttman, 1954); (f) EGA.

In the study, these methods were compared with each other by using simulated data sets across
different conditions: the sample size (100, 500, 1000 and 5000), the number of factors (2 and 4), the
number of items in each factor (5 and 10) and the correlation between the dimensions (.2, .5 and .7).
The datasets were generated in two and four dimension structures and as having dichotomous items.
The effectiveness of the methods was tested with their estimation rate of a true number of factors.
These methods were compared in terms of their performance to extract the true number of dimensions.
According to the findings, it was reported that EGA performed better than the traditional factor
retention methods especially when the datasets were simulated as having four dimensions and when
the number of items in each dimension was five. It was also stated that EGA was found to be the only
method giving satisfactory results in all conditions. All in all, this study confirmed the superiority of
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EGA to other traditional methods under some conditions. As this study revealed, EGA is suitable to
be used with multidimensional datasets.

On the other hand, the reason why multidimensional datasets were preferred in this recent study is that
EGA framework was available to be used only with multidimensional datasets, but a recent revision
allowed the examination of unidimensional datasets. In this way, practical limitations to test the
effectiveness of EGA with unidimensional datasets were eliminated. There are a number of important
reasons to examine unidimensionality in tests. First of all, there is a need to calculate the o coefficient
for the overall test (Dunn, Baguley, & Brunsden, 2014). In addition, unidimensionality indicates the
presence of a common underlying cause or a coherent set of homogeneous causes (DeVellis, 2017).
Based on these facts, Golino & Epskamp (2017) recommended testing the performance of EGA with
unidimensional datasets composed of polytomously scored items.

Considering the richness of outputs (such as centrality measures, node strength measures, item stability
statistics and entropy fit index) EGA provide to evaluate psychometrical properties of scales (Golino
& Christensen, 2020), it is assumed that test developers will use EGA with increasing frequency in the
future. In addition, some psychological traits like depression (Beard et al. 2016), anxiety (Fisher et al.,
2017) or addiction are measured based on the symptoms they are relied on. DiFranza and his
colleagues (2002) suggested considering these symptoms as interconnecting networks rather than
indicators caused by latent traits. It is assumed that such kinds of understanding of psychopathological
symptoms can contribute more to our understanding of disorders (Beard et al. 2016). For this reason,
it is fair to assume that use of EGA will increase in the future.

Purpose of the Study

In this regard, the aim of this study was set as the comparison of the performance of EGA with
traditional factor retention methods when the data is unidimensional and items are scored in
polytomous response format.

METHOD

Data Simulation Procedure

In the current study, three different conditions were manipulated: the sample size (250, 500, 1000 and
3000), the number of items (5, 10, 20) and the internal consistency level (o = 0.7 and o= 0.9). The
conditions of the study were determined by taking into account the features of the scales in the existing
psychology literature. Related literature shows that the number of items in unidimensional
measurement tools show variance. For example, the Satisfaction with Life Scale (Diener, Emmons,
Larsen, & Griffin (1985) consists of five items while the Center for Epidemiologic Studies Depression
Scale (Radloff, 1977) consists of twenty items. For this reason, a number of items in simulated data
sets were allowed to vary between these observed values (5,10,20). In addition, in order to consider a
test to be reliable, the lower threshold value was proposed as .7 (Nunnaly 1978). On the other hand, if
the a level is above .90, it is regarded as the test has a good level of a. Accordingly, the data sets were
simulated as half of them had a at lower threshold (a = 0.7) while another half of the datasets were
simulated as having o level regarded as good (a = 0.9). Finally, the sample size of n=250 is generally
regarded as the minimum number when applying factor retention methods (Cattell, 1978). For this
reason, the simulated datasets were arranged to had a sample size of at least 250 while n=500, n=1000
and n=3000 conditions were also selected when generating data sets. Based on these facts, 24 different
conditions were created with a 4x3x2 design. Finally, in line with the main aim of this study, all of the
data sets were simulated as having unidimensional structure and datasets were generated as if the items
were scored between 1-5 intervals.

For each condition, data simulation was repeated 100 times to obtain more stable results. This process
resulted in generating 2400 datasets. The reported results in this study reflect the arithmetic average
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of the iterations. The data simulation was performed with mirt package (Chalmers, 2012) in R program
(R core team, 2019).

Analysis Procedure

EGA analyses were carried out using the EGAnet package available in R statistical environment
(Golino & Christensen, 2020). The tuning parameter for GLASSO was determined based on EBIC to
obtain a sparser network. In this study, this parameter was set at 0.5, which is a default option in
EGAnet. On the other hand, the nFactors package (Raiche, 2010) was used for applying OC, AF, PA
and KR1 factor retention methods.

The assessment of how accurate the correct number of dimensions is extracted was made based on
extraction accuracy index and bias indices, as Garrido, Abad & Posada (2016). Factor extraction
accuracy index was calculated at two stages: (1) coding correct estimation of the true number of factors
as 1 and incorrect estimation of castors as 0, (2) taking the arithmetic mean of coded scores. For
instance, when 100 datasets were analyzed, if the true number of factors extracted for 50 datasets, the
accuracy index was computed as 0.5. On the other hand, the bias index was calculated as a subtraction
of the estimated number of dimensions from a true number of dimensions. For instance, for a
unidimensional dataset if the estimated number of the dataset is 1, the bias index is calculated as 0
while if the estimated number is 2, the bias value becomes 1. Therefore, a bias value of 0 indicates the
correct number of dimensions are extracted perfectly while a bias values far from 0 indicates the poor
performance of the corresponding method. Similar to the accuracy index, the values of bias in the
results section represents the arithmetic mean of 100 iterations.

RESULTS

The average accuracy index values and corresponding standard deviations obtained from 100 iterations
were given in Table 1. When the sample size was set as 250 and datasets contained five items, all of
the methods estimated the correct number of factors perfectly regardless of the o level. As the number
of items was increased to ten and o level was 0.7, EGA (LASSO) could extract unidimensional
structure for 79% while this rate was 49% for EGA(TMFG). Both algorithms of EGA method
outperformed the traditional KR1 method. When the a level has risen to 0.9, EGA (LASSO) method
estimated the correct number of dimensions for 99% of datasets, whereas EGA (TMFG) method's
percentage drops to 9%. On the other hand, for the other four traditional methods, the average accuracy
rates were 100%. In particular, EGA (LASSO) method yielded comparable results with traditional
methods when the alpha level was 0.9. Finally, for data sets containing twenty items, the accuracy rate
of EGA(LASSO) was 2% and 52% for the conditions where the o was 0.7 and 0.9 respectively,
whereas accuracy rates of EGA (TMFG) were 0% for both o levels. The only method EGA(LASSO)
outperformed was KR1 while EGA (TMFG) yielded the worst accuracy rates.

For the datasets with n=500 sample size condition, all of the methods examined were perfectly
estimated unidimensional structure when the sample size contained five items. This result didn't show
a difference across o levels. On the other hand, when the number of items was increased to 10 and o
level was 0.7, the average accuracy rate of EGA(LASSO) and EGA(TMFG) was found to be 0.99 and
0.45 respectively. EGA(LASSO) outperformed the traditional KR1 method while EGA(TMFG)
method yielded the lowest accuracy levels. As the o level increased to 0.90, EGA(TMFG) was the
only method that provided an imperfect accuracy rate (%22). Finally, as the number of items in the
datasets was increased to 20, only AF performed a perfectly estimated true number of dimensions
when the o was set to be 0.7 while AF and PA performed perfectly when the a level was 0.90. On the
other hand, EGA methods yielded the worst accuracy rates.

For the n=1000 sample size condition, when the dataset contained five items, all of the methods
extracted the correct number of dimensions perfectly while imperfect rates were obtained for
EGA(TMFG) with accuracy rates of 0.59 and 0.26 depending on the o level for the datasets contained
ten items. Finally, as the number of items was set to be 20, the EGA(LASSO) method's accuracy rates
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were 68% and 99% for the o levels of 0.7 and 0.9, respectively. On the other hand, EGA(TMFG)
yielded perfectly inaccurate results.

For datasets where the sample size was 3000, the accuracy rate for EGA (LASSO) was 99% when o
was 0.7 and the number of items was 20, while it was 100% in other conditions. For EGA (TMFG)
method, the accuracy rates for datasets with 10 and twenty items fell to 77% and 0% when the alpha
was a = 0.7, while the accuracy rates for the data sets with ten and twenty items and with o value of
.9, accuracy rates decreased to 36% and 0% respectively. For the KR1 method, the accuracy rate was
3% for datasets where o = 0.7 and the number of items was 2. For OC, AF and AP methods, a 100%
accuracy rate was achieved under all conditions. Lastly, EGA(LASSO) yielded a 99% accuracy rate
when a level was 0.7 and datasets contained twenty items while it perfectly estimated true number of
dimensions for the rest of the conditions. On the other hand, EGA(TMFG) yielded the lowest accuracy
rates when the number of items was 10 and 20. Especially, OC, AF and AP methods yielded perfect
accuracy rates under all conditions examined. As could be inferred, based on the number of items,
EGA's relative performance against traditional factor retention methods changed dramatically. In
addition, for most of the conditions, GLASSO algorithm was superior to TMFG algorithm.

Table 1. Mean Accuracy of Factor Retention Methods

EGA(LASSO) EGA(TMFG) oC AF PA KR1
Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD

n=250
o=10.70
5 items 1.00 0.00 1.00 0.00 100 000 100 000 100 000 100 0.00
10 items 0.79 0.41 0.49 050 091 029 100 000 091 029 0.02 0.14
20 items 0.02 0.14 0.00 000 058 050 100 000 058 050 0.00 0.00
o=0.90
5 items 1.00 0.00 1.00 000 100 000 100 000 100 000 100 0.00
10 items 0.99 0.10 0.09 029 100 000 100 000 100 000 100 0.00
20 items 0.52 0.50 0.00 0.00 100 000 100 000 100 000 003 017
n=500
o=10.70
5 items 1.00 0.00 1.00 0.00 100 000 100 000 100 000 100 0.00
10 items 0.99 0.10 0.45 050 100 000 100 000 100 0.00 075 0.44
20 items 0.45 0.50 0.00 000 087 034 100 000 08 035 0.00 0.00
o=0.90
5 items 1.00 0.00 1.00 0.00 100 000 100 000 100 000 100 0.00
10 items 1.00 0.00 0.22 042 100 000 100 000 100 0.00 1.00 0.00
20 items 0.93 0.26 0.00 0.00 100 000 100 000 100 000 073 045
n=1000
a=0.70
5 items 1.00 0.00 1.00 000 100 000 100 000 100 0.00 1.00 0.00
10 items 1.00 0.00 0.59 049 100 000 100 000 100 000 100 0.00
20 items 0.68 0.47 0.00 000 099 010 100 000 099 0.10 0.00 o0.00
o=0.90
5 items 1.00 0.00 1.00 000 100 000 100 000 100 000 100 0.00
10 items 1.00 0.00 0.26 0.44 100 000 100 000 100 000 100 0.00
20 items 0.99 0.10 0.00 000 100 000 100 000 100 0.00 1.00 0.00
n=3000
a=0.70
5 items 1.00 0.00 1.00 000 100 000 100 000 100 0.00 1.00 0.00
10 items 1.00 0.00 0.77 042 100 000 100 000 100 0.00 1.00 0.00
20 items 0.99 0.10 0.00 0.00 100 000 100 000 100 000 003 017
o=0.90
5 items 1.00 0.00 1.00 000 100 000 100 000 100 0.00 1.00 0.00
10 items 1.00 0.00 0.36 048 100 000 100 000 100 000 100 0.00
20 items 1.00 0.00 0.00 000 100 000 100 000 100 000 100 0.00
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The calculated bias values for the factor retention methods across conditions were given in Table 2. If
the datasets contained five items, EGA(LASSO) provided unbiased estimates of the correct number of
dimensions. As the number of items in the datasets was increased to 10 and the sample size of n=250,
the bias value was estimated to be 0.33 0.01 for a levels of 0.7 and 0.9, respectively. As the sample
size of datasets was increased to 500, EGA(LASSO) yielded 0.01 and 0 bias for a levels of 0.7 and
0.9. When the sample size was n=1000 and n=3000, EGA(LASSO) yielded no bias when the item
number was 10. For the datasets containing twenty items, if the sample size was n=250, the bias value
was 2.41 for o level of 0.7 and 1.39 for a level of 0.90. On the other than, the bias value of 1.39 has
very large standard deviation value which indicated that, there was a variation across the datasets in
terms of the bias value calculated. As the sample size was increased to 500, 1000 and 3000, the bias
values calculated showed a decrease compared to n=250 condition. Similar changes were also
observed for EGA(TMFG) across the conditions while EGA(TMFG) performed worse than
EGA(LASSO) in general. On the other hand, other traditional estimation methods provided almost
perfect results especially when the sample size was n=1000 and n=3000.

Table 2. Mean Bias Error of Factor Retention Methods

EGA(LASSO) EGA(TMFG) oC AF PA KR1
Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD

n=250

o=0.70

5 items 0.00 0.00 0.00 0.00 000 000 000 000 000 0.00 0.00 0.00

10 items 0.33 1.02 0.57 0.61 010 033 000 000 010 033 142 054

20 items 241 1.16 2.27 075 056 0.74 0.00 0.00 060 0.84 6.09 0.71

o =10.90

5 items 0.00 0.00 0.00 0.00 000 000 000 000 000 0.00 0.00 0.00

10 items 0.01 0.10 1.00 045 000 000 000 000 000 0.00 0.00 0.00

20 items 1.39 3.71 2.20 0.75 000 000 0.00 000 0.00 0.00 173 0.72
n=500

o=0.70

5 items 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

10 items 0.01 0.10 0.57 054 000 0.00 000 000 0.00 0.00 025 044

20 items 1.37 2.79 2.35 0.69 015 044 0.00 0.00 017 047 529 0.67

o =10.90

5 items 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o0.00

10 items 0.00 0.00 0.85 052 000 000 000 000 000 0.00 0.00 0.00

20 items 0.07 0.26 2.25 0.74 000 0.00 0.00 0.0 000 0.00 029 0.50
n=1000

a=20.70

5 items 0.00 0.00 0.00 0.00 000 000 000 000 000 000 0.00 0.00

10 items 0.00 0.00 0.42 0.52 000 0.00 0.00 0.00 0.00 0.00 0.00 0.00

20 items 0.85 2.74 2.28 0.74 001 0.10 000 0.00 0.01 010 450 0.64

o =10.90

5 items 0.00 0.00 0.00 0.00 000 000 000 000 000 0.00 0.00 0.00

10 items 0.00 0.00 0.85 059 0.00 0.00 0.00 000 0.00 0.00 0.00 0.00

20 items 0.02 0.20 2.23 085 000 000 000 000 000 0.00 0.00 0.00
n=3000

o=10.70

5 items 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o0.00

10 items 0.00 0.00 0.25 048 000 000 000 000 000 0.00 0.00 0.00

20 items 0.01 0.10 2.05 0.73 000 0.00 0.00 0.0 000 0.00 163 0.68

o=0.90

5 items 0.00 0.00 0.00 0.00 000 000 000 000 000 0.00 0.00 0.00

10 items 0.00 0.00 0.70 058 0.00 000 000 000 000 000 0.00 0.00

20 items 0.00 0.00 2.10 0.85 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

ISSN: 1309 - 6575 Egitimde ve Psikolojide Olcme ve Degerlendirme Dergisi 7

Journal of Measurement and Evaluation in Education and Psychology



Journal of Measurement and Evaluation in Education and Psychology

After calculating the accuracy rates and the bias values, a series of factorial ANOVA was performed
to examine the effects of conditions altered for each factor retention method. For this analysis, the raw
estimated dimension number value was used as the dependent variable. Only eta square (n2) effect
size values and the significance levels of ANOVA analysis were reported. The significance levels, **
sign denotes significance at p<0.01 level and * implies significance at p<0.05. The 12 values show
the magnitudes of the differences between the conditions for each method under investigation.
According to Cohen (1988), n2 values of 0.14 and above can be regarded as a “large” effect size. On
the other hand, the effect size for AF method cannot be compared because this method perfectly
estimated the true number of dimensions for all 2400 datasets.

For the rest of the methods, it was found that the unique effects of the conditions examined for EGA
(GLASSO) method or their two-way and three-way interactions did not have a large effect size. Similar
results were observed for OC and PA methods. On the other hand, the item number condition had a
large effect size for EGA(TMFG) method. Finally, for the KR1 method, large amounts of the effect
size values were observed for each of the conditions examined and their two-way and three-way
interactions were found as significant.

Table 3. Effect Sizes of Factorial ANOVA

EGA(GLASSO) EGA(TMFG)  OC AF PA KR1
Ssample Size (SS) 0.05%* 0.01%* 0.05%* - 0.05%%  0.62%*
Number of Items (NI) 0.09%* 0.75%* 0.04** - 0.04%*  0.91%
Reliability (r) 0.02%* 0.01%* 0.03** - 0.03**  0.80%*
SS X NI 0.07** 0.01%* 0.06** - 0.06%*  0.65**
SSXr 0.01%* 0.01 0.05%* - 0.05%%  0.36%*
NI X r 0.02%* 0.03** 0.04%* - 0.04%%  0.86%*
SS X NI X r 0.01** 0.01 0.06** - 0.06*  0.45%

**p<0.01

DISCUSSION and CONCLUSION

The current study aimed to compare the effectiveness of EGA in extracting the true number of
dimensions with traditional methods when the data was unidimensional and composed of polytomous
items. This aim was determined based on Golino and Epskamp’s (2017) recommendations and
literature review showed that no study was conducted so far considering this recommendation. Unlike
this study, in the current study, OC and AF methods were included for comparison because these
methods are also relatively new compared to more traditional methods like PA and KR1 and their
inclusion on relatively new methods is believed to increase existing knowledge on the effectiveness of
EGA.

As a result of this study, it has been observed that EGA (LASSO) successfully extracted
unidimensional structure perfectly like other methods for datasets where the number of items was five.
This success of EGA was valid even for data sets with a sample size as small as 250. A similar finding
was obtained for EGA (TMFG). On the other hand, as the number of items increases, the performance
of both EGA (LASSO) and EGA (TMFG) decreased. Even when the sample size was 3000 and the
reliability level was 0.9, EGA (TMFG) could not extract the correct number of dimension with high
accuracy if there were ten or more items in the data set. On the other hand, for n = 500 and n = 1000
sample size conditions, EGA (LASSO) yielded comparable accuracy rates only if the reliability level
was 0.9 while it's performance decreased when the reliability dropped to 0.7 and when data sets
contained twenty items.

If the methods are compared in general, AF had perfectly extracted the actual dimensional structure
regardless of the conditions altered and use of it by the researchers is strictly recommended in their
future studies. Overall, EGA (LASSO) algorithm outperformed EGA (TMFG) algorithm. For this

ISSN: 1309 - 6575 Egitimde ve Psikolojide Olcme ve Degerlendirme Dergisi
Journal of Measurement and Evaluation in Education and Psychology 8



Avcu, A. / Investigating the Performance of Exploratory Graph Analysis When the Data Are Unidimensional and
Polytomous

reason, it is recommended that GLASSO algorithm should be preferred over TMFG algorithm for
unidimensional and polytomous data sets. The same superior performance of EGA (GLASSO) was
also observed when compared with the traditional KR1 method.

Therefore, it can be said that EGA (LASSO) is an important effective alternative for researchers who
prefer the traditional KR1 method, which has been used extensively because of availability on most of
the commercial software programs. Considering the richness of output EGA provides (see Golino &
Christensen, 2020), EGA can be a better alternative to KR1. In addition, if the sample size was
increased to 1000 or 3000, EGA (LASSO) method gives results comparable to the OC and PA
methods. On the other hand, EGA should be considered as a serious alternative only when the scale
contains fewer items with high internal consistency for smaller sample size conditions (250 or 500).
Otherwise, OC and PA provide better results.

According to factorial ANOVA results, it was found that there were no unique or interaction effects
observed for EGA (LASSO) method. Similar findings were also observed for OC and PA methods. It
can be said that these three methods were the most robust ones across the conditions tested. Although
these statistics can not be calculated for AF, it provides perfect results under all conditions. it is also
definitely correct to consider this method as robust. On the other hand, “large” effect size was observed
for the EGA (TMFG) method for the sample size condition. That is, the sample size affects the
performance of EGA (TMFG) method negatively regardless of other conditions. The poor
performance of TMFG algorithm is understandable because it performs better when booting
algorithms are used simultaneously.

Finally, for the KR1 method. “large” effect sizes were observed for all conditions and their two-way
and three-way interactions. Accordingly, it can be said that the KR1 method was the least robust
method within the context of the conditions examined in this study. This finding is in line with past
literature (Velicer, Eaton & Fava. 2000; Ruscio & Roche, 2012).

This study is one of the few studies comparing EGA's factor retention effectiveness with other
traditional methods. Contrary to the findings obtained by Golino and Epskamp (2017), EGA(LASSO)
was not to be detected as clearly superior to other traditional methods. This result implies that EGA
(LASSO) may not be a suitable alternative when the data is unidimensional and potential researchers
should use EGA (LASSO) for scales with fewer items, higher internal consistency and a large sample
size for unidimensional tests. On the other hand, EGA (TMFG) should not be an option for researchers
in a wide of conditions considered in the current study.

All in all, more research is needed to examine the effectiveness of EGA in different conditions. For
example, EGA's effectiveness in datasets with different ability distributions will contribute to the
richness of the existing literature. In addition, in this study the effectiveness of the methods was only
evaluated in terms of the number of factors. In future studies, it is suggested to evaluate the
performance of EGA in terms of estimating real factor loadings.
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Tek Boyutlu ve Cok Yamt Kategorisine Sahip Veriler Icin
Aciklayicl Grafik Analizinin Performansinin Incelenmesi

Girig

Gozlenen degiskenlerin Ortiik yapilarla nasil iligkilendirilmesi gerektigi sorusu psikometrinin
merkezinde yer almaktadir (Borsboom ve Molenaar, 2015). Simdiye kadar, bu iliskiyi belirtmek igin
cesitli modeller gelistirilmistir. Bununla birlikte, psikometrik ¢aligmalarda kullanilan matematiksel
modellerin niceliksel artisina ve biiyiik esnekligine ragmen, ortiik 6zellikler ve davranislar arasindaki
iligkileri tanimlamak i¢in sunulan modeller, dayandiklar1 paradigma agisindan sasirtict bir sekilde
sinirhidir.

Bu geleneksel yaklagimlara ise yakin zamanda ag modellemesi olarak adlandirilan alternatif model
onerilmistir. Bu yaklasimda, gozlenen degiskenler arasindaki iligkilerin, degiskenlerin birbirleriyle
dogrudan ve potansiyel olarak nedensel etkilesime sebep olan bir sistem araciligiyla kaynaklandigi
varsayllmaktadir (Eaton, 2015). Ag modellerinin kullanimi, bir¢ok farkli disiplindeki karmagik
sistemlerin anlagilmasi icin bilyiik olgiide fayda saglamistir (Barabasi ve Posfai, 2016). Sosyal
bilimlerde, ag analizi uygulamasi dncelikle sosyal ag yapilarini aragtirmak i¢in benimsenmistir (6rn.
Cartwright ve Harary, 1956). Bununla birlikte, sonraki yillarda, psikolojik davraniglarin ag modellerini
kesifsel bir sekilde analiz edilmesi geleneksel gizli degisken modellemelerine alternatif olarak
kullanilmaya baglamigtir (Borsboom ve Cramer, 2013; Schmittmann vd., 2013). Ag modelleme
uygulamasindaki bu degisimden sonra, ag yaklagiminin popiilaritesi artmis ve psikoloji alaninda
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yogun bir sekilde kullanilmaya baslanmis ve psikolojik verilerde ag yapilarii tahmin etmeyi
amaclayan yeni bir psikoloji alaninin ortaya ¢ikmasina neden olmustur. Bu yeni alan, ag psikometrisi
olarak adlandirilir (Epskamp, Maris, Waldorp ve Borsboom, 2015).

Diger ag modellerinde oldugu gibi, psikometrik ag modeli de bir dizi diigiimden (veya koselerden),
diigiimler arasinda bir dizi baglant1 veya agdan (kenarlar olarak da bilinir) ve diigiimlerin ve kenarlarin
yapistyla ilgili bilgilerden olusur (De Nooy, Mrvar ve Batagelj, 2011). Diiglimler, psikolojik gosterge
degiskenlerini (6rn. gizil degiskenlerin semptomlari, davranislari veya yiizleri) temsil eder. Geleneksel
olarak, diigiimler ag yapisinda dairelerle temsil edilirler. Ote yandan, kenarlar, diigiimler arasindaki
iligkileri temsil eder ve bir ag modelinde daireleri birbirine baglayan ¢izgilerle temsil edilir.

Yakin ge¢miste yayimlanan bir calisma (Golino ve Epskamp, 2017), ag modelleme yoluyla psikolojik
yapilarin boyutlulugunu arastirmanin yenilik¢i bir yolunu sunmustur. Bu yeni teknige Agiklayici
Grafik Analizi (AGA) ad1 verilir. Adindan da anlasilacag: gibi, bu model bir yapiy1 incelerken 6nsel
varsayimlara dayanmamaktadir. Bunun yerine, psikolojik verileri kesifsel bir anlayisla ele alir.
AGA'nin dikkate deger bir Ozelligi, degiskenler arasindaki iliskilerin gorsellestirilmesi ve
degiskenlerin boyutlara atanmasini belirleyici bir sekilde saglamasidir. Bu nedenle psikolojik
ozelliklerin kuramsal yapisini test etmek veya yeniden degerlendirmek icin ideal bir yontemdir.

Kismi korelasyonlara dayali tahminlerle gergeklestirilen bu yontemde, yaygin olarak en az mutlak
daralma ve se¢im operatdriiniin (least absolute shrinkage and selection operator-LASSO) islemi
yaygin olarak uygulanmaktadir (Friedman, Hastie ve Tibshirani, 2008). LASSO, sahte (spurious)
baglantilar1 kontrol etmek ic¢in kullanilmaktadir. LASSO, walktrap gibi topluluk algilama
algoritmalariyla birlestirildiginde yiiksek hassasiyetli tahminler saglayabilir (Pons and Latapy, 2005).

Optimum bir model elde etmek igin Chen ve Chen (2008) tarafindan nerilen genisletilmis Bayesian
bilgi kriteri (extended Bayesian information criterion-EBIC) dikkate alinarak belirlenen ayarlama
parametresi kullanilir. Bu parametre, arastirmacinin aglarin seyrekligini kontrol etmesini saglar
(Foygel ve Drton, 2010). LASSO, nihai ag yapisini belirledigi i¢in ag modellemenin 6nemli bir
parcasidir. Ayn1 zamanda daha tutucu ve yorumlanabilir modellerin elde edilmesini saglar. AGA
modellerinde LASSO'nun grafik bir uzantisi kullanilmis ve GLASSO olarak adlandirilmustir. Ek
olarak, Ucgenlestirilmis Maksimum Filtrelenmis Grafik (TMFG: Triangulated Maximally Filtered
Graph), GLASSO'ya alternatif olarak oOnerilen bir diger tekniktir. Bu yaklasim, bir puan
fonksiyonunun maksimize etmesini saglayan bir liggenleme olusturur. Bu sekilde veriler anlamli bir
yap1 igerisinde organize olur ve modelleme miimkiin olur. Ayrintili agiklamalar ve formiilasyonlar igin
Massara, Di Matteo ve Aste (2016) 'ye bakilmasi 6nerilmektedir.

Bir AGA modelinde, geleneksel olarak, ag iizerindeki yesil (ya da mavi) ¢izgiler pozitif kismi
korelasyonlar temsil ederken kirmizi ¢izgiler, negatif kismi korelasyonlara karsilik gelir. Ek olarak,
cizgilerin kalinlig1 korelasyon miktar1 hakkinda bilgi verir: daha kalin ¢izgiler kismi korelasyon
degerlerinin 1'e yaklastigini gosterir, Kismi korelasyon degerleri tam olarak O ise, iki diigiim arasinda
hi¢bir ¢izgi ¢izilmez. Yani, agdaki diger degiskenlerin etkisi kontrol edildiginde iki degisken kosullu
olarak bagimsizdir (Pearl, 2000).

AGA'nin oOnerildigi makalede Golino ve Epskamp (2017), AGA'nin performansin1 bes farkli
geleneksel faktor ¢ikarma teknigiyle karsilastirmistir. Bu ¢alismada iki yanit kategorili maddelerden
olusan iki ve dort boyutlu tiiretilmis veri setleri kullanilmistir. Calismanin bulgulari, kontrol edilen
kosullar ne olursa olsun, 6zellikle veri kiimeleri dort boyutlu yap1 olarak simiile edildiginde AGA'nin
en iyi performans gosteren yontem oldugunu gostermistir. Ozellikle boyut sayis1 dort oldugunda,
AGA'in diger geleneksel yontemlere iistiinliigiinii dogrulanmustir. Ozellikle AGA'nin her boyuttaki
madde sayis1 bes oldugunda tatmin edici sonuglar veren tek yontem oldugu belirtilmistir. Bu ¢aligmada
cok boyutlu veriler kullanilmis olmasina ragmen daha sonrasinda AGA algoritmasi tek boyutlu veri
setlerinin incelenmesine izin verecek sekilde revize edilmistir. Nitekim, ayni ¢alismada AGA’nin tek
boyutlu veri setleri igin faktor sayisina karar vermedeki performansinin incelenmesi 6nerilmistir. Bu
oneri dikkate alinarak gerceklestirilen bu ¢alismanin amact veri seti tek boyutlu oldugunda ve
maddeler ¢ok yanit kategorisine sahip oldugunda AGA’nin faktér sayisina karar vermedeki
performansinin geleneksel faktor ¢ikarma yontemleriyle karsilastirilmasi olarak belirlenmistir.
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Yontem

Bu ¢alismada ti¢ farkli kosul kontrol edilmistir: 6rneklem biiyiikligii (250, 500, 1000 ve 3000), madde
sayisi (5, 10, 20) ve i¢ tutarlilik seviyesi (o = 0.7 ve o = 0.9). Buna kosullara baglh olarak 4x3x2
tasarimi ile 24 farkli kosul olusturulmustur. Ayrica, bu calismanin temel amaci dogrultusunda, tiim
veri setleri tek boyutlu yapiya sahip olacak sekilde tiiretilmistir ve maddeler 1-5 araliginda puanlanmis
sekilde veri setleri olusturulmustur. Daha kararli sonuglar elde etmek i¢in her kosul igin veri iiretme
islemi 100 kez tekrarlanmistir. Bu sayede, 2400 veri kiimesi tiiretilmistir. Bu ¢alismada bulgular
kisminda sunulan sonuglar, tekrarlar sonucunda elde edilen degerlerin aritmetik ortalamasini
yansitmaktadir. Veri iiretme islemi, R ortaminda (R ¢ekirdek ekibi, 2019) “mirt” paketi (Chalmers,
2012) ile gergeklestirilmistir.

AGA yonteminin performansini karsilastirmak amaciyla bes farkli faktdr sayisina karar verme
yontemi kullanilmistir: Hizlanma Faktori (AF: Acceleration Factor), Optimal Koordinatlar (OC:
Optimal Coordinates), Paralel Analiz (PA) ve Kaiser’in 6zdeger 1’den biiyiik kurali (KR1). Bu dort
yonteme iliskin ayrintili teknik bilgiler Raiche, Riopel & Blais (2006) ve Raiche (2010) 'de yer
almaktadir. AGA analizleri, R istatistik programinda bulunan “EGAnet” paketi (Golino &
Christensen, 2020) kullanilarak gergeklestirilirken, OC, AF, PA ve KR1 faktor ¢ikarma yontemleri
icin “nFactors” paketi (Raiche, 2010) kullanilmistir. AGA teknigi GLASSO ve TMFG algoritmalari
igin ayr1 ayr1 gerceklestirilmistir ve caligmanin geri kalaninda sirasiyla AGA(GLASSO) ve
AGA(TMFG) anilmigtir. GLASSO algoritmast kullanilirken, ayarlama parametresi 0.5 olarak
belirlenmistir. Kosullara gore genel betimleyici istatistiklerin yanisira faktoriyel varyans analizi
(ANOVA) gergeklestirilerek etkisi incelenen kosullarin faktor sayisina karar verme yontemleri
tizerindeki tekil etkileri ile etkilesimlerinden kaynakli etkilerin incelenmesi amaglanmustir.

Garrido, Abad ve Posada (2016) tarafindan onerildigi gibi, dogru boyut sayisinin ne kadar kesinlikte
cikarildigimma dair degerlendirme, ¢ikarma dogruluk indeksi ve yanlilik indekslerine dayanilarak
yapilmstir. Faktor ¢ikarma dogruluk indeksi, dogru sayida faktoriin 1, hatali sayida faktoriin 0 olarak
cikarildig1 analiz sonuglarinin kodlanmasiyla elde edilmistir. Ornegin 100 veri seti incelendiginde, 50
veri seti i¢in gercek faktor sayisi ¢ikarilmigsa bu veri setlerinin her biri 1, geri kalani ise 0 olarak
kodlanmistir. Sonug olarak 100 veri seti icin yontemin nihai kesinlik 0.5 olarak hesaplanmistir. Ote
yandan, yanlilik indeksi, kestirilen boyut sayisinin ger¢ek boyut sayisindan ¢ikarilmasiyla hesaplanir.
Ornegin, tek boyutlu bir veri seti igin, kestirilen boyut sayis1 1 ise, sapma endeksi 0 olarak
hesaplanirken, kestirilen boyut sayisi 2 ise yanlilik degeri 1 olur. Baska bir anlatimla, sifir yanlhlik
degeri, boyut sayisinin dogru kestirildigini gosterirken 0'dan uzak yanlilik degerleri, ilgili yontemin
zay1f performansini gostermektedir.

Sonug ve Tartisma

Elde edilen bulgulara gére AGA (LASSO) madde sayisinin 5 oldugu veri setleri i¢in diger yontemler
gibi tek boyutlu yapiy1r mitkemmel bir sekilde kestirdigi goriilmiistiir. AGA'nin bu basarisi, 6rneklem
bliyiikliigli 250 olan veri setleri i¢in bile gecerlidir. Benzer bulgular AGA (TMFG) icin de elde
edilmistir. Diger taraftan, madde sayisi arttikca hem AGA (LASSO) hem de AGA (TMFG)’nin
performansinin diistiigii goriilmiistiir. Orneklem biiyiikliigii 3000 ve giivenilirlik diizeyi 0.90 olsa bile
AGA (TMFG) veri setinde 10 veya daha fazla madde oldugunda dogru boyut sayisini yiiksek
dogrulukla ¢ikartamadigr belirlenmistir. Ayrica, n = 500 ve n = 1000 6rneklem biiyiikliigi kosullar
icin AGA (LASSO) yalnizca giivenilirlik seviyesi 0.9 oldugunda diger yontemlerle karsilastirilabilir
kesinlik oranlar1 saglamigtir. Ancak, giivenilirlik 0.7'ye diistiiglinde ve veri kiimeleri 20 madde
icerdiginde performansi diismiistiir.

Yontemler genel olarak karsilastirildiginda ise. AF’nin control edilen kosullardan bagimsiz olarak
gercek boyutsal yapiy1 milkemmel bir sekilde ¢ikarttigi ve gelecekteki ¢aligmalarinda arastirmacilar
tarafindan tercih edilebilecegi goriilmistiir. Genel olarak. AGA (LASSO) algoritmasi, AGA (TMFQG)
algoritmasindan daha iyi performans gostermistir. Bu nedenle, tek boyutlu ve ¢ok yanit kategorisine
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sahip veri setleri i¢in GLASSO algoritmasinin TMFG algoritmasina tercih edilmesi gerektigi
gorlilmiistir. AGA (GLASSO)’nin iistiin performansi, geleneksel KR1 yontemiyle karsilastirildiginda
da gozlenmistir. Bu nedenle, AGA (LASSO)’nin geleneksel KR1 yontemini tercih eden arastirmacilar
icin 6nemli ve etkili bir alternatif oldugu sdylenebilir. AGA'nin sagladig: bilgilerin zenginligi géz
oniine alindiginda, arastirmacilar tarafindan tercih edilmesi Ozellikle Onerilmektedir. Ek olarak,
orneklem biiyiikligii 1000 veya 3000'e yiikseltildiginde AGA (LASSO) yontemi, OC ve PA
yontemleriyle de karsilastirilabilir sonuglar vermistir. Orneklem biiyiikliigii daha kiiciik ise (250 veya
500), AGA yalmizca yiiksek i¢ tutarliliga sahip ve daha az madde igeren 6lgtim araglari i¢in ciddi bir
alternatif olarak diistiniilmelidir.

Faktoriyel ANOVA sonuglarina gore AGA (LASSO) yontemi icin tekil veya etkilesim etkisinin
gbzlemlenmedigi bulunmustur. OC ve PA yontemleri i¢in de benzer bulgular gdzlemlenmistir. Bu {i¢
yontemin test edilen kosullar arasinda en dayanikli yontemler oldugu soylenebilir. Ayrica bu
istatistikler AF i¢in hesaplanamamistir ¢iinkii bu yontem her kosulda miikemmel sonuglar ortaya
koymaktadir. Baska bir anlatimla, bu yéntemi saglam ydntem olarak degerlendirmek miimkiindiir. Ote
yandan, drneklem biiyiikliigii kosulunun AGA (TMFG) yonteminde “biiyiik” etkiye sahip oldugu
gbzlemlenmistir. Yani 6rneklem biiyiikligii AGA (TMFG) yonteminin faktor sayisina karar verme
performansi lizerinde etkiye sahiptir. Son olarak, geleneksel olarak en yaygin kullanilan KR1 yontemi
icin tiim kosullar ve bunlarin ikili ve iicli etkilesimleri icin “biiyiik™ etkiler gézlemlenmistir. Buna
gore bu calismada incelenen kosullar baglaminda KR1 yonteminin en az saglam yontem oldugu
sOylenebilir. Bu bulgu, ilgili alan yazin ile uyumludur (Velicer. Eaton. Fava. 2000; Ruscio & Roche.
2012).

Bu c¢alisma, AGA' nin faktor ¢ikarma etkinligini diger geleneksel yontemlerle karsilastiran birkag
calisgmadan biridir (Golino & Epskamp. 2017; Golino ve ark. 2020). Bu nedenle, AGA' nin farkli
kosullarda etkinligini incelemek igin daha fazla arastirmaya ihtiyag vardir. Ornegin, farkli yetenek
dagilimlarina sahip veri setlerinde AGA' nin etkinligi, mevcut alan yazinin zenginligine katkida
bulunacaktir. Ayrica, bu ¢aligmada yontemlerin etkinligi yalnizca faktor sayisim1 kesin ve yansiz
cikartabilme agisindan degerlendirilmistir. Gelecek caligmalarda, AGA'nin performansinin gergek
faktor yiiklerini tahmin etme acisindan degerlendirilmesi onerilmektedir.
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Abstract

This study aims to compare Sequential Probability Ratio Test (SPRT) and Confidence Interval (Cl) classification
criteria, Maximum Fisher Information method on the basis of estimated-ability (MFI-EB) and Cut-Point (MFI-
CB) item selection methods while ability estimation method is Weighted Likelihood Estimation (WLE) in
Computerized Adaptive Classification Testing (CACT), according to the Average Classification Accuracy
(ACA), Average Test Length (ATL), and measurement precision under content balancing (Constrained
Computerized Adaptive Testing: CCAT and Modified Multinomial Model: MMM) and item exposure control
(Sympson-Hetter Method: SH and Item Eligibility Method: IE) when the classification is done based on two,
three, or four categories for a unidimensional pool of dichotomous items. Forty-eight conditions are created in
Monte Carlo (MC) simulation for the data, generated in R software, including 500 items and 5000 examinees,
and the results are calculated over 30 replications. As a result of the study, it was observed that CI performs
better in terms of ATL, and SPRT performs better in ACA and correlation, bias, Root Mean Squared Error
(RMSE), and Mean Absolute Error (MAE) values, sequentially; MFI-EB is more useful than MFI-CB. It was
also seen that MMM is more successful in content balancing, whereas CCAT is better in terms of test efficiency
(ATL and ACA), and IE is superior in terms of item exposure control though SH is more beneficial in test
efficiency. Besides, increasing the number of classification categories increases ATL but decreases ACA, and it
gives better results in terms of the correlation, bias, RMSE, and MAE values.

Key Words: Computerized adaptive classification testing, content balancing, item exposure control,
classification criteria, item selection methods.

INTRODUCTION

Testing in education might have various objectives. These objectives include increasing the
effectiveness of education, assessing students individually, making selection or placement decisions,
certification, monitoring learning progress, and testing for diagnostic purposes. To achieve these
objectives, it seems to be critical to have access to timely and accurate information about learners’
level of ability. In this regard, Computerized Adaptive Testing (CAT) is one of the greatest reflections
of developments in information and communication technologies in the field of education and
contributes to making more qualified and effective evaluations.

Unlike traditional paper-pencil tests, a CAT system uses different test forms in real time based on their
individualized performance to test individuals with different levels of ability (Bao, Shen, Wang, &
Bradshaw, 2021). The goal of CAT is to estimate each individual’s latent ability and select the most
appropriate test items (i.e., the most informative item) from the item pool for an individual based on
his or her current performance (Eggen & Straetmans, 2000). At the end of the process, CAT provides
more reliable estimates of ability using fewer items compared to traditional tests (Bao et al., 2021,
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Fan, Wang, Chang, & Douglas, 2012; Thompson, 2009). These advantages of CAT can be seen as the
main reason for preferring large scale CAT applications such as the Graduate Management Admission
Test (GMAT), the Graduate Record Examination (GRE), and the National Assessment of Educational
Progress (NAEP). The main purpose of testing individuals may sometimes be the accuracy of
classifications, such as passed or failed, apart from the effective estimate of ability. In that case, a
Computerized Adaptive Classification Test (CACT) is preferred. Since important decisions are made
based on the classification (e.g., retention, high school graduation, career selection), efficient and
accurate classification is of critical importance (Thompson & Ro, 2007).

Additionally, test effectiveness is important for both CATs and CACTSs. High test effectiveness in
CAT applications with a unidimensional item pool means fewer items and lower standard errors for
ability estimation (van der Linden & Hambleton, 1996 as cited in Thompson, 2009). Unlike CATSs,
CACTs use as few items as possible and aim at low classification errors to achieve test effectiveness
(Thompson, 2009).

Purpose of the Study

An extensive review of literature on CACT applications revealed that most of the studies considered
classification in only two categories (e.g., Glindeger & Dogan, 2018a; Lau, 1996; Reckase, 1983;
Spray & Reckase, 1996), and content balancing and item exposure control were not taken into account.
Furthermore, classification criteria (e.g., Kingsbury & Weiss, 1980; Spray & Reckase, 1996;
Thompson, 2009) and item selection methods were mostly compared (e.g., Glindeger & Dogan, 2018b;
Eggen, 1999; Lin & Spray, 2000), and the performance of different item selection methods was
examined by crossing the item selection methods with classification criteria (e.g., Eggen & Straetmans,
2000; Thompson & Ro, 2007). Besides, there are a few studies that compared the performance of
classification criteria in terms of Average Classification Accuracy (ACA) and Average Test Length
(ATL) according to different item exposure control methods (Huebner, 2012; Lau & Wang, 1999). A
study used the Sympson-Hetter (SH) item exposure control method together with the spiral method
for content balancing (Huebner & Li, 2012). Considering the contribution of accurate classifications
to selecting, monitoring, or placing individuals based on the test results, there seems to be a need for
new research in CACT using different research designs. It is thus thought that this study will contribute
to a deeper understanding of CACT applications.

The main purpose of this study was to examine the performance of different classification criteria and
item selection methods used in CACT applications when weighted likelihood estimation (WLE) is
used for ability estimation under various conditions of classification category numbers, content
balancing, and item exposure control methods in terms of average classification accuracy, average test
length, the correlation between true and estimated ability levels, bias, root mean squared error (RMSE),
and mean absolute error (MAE). The research problems are as follows:

Given that WLE is the ability estimation method, and the sequential probability ratio test (SPRT) with
indifference region (IR) constant value 3: .20, and the confidence interval with Cl: 90% confidence
level are the classification criteria, how do the values of average classification accuracy, average test
length, the correlation between true and estimated ability levels, bias, RMSE, and MAE change in two,
three or four-category classifications where the followings are considered together?

1. The estimate-based maximum Fisher information (MFI-EB) and cut score-based maximum
Fisher information (MFI-CB) item selection methods,

2. The MFI-EB and MFI-CB item selection methods along with the constrained CAT (CCAT)
and modified multinomial model (MMM) content balancing methods, and the Sympson-
Hetter (SH) and item eligibility (IE) item exposure control methods.

For the purpose of the research, below are described the design of the simulation study, data
generation, CACT simulation conditions, and analysis plan. Then, the results are summarized, and the
main findings are highlighted. Finally, a discussion is given on the implications of this simulation
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study according to ACA, ATL, measurement precision, and its results, and suggestions for future
research.

METHOD

In this study, Monte Carlo (MC) simulations were performed, and CACT application results were
compared using simulated datasets. If other research methods answer the questions What happened,
and how, and why? simulation studies help answer the question What if ...? In simulation studies, it is
possible to examine more complex systems as possible different conditions into the future can be
created (Dooley, 2002). The datasets used were generated in the R program (R Core Team, 2013)
based on the conditions examined in the study. The dependent variables of the study were ACA, ATL,
correlation between real ability values and estimated ability values (r), bias, RMSE, and MAE. The
independent variables were classification criteria (SPRT and CI), item selection methods (MFI-EB
and MFI-CB), content balancing methods (CCAT and MMM), item exposure control methods (SH
and IE), and the number of classification categories (two, three, and four). Therefore, the study had 48
simulation conditions = 2 classification criteria x 2 item selection methods x 2 content balancing
methods x 2 item exposure control methods x 3 classification category numbers.

Data Generation
The data used in this study were generated by simulation in accordance with certain properties.

Generation of item and ability parameters for Monte Carlo (MC) simulation

This study was conducted as an MC simulation study by taking Thompson’s (2011) study into
consideration. The item pool was composed of 500 items under Item Response Theory (IRT) three-
parameter logistic model (3PLM) for each of 30 replications. Since both estimate-based and cut score-
based item selection methods (MFI-EB and MFI-CB) were used and two-, three- or four-category
classifications were made, the item pool was composed of items that provide a high amount of
information at and around the cut-point 8 = 0 and cover the ability level range (-3, 3). For the items in
the pool, the a parameter was generated from a uniform distribution U[0.5, 2.0] to represent medium
and high levels of discrimination considering the study of Kingsbury and Weiss (1980), the b
parameter was generated from a normal distribution N(-0.5, 1.5) to be close to the actual values in
applications as pointed out in Thompson (2009) and Warm (1989), and the ¢ parameter was generated
from a normal distribution N(0.20, 0.05) again to be close to an actual application in keeping with
Thompson (2009). In addition, ability parameters of 5000 examinees were generated from a normal
distribution N(0, 1) within a range of (-3, +3) for each of 30 replications.

CACT Simulation Conditions

CACT simulation conditions, used in this study, were explained in detail under subheadings.

Starting point

Available prior information about examinees can be used as the starting point in CACT (Weiss &
Kingsbury, 1984; Yang, Poggio, & Glasnapp, 2006). Although not used very often, the population
mean can also be defined as the starting point (Thompson, 2007b). In this research, the starting point
for all conditions was determined as ¢ = 0.
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Item selection

Intelligent item selection methods where the computer program evaluates the unused items in the pool
and decides which would be the best item to use next are generally classified into two groups: estimate-
based and cut score-based (Thompson, 2007b). When IRT is used as the psychometric model, the cut
score-based methods such as MFI, maximum Kullback-Leibler information (KLI), and log-odds ratio
methods can be preferred (Lin & Spray, 2000). Traditionally, an item selection method that maximizes
Fisher information at the cut-point is used with SPRT. SPRT is expected to yield better results,
especially as the indifference region increases (Eggen, 1999). MFI-EB and MFI-CB methods were
used for item selection in this study.

Ability estimation

Based on the literature, there are several ability estimation methods for binary scoring (1-0) and
unidimensional item response theory modeling. The most common and widely used ability estimation
methods include Maximum Likelihood Estimation (MLE), Marginal Maximum Likelihood Estimation
(MMLE), Weighted Likelihood Estimation (WLE), and the Bayesian estimation methods such as
Owen’s Bayesian sequential method, Maximum A Posteriori (MAP), and expected a posteriori (EAP).
Warm (1989) noted that all these methods can produce some biased estimates. Bias affects the
accuracy of classification decisions systematically (Wang & Wang, 2001). Additionally, Warm (1989)
concluded that, especially in fixed-length tests, estimations made by WLE had less bias compared to
estimations made by MLE and MAP. He discussed that when WLE is used for various lengths of
adaptive tests, the test is similar to MAP but ends with fewer items than MLE, and he proposed the
WLE method, which is a modified version of MLE, for ability estimation. This estimation method
may reduce item exposure and test time, thereby enhancing the usefulness of the test. Thus, it can be
considered as an advantage to use WLE for CACT and CAT applications. WLE is a method that
reduces bias and works on the basis of item parameters and a weighting function specific to ability
levels (Warm, 1989). WLE is most often preferred in CACT applications (Eggen & Straetmans, 2000;
Nydick, Nozawa, & Zhu, 2012; Wouda & Eggen, 2009; Yang et al., 2006). Considering its advantages
and its position in the literature about classification, WLE was used as an ability estimation method in
this study. The WLE ability estimation method is a condition that was kept constant in simulations.

Classification criteria

There are three basic classification criteria based on IRT in CACT applications: SPRT, CI, and
Bayesian decision theory. All three classification criteria require fewer items than traditional fixed-
form tests and provide a similar level of classification accuracy (Kingsbury & Weiss, 1983). Previous
research has shown that Cl is more effective in estimate-based item selections, while SPRT is more
effective in cutscore-based item selections (Eggen & Straetmans, 2000; Spray & Reckase, 1996;
Thompson, 2009). It has also been shown that SPRT is more effective than CI, especially in terms of
classification accuracy (Eggen, & Straetmans, 2000). Furthermore, as Thompson (2009) pointed out,
the most used classification criterion in CACT studies is SPRT. Against this background, the
classification criteria were determined as SPRT (d: .20) and CI (90%) in this study.

Content balancing

In the content-balanced ICT applications, examinees are measured by a test that represents each of the
content areas as appropriately as possible and has higher validity. The most commonly used content
balancing methods in CACT studies are the spiralling method (Kingsbury & Zara, 1989) (e.g.,
Finkelman, 2008; Huebner, 2012) and the constrained CAT (CCAT) method (e.g., Eggen &
Straetmans, 2000; Huebner & Li, 2012). Lin (2011) used a modified multinomial model (MMM) for
content balancing. However, no research has been found that compares CCAT and MMM in the
literature. Therefore, in this study, unlike the previous studies, two different content balancing
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methods, namely CCAT and MMM, were used. The minimum number of items to be used before
terminating the test was set at 10, and the maximum number of items was set at 70 to ensure content
balancing conditions. In cases where CCAT and MMM were included in the study conditions, the item
pool generated with 500 items in the R program was divided into four content areas using random item
assignment. Then, items were selected using the functions and loops written by the researcher in line
with these content areas. The target proportions of four content areas were set at 40%, 30%, 20%, and
10%, respectively.

Item exposure

In CAT applications in which the item exposure control is not used, the selection of the items only
based on maximum information could result in overexposure of items. On the other hand, both test
security and more balanced use of item pool are considered while maintaining measurement precision
when item exposure control techniques are implemented (Leroux et al., 2019). A search of the
literature showed that the most used item exposure control methods in CACT applications are the
random item selection method based on randomness strategies and the SH method (Sympson & Hetter,
1985) based on conditional selection strategies. Because randomness strategies are believed to be not
effective under realistic test conditions, this research focused on the SH method and the IE method
(van der Linden & Veldkamp, 2004), which is based on the same approach as the SH method. The
maximum desired item exposure rate for the SH and IE methods used in the item exposure control was
taken as rmax = .20 (Leung, Chang, & Hau, 2002), which is a frequently used value in line with the
studies of Huebner (2012) and Huebner and Li (2012).

Number of classification categories

Much of the research in CACT so far has used only two categories, such as failed-passed and a single
cut-point. A two-category classification such as failed-passed was used in Huebner (2012), Lin and
Spray (2000), Reckase (1983), Sie, Finkelman, Riley, and Smits (2015), Thompson (2009), van Groen,
Eggen, and Veldkamp (2016). Both two- and three-category classifications were used in Eggen (1999)
and Thompson (2007a). A three-category classification was used in Nydick et al. (2012). Both three-
and five-category classifications were used in Yang et al. (2006). This research used two-, three- and
four-category classifications to compare the changes. The ability parameters generated in R for the
examinees were utilized to determine the cutting points for the classifications. The generated ability
parameters were ranked from the low ability level to the high ability level. Through the method used
in Eggen and Straetmans (2000), a cut-point was determined for the two-category classification, two
cut-points were determined for the three-category classification, and three cut-points were determined
for the four-category classification. In the two-category classification, the first half of the skill levels
ranked from low to high were coded as Level 1 and the second half as Level 2. Then, the cut-point
(CP = 0.00) was determined by taking 70% of the highest ability level in Level 1. Similarly, in the
three-category classification, the ranked ability levels were encoded as Level 1, Level 2, and Level 3,
and the cut-points were defined as CP1 =-0.29 and CP2 = 0.31. In the four-category classification, the
ability levels were encoded as Level 1, Level 2, Level 3, and Level 4 and the cut-points were defined
as CP1 =-0.47, CP2 =-0.01, and CP3 = 0.48.

Data Analysis

Thirty replications were conducted for each of the 48 simulation conditions generated within the scope
of the research, and the values of the dependent variables were obtained by calculating the average of
the replications. The value of the correlation between true and estimated ability levels was calculated
using the Pearson correlation coefficient (PCC), while the bias, RMSE, and MAE values were
calculated following formulas written in the R program.
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Bias is calculated using the formula below where the sum of the difference between the last estimated
ability level (8,) and the true ability level (6;) is divided by the number of examinees (n) (Miller, &
Miller, 2004):

n

Bias =

RMSE is equal to the square root of the sum of squared of differences between the 8, and 6, divided
by n:

n

RMSE =

MAE is calculated by dividing the sum of the absolute value of the difference between 8, and 6; by n:
_ .16, -6
n

OMH

Additionally, functions and loops were written in the R program in addition to the item selection
method for content balancing and item exposure control.

RESULTS

The results obtained for each subproblem of the study are presented under subheadings.

Results on the First Subproblem

Table 1 shows the values calculated by averaging 30 replications performed for each simulation
condition related to the first research subproblem.

Table 1. Comparison of the Classification Criteria (CC) and Item Selection Methods (ISM) According
to the Average Test Length (ATL), Average Classification Accuracy (ACA), and Measurement
Precision With Correlation (r), Bias, Root Mean Squared Error (RMSE), and Mean Absolute Error
(MAE) Values When the number of Classification Categories (NCC) Based on Two, Three, or Four

CC ISM NCC ATL ACA r Bias RMSE MAE
Two 24.72 .94 .94 -0.011 0.35 0.27

MFB-EB Three 34.08 .88 .96 -0.012 0.32 0.24

SPRT Four 41.34 .82 .96 -0.014 0.29 0.22
(0=.20) Two 22.95 .94 .90 0.019 0.44 0.32
MFB-CB Three 33.93 .89 .92 0.015 0.38 0.28

Four 42.88 .82 .93 0.012 0.35 0.26

Two 11.33 .89 .90 0.016 0.46 0.35

MFB-EB Three 12.52 .79 91 0.015 0.45 0.35

Cl Four 13.81 71 91 0.016 0.44 0.34
(90%) Two 11.55 .90 .87 0.019 0.49 0.38
MFB-CB Three 12.62 .80 .87 0.017 0.48 0.37

Four 13.82 71 .88 0.020 0.47 0.36

Note. SPRT= sequential probability ratio test, Cl= confidence interval, MFI-EB= maximum fisher information method on
the basis of estimated-ability, MFI-CB= maximum fisher information method on the basis of cut-point.

As seen in Table 1, in the two-, three- and four-category classifications, the ACA values were quite
high and ranged from .82 to .94, and the ATL values ranged from 22.95 to 42.88 when SPRT was used
for classification. On the other hand, when CI was used for classification, the ACA values were
relatively lower and ranged from .71 to .90, and the ATL values ranged from 11.33 to 13.82.
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Accordingly, SPRT vyielded better results in terms of ACA, and ClI yielded better results in terms of
ATL.

When the item selection methods MFI-EB and MFI-CB were used with the same classification criteria,
similar results were obtained in terms of test effectiveness. In addition, an increase in the number of
classification categories caused the test effectiveness to decrease for both classification criteria. In
other words, it increased the ATL but reduced the ACA.

The values of the correlation (r) between the examinees’ estimated and true ability levels ranged from
.90 to .96 for SPRT and .87 to .91 for CI. With respect to the conditions in which the classification
criteria were crossed by the item selection methods, higher correlations were calculated for both
classification criteria in the conditions in which MFI-EB was used compared to the conditions in which
MFI-CB was used. Additionally, similar correlation values were obtained in response to the increase
in the number of classification categories. The bias calculated for the condition where SPRT and MFI-
EB were used together (ranging from -0.014 to -0.011) was lower compared to that calculated for the
condition where SPRT and MFI-CB were used together (ranging from 0.012 to 0.019). Similarly, the
bias calculated for the condition where Cl and MFI-EB were used together (ranging from 0.015 to
0.016) was lower compared to that calculated for the condition where Cl and MFI-CB were used
together (ranging from 0.017 to 0.020). The case is similar for the RMSE value, which takes into
account the standard error of the estimation along with the bias, and for the MAE value. Accordingly,
it can be said that lower bias, RMSE, and MAE values were found when the SPRT classification
criterion or the MFI-EB item selection method was used. Furthermore, the increase in the number of
categories did not exert a great effect on the bias but relatively decreased the RMSE and MAE values.

Results on the Second Subproblem

Table 2 demonstrates the values calculated by averaging 30 replications performed for each condition
related to the second research subproblem, which incorporated CCAT and MMM for content balancing
and SH and IE for item exposure control.

As seen in Table 2, in all conditions where the MMM content balancing method was used, the used
content rates achieved the desired content rates (40%, 30%, 20%, and 10%, respectively). In the
conditions where the CCAT content balancing method was used, the used content rates were above or
below the desired content rates. For example, as seen in Table 2, in the condition where SPRT was
used with MFI-CB, item exposure was controlled using IE, and a four-category classification was
made, the CCAT content rates were found to be approximately 32%, 28%, 23%, and 16%,
respectively. In addition, in the conditions where the IE item exposure control method was used, the
proportion of items overexposed (OEX) was lower and the mean exposure rate of overexposed items
(MOEX) achieved the desired rmax = .20. On the other hand, in the conditions where SH was used,
OEX was higher, and MOEX was considerably higher than the desired rmax=.20. For example, as seen
in Table 2, when SPRT and MFI-EB were used together, content balancing was done using CCAT,
and a four-category classification was made, the OEX value calculated for item exposure controlled
using SH was approximately .25, and the MOEX value was .29. In other words, approximately 25%
of the items were above the maximum item exposure rate (rmax = .20), and the mean item exposure
was calculated to be approximately .29.

As seen in Table 2, another comparison using the same classification criteria and item selection method
showed that although the CCAT content balancing method performed better with a slight difference
in terms of test effectiveness, it generally produced similar results to MMM. In addition, the SH item
exposure control method performed better compared to IE in terms of test effectiveness. The best result
in terms of ATL (ATL = 11.13 and ACA = .88) was recorded in the condition where CI, MFI-EB,
CCAT, and SH were used together, and a two-category classification was made, while the worst result
(ATL =51.93 and ACA =.75) was recorded in the condition where SPRT, MFI-CB, MMM, and IE
were used together, and a four-category classification was made. To put it differently, it can be said
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that among the best and worst results, ATL was nearly five times higher, while ACA declined

considerably.
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The correlation (r) values ranged from .90 to .96 in the conditions where SPRT was used, while they
ranged from .85 to .90 in the conditions where Cl was used. The bias values ranged from -0.018 to
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0.009 in the conditions where SPRT was used, while they ranged from 0.004 to 0.016 in the conditions
where Cl was used. The highest RMSE value (0.52) and the highest MAE value (0.41) were observed
when CI, MFI-CB, CCAT (or MMM), and IE were used together, and a two-category classification
was made. On the other hand, the lowest RMSE value (0.30) was observed when SPRT, MFI-EB,
CCAT (or MMM), and SH were used together with four-category classification, and the lowest MAE
value (0.22) was observed when SPRT, MFI-EB, CCAT, and SH were used together with four-
category classification.

In summary, parallel to the findings in Table 1, Cl performed better in terms of ATL, while SPRT
performed better in terms of ACA. As the number of classification categories increased, ATL increased
but ACA decreased. With respect to the correlation (r), bias, RMSE, and MAE values, SPRT
performed better than CI, and MFI-EB performed better than MFI-CB. Furthermore, in response to
the increased number of categories, the correlation and bias resulted in similar values, while the RMSE
and MAE values were relatively lower.

DISCUSSION and CONCLUSION

Because the primary focus of this study is on classification accuracy, the ACA values calculated under
different conditions are of great importance in interpreting the findings. In line with the research
findings, high ACA values were calculated under all research conditions. The SPRT classification
criterion performed better than Cl and achieved a higher rate of classifying examinees into the accurate
categories. On the other hand, the CI classification criterion performed better in terms of ATL under
all research conditions and required fewer items to classify examinees compared to SPRT. This finding
is in agreement with those obtained by Giindeger and Dogan (2018a), Nydick et al. (2012), Thompson
(2009), and Thompson and Ro (2007). These studies, in general, reported that the classifications made
using Cl ended with lower ATL and ACA compared to those made using SPRT. Therefore, comparing
the SPRT and ClI classification criteria used in the research in terms of classification accuracy, it may
be suggested to prefer SPRT which yielded higher ACA values. On the other hand, comparing SPRT
and Cl in terms of ATL, Cl seems to be preferable as it requires fewer items to classify examinees and
terminate the test. Nevertheless, it should be noted that with respect to high-risk tests (e.g., tests applied
in the field of medicine and directly related to human life), it is of key importance to choose the method
which achieves a higher classification accuracy despite the increasing number of items. In CACTs,
ATL, and ACA are often evaluated together for test effectiveness. If a decision is to be made to choose
the best performing classification criterion in terms of test effectiveness, it may be suggested to use Cl
for conditions where both classification criteria achieve a good level of classification accuracy.

This research found that the SPRT classification criterion performed better than CI, and the MFI-EB
item selection method performed better than MFI-CB in terms of measurement precision. Accordingly,
under the conditions where the SPRT classification criterion or the MFI-EB item selection method
was used, the values of correlation between examinees’ true and estimated ability levels were higher
while the bias, RMSE, and MAE values were lower. It can thus be said that examinees’ last ability
levels were more precise and closer to their true ability levels when the classification criterion was
SPRT or when the item selection method was MFI-EB. A possible explanation of this result might be
that the item pool was composed of items that provide great information at and around the cutting
point @ = 0. Additionally, the MFBI-EB item selection method achieved relatively better results
compared to MFI-CB in terms of test effectiveness. In other words, when MFBI-EB was used, lower
ATL values and similar ACA values were obtained.

The analysis results showed that the values of correlation between examinees’ true and estimated
ability levels were quite high, especially when the WLE ability estimation method was used together
with the SPRT classification criterion and the MFI-EB item selection method. It can thus be said that
the WLE method performs successfully.

Comparing the findings presented in Table 1 and Table 2, it can be seen that relatively higher ATL
and lower ACA values were obtained in line with expectations when content balancing and item
exposure control were added to the research conditions. According to Thompson (2007b), content
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balancing and item exposure constraints generally lead to an increase in only ATL. When content
balancing and item exposure control are performed in CACT applications, it can be interpreted that
the increase in ATL and the decrease in ACA may be due to the absence of an item that provides
sufficient information about an examinee in the applied content area and does not exceed the item
exposure rate. To solve this problem, the item pool might be expanded by increasing the number of
items in each content area within the ability range which has plenty of items that exceed the maximum
item exposure rate. The content balancing and item exposure control methods included in the research
conditions did not change the correlation between examinees’ true and estimated ability levels but
caused a decrease in the bias values and an increase in RMSE and MAE values. The results obtained
by the CI classification criterion were also little affected. This can be interpreted as an advantage
provided by CI.

The research found that the MMM content balancing method performed better in achieving the desired
content rates compared to CCAT. On the other hand, with respect to test effectiveness, CCAT
performed better, especially in terms of ATL when SPRT was used although there were slight changes
when Cl was used. This finding is consistent with that reported by Lin (2011). Lin (2011) emphasized
that although CCAT is one of the most chosen content balancing methods in CACTs, the MMM
method, which is used mostly in CATS, is more successful in achieving the desired content balance.
Therefore, in CACTs it is suggested to use MMM if content balancing is more critical as in high-risk
tests, and CCAT if test effectiveness is more critical. The research also found that the IE method
performed better in controlling item exposure compared to the SH method. This finding is in line with
the work of Huebner (2012). Huebner (2012) concluded that IE works more successfully than SH in
terms of item exposure control. In terms of test effectiveness, SH performed better, especially under
the conditions where the SPRT classification criterion was used. When the SH method was used, lower
ATL and higher ACA values were obtained. Thus, IE might be used if item exposure control, namely
the safety of the test/item pool, is of critical importance in CACTs. Whereas SH might be used if test
effectiveness is of more critical importance.

Under all research conditions, the increasing number of categories increased ATL while reducing
ACA. To put it differently, the increasing number of categories reduced test effectiveness. This finding
supports earlier observations in Eggen (1999) and Nydick et al. (2012). Eggen (1999) compared two-
category and three-category classifications, and Nydick et al. (2012) compared three-category and
five-category classifications. They found that the higher the number of categories was the higher the
ATL values and the lower the ACA values were; thus, test effectiveness decreased. Therefore, in terms
of test effectiveness, it may be suggested to keep the number of classification categories as few as
possible. In addition, despite the increase in the number of classification categories, the correlation
and bias values were similar, while RMSE and MAE values were relatively lower. Accordingly,
examinees’ last ability levels were more precisely estimated because the number of items required to
terminate the test increased with the increasing number of classification categories. Therefore, it seems
that the number of classification categories might be determined more optimally by considering
correlation, bias, RMSE, and MAE values.

Based on the research findings, the following suggestions might be offered for future practice. If the
focus of CACT is on ACA and content balancing and item exposure control are of critical importance,
the SPRT classification criterion, which also performs better in terms of correlation, bias, RMSE, and
MAE values, might be used together with the MFI-EB item selection method, the MMM content
balancing method, and the IE item exposure control method. If the focus of CACT is on ATL and
content balancing and item exposure control are performed, the CI classification criterion might be
used together with MFI-EB, MMM, and IE. As for the researchers, in similar BBST studies, it can be
recommended to use item pools with different properties such as multi-dimensional item pool or
different pool sizes, skewness, kurtosis, etc. In addition, in similar studies to be conducted, the
performances of the main BBST components can be compared over real data.
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How Reliable Is It to Automatically Score Open-Ended Items?
An Application in the Turkish Language *

[brahim UYSAL ** Nuri DOGAN ***

Abstract

The use of open-ended items, especially in large-scale tests, created difficulties in scoring open-ended items.
However, this problem can be overcome with an approach based on automated scoring of open-ended items. The
aim of this study was to examine the reliability of the data obtained by scoring open-ended items automatically.
One of the objectives was to compare different algorithms based on machine learning in automated scoring
(support vector machines, logistic regression, multinominal Naive Bayes, long-short term memory, and
bidirectional long-short term memory). The other objective was to investigate the change in the reliability of
automated scoring by differentiating the data rate used in testing the automated scoring system (33%, 20%, and
10%). While examining the reliability of automated scoring, a comparison was made with the reliability of the
data obtained from human raters. In this study, which demonstrated the first automated scoring attempt of open-
ended items in the Turkish language, Turkish test data of the Academic Skills Monitoring and Evaluation
(ABIDE) program administered by the Ministry of National Education were used. Cross-validation was used to
test the system. Regarding the coefficients of agreement to show reliability, the percentage of agreement, the
quadratic-weighted Kappa, which is frequently used in automated scoring studies, and the Gwet's AC1
coefficient, which is not affected by the prevalence problem in the distribution of data into categories, were used.
The results of the study showed that automated scoring algorithms could be utilized. It was found that the best
algorithm to be used in automated scoring is bidirectional long-short term memory. Long-short term memory
and multinominal Naive Bayes algorithms showed lower performance than support vector machines, logistic
regression, and bidirectional long-short term memory algorithms. In automated scoring, it was determined that
the coefficients of agreement at 33% test data rate were slightly lower comparing 10% and 20% test data rates,
but were within the desired range.

Keywords: Open-ended item, machine learning algorithms, automated scoring, inter-rater reliability, coefficients
of agreement.

INTRODUCTION

Individuals experience numerous tests throughout their lives. Tests show differences in individuals'
knowledge, skills and abilities. Thus, decisions can be made about them (Geisinger & Usher-Tate,
2016). In recent years, the use of more than one item format in tests has become more popular. In this
approach, which is referred to as a mixed-format test, open-ended items with or without restricted
responses are used in addition to the multiple-choice items. In multiple-choice items, individuals
encounter one right and more than one wrong answer about a problem. In open-ended items with
restricted responses, individuals answer questions with a few words, sentences, or paragraphs, while
in items with unrestricted responses, they respond in any length they want (Downing, 2009). The
combined use of the item types allows to eliminate the limitations of each format (Messick, 1993). For
example, using only the multiple-choice items in tests affects the teaching and learning process and
lead individuals to study for multiple-choice tests. This situation can restrict original, critical, and
higher level thinking skills. However, the use of open-ended items can overcome this limitation.
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Open-ended items are difficult to apply and take a long time and effort to score (Gierl, Latifi, Lai,
Boulais & Champlain, 2014). As the number of individuals and open-ended items to be scored
increases, more raters are needed. In addition, many raters need to be trained about scoring. Another
problem is that scorers' emotions and cognitive abilities cause bias in scoring (Adesiji, Agbonifo,
Adesuyi & Olabode, 2016). As the number of raters increases, the subjectivity in scoring decreases
the reliability (Ebel & Frisbie, 1991; Hagge, 2010). Considering the large-scale test applications, one
should take into account that scoring open-ended items will significantly increase the cost of the exam
(Cohen, Ben-Simon & Hovav, 2003).

Automated scoring is an approach that has gained popularity in the literature among test practitioners
in recent years. In automated scoring, a written text is automatically evaluated with computer-aided
analysis (Shermis, 2010). The idea of automated item scoring was introduced about 50 years ago by
Page (1966), a secondary school teacher, to reduce scoring difficulty (Ramineni & Williamson, 2013).
Page (1966) is the developer of the Project Essay Grade (PEG) program. In this first program
developed, word length, essay length, comma and preposition numbers, and number of uncommon
words were utilized to predict essay scores (Wang & Brown, 2007).

Automated scoring systems can work on different lengths of answers, from short-answer items to
essays (Gierl et al., 2014). In other words, automated scoring is able to score open-ended items that
have restricted or unrestricted response. It is stated that 90% of the writing skill tasks currently in
schools can be evaluated by automated essay scoring systems (Shermis & Burnstein, 2003). In addition
to in-class applications, scoring can be done in large-scale tests with automated scoring systems. This
approach is used in large-scale tests such as the International GMAT (Graduate Management
Admission Test), TOEFL (Test of English as a Foreign Language), and GRE (Graduate Record
Examination). The most important advantage of automated scoring systems is that immediate feedback
can be given to individuals (Gierl et al., 2014). In the automated scoring process, scoring features can
be defined manually on the computer (e.g., the first studies of Page), or scoring behaviors can be
automatically mapped to the computer from the scoring made by human raters. Supervised machine
learning algorithms, which are used in automated scoring and learn the scoring features, usually use a
four-step process (Powers, 2015). These steps are; 1) defining a scoring known to be qualified to train
the computer with a text-based library, 2) removing various features from the texts in the educational
data, 3) developing a model about all the qualities of the text, 4) assigning points to texts which were
not evaluated by using the established model or categorizing them. There are different algorithms that
can be used in the supervised machine learning process. In this research, three algorithms based on
classical machine learning (logistic regression [LR], multinominal Naive Bayes [MNB], support
vector machines [SVM]) and two deep learning algorithms based on artificial neural networks (long-
short term memory [LSTM], bidirectional long-short term memory [BLSTM]) were used. Detailed
information about these algorithms can be found in Berg and Gopinathan (2017), Gierl et al. (2014),
Jang, Kang, Noh, Kim, Sung, and Seong (2014), and Lilja (2018).

Using automated scoring systems in open-ended items ensures efficient use of resources, reduce
scoring time, and prevent workforce loss (Attali & Burstein, 2006; Chen, Xu & He, 2014). The use of
this system will eliminate the need to have a large number of raters, and this will provide a great
convenience for large-scale tests with open-ended questions. Therefore, current research is important.
Also, scoring bias encountered in some situations can be prevented by automated scoring. Reliability
problems caused by raters with different training can be eliminated, and the generalizability issue can
be overcome (Adesiji et al., 2016). However, the usage of automated scoring systems depends on the
obtained scores' being as similar as possible to human raters and their not having low reliability.
Human raters are an important criterion for automated scoring systems (Cohen, Levi & Ben-Simon,
2018). Automated scoring results that have poor reliability and are incompatible with human raters
may cause wrong decisions about individuals. From this point of view, current research is essential as
it evaluates the use of the system by comparing between human raters and automated scoring. Changes
in agreement between automated scoring and human raters are likely when automated scoring
conditions change (e.g. the number of data used in training and testing the system). Accordingly, it is
necessary to determine the amount of data that the scores for automated scoring will be reliable
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enough. This situation increases the importance of the research. The aim of the study was to examine
the reliability of the data obtained by scoring open-ended items automatically. One of the objectives
was to compare different algorithms based on machine learning (support vector machines, logistic
regression, multinomial Naive Bayes, long-short term memory, and bidirectional long-short term
memory) in automated scoring. The other objective was to examine the change in the reliability of
automated scoring by differentiating the data rate (33%, 20%, and 10%) used in testing the automated
scoring system. Determining the conditions for which the results are acceptable will pave the way for
automated scoring studies.

When the studies in the literature are reviewed, it is seen that automated scoring procedures are carried
out in languages other than Turkish. The studies of Gierl et al. (2014), Adesiji et al. (2016), Taghipour
and Tou Ng (2016) can be given as examples of studies using different algorithms in machine learning.
Gierl et al. (2014) used the SVM algorithm based on supervised machine learning in automated
scoring, Adesiji et al. (2016) utilized a structure consisting of three modules based on unsupervised
machine learning in automated scoring, and Taghipour and Tou Ng (2016) utilized three recurrent
neural network algorithm based on supervised machine learning (basic recurrent units, gated recurrent
units, and LSTM units). The difference in language structures is a factor that may affect automated
scoring. Therefore, automated scoring in the Turkish language should be investigated. Altaic language
family, which Turkish is included in, has features such as vowel harmony, agglutination, suffix,
sentence order, the modifier preceding the modified, having no difference in terms of the case, gender,
and number in the adjective clauses. Names that come after numbers indicating plurality do not have
plural suffixes, and gender is not specified in words. The differentiation of these features from other
language families requires reviewing automated scoring studies in the Altaic language family. Jang et
al. (2014) conducted research on the Korean language and Ishioka and Kameda (2006) on the Japanese
language. In the two studies mentioned, algorithms in which properties are defined manually were
used. The current research has originality since it was the first automated scoring attempt on the
Turkish language.

METHOD

In this study, a correlational research method was adopted since the reliability of the scores of human
raters and the reliability of the scores of automated scoring algorithms were compared. Creswell (2012)
states that in correlational research, it is possible to see how the change in one variable affects the other
variable.

The Development of the Software Used in Research

In the study, an automated scoring software developed by a team including the researcher was used.
While the software was developed, the Turkish test's open-ended items with restricted responses in
"Monitoring the Measurement and Evaluation Applications, Research and Development Project"”
applied by the Ministry of National Education (MoNE) were used. The Turkish test of "Monitoring
the Measurement and Evaluation Applications, Research and Development Project” (ABIDE) is
independent of the tests used in this stage. This test is for fifth-grade students and includes five open-
ended items. While preparing the software, five open-ended items with restricted responses scored 0-
1, and 0-1-2 were used. In this test, all student answers were graded by two raters, and when necessary,
a final score was obtained by reaching the upper rater. Rubrics were used in scoring processes.

The results of two of the items used in the development of the software were presented as an example.
The item with two categories (item 16) and the rubric is included in Appendix-A, the item with three
categories (item 20) and the rubric is included in Appendix-B. Data of 303 students for the 16th item
and 637 students for the 20th item in the Turkish test were used. Since item 20 was scored in three
categories, more data were tried. An automated scoring system was created using the Python program
on the Linux operating system, and trials were made. Five algorithms were used in automatic scoring:
SVM, LR, MNB, LSTM, and BLSTM. Two libraries named Keras and scikit-learn were utilized in
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the software. 90% of the data was used to train the system and 10% to test the system. The random
sampling method was used with cross-validation. With 10-fold cross-validation, the test data and
training data were changed ten times to be different from each other, and automated scoring was made
as much as the number of data and the percentages of agreement were calculated over these scores.
Thus, 303 scoring results were obtained in the trial conducted on 303 data, and 637 scoring results
were obtained in the trial performed on 637 data. The usability of the software was investigated by
examining the agreement between automated scoring and final scores of human raters. Table 1
includes the results of dichotomously scored (0-1) item 16 and polytomously scored (0-1-2) item 20.

Table 1. Percentages of Agreement Obtained While Creating the Software

Data Number of Categories SVM (%) LR (%) MNB (%) LSTM (%) BLSTM (%)

Item 16 303 2 98.0 98.3 96.1 99.0 99.0
Item 20 637 3 85.5 82.4 75.1 87.3 88.7
Note: Percentages of agreement above 80% indicates an acceptable agreement. (Hartmann, 1977).

When Table 1 is examined, it is seen that the percentages of agreement obtained for item 16 are quite
high. The algorithms showing the highest compliance percentage for the item 16 were LSTM and
BLSTM. It was determined that the percentages of agreement obtained for item 20 were sufficient.
The algorithm showing the best agreement for item 20 was BLSTM. The obtained results showed that
the created system would be sufficient for scoring the structured answer items. Thus, an automated
scoring process was started for ABIDE data sets within the scope of this research.

Research Data Source

The data source of the study consisted of 8th grades research of the Academic Skills Monitoring and
Evaluation (ABIDE) Project implemented by MoNE in Turkey in 2016. In the tests aiming to examine
students' higher-order thinking skills, multiple-choice and open-ended items with restricted responses
are included together. The research was conducted on open-ended items with restricted responses in
Turkish tests of A; and B: booklets. Nine items in the A; test and 10 items in the B; test are open-
ended. The five open-ended items in the A; and B, tests are common. Open-ended items are scored as
0-1 and 0-1-2. The scoring process of open-ended items was made by two human raters. If there was
no agreement between the scores, the answer was sent to the higher scorer. Thus, the final scores were
obtained. Rubrics were used while scoring. It was stated that the Cramer's V coefficients of the open-
ended items in the A; and B booklets vary between .83-.98 and .87-.99, respectively. It is stated that
the coefficients above .80 indicate that the consistency of the raters is high (MoNE, 2017a; MoNE,
2017b). Sample items and rubrics from ABIDE test are included in Appendix-C and Appendix-D.

Transfer of the Data to Computer Environment

First of all, the data described above were requested from the MoNE. Based on this request, 1000 data
selected randomly among the data were shared with the researchers. In the data, there are score
matrices of two different rater groups and final scores and student answers in jpeg format. Student
answer sheets were entered into the computer environment manually. The reason for this is that student
texts are difficult to read and due to the use of cursive handwriting, optical character recognition
systems (OCR) cannot be adequately utilized. In addition, this eliminates errors caused by OCR
programs. In order for the manually entered data to match the student answers, the data were checked
by a study group of undergraduate students, and errors were corrected. Student responses were
transferred directly and were not corrected.
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Data Analysis

Before analyzing the research data, the data of 1000 students taken from the MoNE was examined.
Data was entered based on the balanced distribution of the scores obtained from the open-ended items
into the categories. This process was carried out to avoid the prevalence (imbalance in distribution to
categories) problem of open-ended items in the data as much as possible. Nine open-ended items for
the A; booklet and ten open-ended items for the B; booklet were taken into consideration, and 697
data from the A; booklet and 701 data from the B1 booklet were entered. Then, students who answered
half or more than half of the open-ended items in the test were selected. After this process, the missing
data rate was calculated for each open-ended item. The data was cleaned so that the missing data rate
remained below 5%. This process was carried out in order to prevent the coefficients of agreement
from being higher than normal in automated scoring. While clearing the data, the distribution by
categories was taken into account. Since there are few data in some categories, attention was paid not
to exclude individuals that scored points in these categories as much as possible. The criteria
mentioned above were considered and the data of 84 people from the A1 booklet and 96 people from
the B booklet were cleared. Then, the scores given to the students by the human rater group 1 and the
human rater group 2 were examined. A group of students was also excluded from the study because
of the missing scores encountered here. A total of 6 people were excluded from the A; and B, booklets,
respectively. Finally, the number of missing data in the multiple-choice items was evaluated, and the
students who did not answer more than half of the total number of items in the test and more than half
of the multiple-choice items were excluded from the study. Thereby, the missing data rate remained
below 5%. No data was excluded from the A; booklet, and the data of 15 people were excluded from
the B1 booklet. Consequently, 90 people were from the A; booklet and 117 people from the B; booklet
were excluded. Thus, the data preparation process was completed, and the automated scoring process
was started with 607 data from the A1 booklet and 584 data from the B1 booklet.

Automated scoring of ABIDE open-ended data

In the automated scoring phase, the automated scoring system was trained by using some of the final
scores. In this way, the automated scoring system was enabled to learn how to score from human raters,
and scoring features were mapped to the system. Then, the data that were not used in the training of
the system were scored automatically. There was no manual definition of any feature in the software.
The data rate used in training/testing the system was a factor whose effect was examined in the
research. The data rates used for the test were determined as 10%, 20%, and 33%. Therefore, the data
rate used in training the system was 90%, 80%, and 67%, respectively. According to these values for
the Al booklet, 61, 121 and 200 data out of 607 data were used to test the system, and 546, 486 and
407 data out of 607 data were used to train the system, respectively. A similar calculation can be made
for booklet Bi. When calculating the results, 10-fold cross-validation for 10% test data rate, 5-fold
cross-validation for 20% test data rate and 3-fold cross-validation for 33% test data rate were used. In
this way, the training and test data were differentiated and all 607 data for the A; booklet and all 584
data for the B; booklet were turned into test data. When comparing research results with other studies,
data numbers rather than data rates should be used. The reason for indicating the result with the ratio
is to increase the application of cross-validation and clarity.

For the evaluation of the automated scoring results, the consistency with the final scores of the human
raters was calculated. The compatibility of the human rater group 1 and the human rater group 2 with
the final scores was also examined in terms of making a comparison. Each item was examined
separately.

Coefficients of agreement

While examining the agreement between raters, percentage of agreement (PA), quadratic weighted
Kappa (QWK), and Gwet's AC1 (Gwet's AC1) coefficients were used. Detailed information is given
below.
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Percentage of Agreement: The percentage of agreement is a coefficient which can be understood and
interpreted easily. Also, it can be calculated simply and quickly. Therefore, it was included in the
research. In this method, the series of scores that the participants get from the first and second rater
are compared, the ratio of the number of ratings that the raters fully agree on to the number of all
ratings is calculated, and the result is stated as a percentage. The results obtained range from 0% to
100%. This coefficient is criticized as it does not take into account agreements that may occur by
chance. Because this situation may lead to an excess of harmony. It also does not include the conflict
between raters. This method can be used when all scale levels (nominal, ordinal, scale) and the number
of score categories are two or more (Araujo & Born, 1985; Goodwin, 2001; Graham, Milanowski &
Miller, 2012; Meyer, 1999). Although there is no certain rule, researchers have a consensus about the
percentage of agreement should be above 80% (Hartmann, 1977).

Quadratic Weighted Kappa: Kappa coefficient is one of the most commonly used coefficients of
agreement. The Kappa coefficient is a coefficient that takes into account the probability of agreements
that may occur by chance between raters. But it does not take into account the possibility of
disagreement between raters. For this reason, the Kappa coefficient has been weighted. When
weighing the Kappa coefficient, weights are used according to the degree of mismatch. The two most
commonly used weighting techniques are linear and quadratic. In linear weighting, weights are
proportional to the standard deviation of the scores, while in quadratic weighting, weights are
proportional to the square of the standard deviation of the scores (variance). Since it is easy to interpret,
the use of quadratic-weighted Kappa (QWK) is quite common in practice. QWK is frequently used in
automated scoring researches. Therefore, it was included in this research. This coefficient, which can
be used when there are two or more score categories, can be misleadingly low if one of the scores is
higher than the other or the others. This situation is defined as a prevalence problem in the literature
and is the most reported problem related to the Kappa coefficient. Besides the prevalence, bias is also
effective on the Kappa value. The bias problem arises when there is a difference between the
frequencies of raters' evaluations about a situation (Byrt, Bishop & Carlin, 1993; Eugenio & Glass,
2004). The guadratic weighted Kappa can also be used to evaluate the agreement between automated
scoring system scores and the human raters' scores agreed upon, and takes values ranging from 0 to 1.
While the 0 coefficient indicates that there is no agreement between the raters, the one coefficient
indicates a very good agreement between the raters. This value may drop below 0 when there is less
agreement among the raters than the value that would arise by chance (Altman, 1991; Brenner &
Kliebsch, 1996; Graham, Milanowski & Miller, 2012; Preston & Goodman, 2012; Sim & Wright,
2005; Vanbelle, 2016). Landis and Koch (1977) specified a criterion for the interpretation of the Kappa
coefficient, and Altman (1991) adapted this criterion. Accordingly, the interpretation of values are as
follows: <.20 as "poor", .21-.40 as "fair", .41-.60 as "moderate", .61-.80 as "good" and .81-1.00 as
"very good" agreement. Williamson, Xi, and Breyer (2012) suggest that the agreement between
human raters and automated scoring systems should be over .70. Equations used by Wang, Wei, Zhou,
and Huang (2018) and Preston and Goodman (2012) were used to calculate the quadratic weighted
Kappa value. Detailed information can be obtained from these sources.

Gwet's AC1 Coefficient: Gwet's AC1 coefficient (Gwet, 2008) emerged in line with the paradoxes
encountered in Cohen's Kappa coefficient. The skewness (prevalence) in the distribution of the data
into categories, the bias caused by the raters, the differentiation of the sensitivity and specificity of the
raters reduce the capability of the Kappa value to determine the agreement between the raters (Eugenio
& Glass, 2004; Gwet, 2008). The AC1 coefficient differs from the Kappa coefficient with the
adjustment on the averages of marginal probability for each category and the expected ratio of chance
agreement. Thus, comparing with the Kappa value, it is less affected by paradoxes, and it is more
stable against the skewness between categories, that is, the variability between categories (Hoek &
Scholman, 2017).

When there are imbalance and lack of symmetry in the categories, the AC1 coefficient is more efficient
at detecting the agreement between raters (Shankar & Bangdiwala, 2014). Gwet's AC1 coefficient can
be used in categorical data regardless of the number of raters (Wongpakaran, Wongpakaran, Wedding
& Gwet, 2013). AC1 coefficient takes lower values than the percentage of agreement and higher than
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the Kappa coefficient (Lacy, Watson, Riffe & Lovejoy, 2015). Gwet's AC1 coefficient can be
interpreted through the criteria defined by Landis and Koch (1977) for the Kappa coefficient (Senay,
Delisle, Raynauld, Morin & Fernandes, 2015; Siriwardhana, Walters, Rait, Bazo-Alvarez &
Weerasinghe, 2018). Hoek and Scholman (2017) recommend researchers to use the AC1 value along
with the Kappa value in their research. In addition, Haley (2007) states that the AC1 coefficient is an
efficient way to evaluate the automated scoring systems. Therefore, this coefficient was included in
the current study. The equation used to calculate Gwet's AC1 coefficient can be found in Gwet's
research (2016).

When interpreting the coefficients of agreement, the prevalence of scores and the bias of raters are
crucial. Therefore, the prevalence and bias indexes are calculated. Byrt, Bishop, and Carlin (1993)
state that its essential to take into consideration the prevalence and bias indexes so that the Kappa
coefficient is not misleading. Even though the prevalence index varies between -1 and 1, it can be
stated that since the absolute value is used, being close to 1 of the coefficients obtained will decrease
the Kappa value. On the other hand, the absolute value of the bias index varies between 0 and 1, and
it can be stated that the increase in the bias coefficients will also increase the Kappa value (Byrt, Bishop
& Carlin, 1993). The prevalence and bias coefficients of all structured answer items in A; and B;
booklets were examined. The prevalence coefficient of item 2, item 7, item 14, and item 19 in the A;
booklet; item 3 and item 5 in the B; booklet are high, and consequently, it is predicted that the QWK
value in these items may be lower than the real agreement value. It is predicted that items 10 and 11
in the A1 booklet, item 8, item 9, and item 18 in the B1 booklet are the items with the lowest prevalence
coefficient, and therefore the QWK value will be closer to the real agreement. The bias values of all
of the items in the A; and B; booklets are very low, and therefore it is very unlikely of the QWK value's
being higher than the real agreement value.

While calculating the percentage of agreement, QWK and AC1 coefficients; the "irr" (Gamer, Lemon,
Fellows & Singh, 2010), "rel" (LoMartire, 2017) and "Metrics" (Hamner & Frasco, 2018) packages in
the R program (R Core Team, 2018) were used, respectively. The performances of the algorithms were
compared by averaging all items for the coefficients of agreement. In addition, the performance of the
algorithms was reviewed by averaging the data rates used in testing the system.

FINDINGS

The coefficients of agreement related to the open-ended items in the A: booklet were first calculated
between the human raters group 1 and 2 and the final scores of the human raters. Then, the consistency
between five different automated scoring algorithms and the final scores was examined by changing
the data rates used in testing the automated scoring system. The results are shown in Table 2 for the
A; booklet. A sample of the interpretation of an item (item 2) in the A; booklet is given. The sample
item is about a situation where there is a prevalence problem. The results related to other items in the
A booklet can be evaluated in Table 2. In Table 2, three coefficients with the highest agreement values
are shown in bold, and three coefficients with the lowest agreement values are shown in italic for each
type of agreement coefficient.

When the values belonging to item 2 in table 2 are examined, it is seen that the percentage of agreement
between the first human raters group and the final scores was .980, the AC1 index was .976, and the
QWK value was .880. The percentage of agreement between the second human raters group and the
final scores was .979, the AC1 index was .975, and the QWK value was .862.

When the agreement between the automated scoring and the final scores of the human raters is
examined with a 10% test data rate, it is seen that the highest percentage of agreement was obtained
as .941 with the BLSTM algorithm, followed by the .921 with MNB algorithm. The lowest percentage
of agreement was obtained with .913 in the LSTM algorithm. When the percentages of agreement are
examined, it was concluded that the values were close to each other and at acceptable levels (>.80).
When the AC1 index is examined, the algorithm with the highest agreement was the BLSTM algorithm
with .931, followed by the LR algorithm with .910. The lowest AC1 value was in the SVM and LSTM
algorithms with a value of .904. It was observed that AC1 values were close to each other and had a
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very good agreement (>.80) for all algorithms. The highest QWK value was found as .569 with the
BLSTM algorithm, followed by the MNB algorithm with .448. The lowest QWK value was in the
LSTM algorithm with .061, and this value was followed by the LR algorithm with .223. It was
concluded that the QWK values varied considerably among the algorithms, the range was .508, and it
differed from the AC1 index and the percentage of agreement. When the QWK value is evaluated as
a whole, it can be stated that the BLSTM and MNB algorithms were moderate (<.60 A >.40), the LR
and SVM algorithms (<.40 A >.20) were fair, and the LSTM algorithm was poor (<.20).

With 20% test data rate, the BLSTM algorithm showed the highest percentage of agreement with .942,
while the MNB algorithm showed the lowest percentage of agreement with .913. It is seen that the
percentages of agreement in all algorithms were very close to each other and at an acceptable level
(>.80). When the agreement was evaluated in terms of the AC1 index, the highest agreement was
found in the BLSTM algorithm with .933, and the lowest with .899 in the MNB algorithm. It can be
stated that the AC1 index values were generally close, and all of them showed very good agreement
(>.80). When the QWK values are examined, it can be stated that the algorithm with the highest
agreement was the BLSTM algorithm with .593 and the algorithm with the lowest agreement was the
LSTM algorithm with .147. The second algorithm with the lowest agreement was SVM with .212. As
it can be seen, at a 20% test data rate, similar to the 10% test data rate, QWK values were low, and
there were differences between algorithms. The range of QWK values at a 20% test data rate was .446.
When the QWK values were examined in general, it is seen that the BLSTM algorithm showed
moderate agreement (<.60 A >.40), the MNB, LR, and SVM algorithms showed a fair agreement (<.40
A >.20), and the LSTM algorithm indicated a poor agreement (<.20).

For the 33% test data rate, the highest percentage of agreement is the BLSTM algorithms with .934.
The algorithm with the lowest percentage of agreement is the SVM with .909. Generally, the
percentages of agreement were high, close to each other, and acceptable (>.80). In addition to the fact
that AC1 indexes are generally high, the highest agreement is in the BLSTM algorithm with .924, and
the lowest agreement is in the SVM algorithm with .899. The values obtained for all algorithms are
close to each other and show very good agreement (>.80). When the QWK values were evaluated, the
highest agreement was obtained in the BLSTM algorithm with .522, and the lowest two agreements
were obtained in the SVM algorithm with .128 and in the LSTM algorithm with .000. At 33% test data
rate, the QWK values were low, varied widely between algorithms, and its range was .522. When the
values obtained were examined, it was seen that the BLSTM algorithm had moderate agreement (<.60
A >.40), MNB and LR algorithms had fair agreements (<.40 A >.20), and LSTM and SVM algorithms
had poor agreements (<.20).
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Table 2. Coefficients of Agreement between Human Rater Groups, Automated Scoring Algorithms and Final Scores for Open-Ended Items in A; Booklet

ltem Agreement Between Human Rater Test data Agreement Between Automated Scoring Algorithms and Final Scores (Agreed by Human Raters)
Code Group and Final Scores selection SVM LR MNB LSTM BLSTM
PA AC1 QWK method PA. ACl QWK PA AClI QWK PA ACl1 QWK PA ACl1 QWK PA ACl QWK
PL-Pr 980 976 880 CV %10 914 904 226 919 910 .223 921 .908 .448 913 904 .061 941 931  .569
Item 2 Py-Pr '979 '975 .862 CV %20 916 906 212 923 914 273 913 899 347 916 .907 .147 942 933  .593
' ' ' CV %33 909 899 128 921 912 208 918 906 .337 911 .903 .000 .934 924 522
PL-Pr 979 970 974 CV %10 845 782 862 822 752 836 .735 .642 720 .720 .629 .683 .881 .833 .884
Item 7* Py-Pr ’ 970 ’ 958 '971 CV %20 855 796 859 815 .743 832 731 639 720 .735 .647 744 881 .833  .892
' ' ' CV %33 827 756 825 822 752 832 722 625 .705 .728 .638 .726 875 .823  .877
PL-Pr 997 995 997 CV %10 928 894 910 936 906 .915 .89 .849 859 779 .687 .701 957 .937  .937
Item 8* Py-Pr .987 .981 .985 CV %20 936 906 917 931 899 911 901 856 .868 .776 .683 .684 946 921  .899
' ' ' CV %33 931 899 909 931 899 8% 875 819 839 771 676 .672 942 916 912
PL-Pr 944 891 885 CV %10 837 682 665 845 699 681 .827 .667 .641 840 .688 .672 .863 .733 .720
Item 10* Py-Pr '9 47 .897 .892 CV %20 840 689 672 842 693 675 835 .681 .660 .829 .662 .652 .842 .695 .673
' ' ' CV %33 817 642 626 819 649 626 .830 .673 648 824 .657 .637 .835 .680 .660
PL-Pr 985 972 968 CV %10 870 755 723 875 .769 .726 .843 720 648 924 860 .835 956 .917 .904
Item 11* Py-Pr .985 '972 .968 CV %20 873 761 730 881 .779 744 835 .708 626 .934 879 .855 962 .929 918
) ) ' CV %33 871 757 727 865 .748 708 825 693 600 .870 .759 .717 946 .898  .883

* Common items in A1 and B booklets.
Note 1: P1: First rater group, P2: Second rater group, Pr: Final scores

Note 2: PA: Percentage of Agreement, AC1: Gwet's AC1 Coefficient, QWK: Quadratic Weighted Kappa
Note 3: CV: Cross validation, 10%, 20% and 33% shows test data rate.
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Table 2 (continued). Coefficients of Agreement between Human Rater Groups, Automated Scoring Algorithms and Final Scores for Open-Ended Items in A;
Booklet

ltem Agreement Between Human Rater Test data Agreement Between Automated Scoring Algorithms and Final Scores (Agreed by Human Raters)
Code Group and Final Scores selection SVM LR MNB LSTM BLSTM
PA AC1 QWK method PA. ACl QWK PA AC1 QWK PA AC1 QWK PA ACl1 QWK PA ACl QWK
P.-Pr 975 959 937 CV %10 901 839 744 911 857 .764 890 .828 .95 .792 .709 .318 929 .884  .818
Item 14 Py-Pr '969 '9 18 '921 CV %20 895 .829 724 904 847 747 881 817 .667 .873 .807 .635 928 .880 .816
: : : CV %33 893 825 725 906 .849 752 876 .811 .646 .792 .710 .315 916 .864 .781
PL-Pr 972 960 971 CV %10 .708 585 683 .720 .603 .686 .687 563 .613 560 .428 224 766 .666 .714
Item 15* P,-Pr .960 '9 43 '9 43 CV %20 717 595 678 712 593 664 672 544 589 539 415 137 740 .628 .707
’ ’ ’ CV %33 677 539 656 .690 562 .625 .680 557 564 516 .397 .000 741 .628 .711
PL-Pr 997 995 997 CV %10 956 937 952 924 893 914 867 .811 .790 .718 .616 .517 970 .958  .961
Item 18 Py-Pr '998 '998 '994 CV %20 941 916 937 921 .888 904 868 .813 .796 .761 .672 599 965 .951  .952
: ’ ’ CV %33 924 893 912 923 891 .906 .863 .807 .756 .671 544 515 960 .944  .947
PL-Pr 997 996 997 CV %10 919 892 900 936 915 918 815 752 807 .802 .739 .749 939 918 .922
Item 19 P,-Pr '995 '993 .996 CV %20 914 886 .897 931 908 909 822 .762 .820 .797 .736 .720 937 916  .936
) ) ) CV %33 918 890 904 921 895 899 820 .760 .800 .778 .719 624 919 .891 918

* Common items in A1 and Bz booklets.

Note 1: P1: First rater group, P2: Second rater group, Pr: Final scores

Note 2: PA: Percentage of Agreement, AC1: Gwet's AC1 Coefficient, QWK: Quadratic Weighted Kappa
Note 3: CV: Cross validation, 10%, 20% and 33% shows test data rate.
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Figure 1 shows the agreement values obtained for item 2 in A; booklet according to automated scoring
algorithms and test data rates.
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Figure 1. Graph showing Agreement Values for Item 2 in A; Booklet according to Automated Scoring
Algorithms and Test Data Rates

When figure 1 is examined, for item 2, in all the test data rates and automated scoring algorithms, the
QWK coefficient was considerably lower than the AC1 values and percentage of agreement. The
reason for the low values encountered in all of the QWK coefficients and the coefficient's being close
to .000 under some circumstances was the prevalence problem. Therefore, QWK was not taken into
consideration. This was one of the situations predicted in the research. When a comparison was made
by considering all test data rates and automated scoring algorithms, it was observed that the agreement
values were slightly higher at 20% test data rate and slightly lower at 33% test data rate. However, the
differences between them were very small. The agreement percentages were above .80, which is the
acceptable limit in all conditions. The AC1 index indicated a very good agreement in all conditions
(>.80). AC1 values were evaluated in the same direction as the Kappa coefficient. Accordingly, all
AC1 coefficients were higher than the expected agreement value (>.70, Williamson et al., 2012)
between automated scoring and human raters. When all the conditions for item 2 in table 2 were
considered, the highest percentage of agreement (.942) and the highest AC1 value (.933) were obtained
in the BLSTM algorithm with a 20% test data rate. These values were close to the percentage of
agreement and AC1 value between the human rater groups and the final scores. Due to the prevalence
problem encountered in item 2, the QWK values calculated between the human raters and the final
scores were also low. This situation has reflected on machine learning more negatively.

The coefficients of agreement for open-ended items in the B, booklet were calculated in the same way
as in the A; booklet. The results are shown in Table 3. The interpretation of an item (item 5) in the B:
booklet is given as an example. Results related to the other items in the B; booklet can be evaluated in
table 3. In table 3, three coefficients with the highest agreement values are shown in bold, and the three
coefficients with the lowest agreement values are shown in italics according to each type of coefficient
of agreement.
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When the values in item 5 in table 3 are examined, it is seen that the percentage of agreement between
the first human rater group and the final scores was .971, the AC1 index was .960, and the QWK value
was .972. The percentage of agreement between the second human rater group and the final scores
was .979, the AC1 index was .972, and the QWK value was .979.

When the agreement between automated scoring and final scores was examined at a 10% test data rate,
the highest agreement percentage was obtained as .918 with the BLSTM algorithm. This percentage
of agreement was followed by the SVM algorithm with .866. The lowest agreement percentage was
obtained with .779 in the MNB algorithm. When the percentages of agreement were examined in
general, it is seen that acceptable values (>.80) were reached for SVM, LR, LSTM, and BLSTM
algorithms. When the AC1 index was examined, the algorithm with the highest agreement was the
BLSTM algorithm with .888. The lowest AC1 value was in the MNB algorithm with .710, followed
by LR and LSTM algorithms with .778. AC1 values were found to indicate very good agreement
(>.80) for BLSTM and SVM algorithms, and good agreement (>.60 A <.80) for LR, LSTM, and MNB
algorithms. The highest QWK value was found to be .925 with the BLSTM algorithm, followed by
the SVM algorithm with .884. The lowest QWK value was in the MNB algorithm with .740. It was
seen that the QWK values were greater than the AC1 indexes. The QWK value demonstrated very
good agreement (>.80) for SVM, LR, LSTM, and BLSTM algorithms and good agreement (>.60 A
<.80) for MNB algorithm.

At a 20% test data rate, the BLSTM algorithm showed the highest percentage of agreement with .902,
and the MNB algorithm showed the lowest percentage of agreement with .781. According to the
percentage of agreement, the BLSTM, LR, LSTM, and SVM algorithms showed acceptable agreement
(>.80), while the MNB algorithm did not. In terms of the AC1 index, the highest agreement was
obtained in the BLSTM algorithm with .866, and the lowest one was obtained in the MNB algorithm
with .712. It can be stated that AC1 index values indicated very good agreement (>.80) for BLSTM
and SVM algorithms, and good agreement (<.80 A >.60) for LR, LSTM, and MNB algorithms. When
the QWK values are examined, it can be stated that the algorithm with the highest agreement was the
BLSTM algorithm with .913 and the algorithm with the lowest agreement was the MNB with .743.
The second algorithm with the lowest QWK value was LSTM with .846. As it is seen, in terms of
QWK, good agreement (<.80 A >.60) for MNB and very good agreement for BLSTM, LR, LSTM,
and SVM algorithms (>.80) were achieved. It is seen that the QWK values were greater than the AC1
indexes at a 20% test data rate.

For the 33% test data rate, the highest agreement percentage was the BLSTM algorithm with .892. The
algorithm with the lowest percentage of agreement was the LSTM with .784. The percentage of
agreement was acceptable (>.80) in all algorithms except in LSTM and MNB algorithms. According
to the AC1 indexes, the highest agreement was in the BLSTM algorithm with .853. The lowest
agreement was in the LSTM algorithm with .718 and this algorithm was followed by the MNB
algorithm with .720. In terms of AC1 indexes, it is seen that very good agreement (>.80) was achieved
for BLSTM and SVM algorithms, and good agreement (<.80 A >.60) for LR, LSTM, and MNB
algorithms. According to the QWK coefficient, the highest agreement was obtained in the BLSTM
algorithm with .904 and the lowest two agreements were obtained in the MNB algorithm with .744
and in LSTM algorithm with .783. QWK values indicated very good agreement (>.80) for BLSTM,
LR, and SVM algorithms, good agreement (<.80 A >.60) for LSTM and MNB algorithms. It is seen
that the QWK values were also greater than the AC1 indexes at 33% test data rate.
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Table 3. Coefficients of Agreement between Human Rater Groups, Automated Scoring Algorithms and Final Scores for Open-Ended Items in B; Booklet

ltem Agreement Between Human Rater Group Test data Agreement Between Automated Scoring Algorithms and Final Scores (Agreed by Human Raters)
Code and Final Scores selection SVM LR MNB LSTM BLSTM
PA AC1 QWK method PA. ACl1 QWK PA ACl1 QWK PA ACl1 QWK PA ACl QWK PA ACl1 QWK
PL-Pr 966 952 877 CV %10 911 879 665 913 .882 667 906 .871 .653 913 .880 .678 .923 894 .719
Item 3 Py-Pr '973 .962 '900 CV %20 914 883 683 911 879 665 904 869 642 921 891 716 913 879 .686
' ' ' CV %30 916 .885 .688 906 .872 644 901 865 623 911 878 671 911 878 .671
PL-Pr 971 960 972 CV %10 .866 .818 884 836 .778 .864 779 .710 740 836 .778 861 .918 .888 .925
Item 5* Py-Pr '979 '972 '979 CV %20 .863 814 882 837 .781 855 781 712 743 825 766 .846 .902 .866 .913
' ' ' CV %30 870 .823 878 844 790 866 .786 .720 744 784 718 783 .892 .853 .904
PL-Pr 991 988 981 CV %10 942 915 909 954 933 924 884 833 861 .740 .628 654 959 940 .939
Item 6* Py-Pr '993 '990 '995 CV %20 945 920 919 947 923 915 873 819 848 .752 .649 645 949 925 923
' ' ' CV %30 937 908 916 947 923 906 846 .781 832 .719 593 682 952 930 .926
PL-Pr 950 902 899 CV %10 827 659 649 818 645 629 820 .649 632 834 673 663 854 713 .704
Item 8* Py-Pr '957 .916 '913 CV %20 812 629 618 800 .608 591 832 .673 656 .805 .618 601 .858 .719 .713
' ' ' CV %30 820 .646 634 793 593 578 827 .662 646 .793 590 582 842 691 .679
P,-Pr 985 971 967 CV %10 .846 711 670 836 .696 642 796 .637 538 877 772 732 .885 .788 .751
Item 9* Py-Pr '993 .987 .985 CV %20 .844 706 668 .844 714 658 796 .641 533 873 767 .722 882 779 .746
' ' ' CV %30 849 716 679 837 698 .647 796 .643 531 868 .760 .707 872 .766 .716

* Common items in A1 and B1 booklets.

Note 1: P1: First rater group scores, P2: Second rater group scores, Pr: Final scores
Note 2: PA: Percentage of Agreement, AC1: Gwet's AC1 Coefficient, QWK: Quadratic Weighted Kappa
Note 3: CV: Cross validation, 10%, 20% and 33% shows test data rate.

Note 4: Item 5, item 6, item 8 and item 9 in this table correspond to item 7, item 8, item 10 and item 11 in the A1 booklet, respectively.
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Table 3 (continued). Coefficients of Agreement between Human Rater Groups, Automated Scoring Algorithms and Final Scores for Open-Ended Items in B
Booklet

Agreement Between Human Rater Agreement Between Automated Scoring Algorithms and Final Scores (Agreed by Human Raters)

'cti'lfe Group and Final Scores Sele;?gtndrf]t;ho ; SVM LR MNB LSTM BLSTM
PA  ACL QWK PA ACL QWK PA ACL QWK PA ACL QWK PA ACL QWK PA ACl QWK
ope os 981 o8y CV %10 918 886 912 911 876 902 861 807 .867 .882 838 887 940 916 925
temil T 00 gee oge CV %20 002 865 893 913 878 .900 .863 .810 863 .878 .833 .880 943 920 .929
: : : CV %30 004 867 901 914 881 .899 861 .808 .860 .885 .843 .894 930 901 .927
ope  od0 023 o3 CV %10 736 606 667 .757 637 719 .707 566 .606 .654 490 663 793 690 .749
temiz TR oo o CV %20 750 640 718 764 647 740 682 528 550 649 481 674 784 677 741
: : : CV %30 755 634 718 755 .635 719 683 531 573 634 467 654 774 662 .738
ope o4 063 965 CV %10 707 580 653 693 .565 631 635 .492 522 541 393 171 743 634 .705
hem17c OTOF ol oes o CV %20 729 612 675 678 543 609 610 .456 488 545 391 302 716 595 671
: : : CV %30 680 543 617 700 575 637 616 .47l 478 575 430 330 697 567 .644
- CV %10 712 425 429 748 497 497 740 480 485 784 568 571 786 572 572
+Pe 1000 1000  1.000
L R A A A CV %20 711 421 425 741 483 483 726 453 458 759 517 520 767 535 534
: : : CV %30 719 439 442 731 463 462 731 463 466 755 510 512 769 538 538
ope 060 o045 99 CV %10 818 687 569 817 .685 563 760 562 471 834 703 .623 839 717  .627
tem20  DTEF 0 oe ans CV %20 815 681 562 .830 708 597 750 544 447 820 683 585 837 710 .629
: : : CV %30 789 640 495 810 674 545 740 527 421 793 630 520 820 .691 .572

* Common items in A1 and B1 booklets.

Note 1: P1: First rater group scores, P2: Second rater group scores, Pr: Final scores

Note 2: PA: Percentage of Agreement, AC1: Gwet's AC1 Coefficient, QWK: Quadratic Weighted Kappa
Note 3: CV: Cross validation, 10%, 20% and 33% shows test data rate.

Note 4: Item 17 in this table correspond to item 15 in the A1 bookilet.
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Figure 2 shows the agreement values obtained for item 5 in B booklet according to automated scoring
algorithms and test data rates.

B,-Iltem5

1
0,9

0,8
0,7
0,6
0,5
0,4
0,3
0,2
0,1

0

PA ACl QWK PA ACl QWK PA ACl1 QWK PA ACl QWK PA ACl QWK
SVM LR MNB LSTM BLSTM

m10% m20% m33%

Figure 2. Graph showing Agreement Values for Item 5 in B; Booklet according to Automated Scoring
Algorithms and Test Data Rates

When Figure 2 is examined, in all conditions, the coefficients of agreement of the MNB algorithm are
lower than the coefficients of agreement of the other algorithms, while the coefficients of agreement
of the BLSTM algorithm are higher than the coefficients of agreement of the other algorithms. QWK
value indicated very good agreement in all test data rates for BLSTM, LR, and SVM algorithms and
at 10% and 20% test data rates for LSTM algorithm (>.80). It also showed good agreement in all test
data rates for the MNB algorithm and at 33% test data rate for the LSTM algorithm (<.80 A >.60). In
all conditions, AC1 values showed very good agreement (>.80) for BLSTM and SVM algorithms and
good agreement (<.80 A >.60) for LR, MNB, and LSTM algorithms. All AC1 coefficients for item 5
were lower than QWK coefficients. Percentage of agreement showed acceptable values in all test data
rates for the BLSTM, LR, and SVM algorithms and at 10% and 20% test data rates for the LSTM
algorithm. The QWK values were acceptable in all algorithms and test data rates according to
Williamson, Xi, and Breyer's (2012) criteria that the Kappa coefficient of agreement between human
raters and automated scoring should be at least .70. When the same criteria were used for the AC1
coefficient, acceptable values were achieved in all algorithms and test data rates. For item 5, the highest
percentage of agreement (.918), AC1 value (.888) and QWK coefficient (.925) were obtained in
BLSTM algorithm at 10% test data rate. These values are close to the values of AC1, QWK, and the
percentage of agreement between the human rater groups and the final scores.

In order to make a general comparison between the automated scoring algorithms, the performance of
the algorithms in each item was averaged. Table 4 shows the performances of the automated scoring
algorithms in different test data rates and the averages of these performances. In Table 4, the
coefficients showing the highest agreement in each test data rate and average performance in all
coefficients of agreement are shown in bold, and the coefficients showing the lowest agreement are
shown in italic.
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Table 4. Average Performance of Automated Scoring Algorithms

Coefficients of Agreement Automated Scoring Algorithm %10 %20 %33 Mean
SVM .855 .855 .848 .853
LR .857 .856 .851 .855
PA MNB .816 .810 .807 811
LSTM 794 .799 775 .789
BLSTM .889 .883 874 .882
SVM .768 767 .756 764
LR 773 71 762 .769
AC1 MNB 712 704 .700 .705
LSTM .694 .698 .665 .686
BLSTM .822 .810 .798 .810
SVM .705 704 .689 .699
LR 710 710 .692 704
QWK MNB .658 .640 .627 .642
LSTM .583 .612 .545 .580
BLSTM 782 175 755 171

When the percentages of agreement for each test data rate are examined in Table 4, it is seen that the
values were close to each other, but there was a slight decrease in the values at the 33% test data rate.
All algorithms, except the LSTM algorithm, showed acceptable values in terms of percentage of
agreement. But the LSTM algorithm showed close values to the acceptable agreement.

When ACL1 values are examined, it is seen that there was a slight decrease at 33% test data rate, and
the average performances of SVM, LR, MNB, and LSTM algorithms indicated good agreement. The
BLSTM algorithm showed very good agreement at 10% and 20% test data rates and good agreement
at 33% test data rate.

When the QWK values are examined, it is seen that there was a decrease in the test data rate of 33%
similar to the AC1 and the percentage of agreement, besides, close values were obtained in all test data
rates. In terms of QWK value, SVM, LR, MNB, and BLSTM algorithms indicated good agreement.
On the other hand, the LSTM algorithm showed good agreement at 20% test data rate, and moderate
agreement at 10% and 33% test data rates.

When the averages of all test data rates are examined in terms of each automated scoring algorithm
and coefficient of agreement, it is seen that the algorithm with the highest percentage of agreement
and highest AC1 and QWK values is BLSTM. Along with the BLSTM algorithm had an acceptable
percentage of agreement, it showed very good agreement according to the AC1 coefficient and good
agreement according to the QWK coefficient. SVM, LR, and MNB algorithms indicated good
agreement according to the acceptable percentage of agreement, the AC1 coefficient, and the QWK
coefficient. The LSTM algorithm did not have an acceptable percentage of agreement, but it indicated
good agreement in terms of the AC1 index and moderate agreement in terms of the QWK coefficient.
As a result of both the evaluation of the item averages and the evaluations made within the scope of
the item, the best three automated scoring conditions were determined as the BLSTM algorithm at
10% test data rate, the BLSTM algorithm at 20% test data rate and the BLSTM algorithm at 33% test
data rate. Figure 3 shows the average of the algorithms taken according to the test data rates.
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Figure 3. Chart Showing Average Performance of Automated Scoring Algorithms

When Figure 3 is examined, it was determined that MNB and LSTM algorithms performed slightly
less than other algorithms. The lowest performance was observed in the LSTM algorithm and the
highest performance was observed in the BLSTM algorithm.

RESULTS AND DISCUSSION

The research compared automated scoring algorithms with changes made on data rates used in testing
the system. For this purpose, SVM, LR, MNB, LSTM, and BLSTM algorithms were compared with
each other according to 10%, 20%, and 33% test data rates. When comparing the algorithms, the
consistency of human raters with the final scores was taken into account. Thus, the difference between
human raters and automated scoring was determined. Considering the ABIDE data, the results showed
that the best automated scoring was achieved with the BLSTM algorithm. LSTM and MNB algorithms
had lower agreement values than SVM, LR, and BLSTM algorithms. In their previous experiments on
various classification algorithms, Kumar and Rama Sree (2014) determined that Naive Bayes
algorithm had lower percentages of agreement than LR and SVM algorithms. This result supports the
research findings. Gierl et al. (2014) stated that the QWK value was very good in the automated scoring
process performed with the SVM algorithm. In the current study, it was determined that the SVM
algorithm indicated good agreement. Taghipour and Tou Ng (2016) found that the algorithm with the
highest QWK value (.746) was LSTM in their study in which they compared the recurrent neural
networks in the automated scoring process. In the same study, the closest QWK value was obtained in
the BLSTM algorithm (.699). Similarly, in the current study, the QWK value of the BLSTM algorithm
indicated good agreement. However, in the current study, it was determined that the LSTM algorithm
showed a medium level of agreement according to the QWK value. The reason for this situation may
be that the one-way analysis of sentences in LSTM algorithm and two-way analysis of sentences in
BLSTM algorithm may differ in the Turkish language. Even though the comparisons made according
to the test data rates showed that the coefficients of agreement slightly decreased at 33% test data rate,
SVM, LR, MNB, and BLSTM algorithms indicated good or very good agreement in all conditions.

When the comparison was made according to the lowest acceptable agreement for automated scoring,
it was determined that the LR and BLSTM algorithms were at the desired level, and the SVM algorithm
was very close to the desired level. When the percentage of agreement of the system created with this
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current research was taken into account, it can be stated that this system performed better than the
unsupervised machine learning-based method prepared by Adesiji et al. (2016). Thus, it was concluded
that open-ended items in the Turkish language could be scored automatically by selecting the
appropriate automated scoring algorithm based on supervised machine learning in the Turkish
language. Although automated scoring systems developed in languages that have similar features to
the Turkish language are not based on supervised machine learning, they can be used similarly. Ishioka
and Kameda (2006) and Jang et al. (2014) determined that there was a high level of correlation between
the automated scoring system and human scores in the Japanese language and the Korean language,
respectively.

The automated scoring system created in the Turkish language can be used in large-scale tests. It was
also stated that the automated scoring system created in Korean, which is a similar language to Turkish,
can be used in large-scale tests (Jang et al., 2014). Based on the findings obtained as a result of the
research, the recommendations for researchers and practitioners are as follows:

1. Automated scoring, which is tried for the first time in the Turkish language and seems to be usable,
can be used in large-scale tests by developing the system and pilot scheme, and exam costs can be
reduced, and the results can be explained more quickly.

2. Among the automated scoring algorithms, BLSTM and LR algorithms can be preferred for data
having similar characteristics to the data used in this study.

3. In automated scoring, it can be suggested that MNB and LSTM algorithms should not be used in
data having characteristics similar to the data used in this study.

4. This research reflects automated scoring results with at least 400 training data. In future studies, the
effect of this situation on the coefficients of agreement can be evaluated by making automated scoring
with less training data. Moreover, after the automated scoring process with a large number of training
data in large samples (>1000 or >3000), the effect of this situation on automated scoring can be
examined by gradually reducing the training data.

5. Automated scoring results obtained in cases where the spelling errors in the data are corrected or
not corrected in subsequent studies can be compared.

6. In subsequent studies conducted on paper-pencil tests, the results obtained by data entry via OCR
systems and manual data entry can be compared.

7. Within the scope of the research, items with two and three categories were studied. In case of an
increase in the number of categories in later studies, the results of automated scoring systems can be
examined.
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Appendix A. 2-Category Scored Sample Item Used in the Development of the Software
GUZEL ATLAR ULKESI: KAPADOKYA

Kapadokya neresidir? Bir sehir, bir (ke yoksa bir boige midir? Neden her yi binserce insan
oray: ziyarel eder, ylzlerce kilometre dleden gdrmeye gelir, daglan gecer, denizier agar? Peki,
Kapadokya'da ilk once nereyi zivarel etmek gerekir? Ne glzel sorutar buniar dedil mi! Insan,
ogrenmeye merak etmekle basglar. Sorutar sorar, aragting, bulur, ogrenir. Ogrendikge de daha
biigil, daha ceswr, daha glvenii olur,

Kapadokya. Anadolu ya da Mezopotamya gibil bir boigenin adi. Nevgehir Bnin sinirlan iginde.
¢ok genis bir alan. 25 000 kiometrekare. Yainez, oldukca iging bir bolge. Bu sebeple binlerce
insan her yil oraya geliyor. Oyle bir bolge ki tarihi “Yontma Tag Devrine kadar uzaniyoe, Swrasiyla
Hitither, Persler, Bizanshiar, Selgukiular ve Osmanidar yasamis Kapadokya'da

Birincl paragraftaki sorularin hangisinin cevabs ikincl paragrafta yoktur?

Madde No 16

Baglam Ad1 Giizel Atlar Ulkesi: Kapadokya

Dogru Yanit (1 Puan) Agiklama "Kapadokya'da ilk énce nereyi ziyaret etmek gerekir?" sorusuna
atifta bulunan cevaplar dogru cevap olarak kabul edilecektir.

Yanlig Yanit (0 Puan) Agiklama Bos cevap ve "Kapadokya'da ilk dnce nereyi ziyaret etmek gerekir?"

sorusuna atifta bulunan cevaplarin haricindeki tiim cevaplar yanlis
olarak kabul edilecektir.

Ornek Dogru Yanitlar - Peki Kapadoyada en dnce nereyi ziyaret etmek gerekir
- Kapadokya'da ilk 6nce nereyi ziyaret etmek gerekir? sorusunun
cevabi yoktu?
- Kapadokyay1 ziyarete gelen ilk dnce nereye gider?

Ornek Yanls Yanitlar - Kapadokya neresidir? Sorusunun cevabi yok
- NEDEN Binlerce insan oray1 ziyaret eder? Peki Kapa dokyada ilk
nereyi ziyaret etmek gerekir?
- Bir sehirmi yoksa bir tilkemidir
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Appendix B. 3-Category Scored Sample Item Used in the Development of the Software

BESLENME

Beslenme ¢antamda;
Bir dilim ekmek,

Az peynir,

Iki bilye, bir topag

Bir de masal kitabi var.

Gdlmeyin arkadaglar!
Ruhum da doymal,
Karnimin doydugu kadar.

Siire gore, gocuk ruhunu nasil doyurmaktadir?

Madde No 20

Baglam Adi Beslenme

Cocugun ruhunu; oyun oynayarak ve kitap okuyarak
doyurdugunu ifade eden tiim cevaplar dogru kabul edilir.
Oyun oynar ve kitap okur ifadelerinden sadece birini iceren
cevaplar kismi cevap olarak kabul edilir.

Dogru Yantt (2 Puan) Agiklama

Kismi Dogru Yanit (1 Puan) Agiklama

Yanlis Yanit (0 Puan) Agiklama Yanls, ilgisiz ve metinden aynen alinan ifadeler.
- Tki bilyeyi ve bir tane topacit oynayip, bir masal kitabi
Ornek Dogru Yanitlar okuyarak doyurmaktadir.

- 1 bilye bir topag birde masal kitab okuyup oyunay1 Ruhudoyar
- Beslenerek, eglenerek ve okuyarak.

- okuyarak ruhunu doyurma istegiyle

- eglenerek doyuruyo

- Kitap okuyarak, kendini kitabin i¢ine koyarak, ruhunu
gelistirip, hissederek.

-. iki bilye bir topag birde masal Kitabi ruhunu doyurmustur

- bir dilim ekmek ,az peynir, iki bilye, bir topa¢ birde masal

Ornek Kismi Dogru Yanitlar

Ornek Yanls Yanitlar .
kitap1 var.
- Cocuk ruhunu masal kitabiyla doyurur.
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Appendix C. ABIDE 2016 Turkish Test Sample Item Group 1

iISTANBUL DEGIiSIYOR

istanbul'da beklenmedik bir sekilde nifusun artmasi; gecekondularin ¢odalmasina,
altyapinin kurulmasinda sorunlar yasanmasina neden olmaktadir. Kentlerin dokusunda ise onemli

degismeler goruimektedir.

istanbul'un eski semtleri olan Beyoglu, Sirkeci, Eminonu ve Beyazit'ta ara sokaklarda
tas veya ahsap binalar, birbirini kesen dar sokaklar ve caddeler yer almaktadir. Bakirkoy,
Caddebostan, Etiler, Nisantasi, Levent gibi yeni semtlerde ¢ogu kez dogrusal uzanis gosteren
ve birbirini dik kesen cadde ve sokaklar vardir. Atakoy, Bahgesehir gibi planli olarak kurulan
semtlerde ise daha duzenli caddeler yer almakta, ¢ok katli binalar yapiimaktadir.

7 - 9. sorulan yukaridaki metne gore yanitiayiniz.

7. Nufusun olagan dis1 artmasi beraberinde hangi sorunlari getirmektedir? Yaziniz.

8. Metni goz oniinde bulundurdugunuzda fotografta goriilen yer istanbul’'un hangi semti ola-

bilir? Gerekgesiyle yaziniz.

9. Metinde alti gizili sozcikle anlatilmak istenen asagidakilerden hangisidir?

A) Yapi
B) Buyukluk
C) Kapladigi alan

D) Geligmislik duzeyi

“ISTANBUL DEGISIYOR” Baglamina Ait Puanlama Anahtari

Soru No: 5

Soru Kodu: T-2016-0007

Baglam Ad:: ISTANBUL DEGISiYOR

DOGRU YANIT- Gecekondularin cogalmasi VE altyapi problemlerinin

(2 PUAN)Agiklama

artmasi sorunlarinin her ikisine birden vurgu yapan YA
DA bu sorunlari genelleyen ifadeleri iceren yanitlar
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Appendix C (continued). ABIDE 2016 Turkish Test Sample Item Group 1

Ornek Yanitlar

Carpik kentlesme ve imar sorunlari

Gecekondularin artmasi ve altyapi problemleri

Gecekondularin artmasi ve yapilan yollarin yeterli
olmamasi

KISMI DOGRU-
(1 puan) Agiklama

Metinde gegen iki sorundan “gecekondularin
¢ogalmasi” YA DA “alt yapi problemlerinin artmasi”
ifadelerinden sadece birini iceren yanitlar

YANLIS YANIT-
(0 Puan) Agiklama

Yetersiz ve belirsiz yanitlar verir

Ornek Yanitlar

Kentlerin dokusunda énemli degismeler
gorilmektedir

Yanit kdgidinda soruya iliskin alanda higbir

BOS-Agiklama karalamanin ya da isaretlemenin olmadigi yani
alanin tamamen bos oldugu durumlar.
Soru No: 6
Soru Kodu: T-2016-0008
Baglam Ad:: ISTANBUL DEGISIYOR
“Beyoglu, Sirkeci, Eminénd, Beyazit semtlerinden
DOGRU YANIT- birinin, birkaginin veya hepsinin adini igeren, gerekge

(2 PUAN)Agiklama

olarak “Ara sokaklarda tas veya ahsap binalar
bulunur” YA DA “Birbirini kesen dar sokaklar ve
caddeler bulunur” ifadelerinden birini igeren yanitlar

Ornek Yanitlar

Beyoglu ¢lnkl evler ahsap.

Sirkeci, Emindna gunkd ara sokaklarda tas veya
ahsap binalar bulunur.

KISMi DOGRU-(1 puan)
Aciklama

Sadece semt adini igeren ancak gerekgenin
yazilimadigi yanitlar

Ornek Yanitlar

Beyoglu

Emindnd, Beyazit

Beyogluy, Sirkeci, Eminénu, Beyazit

YANLIS YANIT- (0 Puan)
Aciklama

Yetersiz ve belirsiz yanitlar

BOS-Agiklama

Yanit kégidinda soruya iliskin alanda higbir
karalamanin ya da isaretlemenin olmadid yani
alanin tamamen bos oldugu durumlar.
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Appendix D. ABIDE 2016 Turkish Test Sample Item Group 2

Soru No: 7
Soru Kodu: T-2016-0009
Baglam Ad:: iISTANBUL DEGISIYOR
Dogru Yanit A
BASINDA OBEZITE
10.01.2015
12 Yas Alti Gocuklarda Mobil Cihazlarin Kullaniminin Yasaklanmasi igin Bir Sebep:

Obezite

Video oyunlari ve televizyon, obezitenin artmasi ile iligkilidir. Odasinda bu tur cihazlari
kullanmasina izin verilen gocuklarda obezite goérilme sikligi %30 oraninda artmaktadir. Obez olan
cocuklarin %30'unda diyabet ortaya ¢ikmakta, kalp krizi ve erken felg riski artmakta ve ortalama
yasam suresi kisalmaktadir.

15.12.2014
Cocukluk Doneminde Risk: Obezite

Anne ve babanin obez olmasi, gocugun yeme aliskanhigi bakimindan anne ve babasini
omek almasi, gocuklarin televizyon ve bilgisayar basinda ¢ok zaman gegirmesi, stres, kaygi gibi
unsuriar gocukluk déneminde obezitenin olugsmasina neden olmaktadir.

10.11.2014
Cocuklari Obez Olan Ailelere Para Cezasi Geliyor!

Porto Riko'da hiikimet, obeziteyle micadele amagl, ¢cocuklari fazla kilolu olan anne ve
babalara 800 dolara kadar para cezasi verilmesini planliyor. Gelecek nesillerin daha saglikli
olmast igin bu uygulamanin yararl olacagini dusunenlerin sayisi ulkede oldukga fazla.

10 - 12. sorular yukaridaki metne gore yanitlayiniz.

10. Gazetelerde obeziteyle ilgili haberlere siklikla yer verilmesinin nedeni nedir? Bir ya da iki
cumleyle yaziniz.

11. Mobil cihazlarin kullamimi obeziteyi neden arttinr? Bir ya da iki cumleyle yaziniz.

12. Gazete haberlerine gore asagidakilerden hangisi soylenebilir?

A) Obezite ve diyabet birbirleriyle iligkilidir.

B) Televizyon izlemeyen gocuklar obeziteye yakalanmiyor.

C) Porto Riko'daki para cezasi bir¢ok ulkeye omek olmustur.

D) Obezite yalnizca ¢ocukluk doneminde ortaya ¢ikan bir sorundur

“BASINDA OBEZITE” Baglamina Ait Puanlama Anahtari

Soru No: 10
Soru Kodu: T-2016-0010
Baglam Ad:: BASINDA OBEZITE
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Appendix D (continued). ABIDE 2016 Turkish Test Sample Item Group 2

DOGRU YANIT-

(2 PUAN)Aciklama Obezite ile ilgili bilinglendirmeye vurgu yapan yanitlar

“Obezitenin yayginlasmasini énlemek igin.”

“Halki bilinglendirmek igin.”

“Obezitenin bir hastalik olduguna dikkat cekmek.”

Ornek Yanitlar
"Halki uyarmak igin”

“Aileleri bilinglendirmek igin”

“Anne ve babalarin énlem almasini saglamak igin!” vb.

YANLIS YANIT- (O Puan)

Aciklama Yetersiz ve belirsiz yanitlar

Ornek Yanitlar Para cezasini haber vermek igin

- Yanit kdgidinda soruya iliskin alanda higbir
BOS-Agiklama karalamanin ya da isaretlemenin olmadigi yani
alanin tamamen bos oldugu durumlar.

Soru No: 1
Soru Kodu: T-2016-0011
Baglam Ad:: BASINDA OBEZITE

“Uzun sure hareketsiz kalma, gocuklarin televizyon ve
bilgisayar basinda ¢okga vakit gegirmesi” ifadelerini
iceren yanitlar

DOGRU YANIT- (1 PUAN)
Acgiklama

“ Cocuklarin bilgisayar ve televizyon basinda gok
zaman gegirmesi.”

Ornek Yanitlar
“Cocuklarin bilgisayar basinda ¢ok zaman

gegirmesinden dolay! hareketsiz kalmasi”

YANLIS YANIT- (O Puan)

Agiklaria Yetersiz ve belirsiz yanitlar

Yanit kégidinda soruya iliskin alanda higbir
BOS-Agiklama karalamanin ya da isaretlemenin olmadigi yani
alanin tfamamen bos oldugu durumlar.

Soru No: 12
Soru Kodu: T-2016-0012
Baglam Ad:: BASINDA OBEZITE
Dogru Yanit A
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Abstract

Nowadays, the performances of education systems are monitored through national and international large-scale
studies. In these studies, besides the academic performance of the countries, their status regarding equality in
education is also considered. In large-scale studies the relationship between the socioeconomic status and
academic achievement and the achievement gap between schools are emphasized. The achievement gap between
schools is considered a chronic problem of Turkey, and socioeconomic differences are also considered to be one
of the elements of this problem. In this study, the achievement gap between schools and the relationship between
socioeconomic status and academic achievement in Turkey were examined through data regarding the last three
cycles of TIMSS. For this purpose, multilevel regression analysis was used. The findings showed that although
the mean score of Turkey increased between the 2011 and 2019 cycles, the relationship between socioeconomic
characteristics and achievement remained at a similar level, with a partial decrease in 2019. These results show
that despite the significant increase in Turkey's TIMSS performance in the last cycles, the share of socioeconomic
levels on this performance does not increase simultaneously. Another result showed that the achievement gap
between schools increased in the last cycle at both grades. Although the relationship between socioeconomic
status and achievement does not increase, the widening of the achievement gap between schools may indicate that
within-school factors might have stronger relations with achievement. Results revealed that the performance of
Turkey in TIMSS increased significantly at 8" grade, and the relationship between socioeconomic status and
achievement decreased partially; however, the alleviation of the achievement gap between schools remained a
development area for Turkey. Although the relationship between socioeconomic status and academic achievement
decreased in the 2019 cycle, the current socioeconomic status role increased the importance of compensating
students’ socioeconomic disadvantages through educational support programs.

Key Words: Achievement gap, socioeconomic status, equality in education, TIMSS, academic achievement

INTRODUCTION

Education is prominent in ensuring the human and economic development of countries (Brown &
Lauder, 1991; United Nations Educational, Scientific and Cultural Organization-UNESCO-UIS, 2018).
This power of education in society increases the importance of evaluating the educational process and
efficiency (Ross and Jiirgens Genevois, 2006). Many different criteria have been used in the evaluation
of education systems for many years. Traditional criteria include variables such as access to education,
the number of students, teachers and administrators, the average number of students in the classroom,
the ratio of students per teacher, and these criteria describe the general structure of the education
systems. Following the massification in education, the number and diversity of individuals accessing
education increased remarkably, enriching the criteria used in evaluation (Ainscow, 2016; Opertti,
2014). Especially since the 1990s, the criteria for equality in education have been emphasized in
educational discussions and evaluations (Beaton, Postlethwaite, Ross, Spearritt, & Wolf, 1999;
UNESCO-UIS, 2018). These new criteria focus on the performance of students participating in
education and equality in education and the relationship between the characteristics of education
systems (Beaton et al., 1999; European Commission, 2020; UNESCO-UIS, 2018).
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Countries constantly monitor their education systems and make policy changes based on these new
performance criteria (Fischman, Topper, Silova, Holloway, & Goebel, 2017, Organization for
Economic Development and Cooperation-OECD, 2004). In this regard, countries also benefit from
international large-scale assessment outcomes (Beaton et al., 1999, Ozer, 2020a, Ross & Jiirgens
Genevois, 2006). In these studies, the performance of education systems can be compared with other
countries and can be examined in a longitudinal way (Mullis, Martin, Foy, Kelly, & Fishbein, 2020;
OECD, 2004). Along with the performance of countries in these studies, one of the most frequently
focused areas is equality in education (Mullis et al., 2020, OECD, 2019). These studies mainly
investigate the effects of out-of-school factors and differences between schools on the academic
achievement of students (Mullis et al., 2020; OECD, 2019).

The achievement gap between schools is a problem area for all countries to a diverse extent (OECD,
2004). Considering its stakeholders and teaching processes, each school has different characteristics
and it is an expected result that there are small differences in school outcomes. In this context, there are
many factors that create the achievement differences between schools, and students' socioeconomic
status (SES) is one of these factors. The problem is that students' socioeconomic backgrounds become
one of the determining factors in their achievement, and consequently, a significant achievement gap
may arise between schools. If a significant achievement gap arisen between schools, then a hierarchy
is formed between schools in terms of academic outcomes, and the achievement of the students becomes
more dependent on the their school (Ainscow, 2016; Giir, Celik ve Coskun, 2013; Onder & Giiglii,
2014). Therefore, a student's academic achievement is more closely related to his/her school (OECD,
2005, 2019). In this case, student groups with more access to high-achieving schools may be more
advantageous than others (Suna, Giir, Gelbal, & Ozer, 2020b; Willms, 1992). Therefore, the
achievement gap between schools indicates negativity for equality in education (OECD, 2008, 2019).

Another criterion evaluated in the context of equality in education is the relationship between
socioeconomic characteristics and academic achievement. Numerous studies showed that these
characteristics, which are not under the control of students, have a significant relationship with
educational performance (Broer, Bai, & Fonseca, 2019; Mullis et al., 2020; OECD, 2019). The
differences in the students’ socioeconomic status may lead to differences in outcomes from the same
education process. In addition, the failure to compensate for the effects of socioeconomic level
differences causes these effects to increase the achievement gap between schools (Akyliz, 2014; Alacaci
& Erbas, 2010; OECD, 2019). A clear indication is that in countries with a large achievement gap
between schools, these differences are significantly based on differences in students’ socioeconomic
background (OECD, 2019).

In Turkey, studies on the achievement gap between schools are evaluated on the basis of international
large-scale studies and high-stake test results used in national transition systems. Studies focus on the
achievement gaps between school types, especially using PISA and TIMSS data (Alacaci & Erbas,
2010; Berberoglu & Kalender, 2005; Dinger & Uysal Kolagin, 2009; Suna, Tanberkan & Ozer, 2020;
Yavuz, Demirtasli, Yal¢in, & Dibek, 2017). For example, in PISA 2003, it was shown that more than
60% of the variance in mathematics literacy scores in Turkey was explained by the achievement gap
between schools, and this rate was more than twice the rate in OECD countries (OECD, 2004). The rate
was calculated as 61.8% in PISA 2012 (OECD, 2015). These results show that between-school
differences are one of the most important determinants of the students’ literacy.

The achievement gap between schools and the relationship between socioeconomic status and
achievement have been debatable issues in Turkey for many years. Studies focus on the relationship
between socioeconomic status and academic achievement show that the strength of relationship is
mostly at moderate level, and their relationship with academic achievement is stronger than other
variables compared (Acar Giivendir, 2014; Akyiiz, 2014; Arifoglu, 2019; Berberoglu & Kalender,
2005; Dinger & Uysal Kolagin, 2009; Ebrar Yetkiner Ozer, Ozel & Thompson, 2013; Erdogan & Acar
Gilivendir, 2019; Giimiis & Atalmis, 2012; Giir, Celik & Coskun, 2013; Kalender, 2004; Karbeyaz,
2019; Kog, 2018; Onder & Giiclii, 2014; Ozdemir, 2015; Suna, Tanberkan, Giir, Perc & Ozer, 2020a,
Suna, Giir, Gelbal & Ozer, 2020b). In particular, the achievement gap between schools is considered as
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one of the chronic problems of the education system which maintains its effect for a long time despite
the changes in the system structure (Berberoglu & Kalender, 2005; Giir, Celik & Coskun, 2013).
However, the achievement gap is mostly examined at the secondary education level, and the negativities
in this regard are associated with the secondary education level. On the other hand, the results of
international large-scale studies show that this problem started in earlier years, and its visibility has
increased in secondary education level (Betts, Zau & Rice, 2003; Broer, Bai & Fonseca, 2019; Crenna-
Jennings, 2018; Garcia & Weiss, 2017; Mullis et al., 2020; Opdenakker & van Damme, 2006; Shin,
Lee & Kim, 2009; Suna et al., 2020a).

The school tracking, which is implemented in the last year of secondary school, is main the reason why
these differences have become increasingly visible at the secondary education level (Béliikbas & Giir,
2020; Ozer, 2020a; Ozer & Perc, 2020). The tracking of students into school types based on their
academic achievement further strengthens the achievement gap between schools. Discussions on the
achievement gap between high school types in transition to higher education also increase this visibility
(OSYM, 2018). However, both studies and international large-scale studies show that the achievement
gap between schools started in the first years of education (Cansiz, Ozbaylanli & Colakoglu, 2019;
Mullis et al., 2020; Suna et al., 2020a). Therefore, the differences in students' access to preschool
education and the differences in their socioeconomic background lead achievement differences. Failure
to compensate for these differences in the first years of education through various interventions makes
the problem more permanent. In other words, the initial advantage increases the later advantage while
the disadvantage increases the disadvantage.

In Turkey, many studies have been performed on the relationship between students' socioeconomic
background and their achievement (Acar Giivendir, 2014; Ebrar Yetkiner Ozel, Ozel & Thompson,
2013; Erdogan & Acar Giivendir, 2019; Karaaga¢ Cingdz & Giir, 2020; Gelbal, 2008; Ozer Ozkan &
Acar Giivendir, 2014; Suna et al., 2020a; 2020b). The common finding of these studies is that one of
the important determinants of student achievement in Turkey is socioeconomic characteristics. In
addition, it is shown that the socioeconomic composition of students in schools is also associated with
school achievements (Dinger & Uysal Kolagin, 2009). This finding indicates that when the
socioeconomic characteristics of students are considered at the school level, they become one of the
factors that determine the school achievement.

Therefore, student socioeconomic characteristics become one of the main factors in the formation of
achievement gaps between schools. In other words, the achievement gap between schools, which is a
chronic problem in Turkey, is related to the students’ socioeconomic differences in their early years of
education. It is very important to focus on these relations correctly to determine the most rational
approach and time to implement the support programs. However, studies focus on the difference ap
between schools, and the relationship between socioeconomic characteristics and student achievement
over time is limited. In the studies conducted, the indicators of the socioeconomic level vary according
to the years and the data sets, and a single grade is considered mostly. This study has been structured
in a way to consider the change in the relationship between the achievement and these variables over
time, at different grade levels. TIMSS data set was chosen because it is a curriculum-based large-scale
study and provides information at different grade levels. The approach proposed by Broer, Bai, and
Fonseca (2019) was used to ensure the comparability of indicators related to socioeconomic status over
time. Thus, it has been made possible to compare students on similar socioeconomic indicators over the
years within the scope of TIMSS cycles. Therefore, this study examines the achievement gap between
schools and the relationship between socioeconomic status and achievement by using TIMSS 2011,
2015, and 2019 data. In addition, based on the findings, suggestions are made for steps to alleviate the
relationship of these out-of-school features with achievement.

Purpose of the research

In this study, it was aimed to determine the achievement gaps between schools and the relationship
between socioeconomic status and academic achievement in mathematics and science by using data
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from the 2011, 2015, and 2019 TIMSS cycles. For this purpose, answers to the following questions
were sought.

1. Does the variance explained by the students’ socioeconomic status in mathematics and science
achievement change between TIMSS 2011, 2015, and 2019 cycles?

1.a. Does the variance explained by the socioeconomic status of students at 4th grade level in
mathematics and science achievement change between TIMSS 2011, 2015, and 2019 cycles?

1.b. Does the variance explained by the socioeconomic status of students at 8th grade level in
mathematics and science achievement change between TIMSS 2011, 2015, and 2019 cycles?

2. Does the between-school variance in students’ mathematics and science achievement change
between TIMSS 2011, 2015, and 2019 cycles?

2.a. Does the between-school variance in mathematics and science achievement of students at 4th-
grade change between TIMSS 2011, 2015, and 2019 cycles?

2.b. Does the between-school variance in mathematics and science achievement of students at 8th-
grade change between TIMSS 2011, 2015 and 2019 cycles?

METHOD
Research Design

In this study, the relationship between socioeconomic characteristics and academic achievement
between school achievement differences was examined through a correlational design. The relationship
between variables were examined without interfering with the nature of the process. In correlational
studies, it is aimed to determine whether the characteristics of interest change concurrently without any
intervention to the variables and the process, and a relationship exists, the direction and strength of this
relationship is determined (Creswell, 2014; Karasar, 2011; Privitera, 2019).

Population and Sample

Based on the fact that Turkey has participated in the TIMSS 2011, 2015, and 2019 cycles with diverse
samples in 4th grade, the student population must be defined in two different ways. The student
population in 8th grade consists of students continuing formal education in Turkey in 2011, 2015, and
2019. The student population in 4th grade includes students continuing formal education in the 4th-
grade level in 2011 and 2015 in Turkey. Additionally, Turkey has participated in a cycle with a 5th
grade sample for the first time in TIMSS 2019. In this manner, the student population in the 4th grade
level of TIMSS 2019 includes students continuing formal education in the 5th grade level in 2019 in
Turkey.

The sample, on the other hand, can be described at two different levels as in the definition of the
population. The distribution of students in the sample by years and the socioeconomic characteristics
are given in Table 1.
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Table 1: Socioeconomic Distribution of Students in Turkish Sample in 2011, 2015 and 2019 TIMSS
Cycles*

TIMSS 2011 TIMSS 2015 TIMSS 2019

Grade 4 Grade 8 Grade 4 Grade 8 Grade 5 Grade 8
Number of Students 7.479 6.928 6.456 6.079 4.028 4.077
Number of Schools 257 239 242 218 180 181
Number of Books in the House
0-10 1.789 (23.9%) 1.301 (18.8%) 1.400 (21.7%) 979 (16.1%) 825 (20.5%) 633 (15.5%)
11-25 2.493 (33.3%) 2.574 (37.2%) 2.162(33.5%) 2.114(34.8%) 1.301(32.3%) 1.266 (31.1%)
26-100 1.927 (25.8%) 1.895(27.4%) 1.804 (27.9%) 1.835(30.2%) 1.154 (28.6%) 1.265 (31.0%)
101-200 576 (7.7%) 691 (10%) 525 (8.1%) 622 (10.2%) 391 (9.7%) 514 (12.6%)
More than 200 430 (5.7%) 430 (6.2%) 350 (5%, 4) 475 (7.8%) 231 (5.7%) 355 (8.7%)
Owning a computer / tablet 4.295 (57.4%) 4.035 (58.2%) 3.625(56.1%) 3.349 (55.1%) 2.961 (73.5%) 2.941 (72.1%)
Owning Work Desk 4984 (66.6%) 4.520 (65.2%) 4.424 (68.5%) 4.433 (72.9%) 2.814(69.9%) 3.110 (76.3%)
Education Level of Parents
Primary school or below - 3.315(47.8%) 2.575(39.9%) 1.266 (20.8%) 1.143 (28.4%) 690 (16.9%)
Secondary - 977 (14.1%) 781 (12.1%) 1.789 (29.4%) 844 (18.5%) 1.192 (29.2%)
High school - 1582 (22.8%) 1.662 (25.7%) 1.669 (27.5%) 1.079 (26.8%) 1.094 (26.8%)
Associate Degree - 314 (4.5%) 394 (6.1%) 321 (5.3%) 256 (6.4%) 274 (6.7%)
University or higher - 498 (7.2%) 732 (11.3%) 752 (12.4%) 529 (13.1%) 507 (12.4%)

* Information about the education level of parents at the 4th-grade level is collected through the home questionnaire. In the TIMSS 2011, the
home survey was conducted only in countries participating in both TIMSS and PIRLS. In this cycle, Turkey did not participate in PIRLS 2011,
and there is no information about the education level of parents’ in this cycle.

As seen in Table 1, there are remarkable changes in Turkish samples between 2011, 2015, and 2019
TIMSS cycles in terms of socioeconomic characteristics. First of all, from the TIMSS 2011 cycle to the
2019 cycle, there are significant improvements in the socioeconomic characteristics of the students in
the sample. This improvement is clearly seen at the education level of parents. Rates of parents in lower
education levels decreased significantly in the 2019 cycle. The second change is that Turkey has
participated in TIMSS 2019 cycle 4th grade with a sample of 5th-grade students and declared that the
average age of 5th-grade students is more appropriate and comparable with the international average
(Ministry of National Education, 2020).

Measurement Tools

Student questionnaire, home questionnaire, and achievement tests in TIMSS 2011, 2015, and 2019
cycles are the measurement tools used in this study. Achievement tests are developed based on TIMSS
assessment frameworks and in collaboration between item development experts from participating
countries and experts from the TIMSS international center. As a result of the quality control and pilot
study, the items to be included in the final tests are determined and 14 booklets are prepared with equal
psychometric qualities. The booklets are equated with item response theory-based scaling methods. In
mathematics tests for the 4th-grade level, numbers, measurement and geometry and data areas are
considered. In the 4th-grade mathematics tests, algebra, geometry, data and probability are considered
as subject areas. In science tests, life sciences, physical sciences and earth science are considered at the
4th-grade level; biology, chemistry, physics and earth science are assessed at 8th grade (Mullis et al.,
2020).

Within the scope of the study, the criteria used to determine the socioeconomic status (SES) were
obtained from the student questionnaire and home questionnaire. In the study, the approach suggested
by Broer, Bai, and Fonseca (2019) was used to compare socioeconomic status in different TIMSS
cycles. Broer, Bai, and Fonseca (2019) stated that as an indicator of socioeconomic status in TIMSS
research, the home educational resources index (HER) is not comparable between cycles, and the
elements of this index have increased in the recent TIMSS cycles. In their study, they showed that the
socioeconomic indicators that did not change in the twenty years of TIMSS were the number of books
at home, the owning of a computer or tablet, having a desk, and the education level of the parents. In
addition, in order to make the answer categories of these variables comparable, they created an index
with a maximum of 10 points by creating the common categories given in Table 2.
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Table 2.Comparable Socioeconomic Indicators Between TIMSS Cycles *

Variable Level Score
Below secondary school
Secondary school level
Education level of parents High school level
Associate degree and equivalent level
University or higher level
None none
House facilities Computer / tablet
Desk
0-10 books
11-25 books
Number of books at home 26-100 books
101-200 books
More than 200 books

A WODNPFPODNPFPOIR_WNMPEO

* Broer, Bai and Fonseca (2019)

Data Collection and Analysis

The data for the 2011 and 2015 TIMSS cycles used in this study were obtained from the TIMSS
database provided by IEA. Student data regarding the TIMSS 2019 cycle were used with the approval
number E-65739364-605.01-18900584 of the General Directorate of Measurement and Evaluation of
the Ministry of National Education (MoNE).

The achievement differences between schools are examined frequently through between-schools
variance in international large-scale studies. In social sciences, mostly multilevel modeling (multilevel
modeling, hierarchical modeling) approach is used to determine the between schools variance. In this
approach, estimates can be made to lower errors in accordance with the nested structure of education
(Woltman et al., 2012). In this study, a two-level regression analysis was performed using HLM 8
software. Before performing the multilevel regression analysis, the assumptions were tested and are
given in Annex-1. First of all, to test the normal distribution assumption, the skewness and kurtosis
indexes of the plausible values at both grade levels were calculated, and it is determined that all the
values change between -1 and 1. Similarly, the SES index values formed within the scope of the study
changed between -1 and 1. In order to test the linearity assumption, the distribution of SES and plausible
values and the distribution of residual values were examined with scatter diagrams. Diagrams show that
the relationships between variables are in a linear pattern.

A multilevel nested structure has been designed in which the academic achievement of students at the
first level and the characteristics of the schools at the second level. Within the scope of multilevel
regression analysis, the intraclass correlation-ICC was used. This coefficient allows the variance in
student achievement to be divided into two parts: between-schools variance and within-school variance
(Brunner et al., 2018; Konstantopoulos, 2007; Raudenbush & Bryk, 2002).
2 2
Op Op
[CChs ===
or O T oy
o= Between-school variance (difference in achievement at the mean score level between schools)
a3,= Within-school variance (individual achievement differences between students in schools)

g2= Total variance (sum of between schools variance and within schools variance).

In international large-scale assessments, students’ academic performance is generally determined not
with a single indicator, but using plausible values (OECD, 2019; Wu, 2005). Since plausible values are
predictions based on students' response patterns, they may have different values about students'
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performance. For this reason, it is recommended to make a multivariate analysis that considers all these
values to avoid bias (Wu, 2015). In other words, approaches such as choosing only one of the possible
values or reducing it to a single value such as average are not recommended because they may cause
information loss and biased results (Arikan, Ozer, Seker, & Ertas., 2020; Rutkowski, Gonzalez, Joncas
and von Davier., 2010; Tat, Koyuncu, & Gelbal, 2019). In the study, HLM 8 software was used to
calculate the intraclass correlation and to perform multilevel regression analysis. All five plausible
values in science and mathematics were analyzed together to yield unbiased results.

Using the sample weights is another important factor in international large-scale studies (Rutkowski et
al., 2010). The samples in these studies consist of students who were selected by weighting in a way to
represent students in that country or economy (Rutkowski et al., 2010). Therefore, the number or
percentage of students represented in the population by each student in the sample may differ from one
another. Similarly, the schools sampled in these studies are selected to represent certain particular
school types. In this context, the number or percentage of schools represented in the population by the
schools selected as sampling similar to students may also vary. In this manner, sampling weights should
be used in order for the unbiased estimates to represent the population (Arikan et al., 2020; Rutkowski,
2010; Tat, Koyuncu, & Gelbal, 2019). In the TIMSS, both students and schools are weighted and
selected by a two-stage sampling methodology (Rutkowski et al., 2010; Mullis et al., 2020). In this
study, sampling weights for students (HOUWGT) and schools (SCHWGT) were used in multilevel
analysis. HOUWGT is a weighting index developed to weigh the national student sample in the target
group (Foy, 2013; Harmouch, Khraibani, & Atrissi, 2017). The HOUWGT, produced by a
transformation from the frequently used TOTWGT, and is less affected by sample size differences
(Harmouch, Khraibani, & Atrissi, 2017). HOUWGT is preferred in analysis because the Turkish sample
sizes show significant changes between TIMSS cycles in each grade level. SCHWGT is the only
weighting index commonly used in different TIMSS cycles in weighting schools.

In this study, students’ socioeconomic status in Turkish sample was calculated to vary between 0 and
10 through the approach Broer, Bai and Fonseca (2019). In order to determine the students'
socioeconomic status at school level, the average socioeconomic level index of the students in each
school was taken into account as the average socioeconomic status of that school. Then, the average
socioeconomic level of the school was added to the analysis as a second-level explanatory variable in
the multilevel regression model.

In the TIMSS, some of the variables regarding students’ socioeconomic characteristics are collected
through the home questionnaire. In cycles where TIMSS and PIRLS are conducted in the same year,
this questionnaire is applied only in the countries participating in both studies. In 2011, Turkey
participated only in TIMSS 2011, and some of the socioeconomic variables could not be collected.
Therefore, data on the TIMSS 2011 cycle at the fourth-grade level could not be used.

RESULTS

In this section, firstly, results regarding the relationship between socioeconomic status and academic
achievement are given. Then, results related to the relationship between school achievement differences
and student achievement are presented.

Changes in the Relationship between Students’ Socioeconomic Status and Mathematics and Science
Achievements in Recent TIMSS Cycles

The variance of mathematics and science achievement explained by the students’ socioeconomic status
in diverse TIMSS cycles are given in Figure 1.
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Figure 1. The Variance of Achievement Explained by the Students’ Socioeconomic Status at the 4th
Grade Level

Figure 1 shows that there may be changes in the relationship between students' socioeconomic status
and their academic achievement in diverse TIMSS cycles. The variance explained by socioeconomic
status in academic achievement varies between 21.46% and 23.22% in mathematics and between
20.78% and 27.18% in science. Since the sample of 4th-grade level changes in these two cycles, the
change in question has been evaluated only with a descriptive perspective.

The fact that Turkey has participated in TIMSS 2019 4th grade level with the 5th-grade sample might
lead to changes in the relationship between achievement and socioeconomic status. The impact of this
possible factor will be evaluated together with the results of 8th grade, where the grade of sampling did
not change.

Another important finding is that socioeconomic status explains a remarkable rate of variance in
achievement in the early stages of education, especially in the last year of primary school and the first
year of secondary school. In other words, approximately one-fourth of the change in students'
achievement in this early period is explained by their socioeconomic status.

The variance explained in the academic achievement of the socioeconomic status of 8th-grade students
is given in Figure 2.

As seen in Figure 2, explained variance of mathematics and science achievement by students’
socioeconomic status change partially over time. The explained variance varies between 16.93% and
17.91% in mathematics, and 16.54% and 18.08% in science. The other important finding is that the
relationship between socioeconomic characteristics and achievement has partially weakened in the
transition from 2015 to 2019. Therefore, the variance explained by socioeconomic characteristics in
achievement in the TIMSS 2019 cycle has decreased to close to the rates in TIMSS 2011. This finding
also indicates that the relationship between out-of-school factors and achievement does not accompany
the increase while students' performance increases.

ISSN: 1309 - 6575 Egitimde ve Psikolojide Olcme ve Degerlendirme Dergisi 61
Journal of Measurement and Evaluation in Education and Psychology



Journal of Measurement and Evaluation in Education and Psychology

100 520
95
90 510
gg 500
R 75
Y (752 490
0]
kS gg 480 g
< 50 470 2
- 45 @©
o 40 460 9@
7 38 450 =
2 25 16,93 18/08 17,4
i %g —- o 440
12 16l54 17,01 16191 430
0 420
TIMSS 2011 TIMSS 2015 TIMSS 2019
[—1Mean Score-Mathematics [—_—1Mean Score-Science

==@==Explained Variance-Mathematics ==@==Explained Variance-Science

Figure 2. The Variance of Achievement Explained by the Students’ Socioeconomic Status at the 8th
Grade Level

Explained variances at both grade levels are considered together. It is clearly seen that the relationship
between socioeconomic characteristics and academic achievement is higher at the 4th-grade level. This
finding is valid for both the 4th-grade sample in 2015 and the 5th-grade sample in 2019. When the
findings from different grades are compared, it is predicted that the results of the 4th-grade level may
be partially related to the sample change. The relationship between socioeconomic status and academic
achievement at the 8th-grade level is relatively weak and shows partial changes between cycles;
however, these changes were larger at the 4th-grade level. The results in the next TIMSS cycles will
provide detailed information about the impact of participation with the 5th-grade sample.

Between School Variances within Mathematics and Science Achievements in Recent TIMSS Cycles

The between-schools variance explained is analyzed by intra-class correlation and the results regarding
the 4th-grade level are given in Figure 3.
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Figure 3. The Between-School Variances at 4th Grade Level in Recent TIMSS Cycles
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As shown in Figure 3, the between-school variances change between 40.51% and 45.02% in
mathematics, and 36.22% and 47.71% in science in diverse TIMSS cycles. From 2011 to 2015, the
cycles that Turkey participated in the study with 4th-grade sample, the achievement gap between
schools decreased slightly. On the other hand, between-school variance increased relatively in the
TIMSS 2019 cycle, when Turkey participated in the study with a 5th grade sample. In 2011, Turkey's
performance in mathematics was at the lowest level although the level of variance explained the inter-
school achievement differences were relatively higher. Within the scope of science, the between-school
variance decreased from 2011 to 2015 despite the fact that the mean performance of Turkey has
increased significantly. An important finding in science is that the between-school variance of science
achievement is higher than mathematics achievement in the 2019 cycle when Turkey has participated
in the study with the 5th-grade sample.

Findings related to the between-school variance of mathematics and science achievement at 8th-grade
students are given in Figure 4.
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Figure 4. The Between-School Variances at 8th Grade Level in Recent TIMSS Cycles

Figure 4 shows that between-school variance varies between 30.56% and 39.56% in mathematics, and
27.49% and 38.36% in science. Since 2011, the mean score of Turkey has increased in both
mathematics and science in 8th-grade; the between-school variance accompanied this increase. The first
increase was higher in 2015 (5.48% in mathematics, 6.55% in science), and the second increase was
relatively lower (3.52% in mathematics, 4.32% in science) in 2019. However, it is important to
emphasize that the between-school variance at the 8th-grade level is lower than the 4"-grade level.

The findings at the 8th-grade level are also important that it provides a reference to the findings at the
4th-grade level. Turkey has participated in TIMSS 2011, 2015, and 2019 cycles with 8th grade, and
sampled grade has not changed in this level. The results indicate that the between-school variance at
this grade level also increased in the 2015 and 2019 cycles. As seen in Figure 3, this result might indicate
that the remarkable change at the 4th-grade level may be partially related to the change in the sample
(participation at the 5th grade level in the 2019 cycle).

DISCUSSION and CONCLUSION

The performance of Turkey has increased significantly in international large-scale studies such as PISA
and TIMSS since the beginning of the 2000s with several educational indicators. However, the
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achievement gap between schools and the effects of non-school factors on educational outcomes has
become effective to a diverse extent. These two criteria are also emphasized in international large-scale
studies as a performance indicator of the education systems (Mullis et al., 2020, OECD, 2019).

The achievement gap between schools is one of the chronic problems of the education system in Turkey.
School tracking (academic segregation) in transition to secondary education also strengthens this gap
(Suna et al., 2020a). This result often leads to the illusion that this problem arises in secondary
education. However, the results of studies show that the achievement gap between schools begin in the
first years of education and have a significant relationship with achievement even in these years (Akyiiz,
2014; Mullis, 2020; Onder & Giiglii, 2014; Suna et al., 2020a). The differences between students’
socioeconomic status have also become a factor in the achievement gap between schools.

A number of studies have performed on the achievement gap between schools and the relationship
between socioeconomic status and academic performance in Turkey (Alacaci & Erbas, 2010;
Berberoglu & Kalender, 2005; Dinger & Uysal Kolagin, 2009; Suna et al., 2020a, 2020b). However, it
is seen that the studies conducted mostly focus on the secondary education level or focus on a particular
learning area. Therefore, it is important to determine the longitudinal change of the relationship between
these variables and academic achievement. This study examines the achievement gap between schools
and the relationship between socioeconomic level and achievement in mathematics and science
achievement based on the 2011, 2015 and 2019 TIMSS cycles.

In the first research question, the relationship of socioeconomic characteristics on student achievement
was examined via the approach suggested by Broer, Bai, and Fonseca (2019). This approach allows
comparable socioeconomic status measures across different TIMSS cycles. The results showed that the
relationship between the socioeconomic status and academic achievement at the 8th-grade level was
similar in the 2011, 2015, and 2019 cycles, and it partially decreased in the 2019 cycle. At the 4th grade
level, due to the sample change between 2015 and 2019, the rates are given descriptively. It was found
that the relationship between socioeconomic status and academic achievement was stronger in science
in 2019, the cycle that the 5th-grade sample participated in. Considering the results at the 8th grade,
one of the possible reasons for this change in 2019 was the change in the sample (participation with the
5th grade). The results of future TIMSS cycles will provide reliable and comparable information on the
impact of sample change. From 2011 to 2019, Turkey's mean performance increased significantly at
the 8th grade, and it is important to show that the relationship between socioeconomic status and
academic achievement did not get stronger in this period. This result shows that the increase in mean
performance cannot be directly associated with out-of-school factors, but it might more closely related
to in-school factors.

The findings regarding the between-school variance showed that the achievement gap in both the 4th
and 8th grade explains a significant variance rate in student achievement. The results yield that the
between-school variance at the 4th grade is higher than the 8th grade in both 4th and 5th-grade samples.
This is important to indicate that the achievement gap between schools has become observable at this
early stage. On the other hand, at the end of four years, the between-school variance maintains its
existence significantly in the 8th grade. In the 2011 and 2015 cycles, the rates regarding between-school
variances in science are consistent with Karbeyaz (2019). In addition, it was shown that the between-
school variance was higher in mathematics than in science. These findings indicate that the achievement
gap between schools arises before the secondary education level, and the explained variance by
socioeconomic status is relatively high.

The findings on the change of between schools variance show that the achievement gap between schools
increased in 2015 and 2019. The variance partially increased at the 8th-grade level. In the last two
cycles, the increase in the achievement gap is important for indicating that the heterogeneity between
schools has increased. However, the findings show that the achievement gap between schools may be
more closely related to within-school processes. While the achievement gap between schools increases,
the relationship between socioeconomic status and achievement does not accompany this increase.
Therefore, it seems more reasonable to associate the reason for the achievement gaps between schools
with the within-school factors. For example, in a study by Alacaci and Erbas (2010), it was found that
55% of the students’ achievement differences in PISA 2006 were due to differences in between-school
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variance. The important finding of the study is that two-thirds of the variance regarding the achievement
gap between schools is explained by the time allocated to mathematics education, the processes in
student selection, gender, geographical region, and students' socioeconomic characteristics. Sevgi
(2009) showed that the factors that create the gap between schools in TIMSS 2007 are differences in
students’ socioeconomic levels, the ratio of parents attending school programs, school resources for
teaching mathematics and the school climate. Therefore, many factors such as the management of the
school, educational resources, the region, educational processes, communication with parents, climate,
and the perception of safety and discipline become important factors in the achievement gap between
schools. Policies for educational equality need to consider these factors that are shown to be effective
on student achievement will also serve to reduce the achievement gaps.

Improving the performance in international large-scale studies is clearly an important achievement for
Turkey, with an education system that is more than the total population of many countries. The fact that
there is a steady increasing trend in the 2011, 2015, and 2019 TIMSS cycles and that is a clear indicator
of this performance increase. Another positive result regarding this increase in performance is that the
relationship between socioeconomic status and student achievement remained at a similar level in the
2011, 2015, and 2019 cycles. The study findings show that the increase in performance cannot be
directly related to the relationship between students' socioeconomic status and achievement. However,
the relationship between the socioeconomic status and academic achievement at the 4th grade in both
sampling groups is still stronger than 8th grade. In the early years of education, socioeconomic status
explains a remarkable rate of variance in academic achievement, increasing the risks for
socioeconomically disadvantaged students. For this reason, interventions to be made in the early stages
against disadvantages both solve the problem at an early stage and reduce the intervention cost
(Heckman, 2006). It is shown that the dissemination of preschool education and the implementation of
academic support programs in the early period provide significant benefits for socioeconomically
disadvantaged children (Magnuson, Meyers, Ruhm, & Waldfogel, 2004; Waldfogel, 2015).

On the other hand, numerous projects to mitigate the achievement gap between schools successfully
implemented over the years to compensate for the lack of students' learning in Turkey (Ozer, Gengoglu
and Suna, 2020). In these programs, students are provided with multi-dimensional support and the
academic deficiencies are compensated. Especially with the Remedial Education & Support Programme
in Primary Education (IYEP), which is implemented at primary education, provides an opportunity to
alleviate the achievement gap (Gengoglu, 2019). Increasing the prevalence of IYEP and improving its
scope will also strengthen this opportunity. On the other hand, Support and Training Courses (DYK)
continue to provide opportunities to compensate for their shortcomings of students from lower- and
upper secondary education. It is necessary to expand and increase the diversity of studies that focus on
providing multi-dimensional improvement by including especially disadvantaged schools, such as the
1.000 Schools in Vocational Education Project implemented in 2020 (Ozer, 2021).

Finally, Covid-19 made it much more likely to increase inequalities in education by the disadvantages
of distance education (Ozer & Suna, 2020; Ozer et al., 2020a). The fact that home resources become
more important during the pandemic also increases the possibility that socioeconomic status will be
more determinant in student performance in the long term (Ozer & Suna, 2020; Ozer et al., 2020a).
Therefore, the implementation of a comprehensive remedial program as an addition to current support
programs has become even more critical for the future.

Limitations

In order to make the socioeconomic status variable comparable over time in the study, the number of
sub-criteria has been reduced. Although HER index gives more information about the socioeconomic
status of students in TIMSS cycles, fewer criteria were taken into account to maintain comparability
between cycles. Another limitation of the study is interpreting the 2019 data descriptively based on the
fact that Turkey has participated in this cycle with 5th grade. While comparing the findings of the 2019
cycle with the previous cycles, the possible effect of the sample change was taken into account. The
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effect of sample change will be evaluated in detail in future TIMSS cycles. Therefore, the findings
regarding TIMSS 2019 were analyzed and interpreted with a descriptive approach.
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Appendix A. Test of Normality Results for Multilevel Regression Analysis 4"-Grade

TIMSS 2015
1. 2. 3. 4. 5.
1. Plausible 2. Plausible 3. Plausible 4. Plausible 5. Plausible Plausible Plausible Plausible Plausible Plausible SES
Value Maths Value Maths Value Maths Value Maths Value Maths Value Value Value Value Value
Science Science Science Science Science

N 6456 6456 6456 6456 6456 6456 6456 6456 6456 6456 6454
Mean 482,47 482,10 482,79 481,71 482,38 483,75 481,51 481,46 480,40 483,70 3,87
Standard Deviation 95,51 95,66 95,91 96,61 96,09 91,28 92,70 92,99 94,08 92,69 2,43
Skewness -0,45 -0,45 -0,48 -0,46 -0,45 -0,45 -0,53 -0,51 -0,55 -053 041
Kurtosis 0,06 0,10 0,14 0,19 0,09 0,12 0,24 0,17 0,32 0,28 -0,54
Minimum 113,06 116,98 72,69 82,47 85,18 149,76 110,22 133,37 70,36 104,52 0,00
Maximum 771,30 765,95 773,32 867,94 784,35 752,90 745,09 746,43 845,11 780,63 10,00
TIMSS 2019
N 4028 4028 4028 4028 4028 4028 4028 4028 4028 4028 4024
Mean 522,00 522,77 521,67 522,36 521,29 526,98 525,37 525,77 525,81 52825 4,29
Standard Deviation 99,03 98,97 98,33 99,00 99,36 89,11 89,73 90,20 90,06 89,72 241
Skewness -0,39 -0,36 -0,36 -0,33 -0,36 -0,63 -0,65 -0,66 -0,64 -0,66 0,33
Kurtosis 0,00 -0,05 -0,16 -0,06 -0,18 0,39 0,44 0,42 0,40 046 -0,61
Minimum 114,79 151,40 135,13 113,22 206,66 168,29 145,69 134,32 150,94 107,55 0,00
Maximum 837,09 785,13 844,85 821,08 791,23 775,04 759,25 768,81 786,97 748,26 10,00
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Appendix B. Test of Normality Results for Multilevel Regression Analysis 8"-Grade

TIMSS 2011
1. 2. 3. 4. 5.
1. Plausible 2. Plausible 3. Plausible 4. Plausible 5. Plausible Plausible Plausible Plausible Plausible Plausible SES
Value Maths Value Maths Value Maths Value Maths Value Maths Value Value Value Value Value
Science Science Science Science Science

N 6928 6928 6928 6928 6928 6928 6928 6928 6928 6928 6924
Mean 449,58 448,84 448,05 447,79 448,83 478,48 478,83 479,07 479,57 47895 3,72
gtg\'/‘g%rgn 109,11 110,59 112,20 111,07 111,13 100,69 101,74 101,02 101,33 101,24 2,44
Skewness 016 0,14 013 0,14 0,14 -0,08 -0,11 -0,13 -0,10 011 049
Kurtosis -0,16 -0,21 -0,07 -0,14 -0,21 -0,06 -0,13 -0,04 -0,14 0,16 -0,42
Minimum 105,73 93,32 59,20 44,54 95,53 123,44 113,66 114,58 119,20 88,34 0,00
Maximum 839,23 845,22 875,19 917,68 840,44 882,34 831,76 860,61 818,65 806,75 10,00
TIMSS 2015
N 6079 6079 6079 6079 6079 6079 6079 6079 6079 6079 6055
Mean 455,85 456,28 455,52 453,28 456,27 490,14 490,92 491,15 489,80 49085 4,36
SDt:\Tlc;?:gn 103,45 103,98 105,03 107,70 105,67 95,85 96,46 96,28 97,30 9537 239
Skewness 0,00 0,03 0,01 0,03 0,02 -0,24 -0,25 -0,27 -0,27 024 035
Kurtosis -0,23 -0,24 -0,19 -0,21 -0,21 -0,10 -0,04 0,01 -0,05 0,01 -0,48
Minimum 77,86 31,00 55,22 69,84 54,99 115,34 99,30 76,35 124,45 86,73 0,00
Maximum 772,25 780,23 807,90 794,71 784,90 798,05 782,30 772,77 787,02 777,34 10,00
TIMSS 2019
N 4048 4048 4048 4048 4048 4048 4048 4048 4048 4048 4048
Mean 490,95 492,22 491,64 489,46 490,69 511,07 512,12 511,01 510,17 51132 4,70
Dlandard 107,00 107,19 108,62 100,07 107,83 97,42 96,93 95,63 98,15 96,74 243
Skewness 0,06 0,07 0,06 0,00 0,01 -0,19 -0,19 -0,19 -0,19 021 022
Kurtosis -0,16 -0,21 -0,22 -0,19 -0,26 -0,12 -0,10 -0,12 -0,02 0,08  -0,55
Minimum 128,39 115,80 100,62 91,89 117,26 158,32 103,27 137,28 163,16 10051 0,00
Maximum 871,37 866,83 888,37 862,05 838,33 815,61 807,82 819,90 815,05 801,05 10,00

ISSN: 1309 - 6575 Egitimde ve Psikolojide Olcme ve Degerlendirme Dergisi
Journal of Measurement and Evaluation in Education and Psychology

70



