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A Turkish Question Answering System Based on Deep

Learning Neural Networks

Cavide Balk1 Gemirter *=", Dionysis Goularas 2

Lyeditepe University, Faculty of Engineering, Department of Computer Engineering, Istanbul/Turkey,
TEB ARF Teknoloji (Tiirk Ekonomi Bankast)

2yeditepe University, Faculty of Engineering, Department of Computer Engineering, Istanbul/Turkey
cavidebalki.gemirter@std.yeditepe.edu.tr, goularas@cse.yeditepe.edu.tr

Abstract

In the domain of Natural Language Processing (NLP), despite the progress made for some common languages, difficulties persist for
many others for the completion of particular NLP tasks. In this scope, the current study aims to explore these challenges by proposing
a question answering (QA) system in the Turkish language. In particular, the system will generate the best answers in terms of content
and length from questions that are based on a set of documents related to the banking sector. In order to achieve this goal, the system
utilizes advanced artificial intelligence algorithms and large data sets. More specifically, BERT algorithm is used for the generation of
the language model, followed by a fine-tuning procedure for performing a machine reading for question answering (MRQA) task. In
this work, various experiments were conducted using original and translated data sets in an effort to solve the challenges that arise from
morphologically complex languages as Turkish. Finally, the system achieved a performance that overall is applicable to a wider range
than any other QA system in the Turkish language. The proposed methodology is not only proper to the Turkish language, but can also
be adapted to any other language for performing various NLP tasks.

Keywords: machine reading comprehension, machine reading for question answering, deep learning, BERT.

Derin Ogrenme Sinir Aglarina Dayal Tiirkce Soru Cevaplama Sistemi

Oz

Dogal Dil isleme (NLP) alaninda, yaygin diller i¢in kaydedilen baz ilerlemelere ragmen, diger dillerde belli basli NLP gorevleri igin
zorluklar devam etmektedir. Bu kapsamda, mevcut ¢alisma Tiirkge dilinde bir soru cevaplama (QA) sistemi 6nererek bu zorluklara
¢Oziim aragtirmay1 amaglamaktadir. Sistem, bankacilik sektoriinden segilen dokiimanlart kullanarak, sorulan sorulara igerik ve uzunluk
acisindan en iyi yanitlan iiretecektir. Bu amaca ulagmak icin sistem, gelismis yapay zeka algoritmalar ve biiyiik veri kiimeleri kullanir.
Daha spesifik olarak, dil modelinin olusturulmasi i¢in BERT algoritmasi kullanilmig, ardindan sistemin soru cevaplama (MRQA)
becerisini arttirmak i¢in bir iyilestirme (fine-tuning) uygulanmustir. Bu ¢aligmada, Tiirkge gibi morfolojik agidan karmasik dillerden
kaynaklanan zorluklar1 ¢dzmek icin orijinal ve Ingilizce’den ¢evrilmis veri setleri kullanilarak cesitli deneyler yapilmustir. Son olarak,
sistem, genel olarak Tiirkge dilinde diger tiim QA sistemlerinden genel olarak daha yeni bir yelpazede yiiksek bir performans elde
etmistir. Onerilen metodoloji sadece Tiirk diline 6zgii olmayip ayn1 zamanda cesitli NLP gbrevlerini yerine getirmek icin baska diger
dillerde de uyarlanabilir.

Anahtar Kelimeler: makine okuma anlama, soru cevaplama igin makine okuma, derin 6grenme, BERT.

not new, the dramatic increase of available data and

1. Introduction

In recent years, novel artificial intelligence
algorithms proposed solutions in problems from various
domains and outperformed previous methodologies and
architectures. Even if some of the algorithmic ideas were

* Corresponding Author.
E-mail: cavidebalki.gemirter@std.yeditepe.edu.tr

process power, various parallelization techniques,
cloud-based processing methodologies and the use of
graphic processor units (GPU) allowed developing a
series of different types of neural networks that
demonstrated astonishing results. In the domain of
Natural Language Processing (NLP), the use of deep
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neural networks outperformed almost all previous types
of approaches. Their ability to create language models
from large amounts of data is one of the main reasons
for their success. Moreover, recent models managed to
generate word representations that change according to
their current context, thus giving a dynamic approach
and increasing the system performance in various NLP
tasks. These networks are configured and tested mainly
for English and some other common languages because
of the available data sets.

Despite some efforts to create multilingual models,
there is still a lack of available data and little experience
in the way that these algorithms should be trained and
utilized for different languages. In particular, Turkish
language has been proven to be challenging for Natural
Language Processing because it is an agglutinative
language with a derivational structure and
morphologically rich. Consequently, the main
motivation of this study is to explore the challenges of
generating a Turkish language model and performing a
particular NLP task, a question answering system (QA).
Additionally, another motivation of this work is to
explore the difficulties that could arise and propose
adequate methods and guidelines for the generation of a
language model and the completion of particular tasks
in a language structurally different from English.

More specifically, the proposed system will be able
to give the best and shorter answer to a question related
to the banking sector. In order to achieve this goal, the
system will be trained from a variety of data sets. In
general, this task is called “Machine Reading for
Question Answering” (MRQA) and it is essential for
QA systems and search engines in general. To the best
of our knowledge, in the Turkish language, a performant
MRQA system doesn’t exist, as most of the systems
follow a semantic approach.

Today, in the domain of NLP the machine learning
system that outperforms the state of the art is the
Bidirectional Encoder Representatives ~ from
Transformers (BERT) (Devlin et al., 2018). Its success
lies in the fact that in the generated language model
words have a contextual, dynamic representation rather
than a fixed one, resulting in a context-sensitive
language model. Moreover, as its structure is agnostic
and not configured for a particular task or domain, it can
be fine-tuned with little effort and perform various NLP
tasks. Although BERT proposed a multi-language
model, its performance in the Turkish language is not

satisfactory. In this context, the purpose of this study is
first to create a model of Turkish language based on
BERT and then use this model in order to generate a
MRQA system oriented to the banking sector. Figure 1
presents a general overview of the study.

2. Related Work

In Turkish questioning (QA) systems, most of the
research is focused on improving the skills of search
engines by introducing two modules: one that
ameliorates the structure of a user’s query with specific
preprocessing steps, and another that generates a
selected list of the most appropriate search results
(Amasyali and Diri, 2005; Biricik et al., 2013; Celebi et
al., 2011; Er and Cicekli, 2013).

One of the tasks of the first module is to detect the
question type with the help of a predefined table. Using
specialized libraries for Turkish language processing
like Zemberek (Akin and Ak, 2007) or Treebank
(Eryigit and Oflazer, 2006; Oflazer et al., 2003), the
module analyzes the sentence morphologically and
generates the stems of the words. The module can also
create simplified variations of the query or eliminate
prepositions, conjunctions, stop words, and replicates
the query with synonyms of terms using the thesaurus.

In general, these studies utilize rule-based
approaches. Their success is limited, and most of them
are suitable for factoid questions only. To the best of our
knowledge, there is still no approach that utilizes neural
networks for a Turkish QA system. Today, NLP domain
approaches that are based on neural networks
outperform all rule-based systems. Neural networks
solutions with pre-trained language representations were
available with ELMo (Peters et al., 2018) and
Generative Pre-trained Transformer (GPT) (Radford
and Salimans, 2018). ELMo presented a bidirectional
architecture but it was difficult to be adapted to different
tasks. On the other hand, GPT required minimal
architectural changes but it was unidirectional. In 2018,
Bidirectional Encoder Representations ~ from
Transformers (BERT) was published by Google. BERT
managed to have a bidirectional architecture by
requiring minimal architectural changes for performing
various NLP tasks. Within this way, BERT and its recent
variations managed to achieve remarkable results.

Data (in Turkish) BERT MRQA model for banking sector
Large data corpus o Language model
EECEE Question (in Turkish): “Could
Turkish you please inform me about .. ”
language model
v Answer (in Turkish): “The loan
be taken by ..
Translated data sets, N MRQA model . can be taken by
banking sector data set generation

Figure 1. Diagrammatic representation of the study.
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A recent competition for generalized MRQA tasks in
English language (Fisch et al., 2019) included also
solutions based on BERT architecture. In this contest,
the presence of big multinational corporations
demonstrated the increasing interest in the MRQA task
worldwide. After its success in English, BERT has been
implemented to other languages. Despite the fact that
BERT proposes a multilingual model (mBERT), its
performance is relatively low. For this reason, for a
particular language a special effort has to be made for
the generation of a new language model. In (Antoun et
al., 2020) the authors generated a BERT model in the
Arabic language named AraBERT and tested it in
several NLP tasks, including QA. In tests conducted
with the Arabic Reading Comprehension Dataset
(ARCD), they utilized an English question answering
datasets (SQUAD) translated to Arabic. When tested,
AraBERT presented a similar performance to mBERT.
There exists also a BERT model for the French language
named CamemBERT (Martin et al., 2019), for the
Korean language named KoBERT?, and another for the
Persian language named ParsBERT (Farahani et al.,
2020) but these models do not report accuracy results on
QA tasks. Finally, there is a model for the Chinese
language trained by Google. This model was tested in
the following Machine Reading Comprehension (MRC)
datasets generated for Chinese: CMRC 2018, DRCD,
CJRC (Cui et al., 2019).

Based on the above, it can be concluded that the
existing QA systems in the Turkish language have
limited success because of the approaches they utilize.

Moreover, despite the progress made for systems in
English language, there is still little progress for QA
platforms in other languages. In the following section,
the methodology for the creation of an MRQA system in
the Turkish language is presented.

3. Methodology

3.1. Data sets

When a QA architecture incorporates neural
networks, one of the challenges is to generate adequate
data sets for the training procedure. In this work, special
attention and effort were given in the choice and the
generation of pertinent data sets. Two types were
generated: one dedicated for a pre-training task for
training the language model in Turkish and another for
a fine-tuning task in order to perform a QA task for the
banking domain. Table 1 presents the data sets used for
training the language model. Here, the first data set is
based on Wikipedia pages?, the second on a news article
collection in Turkish and the third on a corpus based on
the specific domain of the final QA system prepared by
the authors of this study. All sentences are in the Turkish
language.

Table 2 presents the data sets utilized for the QA task
or fine tuning the model. All documents were created
based on the Stanford Question Answer Data Set
(SQUAD) structure (Rajpurkar et al., 2016), published in
2016.

Table 1. Data sets for the fine-tuning task (QA system for the banking domain).

Name Size Content Information
Wikipedia Corpus (Tr) 456.5 MB 4.5M sentences Turkish Wikipedia dump
922335 pages (08/2019)
News Corpus (Tr) 25GB 20M sentences News articles collection in Turkish
Economy Corpus (Tr) 15.5MB 270K sentences Turkish economy blogs from Web

Table 2. Data sets for the fine-tuning task (QA system for the banking domain).

Name Size Content Information
SQUAD (Tr) 24.42 MB 490 documents Q&A from paragraphs from Wikipedia articles.
20963 paragraphs (Machine translation from English to Turkish)

45872 questions
56117 answers

NewsQA (Tr) 19.66 MB 8379 documents Q&A from articles from CNN news.
8343 paragraphs (Machine translation from English to Turkish)
21270 questions
21270 answers

Banking Sector QA (Tr) 5MB 679 documents Q&A from documents from the banking sector.

1637 paragraphs

(in Turkish)

17708 questions
17708 answers

! GitHub (2020). KoBERT GitHub Page [online].
Website https://github.com/SKTBrain/KoBERT
[accessed 25 05 2020].

2 Wikimedia (2020). Wikipedia Dump [online].
Website https://dumps.wikimedia.org/backup-
index.html [accessed 25 05 2020].
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BERT architecture

Pre-training

Language model

Fine tuning

Training Masked language model
data set Next sentence prediction

Fine tuning
data set

NLP task

Figure 2. BERT architecture.

A SQUAD based data set includes a set of paragraphs
accompanied with a set of questions and answers for
each paragraph. The questions are related to the
associated paragraph and the answers are generated
from its text. The first data set is the original SQUAD
data set translated automatically in Turkish. The second
is the NewsQA data set (Trischler et al., 2016) translated
also automatically in Turkish having also a similar
structure with the SQUAD data set.

Finally, the third data set is created by a team
working in a private Turkish bank and supervised by the
authors of this study. This data set follows the SQUAD
structure: a set of paragraphs with a set of related
questions and answers for each paragraph.

3.2. BERT

In 2018 Google proposed the Bidirectional Encoder
Representations from Transformers (BERT) neural
network. First it generates a context-sensitive language
model (pre-training task) and then it can perform a series
of NLP tasks (fine tuning task). The language model is
generated by applying two training procedures
simultaneously. The first aims to predict a number of
masked words from a sentence and the second aims to
predict the following sentence. When the language
model is generated, BERT can do a particular NLP task
by using a supplementary data set. During the fine-
tuning procedure, the weighs of the BERT network are
slightly modified. Figure 2 presents the architecture of
BERT. In this study, the BERT base model was utilized,
having 110 million parameters, 12 transformer layers
and 12 attention heads for each transformer layer
(Vaswani et al., 2017).

3.2.1. Word Sense Disambiguation in BERT

Turkish is a morphologically rich language with a
large number of suffixes and a variety of possible word
positioning inside a sentence. In morphologically
simpler languages such as English, POS tagging is a
much more pertinent procedure. On the contrary, in
agglutinating languages such as Turkish, the
morphological disambiguation process is challenging.
In this case, morphological disambiguation is crucial for
finding the stems of the words. Otherwise, the neural

network has difficulties in handling the suffixes and, as
a result determining the connections between the words.
BERT manages to overcome those problems by using:

e A subword--based embedding system.

e A Masked Language Model (MLM) and next

sentence prediction training.

e Bidirectional transformers.

Although BERT cannot solve the morphological
disambiguation problem of Turkish, the overall
architecture solves the word sense disambiguation
problem, as demonstrated in (Wiedemann et al., 2019)
which is enough for performing a number of NLP tasks
like text -classification, machine translation, and
guestion answering.

3.2.2. Subword-based embedding system

Word embedding methods became popular because
they convert an input text into a numerical
representation that can be used for mathematical
operations in neural networks. Today, new generation
word embedding methods capture the contextualized
meaning even in cases with polysemy and the resulted
word vector can vary according to the context. For
example, the vector of the word ‘bank’ is different when
it is used in a sentence with a finance context and when
it describes a seat in a park.

Until modern NLP solutions, morphological
disambiguation was performed with rule-based
solutions, such as Zemberek for  Turkish.
‘Cekoslovakyalilagtiramadiklarimizdan misimiz?” is the
most unusual example in Turkish. Zemberek’s output is
shown in Figure 3.

¢ekoslovakyalilashramadiklarimizdan [Cekoslovakyali:Noun,Prop]
¢ekoslovakyali:Noun+A3sg|lag:Become
—Verb|tir:Caus
—Verb+ama:Unable|dik:PastPart
—Noun-+lar:A3pl+imiz:P1pl+dan: Abl

musiniz [m1:Ques]
mi:Ques+Pres+simz:A2pl

? [?:Punc]
?:Punc

Figure 3. Morphological disambiguation result of
'Cekoslovakyalilastiramadiklarimizdan misiniz?' using
Zemberek.
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WordPiece subword-based embedding (Wu et al.,
2016) is a word segmentation algorithm that extracts
subwords from a given data set. In the initial step, the
WordPiece algorithm splits the corpus into characters,
following by recursively combining them into subwords
and calculating the loglikelihood of every candidate
subword. After several passes over corpus, the algorithm
generates a fixed-sized vocabulary by using the
frequencies of combined subwords and picks the most
frequent ones. The subword can be a word, a syllable, or
a single character. Using the vocabulary file as a
reference, most of the given text phrases can be
tokenized, and the rest are marked as unknow tokens
(UNK).

In summary, a desired subword vocabulary size is
defined and after splitting words into characters,
WordPiece generates the subwords progressively based
on likelihood criteria, until a certain threshold is
satisfied or the subword vocabulary size is reached.
Although WordPiece is not the direct solution to the
morphological disambiguation problem of the Turkish
language, the result is satisfactory for the tokenization
of the input sequences. The tokenization result of
‘Cekoslovakyalilagtiramadiklarimizdan mismiz?’ with
WordPiece is presented in Figure 4. The symbols ##
indicate that the sub word is a suffix. Consequently, by
using these generated suffixes, the tokenizer can identify
the suffixes in Turkish words and also cover many Out-
Of-Vocabulary (OOV) words, thus giving an advantage
over classical word embedding methods.

3.2.3. Masked Language Model (MLM) and Next
Sentence Prediction training (NSP)

The training operation is based on two unsupervised
tasks that are executed simultaneously: The Masked
Language Model (MLM) and the next sentence
prediction. The main logic behind the MLM is to try to
learn the relationships of words in a language by
randomly masking some tokens in the corpus and then
try to predict the original ones with an attention
bidirectional transformer network that handles the
context both from left and right. After tokenizing the
content with WordPiece tokenizer, the token
embeddings are combined with positional embedding
location for preventing long-distance mappings with
unnecessary tokens in self-attentions. After Encoder &
Decoder self-attention stacks, a Softmax classifier
compares the predicted and original words and updates
the weights of the network which builds the language
model. In MLM, the system attempts to predict 15% of
tokens in a sentence that are chosen randomly. During
this procedure these tokens are replaced 80% by the
token [MASK], 10% by a random word and 10% by the
original word. In training, only 1.5% of all tokens are
replaced with random words. Compared to traditional
language models, as a result of masking process
although the training time takes longer, the success of
the results is satisfactory. Figure 5 shows examples of
token replacements for the three cases.

[
| Cek ##os ##lovak ##tyah  #flastir ##amadi  ##k  #flarimizdan  musimz ? |

Figure 4. Tokenization result of 'Cekoslovakyalilagtiramadiklarimizdan misiniz?' using WordPiece.

(random word)
dona

f

Kis aylarmmda doga ,

bakim

(same word)

birgok bakim ##lardan |

([MASK] token)
[MASK]

uyku ##ya yat ##ms gibidir

Figure 5. Token replacement examples: random word (blue), same word (red) and [MASK] token (green).

BERT pre-training architecture

Bidirectional encoder 1

Multihead 1

Attention mechanism

Masked

Aand B

Multihead 12

Attention mechanism

sentences — o

Bidirectional encoder 12

Multihead 1

Attention mechanism
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prediction

&
next
sentence
prediction

Multihead 12

Attention mechanism

Y

Figure 6. BERT pre-training architecture.

Journal of Intelligent Systems: Theory and Applications 4(2) (2021) 65-75 69



The percentage values are experimental. The reason
of adding random words or keeping the original word is
to reduce the consequences by the fact that the token
[MASK] will not be present in the fine-tuning
procedure. Next sentence prediction is a binarized task.
In this task, the next sentence is replaced 50% by a
random sentence. This procedure aims to predict the
relation between sentences by Sigmoid classification
and enlarge the contextual meaning that exists in
isolated sentences.

3.2.4. Bidirectional transformers

Figure 6 presents the pre-training architecture of
BERT. The input consists of unlabeled sentences pairs
with masked tokens and the output layer predicts the
masked tokens and the next sentence. BERT is using a
stack of bidirectional transformer encoders and decoders
(Figure 7). The transformer network has encoder and
decoders stacks that contains self-attention mechanisms
and Feed-Forward networks. This multi-layer
architecture aims to generate word vectors that will be
adaptable to the context of a sentence. In order to
achieve this goal, the encoder architecture applies a
word vector encoding that comprises three steps: the
first is based on WordPiece encoding, the second on the
position of a word in the sentence and the third on a
mechanism of comparison of sentence words between
them. This mechanism is described as attention because
a word has an attention to the other words of its
sentence.

Output
Probabilities

Add & Norm

Multi-Head
Attention Nx

Masked
Multi-Head
Attention

Multi-Head
Attention

Positional
encoding

Positional
encoding

+

Output

Embedding Embedding

Inputs Outputs
(shifted right)
Figure 7. The transformer architecture (Vaswani et al.,
2017).

Unlike a single context final state provided by a
RNN model, the attention-based model has multiple
hidden states, which considers all dependencies between
every word in the input sequence. Although the
connections are usually with previous or next words in
the lower layers of the transformers, the semantic
relations become more visible in the higher-level layers.
In a traditional Encoder & Decoder architecture, if the
input sequence is long, after a while. the model begins
to forget some parts of the context Attention tries to
solve this problem by focusing on finding the most
critical input sections when summarizing the sequence.
In an attention-based Encoder & Decoder architecture,
there are weight matrices that keep the semantical
relation densities of the words and highlight the
significant parts of the sequence resulting in
performance improvement of Decoder. In the
transformer network, the output of every encoder is the
input of the next encoder, like a chain. The output of the
last encoder is the input of all the decoders. After
converting the decoder's output to a logit vector at the
top of the decoder stack, the Softmax layer calculates the
probabilities, and the transformer picks the top-rated
candidate. In summary, the attention is based on vector
similarity measurements between vectors that are
generated from the input vectors and a number of weight
matrices.

The attention mechanism is applied many times with
a multi-head approach and the resulted vectors are
concatenated. The attention heads evaluate the same
input of a given layer from different viewpoints. Every
multi-head also includes a normalization process and an
additional dense neural network. As the formation of a
word vector takes into account the other words of the
sentence, the system is able to generate context-sensitive
word vectors.

3.2.5. Training procedure

The training procedures comprise the generation of
a language model in the Turkish Language, a
preprocessing of fine-tuning data sets and a fine-tuning
procedure for training the QA system for the banking
domain.

Pre-training for language model generation: The
first step was to create a vocabulary of around 32.000
words. Among them around 30.000 was created from
words existing in the data sets of Table 1 and another
2.000 words belonging to the finance sector were
selected and added by the authors. WordPiece was
utilized for token embedding. In BERT architecture
additional embeddings are added based on the position
of a word in a sentence and the sentence number. Two
training procedures were done simultaneously: one for
predicting the next sentence and another that is based on
attempting to predict masked words in a sentence.
During the training process, the three data sets of Table
1 were used together. Finally, a language model in the
Turkish language is generated.
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Fine tuning procedure

Turkish language Phase 1
model parameters

Updated model parameters

Phase 2

MRQA model

for open domain
NewsQA (Tr)

Banking sector QA BERT fine mnir{g
(TR) for closed domain

T

Figure 8. The two phases of the fine-tuning procedure.

Preprocessing of fine-tuning data sets: The
automatic translation of data set documents in Table 2
resulted in some inconsistencies related to the SQUAD
format. A pre-processing operation was applied aiming
to fix problems related to an incorrect answer in a given
paragraph or the absence of a start point in a sentence.
The preprocessing required the development of some
special procedures and in some cases a manual
intervention.

Fine tuning for QA task: Fine tuning is applied in
two phases. In the first phase, the fine tuning of the
neural network which is already trained for a Turkish
language model is done by using the SQUAD (Tr) and
NewsQA (Tr) data sets. In this phase, the two data sets
are combined together. The aim is to increase the QA
skill of the system in general, or in other words, in an
open domain. In the second phase, the model is trained
with the updated parameters resulted from the previous
fine tuning, by using the Banking Sector QA (Tr) data
set. The second phase aims to increase the ability of the
system to answer questions from a closed domain, the
banking sector. Figure 8 shows an overview of the
training phases together with the data sets they utilize.

3.3. System parameters

In the Pre-training task the following parameters are
important to configure:

Maximum sequence length: Configures the
maximum length of a sequence after the WordPiece
tokenization. High values are necessary to learn
positional embeddings in long sequences.

Maximum predictions per sequence and masked
LM probability: when multiplied between them they
define together the number of masked tokens in a
sentence.

Do lower case and do whole word mask: Convert
the sentences to lowercase and mask the tokens of a
whole word instead of masking individual tokens,
respectively. When these parameters are applied, the
accuracy in general increases, especially for Asian
languages. In the current study the vocabulary size is
large enough to have most of the suffixed words in
Turkish language. Consequently, the selection of an
individual token masking or whole word masking
doesn't alternate significantly the accuracy results.

Finally, for the fine-tuning task the important
parameters to configure are the following ones:

Document stride parameter: This parameter
allows to create training sentences examples that overlap
between them. Within this way the next sentence
training example will start in a given position in the
previous sentence. This superposition is performed in a
token level.

Maximum query length: The maximum number of
tokens of a question. If a question is longer this number
the rest will be truncated.

Maximum answer length parameter: The
maximum length of an answer taken from the paragraph
than belongs the related question. This parameter is
character-based rather than token-based as it is the rest
of the parameters.

3.4. Evaluation metrics

Similar to other machine reading comprehension and
SQUAD studies, the exact match (EM) and F-Score will
be used as the evaluation metrics. EM takes in account
the predicted answer only if it is the same as the real
answer and F-Score counts the predicted answers that
they have an overlap with the real one.

4, Results

In this section, the results of the study are presented.
In the beginning, the parameters that are achieving the
best performance for answering questions for a specific
domain, the banking sector are showed, followed by the
errors types in errors and answers. Then, an evaluation
of the study’s model is performed as follows: first, the
current model is compared with existing Turkish QA
systems. Then its performance is evaluated in
comparison with other BERT language models. Finally,
the model is tested with other models in the Turkish
language generated with BERT.

4.1. Neural network parameters evaluation

In order to better evaluate the accuracy of the system,
different training parameters were tested. After
experimenting with different values and considering the
average and maximum length of paragraphs, questions,
and answers in the data sets, it was observed that the
following parameters are giving the best results for fine
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tuning: maximum sequence length = 512, document
stride = 256, maximum question length = 64, and
maximum answer length = 64.

From the results it can be seen that a long sequence
length (512) with a half overlapping (stride set to 256)
has an important impact on the accuracy results.

Table 3 presents different combinations and
accuracy results in terms of EM and F-Score.

4.2. Error types in questions & answers

In order to evaluate the success of the system in a real-
world environment, the team that prepared the Banking
Sector QA data set was asked to think in general rather
than focusing on a particular question type or
formulation. The examination of the results, revealed
that the system responds correctly to the majority of the
factoid questions, where the answer to the question is a
single fact. Since there is a distinct difference between
the exact match (EM) and F-Score metrics, a 3.2% of
wrong answers which have zero EM (572 out of 17708
answers) was identified. Table 4 presents the type of
errors and Table 5 gives examples for most of these
errors. The errors were categorized based on the
following reasons:

1) Multiple possible answers: Questions that have
multiple possible answers cause 30% of the errors, as
seen in the first row of the table, both the answer and the
prediction are logically correct replies to the question.

2) Questions requiring interpretation: For some
answers, it is necessary to interpret the entire paragraph.
For the moment, deep neural networks don't have this
capability.

3) Conditional answer: In some questions, the
answer varies according to the circumstances, as seen in
the third example, the answer is ‘possible’ only for the
customers of a brand.

4) Questions requiring a list of elements: These
questions require an answer, which is a set of elements,
or a list.

5) Answers with syntax variations: Since Turkish
is an agglutinating language, generating one unique
correct answer in terms of syntax is a difficult task.
Hence, sometimes a correct answer given by the system
can be enlarged or reduced when compared to the
predicted answer, thus leading to a zero EM.

6) Incorrect question: There are also incorrectly
prepared questions and answers in the data set. Some of
them have many spelling mistakes, some of them are
logically incorrect.

7) Incorrect answers: 25% of the questions are not
answered correctly, generally for the type of questions
that the system has not during the training phase or for
very long questions and answers which are truncated
during training.

4.3. Comparison with other Turkish QA systems

In this study the model of the current study was
compared with Turkish QA systems in open and closed
domain. In open domain, the system should be able to
answer generic questions and in a closed domain, the
system answers questions from a specific domain.

Table 3. Different parameter combinations and results for Banking Sector QA (Tr) data set.

Maximum Document Maximum Maximum EM F-Score
Sequence Length Stride Query Length Answer Length
(token) (token) (token) (character)
512 256 64 64 54,09 79,01
512 256 64 30 52,72 78,69
512 128 64 64 52,00 77,46
512 512 128 64 51,94 75,66
512 384 256 30 49,33 74,39
384 64 64 30 47,56 73,42
256 64 64 30 46,01 71,97
128 64 64 30 44,38 70,11
Table 4. Description of wrong answers with zero EM (3.2%).

Error ID Description Counts

1 Multiple possible answers 180

2 Questions requiring interpretation 85

3 Conditional answers 80

4 Questions requiring a list of elements 5

5 Answers with syntax variations 34

6 Incorrect question 49

7 Incorrect answers 139

Total 572
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Table 5. Examples for error types 1-5.

Error ID  Question Real answer Predicted answer
1 Kampanya i¢in gerekli sartlar nelerdir? ~ Bankanin miisteri yada kredi Kampanyadan vyararlanmak isteyen
kartina sahibi olmak miisteriler, iyeliklerini  31/12/2019
tarihine kadar aktiflestirmelidir.
2 Tarihi gegmis belgeler ig¢in miisteri ne  Subeleri ile goriismeleri  giincellenmelidir
yapmalidir? gerekmektedir.
3 Parmak izi ile girisi tim misteriler sadece X marka telefonu olanlar  kullanabilir
kullanabilir mi?
Tslemler ne zaman fona dondisiir? 09:15, 11:15, 13:15, 15:15 glinliik

(SR

gecerlidir?

Kampanya kuponlar1 hangi sitelerde www.x.com

www.x.com’da

Table 6. Comparison of Turkish QA Systems. (1) Data sets translated to Turkish. (2) Mean Reciprocal Rank, considers the rank of the first correct
answer in the list of possible answers. (3) Who, Where, When and What. (4) Author, capital, birth date, death date, language of country, birth place,
death place. (*) Phase 1: Fine tuning the model using merged SQUAD (Tr) and NewsQA (Tr) data sets. (**) Phase 2: Fine tuning the model, which is

already trained with phase 1, using Banking Sector QA (Tr) data set.

Study Data sets Domain Metric Results
BayBilmis TREC-9! and TREC-10* Open MRR? 0,313
Automatic QA for Turkish Only Specific Questions® Closed Precision 0,79 (Average)
with Pattern Matching
A Factoid QA System Only Specific Factoid Questions* Closed MRR? 0,73
Using Answer Pattern
Matching
Current Study SQUAD (Tr)* and NewsQA (Tr)%* Open EM 55,26
F-Score 67,07
Banking Sector QA (Tr)™ Closed EM 54,09
F-Score 79,01

Table 6 presents the results of this comparison in
terms of Exact Match and F-Score. The performance of
the system was measured in open and closed domain by
taking in account its accuracy in the first phase of the
fine-tuning procedure with the SQUAD (Tr) and
NewsQA (Tr) data sets and its accuracy in the second
phase where the Banking Sector QA (Tr) data set was
additionally utilized for training.

The studies in Table 6 proposed solutions for certain
types of questions, and the accomplished success rates
have been achieved in particular data sets. Because of
different evaluation metrics and test data sets, it is
difficult to directly compare the results of the current
study with the results of the previous QA systems in
Turkish. But in general, based on the evaluation metrics
(Mean reciprocal rank), and the type of data sets
(question specific data sets) of these studies, it can be

considered that the current study proposes a solution that
is applicable to a wider range of QA’s. The proposed
method covers all types of questions, and there is no
restriction in terms of question types or text for the
evaluation data sets.

4.4, Comparison with other BERT language
models

In order to evaluate the selected data sets and training
procedure the current model was compared with models
that used data sets in other languages. Table 7 presents
the comparison with BERT models in the Arabic and
Chinese Language in terms of EM and F-Score. EXisting
BERT models in the Persian, Korean and French
language didn’t present results for QA tasks.

Table 7. Comparison of BERT models with other languages. (1) Data sets translated to Turkish. (2) Multilanguage model published by Google.
(3) Arabic Reading Comprehension Dataset, which was previously translated from SQUAD to Arabic. (4) Chinese specific model published by Google.
(*) Phase 1: Fine tuning the model using merged SQUAD (Tr) and NewsQA (Tr) data sets.

Language Model Data sets Domain EM F-Score
Avrabic mBERT ARCD? Open 34,2 61,3
AraBERT ARCD? 30,6 62,7
Chinese BERT-Chinese* CMRC 18,6 43,3
DRCD 82,2 89,2
CJRC 55,1 75,2
Turkish Current Study SQUAD (Tr)?! 57,60 68,34
NewsQA (Tr) ! 48,01 59,86
SQUAD (Tr)* and NewsQA (Tr)* 55,26 67,07
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Table 8. Comparison of Turkish base models. (1) Data sets translated to Turkish. (*) Phase 1: Fine tuning the model using merged SQUAD (Tr)
and NewsQA (Tr) data sets. (**) Phase 2: Fine tuning the model, which is already trained with phase 1, using Banking Sector QA (Tr) data set.

Data sets Model Domain EM F-Score

SQUAD (Tr)* and NewsQA (Tr)** BERTurk Open 57,43 69,36
Current Study 55,26 67,07
mMBERT 54,52 65,74

Banking Sector QA (Tr)™ BERTurk Closed 55,89 80,87
Current Study 54,09 79,01
mMBERT 50,74 77,03

4.5. Comparison with other BERT Turkish models

The results show that the performance of this system
is, most of the time, better than other existing models.
The current Turkish language model was compared with
two others, Google’s multilingual version of BERT
model, mBERT and another model in the Turkish
language entitled BERTurk (Schweter, 2020). In Table
8, it can be observed that this model is better than
mMBERT and slightly inferior but still comparable with
the BERTurk model (around 2% difference). The
selection of larger and various data sets for the training
procedure is one of the main reasons that generate those
differences.

5. Discussion

In this work, the evaluation of a QA system was done
in open and closed domains, based on a deep neural
network that generates a model language with a context-
sensitive vocabulary encoding. The results revealed the
following findings:

In Turkish QA systems, deep neural network
methodologies can cover a wider domain compared to
other approaches. The results revealed that almost all
other methods based on a semantic or rule-based
approach are successful in specific types of QAs. This
finding is expected and in general it is applicable to other
fields apart from the NLP domain.

Language training data sets play a key role. The
language model plays a significant role in the success of
a QA system and the data sets used for generating have
a major contribution. BERTurk performed slightly
better because it used a wider training corpus. Special
effort should be given by providing adequate data sets.

Translated data sets are adequate for fine tuning.
The automatic translation of English data sets, even if
they need a preprocessing step, gave high accuracy
results during the fine tuning. According to authors’
experience, this method can be applied to other
languages and also other variations of deep neural
networks based on bi-directional transformers.

The above finding let conclude that the proposed
methodology can be successfully used in QA tasks for
any language and any domain. Based on this experience,
QA tasks can be carried out in an open or any closed
domain, provided that existing data sets in English will
be translated with a preprocessing procedure and an
adequate data set will be generated for a particular

domain. Generating a data set in SQUAD format for a
closed domain even if it is time-consuming and requires
human resources, it is still necessary for obtaining a
closed domain QA system with high accuracy. Today,
researchers are focused on increasing the accuracy of
generic QA tasks in order to reduce the performance gap
between open and closed domains. As a result, new
variations of neural networks using bi-directional
transformers like BERT are proposed, and new data sets
are emerging for training purposes.

6. Conclusion

This study presented a QA system in the Turkish
language for the banking domain. This approach
required the use of various and large data sets. Even if
BERT cannot solve the morphological disambiguation
problem of Turkish, the overall architecture is sufficient
for solving the word sense disambiguation problem. For
QA tasks in open domain, a translation and
preprocessing step of some data sets was necessary and
for answering questions in the banking domain, the
generation of a new data set was required. The
experiments showed that the accuracy of the network
can significantly vary according to the choice of the
training parameters. To the best of our knowledge, this
study is the first that proposes a framework in the
Turkish language for a QA task in open and also in
closed domain using deep neural networks.
Additionally, the proposed methodology is applicable to
any language and to any domain for performing QA
tasks.
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Oz

Bu calismada kisitli optimizasyon problemlerin ¢éziimiinde, dogadan ilham alan meta-sezgisel algoritmalarin etkisine odaklanilmistir.
Kisitlt ihlal tekniklerinden olan 6liim ceza, statik ceza, dinamik ceza, bariyer fonksiyon ve Deb uygulanabilirlik kurali Balina
Optimizasyon (BOA) ve Harris Sahini Optimizasyon (HSO) algoritmalart lizerinde test edilmistir. Algoritmalarin performansini test
etmede kisitsiz ve kisith benchmark fonksiyonlar1 ve optimal gii¢ akis1 minimizasyon problemi kullanilmistir. Ayrica BOA ve HSO
algoritmalarmn optimal gii¢ akiginda gosterdikleri performanslarini karsilagtirmak amaciyla literatiirde bulunan algoritmalarla
kullamlmustir. Sonug olarak kisit ihlal yontemlerine entegre edilmis algoritmalarin kisith optimizasyon problemlerin ¢oziimiinde etkili
oldugu goriilmiistiir.

Anahtar kelimeler: Meta-sezgisel Algoritma; Kisit Thlal Yéntemleri; Optimal Gii¢ Akist; Optimizasyon.

Application of Harris Hawks and Whale Optimization Algorithm with
Constraint Handling Techniques: A comparative study

Abstract

This study focuses on the effect of meta-heuristic algorithms inspired by nature in solving constrained optimization problems. Death
penalty, static penalty, dynamic penalty, barrier function and Deb feasibility rule, which are the constraint handling techniques, were
tested on Whale Optimization (WOA) and Harris Hawk Optimization (HHO) algorithms. Unconstrained and constrained benchmark
functions and optimal power flow minimization problem were used to test the performance of algorithms. Furthermore, in order to
compare the performance of WOA and HHO algorithms in optimal power flow, it was used with algorithms found in the literature..
As a result, it has been observed that algorithms integrated into constraint handling methods are effective in solving constrained
optimization problems.

Keywords: Meta-heuristic Algorithm; Constraint Handling Methods; Optimal Power Flow; Optimization.

2020), dinamik ceza (Paszkowicz 2009), bariyer
fonksiyonu (Matias vd., 2015), epsilon kisitlama (Fang vd.,
Kisith optimizasyon problemlerini ¢ozmede meta-sezgisel ~ 2020), stokastik siralama (Bansal vd., 2009), Deb
algoritmalarin kisith optimizasyona uyarlanmasi énemli  Uygulanabilirlik kurallar1 (Babalik vd., 2018) gibi cesitli
bir gérevdir. Kisitlama ydntemleri ceza fonksiyonlarmm  kisitlama teknikleri bulunmaktadir. Ayrica kisitlama
varhgna bagl olarak iki gruba ayrilr. Ilki ceza temeli  teknikleri iizerinde yiiriitilen calismalarda sezgisel
kisith yontemlerinde amag fonksiyonuna uygulanabilir — algoritmalarm performanslarmm arttirilmasma yo6nelik
bolge disinda bulunan fonksiyona degeri ceza olarak  ¢aligmalar yapilmaya devam etmektedir.

eklenir. Bu yontemlere ilave olarak Deb uygulanabilirlik
yonteminin Onerilmesi algoritmalarin kisitli problemlerin
¢Oziimiine farkli bir bakis acis1 kazandirmistir. Literatiirde
olim cezasi (Fan vd., 2019), statik ceza (Tsipianitis vd.,

1. Giris (Introduction)

Son zamanlarda popiilasyon tabanli meta-sezgisel
algoritmalarin optimizasyon performanslari, basit ve etkili
yapilari, adaptasyon ve uygulama kolayligi nedeniyle
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arastirmacilar tarafindan siklikla tercih edilmektedir
(Babalik vd., 2018). Meta sezgisel algoritmalar kesif ve
sOomiirii olmak tizere iki arama yontemini igermektedir. Bu
iki yontemin dengelenmesi algoritmalarin farklilagmasini
saglar. Bununla birlikte arama siirecindeki rastgelelikten
dolay1 kesif ve somiirii arasinda denge saglanmasi kolay
degildir. Ayrica tiim sorunlari ¢dzecek evrensel bir
algoritma yoktur. Baska bir deyisle bir algoritma bazi
problemler igin basarili sonuglar verirken digerlerinde
basarili sonuglar vermeyebilir.

Meta sezgisel algoritmalar, ayrik veya siirekli, tek veya ¢ok
amagl, kisith veya kisitsiz optimizasyon problemlerinin
¢oziimiinde etkili bir sekilde kullanilmaktadir (Hakli
2019). Burada ¢oziilmesi gereken Onemli, sorun arama
stiresi boyunca en uygun degerin segilmesidir (Chen vd.,
2019). Kisith optimizasyon problemlerine yapisal
optimizasyon, mihendislik tasarimi, VLSI tasarimi,
ekonomi gibi birgok alanda karsilasilmaktadir (Akay vd.,
2011). Son zamanlarda, dogadaki birey rekabetinden ve
sirii  isbirliginden esinlenerek kisith  optimizasyon
problemini ¢6zmek icin genetik algoritma (Jelovic vd.,
2020), diferansiyel evrimi (Amaratunga vd., 2018), yapay
art  koloni (Akay wvd., 2011), parcacik siiriisii
optimizasyonu (Kohler vd., 2019), c¢icek tozlasma
algoritmast (Fan vd., 2019), aga¢ tohum algoritmasi
(Babalik vd., 2019), siniis kosiniis algoritmasi(Chen vd.,
2020) ve ates bocegi algoritma (Tuba vd., 2014), Harris
Sahini (Aljarah vd., 2019) ve Balina Optimizasyon
algoritmalar1 (Lewis vd., 2016) gibi bircok meta sezgisel
algoritma kullanilmstir.

Literatiirde kisitli optimizasyon problemlerini ¢ozmek i¢in
cesitli kisitlama yontemleri ve meta-sezgisel algoritmalar
birlikte kullanilmaktadir. Babalik ve ark. tarafindan kisith
optimizasyon tekniklerini ¢6zmek amaciyla kisitlama
tekniklerinden biri olan Deb'in kurallari kullanilarak agag
tohumu algoritmast modifiye edilmistir (Babalik vd.,
2018). Karaboga ve ark. kisitli problemleri ¢6zmek igin
ABC algoritmasmin se¢im mekanizmasini Deb'in secim
mekanizmasiyla degistirmistir. Gelistirilen algoritmada
kisith optimizasyon problemlerin ¢oziimiinde uygunluk
degerlerine gore uygulanabilir ve ihlallere gére uygun
olmayan ¢oziimlere olasilik degeri atanarak kisitlamalar
¢oziilmeye c¢alisilmistir (Akay vd., 2011). Miranda-Varela
ve ark. hedeflenen fonksiyonun degerine ve kisit
ihlallerinin  toplamina  yaklagsmak amaciyla kisit
yaklagimlart ve en yakin komsu regresyonu tabanl
diferansiyel algoritmalar1 arasindaki iliski iizerinde
durulmustur (Miranda-Varela vd., 2018). Samanipour ve
ark. dominat olmayan genetik algoritmayla kisitlama
tekniklerinin  etkinligini artirmak amaciyla onarim
yaklagimi 6nermislerdir (Jelovic vd., 2020). Rodrigues ve
ark. optimizasyon problemlerindeki kisitlar1 géz 6niinde
bulundurarak, uyarlanabilir genisletilmis dengeli bir
siralama yontemi gelistirmiglerdir (Guimaraes vd., 2018).
Gandomi ve ark. tarafindan Onerilen yaklagimda;
kisitlamalar1 ihlal etmeyecek sekilde uyarlanabilen ve
degiskenin sinirlarmi onararak uygulanabilir ¢éziimlerin
degerlendirilmesini saglamislardir (Deb vd., 2020).

Tablo 1. Literatiir Karsilagtirmasi (Literature Comparison)

Yontem Kisitlama Teknigi Referans
BOA, HSO Oliim cezasi, Statik ~ Bu ¢alisma
ceza, Dinamik ceza,
Bariyer ceza ve Deb
uygulanabilirlik
kurali
Agag¢ Tohum Deb Kurallar (Babalik
Algoritmasi vd.,
2018)
Yapay Art Koloni  Deb se¢im (Akay vd.,
Algoritmasi mekanizmasi 2011)
Diferansiyel Uygunluk kurallari, (Miranda-
Evrim e-kisit methot, Varela vd.,
Algoritmasi Stokastik siralama, 2018)
Cesitlilik saglama
Genetik Uyarlanabilir esik (Jelovic
Algoritma yaklasimu, vd.,
Deterministik Uygun 2020)
Olmama Siralamasi
Genisletilmis Deb Uygulanabilirlik (Guimaraes
dengeli siralama kural1, Stokastik vd., 2018)
yontemi Siralama, Ceza
Yontemleri
i(; nokta, Sinur Belirleme (Deb vd.,
Sirali Karesel 2020)

Programlama,
Dogrudan Arama,
Benzetim
Tavlama, Pargacik
Stirii
Optimizasyonu,
Genetik
Algoritma,
Diferansiyel
Evrim
Algoritmast

Bu calismada 6lim cezasi, statik ceza, dinamik ceza,
bariyer ceza ve Deb uygulanabilirlik kisitlama teknikleri ve
kambur balinalarin avcilik davranisindan esinlenilen
Balina Optimizasyon algoritmasi (BOA) ve Harris
sahinlerinin yiyecek arama davranigindan ilham alinan
Harris Sahini Optimizasyon Algoritmasi (HSO), kisith
optimizasyon problemlerini ¢é6zmek i¢in uyarlanmistir.

Bu calismanin baslica katkilari asagidaki gibi 6zetlenebilir:

1. Oliim cezasy, statik ceza, dinamik ceza, bariyer ceza ve
Deb uygulanabilirlik kisitlama teknikleri
incelenmistir.

2. Kisit iglemeye yontemlerine HSO ve BOA meta-
sezgisel algoritmalar1 adapte edilmistir.

3. Algoritmalarin performanslart  kisitsiz  ve kisith
fonksiyonlar ve optimal yiik akist miihendislik
problemi iizerinde incelenmistir.

4. BOA ve HSO algoritmalarin optimal gii¢ akisinda
gosterdikleri performanslarimi karsilastirmak amacryla
literatiirde bulunan HSO (Islam vd., 2020), Gri Kurt
Optimizasyon (GKO) (Islam vd., 2020), BOA (Islam
vd., 2020), GA (Bouktir vd., 2008), Harris Sahini-
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Diferansiyel Evrim (HSODE) (Birogul, 2019) ve
Modifiyeli diferansiyel evrim (Sayah vd., 2008)
algoritmalar1 kullanilmistir.

2. Optimizasyon (Optimization)

Optimizasyon problemlerinde belirli smirlar arasindaki
parametreler ile en uygun ¢oziimii bulmaktir. Buna ek
olarak optimizasyon isleminde tiim kisitlamalar1 saglayan
bir¢ok ¢dziim igerisinden en uygun ¢dzliim ya da yaklasik
¢Oziimiin bulunmasi amaglanmaktadir (Mert vd., 2021). Bu
bolimde kisith  optimizasyon probleminin tanimi
yapildiktan sonra Harris sahin optimizasyon ve balina
optimizasyon algoritmalari agiklanmustir.

2.1. Kisith problemlerin matematiksel modellenmesi
(Mathematical modeling of constrained problems)

Optimize edilmek istenen amag fonksiyonuna f (X) esitlik
velveya esitsizlik kisidi (sirastyla h; (X) = 0, g;(X) <0
) eklendiginde problem kisitli optimizasyon problemi
haline doniigmektedir (Garcia vd., 2017). Esitlik 1’de
verilen ¢ok degiskenli bir kisitli optimizasyon probleminde
f(X) fonksiyonun minimum olmasi istenmektedir. Bu
problemin ¢oziimiinde N adet esitlik A(X) kisit1 ve M adet
esitsizlik g(X)kisitlarinda saglamas: gerekmektedir.

minimum f(X) X =[xy,%3, ..,xp] € RP
hi(X) = 0 (i=12.,N) (U
gi(X) <0 G=1,2,..,M)

Kisith optimizasyon problemlerinde kisit fonksiyonlari
amag fonksiyonla ayni derece de etkilidir. Ciinkii ¢dziimiin
uygunlugu amag fonksiyon kullanilarak hesaplanirken,
¢Ozlimiin uygulanabilirligi kisitlarin ihlaline baghdir. Bu

nedenle, bir ¢Oziimin uygulanabilirligi, uygunluk
degerinden daha 6nemlidir (Babalik vd., 2018).
2.2. Balina Optimizasyon Algoritma (Whale

Optimization Algorithm)

Balina optimizasyonu algoritmasi (BOA), optimizasyon
problemlerinde kullanilmak amaciyla kambur balinalarin
avcilik davranigindan ilham alinarak Marjalili ve Lewis
tarafindan 6nerilmistir (Lewis vd., 2016). Yalnizca kambur
balinalarda g6zlenen yiyecek arama davranisi, kabarcik-ag
besleme yontemidir. Balinalar, avlanma sirasinda avi
cevrelerken dairesel bir yol boyunca kabarciklar olusturur.
Optimizasyonun gerceklestirilmesi i¢in, spiral kabarcik-ag
besleme davraniginin islem adimlarini gosteren sézde kodu
Sekil 1’de verilmistir.

Balina popiilasyonunu olustur Xi (i =1, 2, ..., n)

Her bir ajan uygunluk popiilasyonu hesapla

X* =en iyi arama ajani

while (t < maksimum iterasyon sayist)

for her arama ajani

a, A C, |, ve p degerlerini giincelle

if (p<0.5)
if (Al <1)

Es.(2) ile mevcut arama ajanin konumunu giincelle
else if (JA] =1)

Rasgele arama ajani se¢ (Xrand)

Es.(3) ile mevcut arama ajanin konumunu giincelle
end if

else if (p=0.5)

Es.(8) ile mevcut arama ajanin konumunu giincelle

end if

end for

Herhangi bir arama ajanmin arama alaninin 6tesine

gecip gecmedigini kontrol edin ve degistirin

Her bir arama ajanin uygunlugunu hesapla

Daha 1yi bir ¢dziim varsa X* giincelle

t=t+1

end while

return X*

Sekil 1. BOA’nin s6zde kodu (Pseudo Code of WOA)

2.1.1. Awi Kusatma (Encircling prey)

Kambur balinalar avlanirken avinimn yerini bulabilir ve
avi gevreleyebilir. BOA’da arama alanindaki en uygun
tasarimin yeri onceden bilinmediginden, mevcut en iyi
aday ¢oziimiin hedef av oldugunu veya optimum duruma
yakin  oldugunu varsayar. En iyl arama ajani
tanimlandiktan sonra, diger arama ajanlar1 konumlarini en
iyi arama ajanina dogru giincellemeye caligsacaktir.
Kambur balinalarin avimi  kusatma  davraniginin
matematiksel modeli Denklem 2 ve 3’de gosterilmistir.

Denklem 2-3’de bulunan X_)(t) ajanin konumunu, t
iterasyon, X* en iyl ¢o6ziimil ifade ederken Denklem 4 ve

5’da /T, ¢ yakinsama degerlerini temsil etmektedir. 7 [0,1]
rastgele say1 ve d iterasyon boyunca 2’den sifira dogrusal
olarak azalan vektorii gostermektedir.

D=|CX®- X @
X*(t+ 1)=|X*(t) — A.D| (3)
A=2d.7-d @)
C=27% (5)

2.1.2. Kabarcik-net saldirt yontemi (Bubble-net
attacking method)

Kambur balinalarin kabarcik-net saldirma yonteminde
avina dogru ilerken arama ¢evresini kiigiiltme ve ava dogru
spiral seklinde yol alma bulunmaktadir. Balinalarin
Denklem 8'de bulunan @ degerinin diisiiriilmesiyle arama
cevrelerini  kiiglilterek avi  yakalama davranislari

sergilerler. A degerided@ degerine bagli oldugundan dolay:
2’den sifira dogrusal olarak azalir. Kambur balinalarin
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avini yakalarken olusturduklar: spiral seklin matematiksel
modeli Denklem 6 ve 7'de verilmistir.

D’ =[X"(t) - X(O| ®)
X*(t+ 1)=D'.e. cos(2ml) + X*(t) @)

Denklem 6 ve 7°de verilen D’ balina ve en iyi av
arasindaki mesafe, b logaritmik spiral sabiti, [ ise [-1,1]
arasinda rastgele sayidir. Kambur balinalar avina dogru
hareket ederken yiizde 50 olasilikla ya daralan hareket
modelini ya da spiral hareket modelinden birini
secmektedir. Denklem 8’de bulunan p parametresi [0,1]
araliginda rasgele sayidir.

Xt+1) =

{)?*(t) -AD p<0.5 @®)
D'.eP.cos(2nl) +X*(t) p =05

2.2.  Harris Sahini Optimizasyon Algoritmast

(Harris Hawks Optimization Algorithm)

Harris  Sahini  optimizasyon algoritmasi(HHO),
optimizasyon problemlerinde kullanilmak amaciyla Harris
sahinlerinin yiyecek arama davranisindan ilham alinarak
Ali Asghar Heidari ve arkadaslar tarafindan onerilmistir.
Sahinler izleme, kusatma ve saldir1 6zelliklerini kullanarak
cesitli asamalarla igbirligine dayali yiyecek arama iglemini
verimli bir sekilde gergeklestirirler (He wvd., 2020).
Algoritmanin islem adimlarii gdsteren sdzde kodu Sekil
2’de verilmistir.

N boyutunda rasgele popiilasyonu olugtur

while (Durdurma kriteri saglanana kadar) do
Sahinlerin uygunluk degerlerini hesapla

Xtavsan konumu en iyi konum olarak ata

for (herbir sahin (Xi)) do

BAslangic enerjisi Eo ve atlama kuvveti J giincelle
Eo=2rand()-1, J=2(1-rand())

Es.(11) ile E’yi giincelle

if (E> 1) then > Kesif asamasi

Es.(9) ile konumu giincelle

if (|E|< 1) then > Somiirii agsamast

if (r >0.5 and [E}> 0.5 ) then I> Yumusak kusatma stratejisi-
Es.(12) ile konumu giincelle

else if (r =0.5 and |E|< 0.5 ) then B> Sert kusatma stratejisi-
Es.(13) ile konumu giincelle

else if (r <0.5and |[E> 0.5) then I> Hizli saldirilarla
yumusak kusatma stratejisi

Es.(14) ile konumu giincelle

else if (r < 0.5 and |E|< 0.5) then D> Asamali hizli
saldirilarla sert kusatma stratejisi- Es.(16) ile konumu
giincelle

Return Xtavsan

Sekil 2. HSO algoritmasinin s6zde kodu(Pseudo Code of HHO)

2.2.1. Kesif asamas: (Exploration phase)

Harris sahinleri avin1 dev agaglarda veya telgraf
direklerinde keskin bakislariyla arayarak kesif asamasini

gerceklestirmektedir.  HSO  algoritmasinda, arama
davranisi global kesif asamasi olarak kabul edilir. Global
kesif stratejileri Denklem 9 ile matematiksel olarak ifade
edilmektedir. Denklem 9’daki stratejilerden hangisinin
secilecegini olasilik degeri olan g degeri belirler.

X+ = ©)
xﬁand —-—n* |x7t:and — 2% % xitlt q=z 0.5

(xtavsan - xrtnean) — T3 * (lb + Ty * (ub - lb));
q<05

xt

i degiskeni Harris Sahinin mevcut konumunu
verirken x{** her bir iterasyondaki konum vektériiyken
Xeqvsan () avin konum vektoridiir. ry,ro,rs,rs ve q ise 0 ve
1 araligindaki rassal sayilardir. ub ve 1b, sirasiyla
popiilasyonun iist ve alt sinir degerleridir. xt,,; Mevcut
popiilasyondan rastgele segilen bir sahini gosterirken,
Xhean Mmevecut sahin popiilasyonunun ortalama konum
degerlerini vermektedir. Ortalama konum degeri t
iterasyonda N sahin sayist kullanilarak denklem 10
kullanilarak elde edilir (Aljarah vd., 2019).

1
xfnean = ?:1 xit (10)
2.2.2. Kegiften somiiriiye geg¢is asamast (Transition
from exploration to exploitation)

HSO algoritmasinda  global aramadan yerel
somiirmeye gecis kagan avin enerjisine baglh olarak olusan
enerji faktori (E) ile kontrol edilmektedir. Enerji faktori
denklem 11 ile modellenmektedir. Bu modelde E kagan
avin enerjisini, T maksimum yineleme sayisini ve Eq (-1, 1)
avin enerjisinin baslangi¢ halidir.
E =2E,(1-3) (11)

Kagan avin enerjisi |E| = 1 oldugunda, sahinler bir
tavsanin yerini kesfetmek icin farkli bolgelerde arama
yaparlar boylece kesif asamasi gergeklesir. |E| < 1 oldugu
sOmiiri asamasinda ise ¢Oziimlerin komsulugundan
yararlanilmaktadir.

2.2.3.  Somiirii Asamas: (Exploitation stage)

Harris sahinleri hedef avi bulduktan sonra avin
etrafinda bir ¢ember olusturur. Sahinler avin davraniga
gore saldirn tirlini  belirlemektedir. Avin  kagma
davranislarina ve Harris'in  sahinlerinin  kovalamaca
stratejilerine gore, saldirt asamasini modellemek amaciyla
dort olast strateji Onerilmistir. Stratejiler rastgele sayi(r) ve
avin kacan enerjisine(E) baglidir. r (0, 1) avin kusatma
halkasindan kacip kacamayacagina karar vermek icin
kullanilir.

Yumusak kusatma stratejisi r > 0.5 ve | E | > 0.5 oldugu
durumdur. Bu durumda avin kagma sansi yoktur, ancak
kusatma halkasindan kacacak kadar enerjisi oldugu icin
sahinler yumusak kusatma ile avlanirlar. Matematiksel
modellemesi denklem 12°de verilmistir. Ax*
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popiilasyondaki uygun avdan mevcut arasindaki vektor
mesafesidir. rs (0,1) 'de esit olarak dagitilmig rasgele bir
say1 iken J ise avin kagig sirasindaki atlama uzunlugunu
gOsterir.

t+1 t t
xi+ - Axi —Ex |] * Xtavsan _xil
t t
Ax; = Xtavsan — Xi (12)

J=2x1-r5)

Sert kusatma stratejisi r > 0.5 and |E| < 0.5 oldugu
durumdur. Avin kagma sansi olmadigi i¢in enerjisi de

yetersizdir. Bu durumda sahinler sert kusatma ile
avlanirlar.
xiﬁ—1 = Xtavsan — E * |szr| (13)

Asamali hizli saldirilarla yumusak kusatma stratejisinde r
<0.5ve | E | > 0.5 oldugu durumdur. Bu durumda kagmak
icin gerekli enerjiye sahip avin kusatma halkasindan kagma
sanst vardir. Bundan dolayr sahinler avi yakalamak
amaciyla daha akilli ve yumusak bir kusatma halkasi
olusturacaktir. Bu strateji iki adimdan olusmaktadir.
Sahinler ava dogru konumu ilk adimla iyilesmezse ikinci
adimla konumu giincellenmektedir. ik adimda yumusak
kusatma  stratejisinde  bulunan konum  denklemi
kullanilmaktadir. Ikinci adim olan giincelleme modu
Denklem 14 ile modellenmistir. s € R%™  1xdim
boyutunda rastgele bir vektordir. Levy fonksiyonu
denklem 15 ile tanimlanmistir. Burada u, v (0,1) arasi
rastgele say1, § ise 1.5°tir.

zZ = Axit_E* |]*xtav§an - xfl ts*
levy(dim) (14)
1
in(“B\\ B
_ r(1+p)xsin(=-)
levy(x) = 0.01x%,a = ( p_—21 ) (15)
mlﬁ r(1+p)x2 2

Asamali hizli saldirilarla sert kusatma stratejisinde |E]
<0.5 ve r<0.5 oldugu durumdur. Bu durumda kagmak i¢in
gerekli enerjisi olmayan avin kusatma halkasindan kagma
sansi yoktur. Bundan dolayi sahinler ava saldirmadan dnce
sert bir kusatma halkasiyla yakalayarak oldiirmektedir.

Matematiksel modellemesi 16 denklemi ile ifade
edilmektedir.
L {y, if fO) < f(xH)

‘ z, if f(2) < f(xp)
Y = Xtavsan — E * |] * Xtavsan — xﬁneanl
z =y + s * levy(dim) (16)
3. Kasit isleme Yontemleri (Constraint
Handling Methods)

Meta-sezgisel algoritmalar  kisith  optimizasyon

problemlerini ¢6zmek igin tasarlanmamustir fakat bu

sorunlari  ¢ozmede ¢ok etkilidirler. Kisit isleme
yontemlerinin amag fonksiyona eklenmesi arama uzaymin
uygun bolgelerinde arama yapmasini saglar.

3.1.  Oliim Ceza Yéntemi (Death Penalty Methods)

Oliim ceza yontemi literatirdeki en kolay ve
uygulanabilir kisit isleme yontemlerinden biridir. Bu
yontemde elde edilen olas1 ¢oziimler uygun bdlgede ise
ceza degeri eklenmez. Aksi durumda yani olasi ¢dziimler
icinde uygun bolgede bulunmazsa kisitlar1 ihlal eden
coziimlere ¢ok yiiksek bir hata atamasi yapilmaktadir.
Yontemin uygunluk fonksiyonu Denklem 17 ile
modellenmektedir. Denklem 17°de verilen s degeri uygun
bolge igerisindeki kisit sayisini ifade etmektedir. K degeri
ise ¢oziimlerin uygun bolgede olmasi durumlarda eklenen
yiiksek bir degerdir.

f)

kisit ihlali yok
(p(x) - {K _ Z_ig:1§

kisit ihlali var (17)

Bu yontemde kisitlar ihlal edildiginde, uygunluk
fonksiyonunun degerine bakilmaksizin ihlaller ayn1i hata
degeri ile degerlendirilir. Diger bir deyisle, uygunluk

fonksiyon degeri ve ihlallerin biyiiklikleri 6nemli
degildir.
3.2. Statik Ceza Yontemi (Static Penalty Methods)

Statik ceza kisit isleme yonteminde cezalandirma
isleminde her bir ihlal degeri sabit bir say1 ile ¢arpilarak
hesaplanmaktadir. Coziimlerin uygun bdlmeye alinmasi
icin uygunluk fonksiyonu diizenlenerek Esitlik 18’deki
matematiksel model elde edilir. Bu esitlikte A ve u sabit
parametreler 1 ile co arasinda degeri degismektedir.

(/)(X)zf(X)+ﬂ,i|hi(X)|+/Jimax{0,hj(x)} (18)

3.3. Dinamik Ceza Yontemi (Dynamic Penalty
Methods)

Dinamik ceza yonteminde kisitlama ihlal edildiginde
dinamik veya artan bir oranda ceza islemi
gerceklesmektedir. Coziimlerin uygun bdlmeye tasimak
amaciyla ceza katsayisinin giincellenmesi gerekmektedir.
Ceza  katsayisinin  giincellenmesi  Esitlik  19’da
matematiksel modeldeki A(t) iterasyon sayisina bagl
olarak dinamik olarak degismektedir. A(t) = (at)?
matematiksel modelinde belirtildigi gibi A(t) degerinin
disinda B degiskenin iterasyona bagli olarak degismesinin
dinamik ceza yonteminin etkinligini arttirmaktadir (Batik
vd., 2019, Hatamlou vd., 2016).

o(X) = f(X)+/1(t)[i(hi(X))2+i(max{0,h.(X)})z (19)

i-1 =1

Bu caligsmada kullanilan islem parametreleri o.= 0.5 ve
B = 1.2 olarak alinmistir. Fakat simiilasyon c¢alismalarinda
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amag¢ fonksiyonun ¢ok yiiksek degerlerde oldugu
goriildiigiinden dolayr hata fonksiyonun yetersiz oldugu
belirlenmistir. Bu sebepten dolayr A(t) degeri A(t) =
103(1 + (at)?) matematiksel modeli ile
hesaplanmaktadir.

3.4. Bariyer Fonksiyon (Barrier Function)

Bariyer fonksiyon kisit isleme yonteminde esitlik
kisitlar1 lagrange carpanlartyla saglanmaktadir. Esitsizlik
kisitlari ise ¢oziimler uygun olmayan bolgeye yaklastikca
ceza fonksiyonu biiyiikk veya sonsuz degerler almaktadir.
Sonraki asama ige elde edilen ceza fonksiyon degeri amag
fonksiyonun degerine eklenmektedir. Bariyer fonksiyonun
matematiksel modellemesi Esitlik 20 veya 21 ile
saglanmaktadir. Buna ek olarak bu fonksiyon degerleri
hesaplanirken iterasyonlar sayist artmasi durumunda p(t) >

0, p—0 ve p(t) = 1/t veya p(t) = 1A/t segilmesi
gerekmektedir.
P(X) = f(X)+ﬂ(t)Z—|09(g,-(X)) (20)
M 1
X) = f(X 21
Pp(X) = f( )+#(t)§gj(x) (21)

3.5. Deb’in
Feasibility Rule)

Uygulanabilirlik  Kurali  (Deb

Deb’in uygulanabilirlik kuralinda kisitli problemlerin
¢ozlimiinde uygun veya uygun olmayan bolgeler igin bir
takim kurallar bulunmaktadir. Problemin ¢dziimiindeki
her bir bireyin ihlal derecesi Esitlik 22 kullanilarak
hesaplanmaktadir. Hesaplanan degerlerin gore secim
yapilmaktadir. Debin nermis oldugu kurallar géz dniinde
bulundurularak uygun olmayan bdlgede bulunan tiim
¢ozlimler uygun bolgeye dogru hareket ettirilmekte veya
yonlendirilmeye ¢alisiimaktadir.

M
o) = S+ ) (maxlon ) @)

Debin o6nermis oldugu bu uygulanabilirlik kurallart
asagidaki gibidir.

1. iki coéziimde uygun bolgede oldugu durumda
uygunluk fonksiyon degeri kiigiik olan tercih edilir.

2. Cozimlerden biri uygun ve digeri uygun olmayan
bolgede oldugu durumda uygun bolgedeki ¢oziim tercih
edilir.

3. Her iki ¢6ztimde uygun olmayan bolgede oldugu
durumda kasit ihlali az olan ¢oziim tercih edilir.

4, Deneysel ¢calisma ve tartisma
(Experimental study and discussion)

Bu calismada kisit iglemeye yontemlerine HSO ve
BOA meta-sezgisel algoritmalar1 adapte edilmistir. HSO
ve BOA meta-sezgisel algoritmalarin performansini
degerlendirmek amaciyla 10 kisitsiz (Zhang vd., 2017) ve
5 kisith (Wu vd., 2017) benchmark fonksiyonu ve
miihendislik problemi olan optimal gii¢ akisi (Amaratunga

vd., 2018) kullanilmistir. Bu problemler ¢ok boyutlu,
dogrusal, dogrusal olmayan ve ikinci dereceden cesitli
amag fonksiyonlarini igermektedir. Buna ek olarak kisith
fonksiyonlarin sinirlar1 da dogrusal veya dogrusal olmayan
problemlerdir. HSO ve BOA algoritmalarin siirii boyutlari
300 ve iterasyon sayilart maksimum 2500 olarak
belirlenmistir. ~ Algoritmalarin  istatiksel — sonuglarimi
degerlendirmek amaciyla her bir algoritma ve kisit igleme
teknikleri 20 bagimsiz ¢alisma gergeklestirilmistir.

41. Deney 1: Benchmark Problemleri (Test 1:
Benchmark Problems)

Bu caligsmada ilk olarak sezgisel algoritmalar kisitsiz
optimizasyon yontemlerinde kullanilmis ardindan kisith
problemlerde kullanilan kisith isleme teknikleri ilave
edilerek kisith optimizasyon problemlerine uygulanmistir.
Kullanilan sezgisel HSO ve BOA algoritmalarinin
performanslarinin istatistiksel olarak karsilastirilabilmek
amaciyla kullanilan kisitsiz benchmark problemlerinin
degiskenlerinin araliklari ve degiskenlerinin boyut
degerleri Tablo 2’de verilmistir (Dzubera et.al. 1996).

BOA ve HSO algoritmalarm kisitsiz benchmark
fonksiyonlarina uygulandiginda elde edilen ortalama(ort)
ve standart sapma(std) sonuglart Tablo 3'de verilmistir.
Tablo 3'de goriildiigii gibi HSO algoritmast BOA'ya gore
on problem igerisinde (F;, F,, F3, Fy, Fs, Fg, F7, Fg, Fo, 1)
global minimuma daha yakindir. BOA sadece Fy
fonksiyonunda global optimuma yaklagmustir.
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Tablo 2. Kisitsiz benchmark problemleri (Unconstrained benchmark problems)

Fonksiyon Boyut  Arahk
— L 30 [-35,35]
Fi(x) = —20exp(-0.2 —z x2) — exp (—Z cos(ani)) +20+e
Niaj=1 NLlai=1
D 30 [-10,10]
Fy(x) = le,-sin(x,-) +0.1x;|
i=1
F3(x) = |22 + 2% + x125| + |sin(xy)| + [cos(xy)| 2 [-500,500]
Fu(x) = (1.5 —x1 + x122)% + (2.25 — x1 + x143)% + (2.625 — x; + x1x3)2 2 [-4.5,4.4]
30 [-100,100]
Fs(x) =1—cos| 2m
Fe(x) = (x1 + 1.7x;) sin(xy) — 1.5x3 — 0. 1x4 cos(x4 + X5 — x1) + 0.2x2 —x, — 1 5 [-100,100]
D 30 [-1,1]
Fy(x) = —e™% ) ?
i=1
Y 30 [-10,10]
Fg(x) = (10000 Zx,— )
i=1
n 30 [-1,28, 1,28]
Fo(x) = Z ix} + random[0,1]
i=1
D-1 30 [-30,30]

Fio(x) = Z |100(x;41 — x7)% + (x; — 1|
-1

Tablo 3. Kisitsiz benchmark fonksiyonlari igin HSO ve BOA algoritmalarindan elde edilen istatiksel sonuglar (Statistical results
obtained from HSO and BOA algorithms for unconstrained benchmark functions)

F1 F2 F3 Fa Fs Fe F7 Fs Fo F1o
Optimal 0 0 1 0 0 -529,871 0 0 0 0
HSO Ort 8,88E-16 1,04E-276 1 0 0 -528,351 3,06E-07 0 4,17E-06  8,13E-06
Std 0,00E+00 0 0 0 0 2,8238 163E-22 0 4,18E-06 1,33E-05
BOA Ort 2,84E-15 0,2969 1 2,99E-18 0,1148 -529,83 3,06E-07 0  0,000137 23,7434
Std 1,81E-15 1,3279 0 3,25E-18  0,0586 0,02605 1,63E-22 0  0,000168 0,2557

Kisith optimizasyonda HSO ve BOA algoritmalarinin
performanslarmin karsilastirmak amaciyla kullanilan
esitlik ve esitsizlik kisitlar1  igeren  benchmark
problemlerinin degiskenlerinin araliklari, degiskenlerinin
boyutlar1 ve fonksiyonun minimum degerleri Tablo 3°de
verilmistir. Oliim ceza, statik ceza, dinamik ceza, bariyer
ceza ve Deb kurallar1 kisitlama tekniklerine uyarlanmig
HSO ve BOA algoritmalarindan elde edilen ortalama,
standart sapma deneysel sonuglari ve optimal degerleri
Tablo 5’te verilmistir. Tablo 5’e¢ gore kisit isleme
tekniklerinden Oliim ceza yonteminde bes kisith
fonksiyonda da (F,q, Fiz, Fi3,Fi4, Fis) HSO global
optimal sonuca yaklagmustir. Statik ceza
yontemindeF; ., F;, ve F;; kisitli fonksiyonlarda en iyi
performansa HSO algoritmasi sahipken F;, ve F;<
fonksiyonlarinda BOA en iyi sonucu vermistir. Dinamik

ceza yonteminde Fiq,F,, Fi3,F, Vve Fz kisith
fonksiyonlarda HSO global optimal yaklagsmustir.
Dinamik ceza yonteminde F;q,F;,, Fi3, F, kisith

fonksiyonlarm HSO algoritmasi en iyi performans
gosterirken F;s  kisith fonksiyonunda ise her iki
algoritmada benzer sonu¢ vermistir. Son olarak Deb
uygulanabilirlik yonteminde ise sonu¢ dinamik ceza
yontemiyle aynidir. Bu sonuglara ek olarak kisit isleme
yontemleri icerisinde algoritmalarin ortalama ve standart
sapma degerleri bakimindan performanslari
karsilagtirildiginda HSO algoritmasi daha iyi sonug
verdigi goriilmektedir.

4.2.  Deney 2: Optimal Gii¢ Akis Problemi
(Optimal Power Flow Problem)

Kisit isleme tekniklerinin performanslarini dlgmek ve
karsilastirmak amacryla bir ¢ok arastirmaci tarafindan
bilinen ve optimizasyon literatiiriinde karsilasilan yaygin
bir problem olan Optimal Gii¢ Akist (OGA) ele alinmustir.
OGA problemindeki karmasik gili¢ akist esitlikleri,
esitsizlik kisitlamalari, enerji sistemindeki fiziksel
kisitlamalar1  gibi  kisitlarin fazla  olmasindan
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kaynaklanmaktadir. Bu karmagiklik esitlik veya esitsizlik
olabileceginden bu degerler enerji iiretim maliyetini
etkilemektedir. OGA probleminde kisitlar saglanarak
yakit maliyetini minimum olacak sekilde minimizasyon
gergeklestirilecektir. Yakit maliyetini minimum olarak
hesaplanmasinda 6liim ceza, statik ceza, dinamik ceza,
bariyer ceza ve Deb uygulanabilirlik kisitlama
tekniklerine uyarlannms HSO ve BOA algoritmalari

minimize
' (23)

Pi):aipi2 +biPi +G

P_rnin <P < P_max

Fi(

Uretilecek olan gii¢ (Py), tiiketilecek gii¢ (D) ve iletim
kayiplarmin (Py) toplami olmalidir. Dolayisiyla iletim

uyarlanmistir. kayiplarinin ~ hesaplanmasi ~ Denklem 24 ile
Bu problemde literatiirde ¢okca karsilagilan IEEE30 hesaplanmaktadir.
barali optimal gii¢ akisi problemi ele alinmistir. Bu N
problem amag fonksiyonu, kisitlar ve ag yapisina bagh Z R=D+PR
olacak sekilde farkli sekilde modellenerek kullanilabilir. :1
Bu calismada toplam yakit maliyetini en aza indirecek P= real(ZV.Y. Vi J] i=12,...N (24)
sekilde Denklem 23’te goriildiigii sekilde matematiksel ] '
modeli ¢ikartilmistir. Denklem 23’teki n sistemdeki N
toplam jeneratér sayisini, P; i. bara da {iretilen aktif Q, =imag (ZVIY”V ,—] i=12,..,N
giicleri, aj, bi ve Ci jenerator yakit maliyeti katsayilarin j
gostermektedir.
Tablo 4. Kisith benchmark problemleri (Constrained bencmark problems)
Kisitlt Fonksiyon Esitlikleri Boyut Frmin
4 4 13 13 -15
Fii(x) = Sin —Sinz —in
i=1 =1 =5
g1(X) = 2%, + 2%, + X0+ %11 —10 <0 go(x) = 2% + 2x3 + %190+ %3, —10 <50
g3(x) = 2%, + 2x3 + x4 + %1, —10 <0 ga(x) = —8x; +x10 <0
gs(x) = =8x; +x1;, <0 go(x) = —8x3+x,, <0
g7(x) = =2x, — x5+ %10 <0 gg(x) = —2xg—x;,+x,, <0
go(x) = —2xg—x9+ %, <0 0<x<1 i=12...9
0<x;<100 i=10,11,12 0<x3=<1
n n 10 -1.0005000
Fa@) = ()" [ [
i=1
n
hl(x)=2xf—1=o 0<x;<1 i=12,...,10
i=1
Fi3(x) = 5.3578547x2 + 0.8356891x, x5 + 37.293239x, 5 -3.06655x10*
g1(x) = 85.334407 + 0.0056858x, x5 + 0.0006262x,x, — 0.0022053x3x5 — 92 < 0
g2 (x) = —85.334407 — 0.0056858x, x5 — 0.0006262x, x, + 0.0022053x3x5 < 0
g3 (x) = 80.51249 + 0.0071317x,x5 + 0.0029955x, x, + 0.0021813x2 — 110 < 0
ga(x) = —80.51249 — 0.0071317x,x5 — 0.0029955x,x, — 0.0021813x2 + 90 < 0
gs(x) = 9.300961 + 0.0047026x3x5 + 0.0012547x, x5 + 0.0019085x5x5 — 25 < 0
ge(x) = —9.300961 — 0.0047026x3x5 — 0.0012547x, x5 — 0.0019085x5x5 + 20 < 0
78 < x; < 102
33 < x, <45
27<x, <45 =235
Fia(x) = (6 —10)% + (x, — 20)° 2 -6961.813875
g1(x) =—(x; —5)?%+ (x, —5)2+100<0
g2(x) = —(x; —6)?+ (x, —5)2—82.81<0
13 < x, <100
0<x,<100
Fis(x) = ()% + (x, — 1)? 2 0.7499
Subject to
h(x)=x,—x2 —-1<x,x,<1
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Tablo 5. Kisitl Benchmark Problemlerinin Optimizasyon Sonuglar1 (Optimization Results of Constrained Benchmark Problems)

Algoritma Kisit Kriter Fir F12 F1s Fue F1s
-15 -1.0005 -3.06655x10*  -6961.813875 0.7499
BOA . Ort -9,92257 -0,00329 -30375,4 -6963,21 0,749001
= g Std 3,051379 0,014556 182,6252 1,407344 6,48E-07
HSO o O Ort -14,5482 -0,10744 -30580 -6964,14 0,749015
Std 0,878496 0,090828 144,3007 1,14E-06 4,39E-05
BOA o Ort -9,24107 -1,86E-68 -30413,4 -6963,47 7,49E-01
= Std 2,054122 0,057546 168,4201 0,46082 7,01E-04
HSO & Ort -14,7276 -0,01824 -30561,8 -6961,81 1,00E+00
Std 0,444701 4,55E-68 173,8887 4,13E-06 8,82E-17
BOA X Ort -9,44737 -7,67E-69 -30429,3 -6961,24 9,73E-01
£ Std 2,916546 1,71E-68 156,9226 0,364233 6,92E-02
HSO .g Ort -14,8243 -8,72E-03 -30640,3 -6961,81 9,11E-01
Std 0,218548 2,33E-02 53,86185 7,27E-07 9,99E-02
BOA 5 Ort -7,43006 -0,00114 -30448,8 -6961,33 1,00E+00
> Std 4,990804 0,004272 150,9557 0,284288 0,00E+00
HSO g Ort -14,8398 -0,00226 -30560,6 -6961,81 1,00E+00
Std 0,102318 0,010125 161,9542 2,03E-06 5,09E-17
BOA Ort -9,51114 -0,01077 -29725,3 -5607,19 1,00E+00
2 Std 2,122866 0,026659 254,2305 2411,676 0
HSO o Ort -11,6678 -0,01841 -30526.9 -6961.8 1,00E+00
Std 1,962415 0,05898 106,9022 0,042547 0
OGA yakit maliyeti kisit problemi, kisit isleme isleme tekniklerinin ve parametrelerinin

tekniklerine uyarlanmig HSO ve BOA algoritmalari ile
¢oziimiinden elde edilen minimum, ortalama, standart
sapma deneysel sonuglar1 Tablo 6’da verilmistir.

Tablo 6. OGA'da yakit maliyet minimizasyonunun istatiksel
sonuglarinin kargilagtirilmasi ($/sa) (Comparison of statistical
results of fuel cost minimization in OPF)

Kisit HSO BOA

. . Min. Ort. Min. Ort.
Yontemi ($/sa) ($/sa) Std ($/sa) ($/sa) Std
Oliim

Ceza 800.40  805.0 6.600 805.39 813.00 7.14
Statik

Ceza 799.92  804.0 5750 801.72 810.00 6.77
Dinamik

Ceza 799.96  802.0 2120 80526 813.00 6.35
Bariyer

Ceza 799.94  802.0 2120 801.78 810.00 4.77
Deb 800.37  803.0 1.908 801.82 805.38 2.24
Kurali I

Tablo 6’a gore OGA kisit probleminde 6lim ceza,
statik ceza, dinamik ceza, bariyer ceza ve Deb
uygulanabilirlik kurali kisit igleme tekniklerinde HSO
global optimale yaklagmistir. Buna ek olarak kisit isleme
tekniklerinden HSO algoritmasinda dinamik ceza ve
bariyer ~ceza, BOA algoritmasinda ise Deb
uygulanabilirlik kurali daha etkili oldugu gériilmiistiir.

BOA ve HSO algoritmalarin optimal gii¢ akiginda
gosterdikleri performanslarmi karsilagtirmak amaciyla
literatiirde bulunan HSO (Islam vd., 2020), Gri Kurt
Optimizasyon (GKO) (Islam vd., 2020), BOA (Islam vd.,
2020), GA (Bouktir vd., 2008), Harris Sahini-Diferansiyel
Evrim (HSODE) (Birogul, 2019) ve Modifiyeli
diferansiyel evrim (Sayah vd., 2008) algoritmalari
kullanilmistir. Calismada kullanilan BOA ve HSO
algoritmalar1 literatiirdeki algoritmalarla
karsilastirildiginda HSO algoritmast en iyi deger
bakimindan daha iyi sonug¢ vermistir. Bunun nedeni bu
algoritmalarin rastlantisal olarak ¢aligmasi ve belirlenen
iterasyon ve siirii sayilar1 farkli olmasi ve genellikle kisit

degisebilmesinden kaynaklanmaktadir. Bu dogrultuda
bagil bir degerlendirme yapildiginda literatiirde genellikle
kisith problemler o&lim, statik ve dinamik ceza
fonksiyonlar1 ¢ozlimlenmektedir.

Tablo 7. Optimal gii¢ akis icin HSO, GKO, BOA, GA, HSODE
ve MDA algoritmalariyla elde edilen optimal ¢oziimler (The
minimum solutions obtained by the HSO, GKO, BOA, GA, HSODE, and
MDA algorithms for optimal power flow)

Algoritma Minimum Deger ($/sa)
HSO (Islam vd., 2020) 801.8290
GKO (Islam vd., 2020) 801.8440
WOA (Islam vd., 2020) 801.8400
GA (Bouktir vd., 2008) 804.1000
HHODE (Birogul 2019) 800.9959
MDE (Sayah vd., 2008) 802.3700

Fakat Tablo 6’da goriilecegi tlizere bariyer ceza
fonksiyonu ortalama olarak daha iyi sonu¢ vermistir.
Lakin bu ¢alismada yapilan denemelerde sadece minimum
degerler baz alinarak kiyas yapildiginda ise Tablo 6 ve
Tablo 7 incelendiginde Tablo 6’da bulunan HSO ile
kullanilan ~ Statik Ceza  fonksiyonu literatiirdeki
calismalardan daha iyi sonug verdigi goriilmektedir.

5. Sonugclar (Results)

Bu c¢alismada dogadan ilham alan meta-sezgisel
optimizasyon algoritmalari i¢in etkili bir kisit isleme
teknikleri sunmaktadir. Oliim cezast, statik ceza, dinamik
ceza, bariyer ceza ve Deb kurallari kisitlama teknikleriyle
BOA ve HSO algoritmalari kisitsiz ve kisitli optimizasyon
problemlerinin optimize edilmesinde kullanilmistir ve
performanslari karsilastirilmistir. Ayrica bu
algoritmalarin performanslari literatiirde var olan IEEE30
barali optimal gilic akist minimizasyon problemine
basariyla uygulanmstir. Deneysel sonuglara gore kisitli ve
kisitsiz benchmark problemlerinde ve optimal gii¢ akist
mithendislik  probleminde =~ HSO algoritmasinin
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performanst daha iyi oldugu istatistiksel olarak
goriilmiigtiir. Ayrica kisit isleme yontemlerinin BOA ve
HSO algoritmalart iizerinde efektif oldugu goriilmiistiir.
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Abstract

Proportionate multiprocessor open shop is considered in this study. It is a shop model where a set of jobs follow no predefined route
to visit several stages with at least one having two or more parallel machines to carry out the same task. Proportionality means that
processing times depend only on stages and are independent of jobs, hence is defined as stage-wise. The shop model has various
application areas in industry but the literature on the field is still limited. In this study, a novel solution representation scheme is
proposed for the proportionate multiprocessor open shop. The scheme is based on permutation of stages and encodes the cumulative
number of job assignments to a stage. The proposed scheme is shown to generate higher quality random solutions compared to the
common operation permutation representation for the shop model. The approach proposed in this study to design a solution
representation for a scheduling problem is a new and favorable approach that takes into account the specific machine environment, job
characteristics and objective function of the problem under consideration. This way of designing solution representation schemes would
increase the solution quality or decrease the computational time required in solution algorithms for scheduling problems.

Keywords: Multiprocessor open shop, solution representation, implicit-stage representation, scheduling, proportionate

Orantih Esnek Acik Atolye Tipinde Coziim Gosterimi

Oz

Bu calismada orantili esnek agik atdlye tipi ele alinmistir. Bu atdlye modelinde yapilacak islerin islem istasyonlarini gezerken takip
edecekleri bir rota bulunmaz ve bu istasyonlarin en az birinde ayni islemi yapan iki veya daha fazla paralel makine bulunur. Orantili
ifadesi islem siirelerinin istasyona bagli oldugunu ve isten bagimsiz oldugunu ifade eder. Boylece, orantililik istasyon-bazli olarak
tanimlanmistir. Bu at6lye modelinin endiistride farkli uygulama alanlar1 mevcuttur ancak bu alandaki literatiir hala kisithidir. Bu
calismada, orantili esnek agik atdlye tipi igin yeni bir ¢dziim gdsterimi dnerilmistir. Onerilen gdsterim istasyonlarin permutasyonuna
dayanir ve bir istasyona yapilan kiimiilatif is atamasi sayisim sifreler. Onerilen bu yeni gdsterim, bu atdlye tipinde yaygin olarak
kullanilan operasyon-permiitasyonu gosteriminden daha iyi kalitede rastgele ¢Oziimler tretmistir. Bu caligmada ¢izelgeleme
probleminde ¢6ziim gosterimi tasariminda kullanilan yaklasim yeni ve sonuglar bakimindan olumludur. Bu yaklasim eldeki probleme
6zel makine ortamini, is 6zelliklerini ve amag fonksiyonunu dikkate alir. Coziim gosterimi tasarlanmasinda izlenen bu yol ¢izelgeleme
problemlerinde kullanilan ¢6ziim algoritmalarinin daha yiiksek kalitede ¢6ziime ulagmasini veya harcanan hesaplama zamanimnin
kisaltilmasini saglayacaktir.

Anahtar Kelimeler: Esnek agik atolye, ¢6ziim gosterimi, istasyon gosterimi, gizelgeleme, orantili

1. Introduction job characteristics and does not violate any constraints

. L. ) imposed in the model.
Solution or schedule representation is a key element in

dealing with scheduling of shop models. It is a way to Scheduling problems are one large class of
represent a feasible schedule for the shop. Feasibility combinatorial  optimization problems that are
refers to the condition that a given schedule meets all thoroughly studied in the literature. It is about creating
model definitions in terms of machine environment and a feasible schedule for a given shop model to minimize
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a certain objective or multiple objectives. Since most of
scheduling problems are NP-Hard in nature (Chen et al.,
1998) they require unreasonable amount of
computational time to find an optimal solution by
enumerative  algorithms.  Instead, approximation
algorithms and more recently search algorithms are used
to find a good enough solution.

Search algorithms are named as metaheuristics and they
mainly make an “educated” search in the large solution
space of the problem. The search is educated since it
uses problem knowledge and previous search
experience. The search routine works around numerous
solutions until a predefined termination criterion is met.
Hence, solution (schedule) representation is an initial
important step in those algorithms. Since the algorithm
subroutines, neighborhood structures for instance, are
defined over the solution representation, choosing a
proper and an efficient one may even increase the
solution quality of the algorithm and decrease the
computational time required.

In this study, proportionate multiprocessor open shop
(MPOS) with makespan minimization criterion is
considered, and a novel efficient solution representation
is proposed for the shop model. Inefficiencies due to the
conventional representation in the literature are pointed
out and the proposed representation is introduced in
detail with its encoding and decoding procedures.
Efficiency of the proposed representation is presented
by making a basic random search for the solution of a
set of benchmark instances. The results are compared
with a random search by the conventional representation
and it is shown that the solution quality reached with the
proposed representation is remarkably higher.

The paper is organized as follows. The proportionate
MPOS is defined in Section 2 and the literature is
reviewed in terms of solution representations for the
problem. Section 3 presents the conventional solution
representation for the problem in the literature and states
the inefficiencies it causes. The proposed solution
representation is introduced in Section 4. Computational
experiments and comparisons are presented in Section
5. Section 6 discusses the proposed representation and
the results. Conclusive remarks are given in Section 7.

2. Proportionate Multiprocessor Open
Shop

Multiprocessor open shop (MPQOS) is a machine
environment with a set of stages (machine centers), S =
{1,2,...,s}, where stage i has m; =1 machines in
parallel and at least for one stage m; > 1. Every stage
carries out a different task and the machines of a stage
are assumed to be identical in this study. There are a
number of jobs, | = {1,2, ..., n}, to be processed in the
stages, but there is no route for the jobs to visit the stages
and it is what makes the shop an open shop. A job is
processed on a single machine and a machine processes

a single job at a time. Operation O;; is defined as the
processing of job j on machine i. In this study, it is
assumed that all jobs are processed in all stages and the
objective function is to minimize the makespan, the time
all operations of the shop are completed.

Proportionate  MPOS is considered in this study.
Proportionate property for MPOS is defined by Matta
(2009) and it refers to processing times being based on
stages and not both on stages and jobs. More precisely,
a stage i processes any job in the same amount of p;
time, hence p;; =p; j€J, i €S, where pj; is the
processing time of job j in stage i. Thus, the scheduling
problem considered in this study is represented in three-
field notation as O(P)| pj; = pi|Cimax-

The proportionate property definition for MPOS is in
contrast with the widely accepted definition for
proportionate flow, job, and open shops. Proportionality
was introduced as job-wise for flow shops (Ow, 1985),
defining pj;; =p;. This job-wise proportionality
definition has also been accepted in job shops and open
shops (Pinedo, 2016). Proportionality was taken as
machine-wise in rare studies in flow, job and open
shops. However, it is always considered as stage-wise,
pji = pi, in MPOS literature due to the real applications
of proportionate MPOS, as given next.

MPOS is seen in several industrial settings such as
medical testing facilities in health care, auto repair and
maintenance centers, electronics manufacturing, and
inspection and quality control operations. The
proportionate case, on the other hand, is more common
in healthcare medical testing where it takes the same
amount of time to carry out a test, independent of
patients.

Gonzalez and Sahni (1976) showed that O,,||Cprax IS
NP-Complete for m > 2. The result applies for MPOS,
O(P)||Crax» Which is the generalized version of the
classical open shop. Further, Mao (1995) showed that
05 (P ) ||Crnax 1s NP-Complete even when there are k =
2 machines at each stage. However, the complexity
status of the proportionate case, O(P)| pj; = pi|Cmax
has not been studied in the literature yet.

It should be noted that despite the various industrial
applications of the shop model, the literature on MPOS
is still very limited. Since the current study is about
solution representation in proportionate MPOS,
different approaches used in the literature to represent
solutions in MPOS are reviewed here. A solution for the
problem should supply the job routes to visit the stages
as well as the machine sequences at every stage. The
most common scheme used in representing schedules of
MPOS is the operation permutation representation. It
was first proposed by Liaw (2000) for the classical open
shop and adapted to MPOS by Matta (2009). Later, it
was also used by other researchers studying in MPOS
(Naderi et al., 2011, Goldansaz et al., 2013, Azadeh et
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al., 2014, Bai et al., 2016). Definition of the
representation is given in the next section.

There were also a few other schemes used for solution
representation in MPOS scheduling problem. Zhang et
al. (2019) used a two-level hierarchical scheme where
the first level supplied the information about job routes
and the second level specified the machine to be used
for the corresponding job and in the corresponding stage
given by the first level. Abdelmaguid et al. (2014) used
a disjunctive graph representation where every 0;; was
represented by a separate node in the graph with a
weight equal to p;;. Stage visiting route for job j was
represented by solid arcs between O0;,i €S, and
processing sequences of machines at stage i were
represented by dashed arcs between 0;;,j €].
Abdelmaguid (2020) used two sets of vectors to
represent a single solution of MPOS. One set of vectors
had n vectors to define the stage visiting route for every
job explicitly, and the other set of vectors had a total of
Y.ies; vectors to define the processing sequence in
every machine at every stage.

Interested reader is referred to Adak et al. (2020) for a
detailed review of the literature on MPOS scheduling
problem.

3. Operation Permutation and Its
Inefficiencies in Proportionate MPOS

Operation permutation is a permutation of operations
0j;, as its name implies. A sample operation permutation
is as the following for the sample 3-stage proportionate
MPOS problem given in Table 1.

Table 1. Sample proportionate MPOS problem

n=4
Stage 1 Stage 2 Stage 3
m; 2 1 1
031021033012041023072042033013011 043 @

The permutation in (1) is decoded by reading it from left
to right and assigning the respective operation to the first
available machine at the respective stage. Accordingly,
the schedule represented by (1) is given in Figure 1.

Several problems due to using operation permutation
representation in proportionate MPOS are stated
through the schedule encoded by the sample
permutation. However, these problems do not apply
only to the current sample permutation, but they rather
represent the general nature of the schedules resulting
from using the operation permutation scheme for the
proportionate MPOS.

The schedule in Figure 1 has idle times in machines
which causes a great increase in the makespan. Indeed,
idle machine times are part of most optimum schedules.
However, the idle times in the schedule in Figure 1 are
undesirable (unnecessary) since there are jobs which can
be started earlier and finished earlier in a machine
without delaying start time of any job. This type of
schedules is called inactive. However, an optimum
schedule is known to be an active schedule.

The idle times are resulting from the job routes and
machine sequences imposed by the permutation. The
permutation encodes the following job routes and
machine sequences:

Job routes to visit the stages: Job 1: [2-3-1]; Job 2: [1-3-
2]; Job 3: [1-2-3]; Job 4: [1-2-3].

Job sequences in machines: Stage 1, machine 1: [3-4-1];
Stage 1, machine 2: [2]; Stage 2, machine 1: [3-1-2-4];
Stage 3, machine 1: [2-3-1-4]. Note that jobs can be
interchanged in machines of stage 1, as long as the job
order is preserved.

| 13 | J4 || Jl
Stage 1
Stage 2 L3 [ | 21 4]
Stage 3 [T B3 T 1] [ 14 ]
Time 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Figure 1. Schedule encoded by the sample operation
permutation

The problem with the resulting schedule can be
addressed by one of two approaches. First, it can be
converted to an active schedule by moving the jobs to
earlier times on machines, though not delaying any job’s
start time of processing on any machine. Applying this
post-processing on the schedule, the enhanced schedule
in Figure 2 is obtained. A 6 time-unit decrease in the
makespan is achieved and an optimal schedule is
received since stage 1 is working with full capacity until
the completion time of the schedule. However, this post-
processing causes inefficiencies in using the
representation for the problem.

One inefficiency is due to the computational time
required to convert an inactive schedule to an active one.
Considering the thousands of schedules visited by
search algorithms, performing such an additional time-
consuming activity for every schedule generated is not
favorable. Another inefficiency of a possible post-
processing is that the ultimate schedule reached would
be different from what the permutation encodes. This
inconsistency between the encoded information and the
decoded result poses a challenge in particularly
memory-based algorithms. Those algorithms keep good
solution characteristics -defined over solution
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components represented by the permutation- in their
memory and recall them later to build good quality
solutions. Almost all metaheuristics use some kind of
memory as part of their solution methodology.

Another approach to get rid of the unnecessary idle
times on machines is to schedule a job as early as
possible during decoding even it is in a later position in
the permutation. This results in a non-delay schedule.
However, the approach was shown (Naderi et al., 2011)
not to increase the solution quality, even decrease it.

| 13 | 74 |
Stage 1
| 12 | Jl |
stage2 | 51 ] g4 | [ 13 [ »2 ]
Stage3 [ g4 ] gt | [ 02 [ 13 ]
Time 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Figure 2. Enhanced schedule by post-processing

A second important problem with using operation
permutation to represent proportionate MPOS schedules
is the job restrictions present in the permutation. That is,
the permutation forces a certain job to be scheduled for
the respective stage. This reduces the flexibility present
in the shop model and may lead to schedules with

| 13 | J4 |
Stage 1
12 | J1 |
stage2 | J1 | sa | [ 3 ] 12 |
stage3 | J4 | | [2 1 13 |
Time 1 2 3 4 5 6 7 8 9 10
| J1 | J4 |
Stage 1
12 | 13 |
Stage2 [ 33 [ 14 ] [ T 121
Stage3 | Ja4 | 13 | [ 2 | i1 |

Time 1 2 3 4 5 6 7 8 9 10

| 13 | J1 |
Stage 1
)4 I 12 ]
Stage2 | g1 | g2 ] [ 13 | 14 |
Stage3 | 52 | g1 ] [ sa | 13 |

Time 1 2 3 4 5 6 7 8 9 10

increased makespan values. To make the statement
clearer, consider Figure 3 which contains 6 different
schedules with the same makespan value of 10 for the
sample problem. Even more schedules can be generated
similarly. A stage processes any job in the same amount
of time, and scheduling different jobs make no
difference in the makespan as long as the schedule
template is the same. This notion of templates for
schedules are discussed further in the upcoming
paragraphs.

Lastly, one implication drawn out by analyzing
proportionate MPOS schedules is presented next, which
constituted an important element in constructing the
proposed representation.

Consider the dense schedule given in Figure 4 for a 2-
stage 33-job problem. There are 23 machines at stage 1
and 10 machines at stage 2. Processing times are 10, and
4 time-units for stages 1 and 2, respectively. A dense
schedule leaves no machine idle if there is any job
waiting to be processed. Allocating 23 jobs to stage 1 at
the beginning of the schedule makes machines of stage
2 wait idle until time 10 and to process 23 jobs after that
time, which causes a makespan of 22. Instead, if the
schedule in Figure 4 is enhanced as in Figure 5, stage 2
would be able to process another 10-job until time 10
and this will decrease the makespan by 2 time-units,
leading to optimal makespan of 20.

| J1 | 12 |
Stage 1
14 [ )3 |
Stage2 | J2 | 13 ] [ o1 | 14 |
Stage3 | J3 | 12 ] [ g4 | |
Time 1 2 3 4 5 6 7 8 9 10
[ Tl ] 12 ]
Stage 1
13 | 14 ]
Stage2 [ 2 [ 54 ] [0 T 13 1]
Stage3 | J4 | 12 ] [ a3 | 1 |

Time 1 2 3 4 5 6 7 8 9 10

| 12 | J1 |
Stage 1
4 I 13 ]
Stage2 | J1 | a3 ] [ g2 | 1a |
Stage3 | 33 | g1 ] [ ua ] 52 |

Time 1 2 3 4 5 6 7 8 9 10

Figure 3. Different schedules with same makespan
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Stage 1 10 Jobs
23 Machines 23 Jobs
Stage 2 3 Jobs
10 Machines 10 Jobs 10 Jobs 10 Jobs
Time 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
Figure 4. Dense schedule
1
Stage 1 3 Jobs 20 Jobs
23 Machines
Stage 2 3 Jobs
10 Machines 10 Jobs 10 Jobs 10 Jobs
Time 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22

Figure 5. Enhanced schedule

An important implication to draw out from this analysis
in schedules is the following. What makes a schedule
better than another in terms of makespan objective is the
number of jobs allocated to a stage in a block, where
block is a p;-time period at a stage. Thus, to differentiate
between good and bad schedule characteristics one
should hold this information in the solution
representation. That would allow to correctly keep good
solution characteristics in the memory of a search
algorithm. Again, operation permutation fails to encode
this information while representing a proportionate
MPOS solution.

3.1. Schedule templates

The schematic schedule representations in Figures 4 and
5 are constructed as schedule templates which do not
have explicit calls to job identities. Instead, there exists
blocks of job bundles. Numerous different schedules can
be generated using a schedule template by assigning
different jobs to blocks. This template consideration for
schedules is again a novel approach, and it constitutes
an important base for the proposed solution
representation. The schedule template approach is
further discussed in the discussion section of the paper.

4. Novel solution representation: Implicit-
stage permutation

To eliminate the inefficiencies caused by using
operation permutation to represent a solution of a
proportionate MPQOS, a novel solution representation
scheme is proposed here. This new representation is also
able to encode good solution characteristics more
effectively and allow for better memory models.

The proposed solution representation for the
proportionate MPOS is based on a stage permutation. A
stage permutation is introduced as a permutation of s
stages where each stage repeats n times. Remind that it
is assumed in this study that every job is processed at
every stage. However, it is straightforward to modify the
representation to allow for some jobs not to be processed
at some stages. Simply, these stages would repeat less
than n times in the permutation.

Following is a sample stage permutation for the sample
problem in Table 1.

313221132123 @)

The stage permutation is decoded from left to right and
a job is assigned to the respective stage. The job is
selected from an eligible job set consisting of the jobs
still waiting to be processed at that stage and are not
currently processed at another stage. If there is more
than one job in the eligible set, then the job with the
lowest desirability across stages is selected. This way, it
is aimed to allow for non-empty future eligible job sets
as much as possible. If job desirability values are equal
among the eligible set, then the jobs are assigned in
numerical order. The selected job is assigned for the
respective stage to earliest available machine.

The introduced stage permutation scheme for
proportionate  MPOS solves the flexibility issues
mentioned before about the operation permutation as it
includes no explicit job calls. This also enables active
schedules, importance of which is also emphasized
earlier in the paper. However, stage permutation does
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not supply the information about the number of jobs to
be allocated to a stage block, as it is shown to be a
distinguishing characteristic of a schedule. Further, it
includes repetition of elements, which makes it hard for
memory models to extract patterns of good
characteristics. Thus, the stage permutation scheme
introduced here is proposed to be represented in a
higher-level form where a number in permutation
encodes the cumulative number of job assignments for
the respective stage.

The stage permutation in (2) is converted to the
representation in (3) using the encoding given in Table
2. This resulting form of solution representation is
named as implicit stage permutation. It is implicit
because a number in the permutation implicitly refers to
two things: 1) the stage where a job is to be assigned,
and 2) cumulative number of jobs assigned for that
stage.
9-1-10-5-6-2-3-11-7-4—-8-12

©)

The permutation is decoded as follows: 9: assign a first
job to stage 3, 1: assign a first job to stage 1, 10: assign
a second job to stage 3, 5: assign a first job to stage 2,
and so on. The schedule given by the permutation is
shown in Figure 6.

| 12 | ]l |
Stage 1

| J4 | 13 |
stage2 | 33 | g1 | [ 14 | 2 |
stage3 | J1 | 13| [ 2 | 14 |

Time 1 2 3 4 5 6 7 8 9 10
Figure 6. Schedule of the sample implicit stage permutation

Random solution generation

To have random implicit stage permutations, it would
not be feasible to generate random numbers from 1 to
n X s. Because there is an ordering between cumulative
number of assignments to a stage. That is, representation
for a second assignment, for instance, should not
precede the representation for the first assignment.
Otherwise, the implicit stage permutation would not
serve its purpose and become meaningless.

To generate random solutions, first a random stage
permutation should be created and then it should be
converted to an implicit stage permutation using Table
2. Creating a random stage permutation is
straightforward as it is a permutation from 1 to s with
every element repeating n times.

Table 2. Encoding to construct implicit stage permutation from a stage permutation

1tassignment

2" assignment

n" assignment

Stage 1 1 2 n
Stage 2 n+1 n+2 2n
Stage 3 2n+1 2n+ 2 3n
Stage i ni—-1+1 ni—-1+2 nxi
Stage s ns—1)+1 nis—1)+2 nxs

5. Computational Tests

The implicit stage permutation proposed in this study is
aimed to be a solution representation for proportionate
MPQS, particularly within a solution algorithm for the
problem. For an effective ant colony optimization
algorithm using the proposed solution representation see
(Adak, 2020).

Developing a solution algorithm for the problem is out
of the scope of this study. Rather, the favorable results
due to the proposed solution representation are shown
by random schedules. Random solutions are simple,
quick but mostly inferior quality solutions for
combinatorial optimization problems. It is highly
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unlikely to pick a good quality solution randomly from
a very huge solution space. However, random solutions
are used to initiate a search process in many algorithms.
Starting with higher quality initial solutions may lead to
increased performance or at least it decreases the
computational time required to reach the best objective
value.

In computational tests, quality of random solutions by
the proposed solution representation are compared with
the ones by the operation permutation representation.
Table 3 reports the results of the computational tests. 12
test instances from a benchmark testbed (Matta, 2009)
are used in the tests. 10 random solutions are generated
for each of the instances, and minimum, average, and
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maximum of the 10 solutions are given in the table.
Optimum makespan values for the instances were
reported in literature (Abdelmaguid, 2020) and are
presented in the table. The table also gives the percent
improvement in average makespan deviation from the
optimum makespan, achieved by the proposed
representation.

The results given in Table 3 suggests the ability of the
proposed representation in generating higher quality
solutions even in a random search. This is due to two
features of the representation: 1) it does not enforce job
identities in the permutation, thus does not restrict the
flexibility already present in a proportionate shop
model, and 2) it creates active schedules and avoids
unnecessary idle times in the schedule.

Table 3. Comparison of quality of random solutions by operation permutation and by implicit stage permutation

Operation-permutation
(10 random permutations)

Implicit-stage permutation
(10 random permutations)

Number Number nunl\:ll?:r' of Optimum Min. Avr. Max. Min. Awr. Max. %iLnLirvoi\;tei?ﬁm
of stages of jobs machines Makespan Makespan Makespan Makespan Makespan  Makespan  Makespan (Avr. makespan)
in a stage

S4-P3 4 63 22 48 75 81 90 51 54.3 57 80.91
S4-P4 4 38 14 27 42 45.6 51 36 36.3 39 50.00
S4-P6 4 60 20 25 37 41.2 46 26 27.8 28 82.72
S4-P7 4 53 17 36 48 53.5 63 36 36.5 38 97.14
S8-P14 8 72 14 84 136 146 153 86 90.2 96 90.00
S8-P17 8 100 24 60 97 102.7 108 60 62.1 64 95.08
S8-P18 8 106 22 56 96 99.4 104 58 61.2 66 88.02
S8-P20 8 105 22 49 77 82 85 51 52.8 58 88.48
S16-P9 16 101 10 121 221 228.3 239 126 133.9 143 87.98
S16-P13 16 112 10 180 336 352.8 372 195 207.6 213 84.03
S16-P14 16 97 10 84 156 162.3 176 90 94.7 101 86.33
S16-P18 16 102 10 110 216 226.2 240 122 125.6 130 86.57

6. Discussion

The proposed representation for proportionate MPOS is
an easy-to-use approach with straightforward encoding
and decoding procedures. Complex representations of
feasible solutions in attempting to solve a combinatorial
problem makes it even harder and may render useless
most of the time. Further, it may require additional
computational time to decode a complicated
representation and calculate the objective value, which
is disadvantageous since search algorithms require to go
over many solutions and assess the quality of every
single solution. The simplicity of the proposed solution
representation is very favorable in that aspect.

Instead of creating exact schedules where positions of
jobs are explicitly stated, the proposed representation
works through schedule templates. It states how many
jobs would be allocated to distinct time slots, creates
groups of jobs, and determines position of the groups at
every stage in the final schedule. Different schedules
having same template can be generated by using
different rules of job selection from the eligible set

during decoding the permutation. The template
generating approach proposed in this study is
particularly useful as it deals with solution families with
same makespan value instead of single solutions. This
decreases the problem size and facilitates searching the
solution space.

It should be emphasized that the representation in this
paper is proposed specifically for the proportionate
MPOS with makespan criterion. The proposed
representation encodes cumulative number of job
assignments to a stage, since this information has a
decisive role in makespan value.

However, a different objective function would require
different considerations about the properties a solution
representation should encode. Again, because of the
proportionality of the stages the representation does not
encode job identities. But if a non-proportionate shop is
considered, then a solution representation should also
encode job identities.

Since the proportionality definition is mostly jobwise in
the literature for other shop models, the proposed
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solution representation is not directly applicable in that
problems. However, the proposed approach can be
reconsidered for other proportionate models and can be
adapted accordingly. The general idea in proposed
solution representation is valuable in dealing with
solutions of scheduling problems. It is based on
constructing a representation that holds significant
information about the machine environment, job
characteristics and objective function. However, in
scheduling literature, the common approach in selecting
a scheme to represent solutions is based on generating
complete, valid, and feasible solutions. The way of
handling solutions as proposed in this study leads to a
problem-specific approach for representation and results
in more effective solution algorithms for scheduling
problems.

7. Conclusion

A novel solution representation is proposed in this study
for the proportionate multiprocessor open shop
scheduling problem with makespan criterion. The
representation, named implicit stage permutation,
encodes the cumulative number of job assignments to a
stage. Itis a problem-specific scheme that focuses on the
shop characteristics and the objective function. This
feature of the proposed scheme makes it a powerful
approach in representing solutions of the problem.

The performance of the proposed representation was
compared with the conventional operation permutation
representation for multiprocessor open shop scheduling
problems by generating random solutions for
benchmark instances from the literature. The proposed
representation produced random solutions with a 11%
deviation from the optimum in average while it was 77%
in operation permutation, leading to an 84%-
improvement in solutions. Its performance in random
solutions is an indicator of its efficiency as a solution
representation scheme for proportionate multiprocessor
open shop problem.

An important conclusion to draw out from this study is
that it suggests a new way of dealing with solutions in
scheduling problems. More effective representation
schemes can be constructed by considering the machine
environment, job characteristics and the objective
function of the scheduling problem at hand. Future
studies should consider this approach in designing
solution algorithms for various scheduling problems.

In future research, the proposed representation can be
used to improve previous results on proportionate
multiprocessor open shop problem with makespan
criterion. Further, it can be adapted to other scheduling
problems where machine-wise proportionality is
considered.
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Abstract

Ship detection and classification is very important for port and coastal security. Due to maritime safety and traffic control, high-
resolution images of ships should be obtained. High resolution color remote sensing ship images taken from short distances provide
advantages in ship detection applications. But the analysis of these high-dimensional images is complicated and requires long time.
Dividing the image data into smaller blocks and representing them with a vector with distinctive and independent features facilitates
the analysis process. For this reason, a block division method is applied first, dividing the image data into small pixel blocks. These
obtained image blocks are also represented by the hybrid feature vectors. These feature vectors are created by adding the sub-features
extracted from the color and texture properties of the images one after another. Using the obtained hybrid vectors, the images are
classified using machine learning methods on Apache Spark. Classification studies were realized using Naive Bayes, Decision Trees
and Random Forest methods in the MLlIib. The analysis of the images was realized much faster with the clustering architecture created
on Apache Spark platform. According to the obtained classification results, 99.62% classification success was achieved by using
Random Forest method. In addition, an average of 3.4 times acceleration was achieved by running each method on 1 master + 4 workers
clustering architecture on Spark.

Keywords: Apache Spark, Classification, Clustering, Machine Learning, Remote Sensing, Ship Detection

Apache Spark Makine Ogrenimi Kullanilarak Uzaktan Algilama

Goriintiilerinden Otomatik Gemi Tespiti ve Simiflandirma

Oz

Gemi tespiti ve siniflandirmasi, liman ve kiy1 giivenligi agisindan ¢ok 6nemlidir. Deniz giivenligi ve trafik kontrolii nedeniyle,
gemilerin yiiksek ¢Oziiniirliiklii goriintiilerinin elde edilmesi gerekmektedir. Kisa mesafeden ¢ekilmis yiiksek ¢oziintirliiklii renkli
uzaktan algilama gemi goriintiileri, gemi tespiti uygulamalarinda avantaj saglamaktadir. Fakat yiiksek boyutlu bu goriintiilerin analiz
edilmesi siireci karmagik ve uzun siireler gerektirmektedir. Goriintii verilerinin daha kiigiik parcalara bolinmesi ve bu pargalardan elde
edilen ayirt edici ve bagimsiz 6zelliklere sahip bir vektorle temsil edilmesi analiz islemini kolaylastirmaktadir. Bu nedenle, oncelikle
goriintii verilerini kiigiik piksel bloklarma bdlen bir blok boliimii yontemi uygulanir. Elde edilen bu goriintii bloklarinin da hibrit bir
Oznitelik vektorleri ile temsil edilmesi gergeklestirilir. Bu 6znitelik vektorleri, goriintiilerin renk ve doku 6zelliklerinden ¢ikarilan alt
ozelliklerin birbiri ardina eklenmesi ile olusturulur. Elde edilen hibrit vektorler Apache Spark'daki makine 6grenmesi yontemleri ile
kullanilarak goriintiilerin siniflandirilmast saglanmustir. MLIib kiitiphanesinde bulunan Naif Bayes, Karar Agaglar1 ve Rastgele Orman
yontemleri kullanilarak siniflandirma caligsmalar1 gergeklestirilmistir. Goriintiilerin  Apache Spark ortaminda analiz edilmesi
olusturulan kiimeleme mimarisi ile ¢ok daha hizli bir sekilde gergeklestirilmistir. Ayrica her bir yontemin Spark 1 master + 4 worker
kiimeleme mimarisi iizerinde ¢alistirilmasi sonucu ortalama 3.4 kata yakin hizlanma saglanmustir.

Anahtar Kelimeler: Apache Spark, Simflandirma, Kiimeleme, Makine Ogrenmesi, Uzaktan Algilama, Gemi Tespiti
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1. Introduction

Today ship detection is very important in terms of
maritime safety and maritime traffic. It is advantageous
to work with ship images obtained by remote sensing
due to coastal and port security (Yang et al., 2018). Also,
ship detection and classification with remote sensing
images is a crucial for military and civilian fields. In the
literature, ship detection studies with remote sensing
images are common in these fields (Liu et al., 2017).
Another study in literature proposes a ship detection
method from optical remote sensing images based on the
network with visual attention (Bi et al., 2019). The type
of image is crucial for correct feature extraction.
Whether the image is a synthetic aperture radar (SAR)
or optical remote sensing image requires different
feature extraction techniques (Cavallaro et al., 2015).
Less complex structure of color image data obtained
from short distance provides an advantage in image
detection and classification (Morillas et al., 2015). Local
feature-based algorithms are used for object recognition
in large-scale data obtained from satellite images (Ergul
and Alatan, 2013).

A new detector called CenterNet++, working with
SAR images, has been proposed (Guo et al., 2020). In
this study, CenterNet++ method was developed to
reduce complex background and increase detection
capability. In another study developed using SAR
images, ship detection was carried out according to the
extraction of areas connected to water (Shi et al., 2019).
Besides these, a new ship detection and classification
method for complex sea surface is presented. (Wang et
al., 2019).

A different approach presents a method for ship
detection using satellite videos (Li etal., 2019). Another
paper about vessel detection algorithms presents
summarize of studies from optical spaceborne sensor
images (Kanjir et al., 2018). Deep learning is used for
autonomous ship detection in another paper. In this
study, a novel hybrid deep learning method that
combines a modified Generative Adversarial Network
and a Convolutional Neural Network based detection
approach is proposed for small ship detection (Chen et
al., 2020). For some ship detection studies, images with
land areas on the sea were used. The island filter is used
for ship detection in the sea area with a land area in these
studies (Wang et al., 2020).

Remote sensing is the technique of recording and
examining the earth and ground resources without
physical connection with them. In other words, remote
sensing aiming to capture the earth images without any
physical contact by means of aircraft and satellites and
to obtain information through these images. The energy
source used for remote sensing is either the sun or an
artificial power source. Remote sensing technology has
allowed the monitoring local and global environment for
object detection (Yuan et al., 2020).

In this study, a hybrid feature vector has been
developed for high performance classification and

detection operations. The aim is to combine all the
distinctive features of the image in a vector space and
create a meaningful feature vector that will produce the
correct result. Detection studies were carried out on
remote sensing ship images in the marine environment.
Before the feature vector was extracted on the images,
the pre-processing was carried out. Noise removal and
complex background cleaning were performed on the
image. Pixel-based approaches make analysis difficult
by considering unnecessary and non-distinctive
variables (Morillas et al., 2015).

In this study, the block section is proposed to
overcome the specified problem. Thanks to this block
section, images are divided into small pixel blocks
labeled as ship blocks or non-ship blocks. The
classification of the blocks was carried out with the
MLIib module of Apache Spark, which is used to
classify large amounts of data. Naive Bayes, Decision
Trees and Random Forest methods under this module
have been applied.

In this approach, color and texture analyzes of the
image are made and different features from both
contents are combined in a hybrid vector. With the new
hybrid vector formed, features are extracted from each
block and then used for training and classification. In
terms of efficiency of classification results, image
blocks were analyzed in three different sizes and
compared.

The rest of the article is organized as follows.
Apache Spark Technology and architecture of cluster
system are explained in Chapter 2. The detection process
and the process of the formation of the feature vector, is
detailed in Chapter 3. Machine learning classification
algorithms of Spark used for fast data classification are
explained in Chapter 4. The results of the analysis are
presented in Chapter 5 with the tables and an evaluation
is made by comparing the results of three different
methods. Future work is presented in Chapter 6.

2. Apache Spark Clustering System

Apache Spark is an open-source library developed
with Scala, which enables parallel processing on large
data sets formed by high volume data. Spark has been
developed as an alternative to the MapReduce method.
Spark can be developed with Java, Scala, Python and R
programming languages and supports SQL, data flow,
machine learning and graphics processing.

The ability of the Hadoop Distributed File System
(HDFS) and MapReduce method offered by the Hadoop
environment to store data on multiple machines and to
achieve parallel processing is faster and easier to
achieve. It is due to the architecture that Apache Spark
processes data faster and easier. Data is analyzed much
faster using more than one machine. An abstraction
method, defined as flexible distributed datasets
(Resilient Distributed Datasets, RDD), is a collection of
divided objects among a series of machines that allow
lost data to be reproduced. With this method Spark
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performs 10 times better than Hadoop in iterative
machine learning operations and can analyze 39 GB of

data interactively in under 2 seconds.
m

In-memory Spark resilient distributed data (RDD)

Disk-based Hadoop distributed file system (HDFS)

Figure 1. Spark and Hadoop in the cluster

Using Apache Spark clustering architecture, tasks
can be distributed to computers in parallel. A Spark
standalone cluster provides own web Ul (User Interface)
by monitoring cluster processes and running
applications. It has a simple and efficient architecture.
Standalone cluster consists of master and workers.
Master is cluster manager that configures worker’s
processes and running applications. Workers start
application’s executors for tasks. Worker nodes
communicate after completing their tasks in parallel and
give the result of application to the master node.

Worker Node

B

Master Node

Driver Program
-
Worker Node

B

Figure 2. Architecture of Apache Spark cluster

In the literature, several methods have been
developed with Spark to analyze various types of data.
It was observed that text data was used for fast
classification (Ogul et al., 2017) as well as image data
for fast detection and classification (Ozcan et al., 2018).
In the detection of objects in large-scale image data,
Spark produces efficient results and can provide high
performance in classification processes (Wang et al.,
2020).

3. Feature Extraction Method

In this study firstly, a block section is applied to the
images. After this step, features are extracted from the
image blocks to be used as training data by extracting
the color and texture features. These features are
combined to create a hybrid feature vector. Then, the
Naive Bayes, Decision Tree and Random Forest
classifiers are trained based on the previously extracted
feature vectors. As the last step after the classifiers have
been trained, the classification between ship blocks and
non-ship blocks has been carried out on the blocks of
test images.

3.1. Block Division

Block-based approach provides more meaningful
and holistic detection as opposed to pixel-based
approach. Thanks to this method, which provides more
homogeneous information depending on the color and
texture content of the image, the rapid creation of the
vector is also provided. In this study, features were
obtained by applying the block section. The color
images passed through the preprocessing stage are
divided into 16x16, then 32x32 and then 64x64 pixel
blocks and recorded in a folder. In Figure 3, some parts
of an image divided into 64x64 blocks are shown.

Figure 3. Example of an image divided into 64x64 pixel
blocks

After the block division section, a binary mask
application was applied for each block for labeling
purposes. The purpose of this approach is to label
images as ship or no ship in advance. The accuracy of
the classification to be carried out in the next stages will
be made by comparing with the labeled data. For this
reason, it is very important to tag the data correctly. Ship
blocks represent the pixel regions within the ship. Non-
ship blocks consist of pixel areas outside the ship
boundaries, such as water and sky areas. The reason for
creating a binary mask is the labeling operations of the
available image data. In image data, black regions are
labeled 0 and white regions 1 (Figure 4.).
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Figure 4. (a) Original image. (b) Binary mask applied to the
image

Compared to a pixel approach, this block division
approach significantly reduces the complexity of the
classification process because the number of elements to
be classified is significantly reduced. Decreasing the
number of elements is important in terms of dimension
reduction of big data. In this study a detection was made
on image data with image dimensions of 16x16 pixels,
32x32 pixels and 64x64 pixels, and comparisons were
presented in tables in the Experimental Studies section.

3.2. Feature Extraction

In classification algorithms such as Naive Bayes,
Decision Trees and Random Forests, it is an important
decision to select the appropriate features to achieve the
desired classification. This selection depends on the split
blocks of the image and the type of images available
(without pixel-based distortion). In case of ship
detection in images obtained from short distance the
marine environment provides useful visual features that
can be used as a feature. This study proposes extracting
color and texture features from each block of images.
After analyzing whether the extracted features are
meaningful in terms of data, they are added one after
another and the feature vector is created. These features
are then used during the training and classification
stages.

3.2.1. Color Feature

Colors define the visual perception of pixels, tone
distribution according to light and give information
about their chromatic densities. In this approach, three
different color spaces are evaluated: RGB (Red-Green-
Blue), HSV (Hue-Saturation-Value) and L*a*b*
defined by CIE (International Commission on
Illumination). RGB is a color image area based on the
color model commonly used in computer graphics
because it works similar to the human visual system. In
this model, primary colors are defined by red, green, and
blue colors represented by the value of each of the RGB
components (Morillas et al., 2015). HSV is a color space
used in computer vision and image analysis with
applications such as object recognition and image
segmentation. One of the main advantages of HSV is the
distinction between density and color information
similar to that performed by the human brain. Hue (H)

describes the shade of the color and its location in the
color spectrum. Saturation (S) represents the purity of
the tint according to a white reference. Value (V) is the
measure of the brightness of the color, that is, the ratio
of white in it (Morillas et al., 2015). The CIE LAB color
space is based on the human perception of different
wavelengths and can identify any color perceived by the
average human observer. CIE LAB is a device-
independent color compared to RGB and HSV which
are device-dependent colors. At the CIE Lab, three
parameters are represented by a sphere. The vertical axis
L* represents lightness. The horizontal axis a* measures
the difference between the red and green components,
and the horizontal axis b* measures the difference
between the blue and yellow components (Morillas et
al., 2015).

Being able to use color spaces as features depends on
the mean and standard deviation from each block for
each color component. Mean:

_ DL X 1) (1)
Mx N

Standard Deviation:

B \[ ML I G- w)” @)
° = MxN

where (X, y) is the color component of the pixel in
(X, y), M is the width of each block in pixels and N is the
height of each block in pixels.

3.2.2. Texture Feature

Texture is a feature that represents the structure and
spatial properties of pixels in a region. The texture can
be characterized by the density properties of pixels and
the spatial relationship between them on a gray level.
Unlike color properties, texture properties describe
region-based information instead of individual pixel. To
extract texture features, images are first converted to
grayscale, eliminating the hue and saturation
information while preserving the brightness component.
After this transformation, two types of texture features
are extracted from each block: first-order-statistics (FS)
and Gray Level Co-occurrence Matrices (GLCM).

In GLCM-based texture analysis, some statistical
data provided by this algorithm are based on. Statistical
data are explained in the table below. The FS-based
statistical data is just like the other table (Gonzalez et al.,
2003):

Table 1. Features of GLCM

Feature Definition

Contrast Density and gray level variations
Correlation Gray level values linear dependence
Energy Pixel homogeneity criterion

Homogeneity  Similarity criterion in different regions
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Table 2. Features of FS

Feature Definition
Mean Pixel values average
Standard Deviation ~ Square root of variance information
Variance Squared deviation from the mean
Distortion Criterion of the asymmetry of its

distribution

Entropy Gray level spatial irregularity
Energy Pixel homogeneity criterion

The reason why the four features above are preferred
for feature extraction with GLCM algorithm is that these
features combined with FS features best represent the
gray level intensities. FS features are given in Table 2.

Table 3. Abbreviation for features used in feature extraction.

Feature Definitions

RGB Mean of RGB component

HSV Mean of HSV component

LAB Mean of LAB component

SD Standard deviation of color components
FS First Order Statistics

GLCM Gray Level Co-occurrence Matrices

4. Classification using Spark MLIib

Machine learning algorithms under Spark used in
image classification are computationally intensive.
Spark contributes well to machine learning, as it
supports fast in-memory computing and recursive
querying of data. MLIib is Spark's scalable machine
learning library (Lagerstrom et al., 2016). It consists of
common learning algorithms and utilities such as
classification, regression, clustering, collaborative
filtering and dimensionality reduction. It also includes
opportunities to model and train deep neural networks.
Spark MLIib provides the use of an application
programming interface in Java, Scala and Python, which
facilitates integration with an existing Java application
that uses OpenlMAJ for image extraction and
classification (Han et al., 2006).

4.1. Naive Bayes

Naive Bayes (NB) algorithm is a controlled machine
learning algorithm. It is a simple probability model for
multiple classifications with the assumption of
independence between features. NB assumes that each
feature contributes independently to the possibilities
assigned to a class. The NB classifier performs the
analysis operations according to the formula below:

P(cIF) = (P(FI)P(c))/(P(F)) ®)

where P(c) and P(F) are the preliminary probabilities of
events ¢ and F, P(c|F) indicates the probability of event
c occurring in the event of event F, P(F|c) indicates the
probability of occurrence of event F when ¢ event
occurs. If P(F) probabilities are the same in all classes,
it is aimed to maximize the dividend only. If P(c)

probabilities are unknown, classes are assumed to be
equal, and then we just maximize P(F|c). When many
sets of data are given, computing P(F|c) will be
computationally — expensive.  Reduction of the
computational complexity in the evaluation of
P(F|c)P(c) is only done with the naive assumption of
class conditional independence using formula below:

P(c|F)~ [Ig=, P(culF)) (4)

It is partially more difficult to train the dataset with
the NB algorithm, but it is a classification algorithm that
works quite fast after training. It acts according to the
condition of being the highest probability of a situation.
The disadvantage is that the data is constantly changing.
Because every new data will extend the training process
(Kaya and Yildiz, 2014). Laplace smoothing was used
in the Naive Bayes algorithm in this study and a
parameter called lambda was used during the training as
equaled to 1.

4.2. Decision Trees

The second method that provides the most effective
results among machine learning algorithms is the
Decision Tree (DT) algorithms. It can be used for
classification and regression.

A decision tree; consists of knot, branch and leaf.
The top part is the root, the path from the root to the
other nodes is the branch and the last result through these
branches is the leaf (Kavzoglu and Colkesen, 2010).
With this algorithm, a series of questions are asked to
the data to be trained, and the results are reached in line
with the answers obtained. While forming a decision
tree, it is calculated with the information gain and
information gain rate approaches according to which
criterion or attribute value of the branch in the tree
(Ozcan et al.,, 2020). DT is a variant of a greedy
algorithm that progresses in the form of dividing and
conquering in a top-down repetition, applying a set of
decision rules (Man et al., 2018). In this algorithm, a tree
structure is created, and class tags are expressed in the
leaves of the tree. The last tree predicts the same tag for
all samples that reach the leaf node. Each section is
determined by choosing the best separation from the set
of possible divisions to maximize knowledge gain in a
tree node. When the split selected in each tree node is
applied to the T dataset of a split v, the arguments
necessary to maximize knowledge gain are obtained by
calculating IG (T, v). Here, two different measures (Gini
impurity and entropy impurity) are proposed for
classifying the dataset (Man et al., 2018). Gini impurity:

gzl fa(l - fa) (5)

is calculated as. Here, C is the number of unique tags,
and f, frekans is the frequency of tag a in a node. The
impurity measure defined for entropy is as follows:

Zg:l —fa lOg(fa) (6)
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Information gain is based on subtracting the main
node impurity from the weighted sum of the two sub-
node impurities. Information gain is defined as follows:

IG(T,v)=Gini(T) — " Gini(Tjqg) — )

N
Nright P
N Gini(Trign)

Here, the data set T with size N is obtained by dividing
the sections and the terms Tyer, and Tyigp, I SizeS Nieg
and Npjgpe- In this study, the maximum number of
divisions for decision trees was chosen as 10. Maximum
number of bins used for splitting features was chosen as
32.

4.3. Random Forest

The Random Forest (RF) method is one of the most
successful machine learning models. RF is a community
learning algorithm that comes together by decision trees
to solve supervised learning tasks such as classification,
has a good tolerance to noise and does not tend to over-
sleep. Compared to the NB and DT approach, it provides
much higher performance classification results. It
combines multiple decision trees by producing stronger
models to get a more accurate and stable estimate. The
algorithm creates a model of multiple decision trees
based on different data subsets using a random data
sample during the training phase. This randomness
constitutes an advantageous feature of the random forest
model, which makes it more robust than a single
decision tree and overcomes the problem of traditional
data being overly compatible and similar (Man et al.,
2018).

Overcompliance is defined as the model's over-
learning and memorizing data while training on data.
The RF approach generates and trains random subtrees
from the dataset and feature vectors to overcome the
problem of over-adaptation, a disadvantage of the DT
approach. In this structure, each of which consists of
different decision trees, the classification process is
realized through the estimates with the highest votes.

The information gain (BK) and Gini index obtained
using the attributes b to divide the sample set T are
shown by the node division formula given below (Cortes
and Vladimir, 1995):

(n)
BK(T, b) = Ent(T) — £}, — - Ene(T) ®)
Gini(T,b) = XV —wGini(Tn) )
PO AmEl

Here (T™) shows that in n branch node it contains all
instances in T with the value of b™ in the b attribute. The
number of trees in the random forest used for training
was determined as 10. The classification number in the
algorithm is determined as 6.

4.4. Training and Classification

In general, a supervised learning process consists of
two stages: training and classification. The images to be
classified are divided into two, as a training and test data
at a predetermined rate. The training set consists of
images used to train the machine learning classifier. In
this approach, features are extracted from the blocks of
these training images and combined in a hybrid feature
vector. Before starting training, the created feature
vector goes through normalization processes. The
correct classification of each block during training is
also provided through binary masks (Figure 4. (b)), in
which the blocks are correctly labeled in advance.

After the image data is trained with machine learning
algorithms, the classification processes are performed in
the test set created by the images used for evaluation.
The classifiers created during the training estimate the
correct classification of the blocks in these test images
and classify them as ship or non-ship blocks. Ship blocks
and non-ship blocks are represented by white pixels and
black pixels, respectively. The results of the
classification analysis on the test images were examined
by three different machine learning algorithms and
evaluations were made. High performance in
classifications made by these algorithms depends on the
block size selected for analysis. The smallest blocks
allow much more detail to be considered than the
images. Compared to small block sizes, classifications
using larger block sizes show less performance. Besides,
factors such as brightness of the images, whether it is
bright due to weather conditions, it is considered as a
disadvantage in the classification stage that camouflage
of the sea ships using shades similar to the colors of the
sea to prevent them to be watched mostly by enemy
forces. This disadvantage is solved by using texture
features in addition to the features obtained from color.

5. Experimental Studies

In this study, a hybrid vector was obtained by
extracting color and texture features from image
contents. The length of the hybrid feature vector is 28x1.
The results and classification success are evaluated
through the different block sizes with the following
tables and graphs. By creating the vector in different
sizes, only the color spaces were first evaluated, then
only the texture properties were evaluated, and
classification procedures were performed. The
classification results using different feature sizes were
also evaluated.

When ship images with dimensions of 768x768 are
divided into 16x16 block sizes, a total of 652032 block
images are obtained for 283 images while 2304 block
images are obtained from one image. When the same
image data is divided into 32x32 block sizes, 163008
block images are obtained, and when they are divided
into 64x64 block sizes, 40752 block images are
obtained. In total, analysis operations were performed
with 855792 block images obtained from 283 images.
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The dataset consists of 283 images shared by the Airbus
Company publicly. The dimension of the images was
768x768 pixels and stored as a jpg format. The training
percentage of the data was determined as 70%, and the
test percentage was 30%. The results of this study are
presented in Table 4 and Table 5. The success of
classification operations using the feature vector and
label vector were calculated using the MLIib library of
Apache Spark in the Eclipse Oxygen version
environment. The results are taken from the GNU/Linux
operating system distributions in  Ubuntu 16.04
environment. Figure 5 shows example images from used
in this study.

Figure 5. Example of ship images

As seen in the Figure 6, the best classification
success has been achieved with RF algorithm. As the
block sizes decrease, it gives much more successful
classification criteria in DT and RF algorithms. When
the graphic is analyzed, it is seen that the Random Forest
approach gives the most successful accuracy. Again,
according to the graph, Decision Trees are more
successful than Naive Bayes approach.

In order to evaluate the classification performance
criteria used in this study from a different perspective,
the classification success was tested by dividing the
hybrid vector created into several feature bases. For this,
firstly, classification results were obtained with the
vectors created in each color space. Then, SD and FS

features were added to each color space vector and
results were obtained. Lastly, GLCM features were
added to measure which vector was obtained with a
better classification result. The results obtained in these
experiments are as follows:
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Figure 6. Accuracy results of ML algorithms in three
different block sizes with the hybrid feature vector (%).

According to Table 4, the 28x1 dimension hybrid
feature vector is divided into parts on ten different
feature bases, which features contribute to the dominant
degree of classification. According to the table, the
vector with the highest performance in 3 different
classification algorithms is our hybrid vector. In
addition, although the classification performance
decreased when trained with Naive Bayes algorithm,
RGB+SD+FS, HSV+SD+FS, LAB+SD+FS vectors, it
is seen that the classification success does not decrease
below 94% when the RF algorithm is trained with all ten
vectors.

Table 4. Accuracy results (%) of 3 different classification
algorithms with piecewise feature vector.

Features NB DT RF

RGB 95.03 96.60 97.59
HSV 98.72 98.75 98.84
LAB 93.36 94.03 94.38
RGB+SD+FS 95.62 98.64 98.72
HSV+SD+FS 93.72 98.63 98.70
LAB+SD+FS 94.39 98.52 98.81

RGB+SD+FS+GLCM  95.45 97.33 98.20
HSV+SD+FS+GLCM  97.12 97.83 98.93
LAB+SD+FS+GLCM  95.29 98.01 98.65
Our Hybrid Vector 80.12 99.58 99.62

After that, classification was made on image test data
using Apache Spark clustering architecture. In this
classification using the master worker architecture, the
analysis of different image data sizes with different
master-worker architecture was evaluated. The variation
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of the Spark speed performance by data size and number
of workers was observed. Time results developed using
three different methods were evaluated. From left to
right, as the number of workers decreased, the test
processing time increased. This shows that parallel
architecture is important in terms of time in big data
processing.

In Table 5, Spark clustering architecture consist of
master and workers has seen using three machine
learning algorithms. It represents the vector number in
million (M). The variation of the Spark speed
performance by data size and number of workers was
observed. The obtained results are presented in Table 5.
Time results developed using three different methods
were evaluated. From left to right, as the number of
workers decreases it was observed that the test process

time increased. With the NB algorithm, it is seen that
there is 3.5 times increase in speed between 1 master+4
workers and 1 master+1 worker on 18 M data. With the
DT algorithm, it is seen that there is a 3.3 times speed
increase between 1 master+4 workers and 1 master+1
worker on 18 M data. Also, it is seen that the RF
algorithm has a speed increase of 3.3 times between 1
master+4 workers and 1 master+1 worker on 18 M data.
Although the time difference between the data size
decreases and decreases proportionally with the data, it
is seen that multiple workers defined processes are
always very fast. As the data size passes to each lower
row, the speed increase is observed when the
classification times are reduced to a certain extent for
evaluation. When it comes to big data, it is much more
reasonable to prefer cluster architecture.

Table 5. Classification times (milliseconds) with NB-DT-RF methods using Master (Ms) - Worker (Wr) clustering architecture

Naive Bayes Decision Tree Random Forest
Number of Vectors - —1 i1 Wr - IMs+aWr 1 Ms+1Wr 1 Ms+4 Wr 1Ms+1Wr 1 Ms+4Wr
18 M 4939 1384 2549 763 25710 7680
15M 3999 1179 2519 692 21075 7054
12M 2972 1056 1925 617 17059 4400
9M 2345 663 1566 383 12754 4410
6M 1563 541 1134 315 8610 2454
3IM 882 271 596 199 4419 1398
features. Thanks to the vector formed by adding the
4 shape feature, ships can be classified according to their
shapes and sizes. Evaluating more complex features
3 using different machine learning methods and extracting
features with deep neural networks can affect the
o . .
2 performance of this study and provide much more
g 2 efficient results.
73
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Figure 7. Classification testing phase speedups as a function
of number of worker nodes

6. Conclusions

The aim of this study is to classify short distance
images between ship and non-ship blocks using machine
learning methods. The highest achievement was the
Random Forest method with a rate of 99.62 %. In the
comparative study between three color areas evaluated,
the HSV+SD+FS+GLCM feature vector achieved the
highest performance rate. It has been observed that when
color and texture features are used together, higher
success is achieved. Higher success can be achieved by
adding the shape feature to the color and texture
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Abstract

Analyzing data by inferring from unstructured data about customers is one of the main purposes of the tourism and many other
industries as well. However, performing unstructured data analysis using traditional methods is quite inconvenient and costly. This can
be overcome by using sentiment analysis, an area of application of text mining. Since there is no proven methodology for sentiment
analysis, researchers often perform their studies by trial and error. Many studies on sentiment analysis have focused on comparing the
preprocessing or the performance of various machine learning algorithms. Both for these reasons and since research on sentiment
analysis with Turkish content is limited, this study aimed to determine the effects of labeling, stemming, and negation on the success
of sentiment analysis using Turkish touristic site analysis. From the data set prepared for this study, 12 different variations were created
according to labeling, number of classes, stemming, and negation. These data sets were classified using the algorithms Naive Bayes
(NB), Multinominal Naive Bayes (MNB), k-Nearest Neighbor, and Support Vector Machines (SVM), often used in sentiment analyses,
and the findings were compared.

Keywords: Text mining, sentiment analysis, machine learning, unstructured data analysis, classification, naive bayes, multinominal
naive bayes, support vector machines

Turistik Mekanlar Hakkindaki Tiirk¢e Duygu Ifadelerinin Makine Ogrenmesi

Yontemleri ile Incelenmesi

Oz

Miisteriler ile ilgili yapilandirilmamis verilerden ¢ikarimlar yaparak bu verileri analiz etmek birgok sektor i¢in oldugu gibi turizm
sektorii i¢in de temel amaglardandir. Yapilandirilmamis veri analizinin geleneksel yontemlerle gergeklestirilmesi oldukga zahmetli ve
maliyetli olmaktadir. Metin analizi uygulama alanlarindan biri olan duygu analizi kullanilarak bu sorunun iistesinden gelinebilmektedir.
Duygu analizi ¢alismalarinda heniiz kanitlanmig bir metodoloji bulunmadigi igin arastirmacilar genellikle deneme yanilma yoluyla
caligmalarim yiiriitmektedirler. Duygu analizi alaninda yapilan bir¢ok ¢alisma duygu analizi 6n islemlerinin ya da farkli makine
O0grenimi algoritmalarinin performanslarinin karsilastirilmasi iizerinedir. Hem bu nedenlerden dolayr hem de Tiirkge igeriklerle
gergeklestirilmis duygu analizi ¢aligmalarinin kisith olmasindan dolayisiyla bu ¢alismada Tiirkge turistik mekan incelemeleri
kullanilarak duygu analizi 6n islemlerinden etiketleme, kdklerine ayirma ve olumsuzlastirma iglemlerinin duygu analizinin basarisina
olan etkileri tespit edilmeye ¢alisilmistir. Bu nedenle bu calisma i¢in hazirlanan veri setinden etiketlenme sekline, sinif sayisina,
koklerine ayirma ve olumsuzlastirma durumlarma goére 12 farkli varyasyon olugturulmustur. Olusturulan bu veri setleri duygu analizi
caligmalarinda siklikla kullanilan Naive Bayes (NB), Multinominal Naive Bayes (MNB), k-Nearest Neighbor ve Support Vector
Machines (SVM) algoritmalartyla siniflandirilarak elde edilen sonuglar karsilastirilmastir.

Anahtar Kelimeler: Metin madenciligi, duygu analizi, makine 6grenmesi, yapilandirilmamis veri analizi, siniflandirma, naive
bayes, multinominal naive bayes, destek vektoér makineleri
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1. Introduction

Structured data obtained by traditional methods are
insufficient for dynamically analyzing changing
customer trends (Esen & Tiirkay, 2017). Therefore, new
mechanisms have emerged that allow the dynamic
analysis of changing customer trends and support the
decision-making of managers in organizations. These
mechanisms enable data-driven decision-making using
unstructured data sources such as social media posts,
blogs, and web server logs (Provost & Fawcett, 2013).
Most of the data used in organizations consist of
unstructured data, with estimations of around 80%
(Beal; Blumberg & Atre, 2003; Lohr, 2012). Therefore,
it is of great importance to analyze unstructured data and
to extract meaningful information that will be useful for
the organization. Through sentiment analysis, which is
one of the sub-research areas of text mining, people's
opinions, evaluations, attitudes, and sentiments about
products, services, and activities can be analyzed (B.
Liu, 2012). In other words, unstructured data can be
analyzed using sentiment analysis.

Sentiment analysis can be performed in two ways,
namely, dictionary-based method and machine learning
method (Can & Alatas, 2017). In the dictionary-based
method, there is a dictionary called sentiment dictionary
that contains a large number of words, and each word
has a sentimental polarity, that is, the word's positivity,
negativity, or neutrality degree. In this method, the
sentimental polarity of the text is calculated by
searching each word, the sentimental state of which is to
be determined, in the sentiment dictionary (Baccianella
et al., 2010; Esuli & Sebastiani, 2006; Kuvd., 2006).
Then, data of unknown classes are classified using this
model (Pangvd., 2002). In some sentiment analysis
studies conducted with machine learning, the classes of
the data are determined manually by the researchers
(Kulcu & Dogdu, 2016; K.-L. Liu, Li, & Guo, 2012).
Some studies perform a labeling process using metadata.
These metadata are often scores ranging from one to five
or the emojis in the text to be analyzed (Chang, Ku, &
Chen, 2019; Gezici & Yanikoglu, 2018; Taecharungroj
& Mathayomchan, 2019; Tirkmenoglu & Tantug,
2014).

Aydogan and Akcayol (2016), Ozyurt and Akgayol
(2018), Can and Alatas (2017) reviewed recent studies
on sentiment analysis based on their methods, areas of
application, and data sets. Considering these reviews
and other research in the literature (Bilgin & Sentiirk,
2017; Coban et al., 2015; Kaynar et al., 2016; Kizilkaya,
2018; Meral & Diri, 2014; Salur et al., 2019; Togoglu,
2018; Tirkmenoglu, 2015), it is observed that the
studies on sentiment analysis are often focused on the
classification of examinations, tweets, or comments in a
certain area using various machine learning techniques
and the comparison of these classification results. It is
also found that sentiment analysis studies in the context
of tourism are quite limited and there are suggestions to

conduct further analysis including Turkish content.
Thus, here, it was aimed to create a data set that allows
the sentiment analysis of texts about Turkish touristic
sites, to determine the effect of labeling on the success
of the classification, and to examine the effect of
tokenization, stemming, and negation on the success of
classification.

To achieve the aims of the study, it is first necessary
to create a data set. To create a data set suitable for the
subject of the current sentiment analysis, reviews on
Tripadvisor, Google Maps, and Foursquare, websites
that are frequently mentioned in research on tourism and
that allow tourists to make comments or reviews about
the places they visit, were used. From these sites,
reviews by tourists for 203 touristic sites in the cities of
Trabzon, Artvin, and Rize in the Eastern Black Sea
region of Turkey were obtained. A total of 49031
reviews were obtained on 10.03.2020. This data
consisted of reviews by tourists, the date of their
reviews, and scores ranging from one to five given by
the tourists. Using these data, the data sets described in
the third section were created. Using each of these data
sets, machine learning models were created using the
classic machine learning algorithms NB, MNB, k-NN,
and SVM. The machine learning models were validated
by 10-repetitive cross-validation and the findings were
obtained by the f-scores of the models.

The second section describes sentiment analysis, the
method of the study. The third section explains how the
experiments were performed. The fourth section
demonstrates the findings. Finally, the last section
discusses these findings.

2. Materials and Methods

This section briefly explains how the data are
obtained, the aforementioned machine learning
algorithms, and the method, sentiment analysis.

2.1. Data Collection

As stated, the data was obtained from the websites of
Tripadvisor, Google Maps, and Foursquare to create the
data sets. First, a list of touristic sites in the cities of
Trabzon, Artvin, and Rize in the Eastern Black Sea
region of Turkey was obtained from karadeniz.gov.tr.
Then, these touristic sites were searched on the websites
and the pages containing comments or reviews on them
were obtained. The links to these pages were sent to the
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Datashake? data scraping? service with a php script. The
reviews were then recorded in the database. Finally, the
data in the database were applied the processes specified
in the experiment section and the dataset(s) was created.

2.2. Sentiment Analysis

The process of automatically discovering some
previously unknown information from different written
sources is called text mining (Hearst, 2003). Text
mining is divided into seven areas of application as text
clustering, text classification, web mining, information
extraction, natural language processing, concept
extraction, and information retrieval and each area of
application has its specific features (Miner et al., 2012).
Sentiment analysis is located at the intersection of
opinion extraction and document classification (Miner
et al., 2012). Sentiment analysis, also known as opinion
mining, is a field of study that analyzes people's views,
evaluations, attitudes, and feelings about assets such as
products, services, organizations, individuals, activities,
topics, and their characteristics (B. Liu, 2012).
Sentiment analysis is often done by classifying the
sentiment in a text in a binary (positive-negative) or
ternary (positive-negative-neutral) form (Seker, 2016).
Sentiment analysis can be performed in two ways:
dictionary-based method and machine learning method
(Can & Alatag, 2017). In the dictionary-based method,
each word in the text is searched in dictionaries with
predetermined polarities, the opinion score of the text is
calculated, and classification is performed (Baccianella,
Esuli, & Sebastiani, 2010; Esuli & Sebastiani, 2006; Ku,
Liang, & Chen, 2006). In the machine learning method,
a machine learning model with labeled data is created
and data with unknown classes are tried to be classified
using the created model (Pang, Lee, & Vaithyanathan,
2002). In this study, sentiment analysis was performed
using the machine learning method, as it has been stated
to be the superior method in the literature (Ozyurt &
Akgayol, 2018).

Since many classification algorithms used in
sentiment analysis by machine learning cannot work
with categorical data, they must be converted into
numerical data. In sentiment analysis, the conversion of
categorical data is often carried out by the bag-of-word
(BOW) method (“bag-of-word model," 2007; Harris,
1954). In this method, every single term in the text (a
word, a sentence, or a certain number of characters) is
considered an attribute and the frequency of each term
in the text is assigned as the value of the attribute. Thus,
categorical text data is converted into digital form.

In many sentiment analysis studies, the data is
preprocessed, consisting of steps such as tokenization,
normalization, stemming, stop words removal, and term

weighting to increase classification success and to
reduce the attribute size (Aydogan&Akcayol, 2016;
Coban, 2016; Coban et al., 2015; Meral & Diri, 2014;
Saad, 2010; Tirkmenoglu, 2015). These steps are
briefly explained below.

Tokenization: In this step, the text to be classified is
divided into terms by various methods. A term can
contain one word or multiple words. Using a method
called n-grams, the text can be divided into word-based
or character-based terms. In word-based n-gram, the
number of n words is treated as a term and in character-
based n-gram, the number of n characters is treated as a
term.

Normalization: There may be typos in texts on social
media. Normalization is a natural language processing
procedure that corrects spelling errors. In Turkish text
classification studies, normalization is often performed
using the Zemberek-NLP natural language processing
tool.

Stemming: In the classification of a given text, each
word in the text is taken as an attribute; therefore, it is
aimed to reduce the number of attributes by stemming.
Stemming is a natural language processing operation
that is often performed using the Zemberek-NLP natural
language processing tool in Turkish (Akin & Akin,
2007).

Stop words removal: While classifying a text,
removing stop words is performed to reduce the number
of attributes in many studies (Coban, 2016; Kaynar et
al., 2016; Meral & Diri, 2014). Stop words are often
those that do not affect the sentiment of the sentence,
such as prepositions and conjunctions (Sevindi, 2013).

Term weighting: In the bag-of-word approach,
words with high frequency become dominant and cannot
provide much information for the model (Waykole &
Thakare, 2018). In other words, terms that appear very
often in the text may not have any distinctive
significance. However, they can have a high weight
value. To prevent this, the frequency of the terms is
rescaled by the TF-IDF method (TermFrequency —
InverseDocumentFrequency) considering how often the
terms occur in all texts (Sparck Jones, 2004). The TF
value is calculated by the formulain Eq. 1, the IDF value
by the formula in Eq. 2, and the TF-IDF by the formula
in Eq. 3.

t ij = 1
fJ ZLP} ( )
D
]

! Datashake is a web service that provides reviews and comments from over 85 websites using data scraping. Using the data
scraping APIs offered by Datashake, users can easily access reviews and comments on websites like Tripadvisor, Foursquare, and

Google Maps (Datashake, 2021).

2 Data scraping is the process of obtaining desired data from unstructured website content by software using data sets that are

suitable for automatic processing (Data Scraping, 2021).
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Wia = tfi; * IDF; ©)

where i = text index, j = term index, F = frequency, df;=
number of texts containing j, and D = the number of
texts.

Text classification studies in the literature have used
different weighting techniques beside TF-IDF such as
A-TF, B-TF, LA-TF, L-TF, Knowledge gain, and Chi-
square (Sevindi, 2013; Yildiz, 2016).

2.3. Naive Bayes Classifier

Naive Bayes is a classification technique based on
the probability theory of Bayes (1763). It is based on the
assumption that each attribute to be used in
classification is independent of each other. It has been
used in text classification studies since the early 1960s
(Maron, 1961). The Naive Bayes classifier briefly
estimates the class with the highest probability by
calculating the probabilities of all cases for each class.
The classifier works as follows.

1. Let X be a vector that is tried to be predicted and
consists of n attributes.

X = (%1, %5 ... Xp) 4)

2. Letthere be mclasses in the data set represented by
C, Cy ... Cp,.
3. The classifier calculates the value with the highest
successive probability P(X |C;) among all classes,
as in Eq. 5, to find out which class the vector X
belongs to.
P(X|C) P(C)

PGl X) = ) ©)

a- P(C)),is calculated as in Eq. 6 by dividing the
number of elements in the C; class by the
number of all elements.

Ci
P(C) = 1&] (6)

b- P(X|C)), is calculated as in Eq. 7 since X is an
n-element property vector. Since the x; values
are considered independent of each other, there
is no need to calculate the P(X) value.

Pixicy = | [Peuc ™
k=1

4. As a result, the C; class, which has the largest
P(X |C;) P(C;) value, is determined as the class of
X.

2.4. Multinominal Naive Bayes

Multinominal Naive Bayes is widely used because it
is a fast, easy-to-apply, and effective method (Rennie,
Shih, Teevan, & Karger, 2003). It is calculated with the
formula in Eq. 5 like MNB and NB. In the MNB
classifier, different from the NB, the P(x,|C;) value is
calculated as shown in Eg. 8.

N,.:
P(lC) = 3~ 7)

where N,; indicates the total frequency of x; in samples
with class C; containing the x;, attribute. N,, indicates the
total frequency of the features included in the samples in
the same class (Coban, 2016; Rennie et al., 2003).

2.5. k-Nearest Neighbor

In this classification method, the k samples nearest
to the sample to be classified are calculated by some
distance measurement methods and the plural class of
the calculated samples is assigned as the class. The k
value is a parameter entered by the expert making the
classification. Entering a too large k value may cause
dissimilar records to be collected together and entering
a too small value may cause some records to be assigned
to different classes (Khan, Ding, & Perrizo, 2002).

2.6. Support Vector Machines

This is a machine learning algorithm developed by
Cortes and Vapnik (1995) for two-group classification
problems. Although it was developed for two-group
classification problems, it can also be used in multi-
group classification problems with planar separation
mechanisms in three-dimensional space and hyperplanar
separation in multi-dimensional space (Giiran, Uysal, &
Dogrusoz, 2014).

2.7. Evaluation of Classification Results

In classification processes performed with machine
learning, metrics such as accuracy, recall, precision, and
f-score are often used to evaluate classification success
(Altunkaynak, 2017; Kése, 2018; Parlar & Ozel, 2016).
These metrics are briefly explained below.

Accuracy: This is a metric that shows what
percentage of classified records has been correctly
classified. It is obtained by dividing the correct number
of classified records by the total number of records.
Accuracy is calculated as shown in Eg. 9 in a two-class
(positive-negative) classification process (Kose, 2018).
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| ~ TP + TN o)
CeUracy = Tp Y TN + FP + FN

where TP (True Positive) = number of records correctly
classified as positive, TN (True Negative) = number of
records correctly classified as negative, FP (False
Positive) = number of records falsely classified as
positive, and FN (False Negative) = number of records
falsely classified as negative.

Recall: Also called the true positive rate (TPR),
recall is a metric that shows how many of the true
positives were correctly classified. Recall is calculated
as shown in Eq. 10 (Kdse, 2018).

TP
= — 10
Recall TPTFN (10)

Precision: Precision is calculated as shown in Eq. 11
by dividing the number of correctly classified records by
the total estimated number of positives. Precision is a
metric that specifies how many of the positives
predicted by the classification model were true positives
(Shung, 2020).

TP
ision = ——— 11
Precision TP FP (11)

F-Score: This is an evaluation indicator that takes
into account both the recall and the precision metrics. It
is based on the efficiency criteria of Rijsbergen (1979).
It is calculated as shown in Eq. 12 by taking the
harmonic means of precision and recall ("F1 score,"
2006; Miner et al., 2012).

2 * Precision *recall
F — Score = — (12)
Precision + recall

3. Experimental Setup

An experiment was carried out in this section to
achieve the aims stated in the introduction. The steps for
this experiment are given below.

3.1. Data Preparation

Since the study is a sentiment analysis study, the data
should be prepared for analysis. The following
operations were carried out for this preparation.

Identifying Turkish Reviews: Since only reviews
written in Turkish were to be used in the study, it was
necessary to determine the language in which the
reviews were written. Many software or services do this.
The language values of the data were determined using

the language detection method in the Google Translation
API® and only reviews detected to be in Turkish were
used Google, 2019).

Cleaning and Lower Casing: All other characters in
the text such as punctuation marks, numbers, and special
characters are cleared. All characters are converted to
lowercase letters.

Term Normalization: The data is normalized as
explained in Section 2.2 using Zemberek-NLP to
eliminate spelling errors.

Stemming and Negation: All words are separated
using Zemberek-NLP to reduce the number of attributes.

Since Turkish is an agglutinative language,
negativity in words is made by suffixes. A negative word
can become positive as a result of stemming. Therefore,
negative words should be found and appropriate
negativity suffixes such as “siz/siz,” “me/ma,” and
“I/1i” should be added to their roots. This process is
called negation (Gezici & Yanikoglu, 2018). This
process was applied to all words that needed to be
negated in the sentiment analysis.

Stop Words Removal: Finally, all stop words defined
by Sevindi (2013) were deleted. The data were prepared
for sentiment analysis. After removing non-Turkish
reviews and all stop words, the number of reviews
decreased from 49,031 to 37,912.

3.2. Preparation of Data Sets

A number of data sets were created to achieve the
aims mentioned in the introduction. To create these data
sets, the 37,464 reviews prepared for sentiment analysis
in section 3.1 were read one by one by the researcher
and the positive, negative, and neutral comments were
determined. In other words, manual labeling was
performed. The data were also labeled according to the
scores. Reviews with scores of four and five were
labeled as positive, those with three as neutral, and those
with one and two as negative. As a result of the
automatic labeling process according to scores, 3458
records were labeled as negative, 5556 as neutral, and
28898 as positive. As a result of manual labeling, 5614
records were labeled as negative, 5658 as neutral, and
26640 as positive.

After the labeling process, data sets were created by
taking an equal number of samples from each class. The
data sets were created according to the number of
classes, the status of labeling, the stems of the words,
and negation. The data sets are presented in Table 1. A
systematic code was given to each data set for easy use.

As seen in Table 1, data sets are first separated
according to their labeling status to determine how the
type of labeling affected classification success. Since
both two-class and three-class sentiment analysis will be
performed with the data sets, they are also divided
according to the number of classes. To determine the
effect of stemming and negation on classification

3 Google Translation API is a translation and language detection service that supports over 100 languages (Google, 2019).
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Table 1. Data sets used in the study

Labeling Status Number of Classes Stemming and Negative Condition Data Set Code
Not Stemmed M2-DS1
Two
(Positive, Negative) Stemmed and Not Negated M2-DS2
Stemmed and Negative M2-DS3
Labeled Manually
A Not Stemmed M3-DS1
Three
(Positive, Negative, Neutral) Stemmed and Not Negated M3-DS2
Stemmed and Negated M3-DS3
Not Stemmed S2-DS1
Two
(Positive, Negative) Stemmed and Not Negated S2-DS2
Stemmed and Negated S2-DS3
Auto Labeled by Score
A Not Stemmed S3-DS1
Three
(Positive, Negative, Neutral) Stemmed and Not Negated S3-DS2
Stemmed and Negated S3-DS3

success, the data sets are divided into three according to
the stems of the words and negation.

3.3. Experiment

The data sets were classified using the classic
machine learning algorithms NM, MNB, k-NN, and
SVM over the WEKA?* software. The adjustments made
in the WEKA software for the classification are listed
below.

e The String to Word Vector filter was used to

convert the texts to numeric data.

e TF-IDF was used for term weighting.

e  The texts in the data sets are divided into word-

based n-grams. Tests were conducted with
values of 1-gram, 2-gram, and 3-gram.

e In the k-Nearest Neighbor algorithm, the value
of k was considered as three, considering the
uses in the literature (Silahtaroglu, 2013). The
default parameters of the WEKA software are

used in other classification algorithms.
e All data sets were validated by 10-fold cross-
validation and classification

obtained.

4. Results

results were

With the data sets mentioned in the previous section,
144 tests were carried out. With the tests performed, the

Table 2. Classification results of the two-class sentiment analysis process

Labeling Type Data set n-gram NB MNB SVM K-NN
1-gram 0,88 0,93 0,94 0,79

M2-DS1 2-gram 0,87 0,94 0,94 0,63

3-gram 0,87 0,94 0,93 0,62

1-gram 0,86 0,92 0,94 0,81

Manually Labeled M2-DS2 2-gram 0,87 0,94 0,94 0,71
3-gram 0,87 0,94 0,94 0,70

1-gram 0,86 0,93 0,95 0,81

M2-DS3 2-gram 0,87 0,94 0,95 0,70

3-gram 0,87 0,94 0,94 0,69

Average F-score 0,87 0,94 0,94 0,72
1-gram 0,84 0,87 0,91 0,36

S2-DS1 2-gram 0,85 0,87 0,92 0,35

3-gram 0,85 0,87 0,92 0,35

1-gram 0,86 0,86 0,91 0,36

Automatically Labeled by Score S2-DS2 2-gram 0,86 0,87 0,93 0,35
3-gram 0,86 0,87 0,93 0,35

1-gram 0,86 0,86 0,91 0,36

S2-DS3 2-gram 0,86 0,87 0,93 0,35

3-gram 0,86 0,87 0,93 0,35

Average F-score 0,86 0,87 0,92 0,35

4 Weka (Waikato Environment for Knowledge Analysis) is an open-source software used in data mining and machine learning

(Witten, Frank, Hall, & Pal, 2016).
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Table 3. Contribution of stemming and negation to classification success in two-class sentiment analysis

Data Set n-gram NB MNB SVM K-NN
1-gram -0,02 -0,01 0 0,03
('\gtze'n'?;zin‘ )'V'Z'DSl 2-gram -0,01 -0,01 0 0,08
9 3-gram -0,01 -0,01 0 0,08
1-gram 0,01 0 0 0
?l"\ég'ztslgn’) M2-DS2 2-gram 0,01 0 0,01 -0,01
3-gram 0,01 0 0 -0,01
1-gram 0,02 -0,01 0 0,01
(SSZt-eEr)nSnii; 332'D51 2-gram 0,01 -0,01 0 0
9 3-gram 0,01 -0,01 0,01 0
1-gram 0 0 0 0
(SNZGS;?O;)SZ DS2 2-gram 0 0 0 0
3-gram 0 0 0 0

contribution of labeling, stemming, and negation to
classification success were measured, and then the
classification success of different classifiers was
compared. As a result of these tests, 144 machine
learning models were created. The f-score values
showing the classification success of machine learning
models are given in the tables.

When Table 2 is examined, it is seen that the most
successful two-class sentiment analysis classification is
performed with the SVM classifier. It is seen that the
SVM and MNB algorithms achieved very close
classification results with manually labeled data sets. In
manually labeled two-class data sets (M2-DS1, M2-
DS2, M2-DS3), average f-scores were 0.94 for SVM
and MNB, 0.87 for NB, and 0.72 for k-NN. In
automatically labeled two-class data sets (S2-DS1, S2-
DS2, S2-DS3), average f-scores were 0.92 for SVM,
0.87 for MNB, 0.86 for NB, and 0.35 for k-NN. These
results show that classification with manually labeled
two-class data sets was more successful than
classification with automatically labeled two-class data
sets according to scores.

No preprocessing was applied to the data in the data
sets ending with DS1. The words in the data sets ending

Table 4. Three-class sentiment analysis classification results

with DS2 were applied stemming. The words in the data
sets ending with DS3 were applied both stemming and
negation. Besides, each data set was classified into
tokens with parameters of one, two, and three grams and
the classification process was carried out. The difference
between the classification results of data sets ending
with DS2 and DS1 shows the contribution of stemming
to classification success. Similarly, the difference
between the classification results of data sets ending
with DS3 and DS2 shows the contribution of negation to
classification process. In the light of this information,
when Table 3 is examined, it is seen that stemming
manually labeled two-class data sets with the k-NN
classifier had a significant contribution to classification
success. On the other hand, in the classification of
automatically labeled two-class data sets with the NB,
SVM, and k-NN classifiers, stemming had little
contribution. In the classification of manually labeled
two-class data sets, negation had a general contribution
to classification success. However, the same does not
apply to automatically labeled two-class data sets, where
negation was found to have no contribution.

In Table 4, the classification results obtained for
three-class sentiment analysis are given. When the table

Labeling Type Data set n-gram NB MNB SVM K-NN
M3-DS1 1-gram 0,70 0,72 0,79 0,61

2-gram 0,70 0,74 0,80 0,49

3-gram 0,70 0,74 0,79 0,49

M3-DS2 1-gram 0,70 0,72 0,79 0,64

Manually Labeled 2-gram 0,70 0,73 0,79 0,55
3-gram 0,70 0,73 0,79 0,54

M3-DS3 1-gram 0,70 0,72 0,80 0,64

2-gram 0,70 0,74 0,80 0,54

3-gram 0,71 0,73 0,79 0,54

Average F-score 0,70 0,73 0,79 0,54
S3-DS1 1-gram 0,59 0,63 0,70 0,20

2-gram 0,59 0,64 0,70 0,19

3-gram 0,59 0,63 0,69 0,18

S3-DS2 1-gram 0,62 0,62 0,71 0,22

Automatically Labeled by Scores 2-gram 0,62 0,63 0,71 0,19
3-gram 0,62 0,62 0,70 0,19

S3-DS3 1-gram 0,63 0,63 0,71 0,23

2-gram 0,62 0,63 0,71 0,19

3-gram 0,62 0,63 0,70 0,19

Average F-score 0,61 0,63 0,70 0,20
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Table 2. Contribution of stemming and negation processes to classification success in the three-class sentiment analysis process

Data set n-gram NB MNB SVM K-NN
M3-DS2 — M3-DS1 1-gram 0 -0,01 0 0,03
(Stemming) 2-gram 0 0 0 0,06
3-gram 0 -0,01 0 0,05
M3-DS3 — M3-DS2 1-gram 0 0 0,01 0
(Negation) 2-gram 0 0 0,01 -0,01
3-gram 0 0 0 0
S3-DS2 - S3-DS1 1-gram 0,03 -0,01 0,01 0,03
(Stemming) 2-gram 0,03 -0,01 0,01 0
3-gram 0,02 -0,01 0,01 0
S3-DS3 - S3-DS2 1-gram 0,01 0,01 0 0
(Negation) 2-gram 0,01 0 0 0
3-gram 0,01 0 0 0

is examined, it is seen that the most successful classifier
in the three-class sentiment analysis was the SVM. In
manually labeled three-class datasets (M3-DS1, M3-
DS2, M3-DS3), average f-scores were 0.79 for SVM,
0.73 for MNB, 0.70 for NB classifier, and 0.54 for k-
NN. In automatically labeled three-class data sets (S3-
DS1, S3-DS2, S3-DS3), average f-scores were 0.70 for
SVM, 0.63 for MNB, 0.61 for NB, and 0.20 for k-NN.
These results show that classification with manually
labeled three-class data sets was more successful than
classification with automatically labeled three-class data
sets.

Table 5 shows the contributions of stemming and
negation in three-class sentiment analysis to
classification success. When Table 5 is examined, it is
seen that stemming had a significant contribution to
classification success in the classification of manually
labeled three-class data sets using the k-NN classifier.
However, stemming had little contribution in the
classification of automatically labeled three-class data
sets using the NB, SVM, and k-NN classifiers. It is also
seen that negation contributed to classification success
in the processes with the NB, MNB, and SVM
classifiers.

5. Conclusion

In this study, a sentiment analysis was carried out
with the machine learning method using Turkish
reviews for touristic sites. The classification success of
the NB, MNB, SVM, and k-NN classifiers was
compared in the sentiment analysis, the effects of
stemming and negation on classification success were
investigated, and the effect of the type of labeling on
classification success was measured. Both two-class
(positive-negative) and three-class (positive-negative-
neutral) sentiment analyses were performed. As a result,
the most successful classification result in two-class
sentiment analysis was reached using the SVM classifier
with an f-score of 0.95. The most successful
classification result in three-class sentiment analysis
was again reached using the SVM classifier with an f-
score of 0.80. It was concluded that the classification
results were more successful in the sentiment analysis of
manually labeled data sets compared to data sets

automatically labeled according to scores. It was
determined that stemming significantly contributed to
classification success, especially in the k-NN classifier.
It was observed that stemming had little contribution to
classification success in the NB and SVM classifiers,
and a negative effect on classification success in the
MNB classifier. Negation resulted in a general increase
in classification success in the NB, MNB, and SVM
classifiers.

Considering that similar studies in the literature
reported f-score values of 0.78 — 0.92 for two-class
sentiment analyses and 0.59 — 0.78 for three-class
sentiment analyses, it can be said that the results are
quite successful (Coban et al., 2015; Kaya et al., 2012;
Kaynar et al., 2016; Velioglu et al., 2018; Yildirim et al.,
2015). While the findings suggest that the sentiment
analysis model created here is feasible for Turkish
touristic site reviews, using the data sets in further
research and comparing the findings will result in better
interpretations.

In the sentiment analysis performed here, the bag-of-
word method was used for word representation and
classic machine learning algorithms were used as
classifiers. Future studies should aim to measure the
classification performance of the data sets created here
using different word representation methods such as
fastText, word2Vec, or glove, along with different
machine learning techniques such as artificial neural
networks.
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Abstract

Digital transformation of urban transportation services attracts significant attention within the scope of smart city studies. It is known
as a strategic action with many investment opportunities for the future cities, therefore it attracts the attention of enterprises and
institutions. A sound and sustainable digital transformation requires substantial decision support in order to customize the needs and
priorities of cities, especially in developing countries, where a lack of knowledge and skills is the case. Mobility 4.0 is recognized as
the most up-to-date state of art technology and vision for urban transportation in the age of smart cities. Mobility as a Service (MaAS)
is one of the most prominent Mobility 4.0 components that needs to be developed with an integrated management approach, which is
available for research and development investments that have defined conceptually yet. In this study, the smartness level of city
transport services is identified with a four-level transition approach. The transition from Mobility 3.0 to Mobility 4.0 for cities has been
carried out with conceptual integrated management design of MaAS and demonstrated with a case study. The study also adapted a
series of new strategically targeted transformation priorities for cities with reference to research and development strategies.

Keywords: Digital Transformation, MaAS, Mobility 4.0, Transportation Management, Nominal Group Technique, Smart City.

AKkilh Sehirler icin Mobilite 4.0 Gecisinde Akillihk ve Stratejik Oncelik
Degerlendirmesi

Oz

Kentsel ulagim hizmetlerinin dijital doniisiimii, akilli sehir ¢aligmalarinda 6ne ¢ikan ve biiyiik ilgi goren bir konudur. Bu dontigiim
gelecegin sehirleri igin birgok yatirim firsati igeren stratejik bir eylem olarak bilinir, bu nedenle sirketlerin ve kurumlarin ilgisini
cekmektedir. Giiglii ve siirdiiriilebilir bir dijital doniisiim, 6zellikle bilgi ve beceri eksikliginin s6z konusu oldugu gelismekte olan
iillkelerde, sehirlerin ihtiyaglarini ve 6nceliklerini dzellestirmek i¢in etkin bir karar destegi gerektirir. Mobilite 4.0, akilli sehirler gaginda
kentsel ulagim igin en giincel teknoloji ve vizyon olarak kabul edilmektedir. Bir hizmet olarak hareketlilik (MaAS), kavramsal olarak
heniiz tanimlanmig arastirma ve geligtirme yatirimlart i¢in mevcut olan entegre bir yonetim yaklagimiyla gelistirilmesi gereken en
onemli Mobilite 4.0 bilesenlerinden biridir. Bu ¢alismada, sehir i¢i ulasim hizmetlerinin akillilik seviyesi dort asamali bir gegis
yaklagimi ile belirlenmistir. Sehirler icin Mobilite 3.0'dan Mobilite 4.0'a gecis, MaAS'in kavramsal entegre yonetim tasarimi ile
orneklenmis ve bir vaka caligmast ile gosterilmistir. Calisma da ayrica, arastirma ve gelistirme stratejilerine referansla sehirler igin
stratejik olarak hedeflenmis bir dizi yeni doniisiim 6nceligi ile ilgili 6nerilerde bulunulmusgtur.

Anahtar Kelimeler: Dijital Doniigiim, MaAS, Mobilite 4.0, Ulagim Y6netimi, Nominal Grup Teknigi, Akilli Sehir.
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1. Introduction

Digital transformation is a crucial instrument of
smart cities, which implies digitizing business processes
using information and communication technologies
(ICT) infrastructure, while a digital system supported by
artificial intelligence technologies is known as an
intelligent system. Emerging technologies help facilitate
widespread use of smart services in urban life and city
management, noting that use of smart systems is a
transformation process that requires investment and
takes time (Anttiroiko et al., 2014). In this regard, policy
makers need to plan strategically focused
transformation. It is known that credible assessment
models are required to identify smartness level of
digitalisation processes and to evaluate the efficiency,
efficacy and sustainability of Intelligent Transport
Systems (ITS).

Digital transformation is an ongoing process, which
introduces new services while updating many existing
services. Particularly, the new services are initiated in
the conceptual level, either through definitions originate
from use cases or from prototypes, which remains
uncertain and risky in comparison to the mature and
well-defined services. There are cities that decide to take
initiative for investing in infrastructures required for
various services as part of digital transformation, while
there are many others which may not afford to exercise
new developments due to imposed uncertainties and
risks of digital services owing to various city-specific
circumstances, such as budgets, knowhow etc. Some
cities realize the digital transformation process with
sustainable city-specific strategies by experimenting
with prototypes of digital services with pilot
applications. Others may choose a risk-free digital
transformation strategy with certain services which
already have defined infrastructure service requirements
and related process. In this respect, the determination of
digitalisation targets for transportation services and the
choice of a digital transformation strategy compatible
with cities are investigated within the scope of this
study.

The digitalization of urban transport systems is
addressed in the literature with the concepts of smart city
and Mobility 4.0. There are a number of city indicators
for smart city assessment. Using various combinations
of these, it is possible to comment on the smart
transformation of cities. The most important causes of
emissions in the cities emerge from the transportation
services (Colvile et al., 2001). Traffic congestion, lack
of public transport capacity, and lack of infrastructure
are the most frequently complained problems (Redman
et al., 2013). According to studies conducted in
European Union countries, fossil fuel consumption,
which corresponds to 24% of total greenhouse gas
emissions and 1/3 of total energy consumption,
originates from the transportation sector (Foltynova et
al., 2018).

Smart cities have been evaluated with a general
maturity approach that implies situational analysis for
current position and evaluations for the implementation
of new technologies in the literature. The studies exploit
weighted average method using indicators determined
as smart city evaluation model (Tay et al., 2018). Being
a smart city is not an objective, but a means to achieve a
goal (Akpinar, 2019). The approaches presented with
maturity models make an assessment of the current
situation. However, these studies do not provide
decision support as they do not set digital transformation
targets for cities according to their potential.

On the other hand, the concept of Mobility 4.0 can
be viewed as an implementation of Industry 4.0 to
perform digital transformation of transportation
services. The historical progress of Mobility 4.0
demonstrates how the stages of mobility develops
alongside the emergence of smart city concepts, trends
and smartness level. The development steps of the
Mobility 4.0 are specified in terms of transportation
services and utilized as a key performance indicator
suggesting the level of smartness. We propose
measurable objectives in determining the level of
smartness specific to cities, rather than comparing the
current level of digitalisation of cities with various
criteria. This paper elaborates a digital transformation
framework that takes into account the characteristics,
capacities and specific strategies of cities based on
expert opinion for decision makers responsible for the
digital transformation of cities.

The proposed framework evaluates the digital
transformation on component basis. The smartness level
of each component is calculated by the model according
to expert opinions utilising smart city indexes.
Investments by local governments in research and
development (R&D) are needed for the digital
transformation of conceptual services. Mobility as a
service (MaAS) can be considered in this context.
Additionally, in this study, the transition process of
MaAS, which is conceptually defined only in literature,
is analysed for different categorized cities with the
transformation of digitization trends and Mobility 4.0
components. This approach assists to ascertain which
city needs a priority of smartness transformation in
terms of Mobility 4.0 components of MaAS first. A
strategic evaluation is made according to the R&D
investment potentials for the components under
consideration and it is recommended to rank
transformation priorities.

Expert views suggest that a healthier digital
transformation process requires starting form strategic
level, where the common strategies of cities with respect
to the digital transformation of transportation services
are developed with leading, sustainable and cost-
efficient integral systems. For a sustainable ecosystem,
it is necessary to reduce the use of private transportation
offering comfortable and highly capacitated public
transportation and increase mobility, while, for a
habitable environment, cities should prioritise
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accessible, comfortable, transparent and economical
transportation services that prevent noise and noise
pollution.

The framework introduced in this work evaluates the
qualities and potentials of cities imposes working
principles to be considered as a road map. The following
contributions are introduced by this article:

(1) The concept of Mobility 4.0 is summarized with
its components, explained with its historical
development, user trends and the level of smartness in
digitization. This is useful to grasp the essences of the
digital transformation of cities in transportation services.

(2) An integrated management approach associated
with Mobility as a service (MaAS) in this respect is
considered based on R&D investment decisions, which
is required for smart transportation platforms and
structural transformation.

(3) The concept of the level of smartness in
transportation systems is presented. It proposes a four-
stage transformation model for digital transformation
defining a 4-tier operation and management process to
evaluate integrated components.

(4) The general flowchart/road map of the proposed
approach is included.

(5) The strategically focused prioritization approach
is explained and exemplified.

(6) The implementation is comparatively evaluated.

2. Literature Review and Background

Modern transportation faces prominent challenges
such as congestion, pollution, greenhouse gas emissions,
the scarcity of oil, growing last mile inefficiency in
increasing a city's density, growing transport demand,
which appear to impose causal effects upon increasing
inefficiency in the transportation systems. Therefore, it
enforces the policymakers and industrial leads to
address these issues for sustainability concerns (Miiller
and Liedtke). The use of advanced technology and
systematic management approach will increase
efficiency and reduce pressure in the use of limited
resources. The main strategy to be implemented in the
solution of transportation-related city problems is to
design people-oriented, sustainable and
liveable/habitable systems (Angelidou et al., 2018).
Smart cities provide opportunities to use integrated
service management and common infrastructure
(Razaghi and Finger, 2018).

Mobility 4.0 concept is defined as "Integrated Urban
Mobility", which aims to provide effective transport
services by integrating all kind of emerging technologies
in transportation (Sochor et al., 2015, Smith et al., 2018).
Private and public sector cooperation (ina¢ and
Donmez, 2018), mobile data collection (Sentiirk and
Coulibally, 2020), use of cloud technology (Cottrill,
2020) and artificial intelligence supported service
systems are prioritised in the digital transformation of
transportation systems components. There is no "one
size fits all" Mobility 4.0 and it is critical to consider

local specifications for successful implementation
(Butler et al., 2020).

It is not trivial to identify the smartness level of smart
cities since there are many elements and dimensions that
characterize a smart city. It is equally difficult to define
and propose a universal standard approach to reach an
assessment level with the characteristics of cities around
the world. That suggests that smart city assessments
should take into account that cities have different visions
and priorities to achieve their goals (Albino et al., 2015).

The following studies relevant to transportation
components have mainly been carried out on
transformation, which can be considered related to
intelligent transportation systems. The studies and the
components help determine the needs for a general
framework of digital transformation.

Traffic jam (Mouchili et al., 2018)

Lack of parking lots (Ma and Xue, 2020)
Accessibility (Mouchili et al., 2018)

Traffic Safety (Mouchili et al., 2018)
Comfort problems (Lytras and Visvizi, 2018)
Noise pollution (Bello et al., 2019)

Visual pollution (Bello et al., 2019)

Air pollution (Kumar et al., 2015)

Limited public transportation capacity
(Lytras and Visvizi, 2018)

Logistics distribution problems (Crainic et
al., 2009, Yaman and Baygin, 2020).

Many problems are linked by cause and effect
relationship. Therefore, it is necessary to develop
integrated approaches. A model containing expert
opinion that evaluates the digital transformation needs
of transportation components together has been
developed in this study.

Essentially, there is no definitive approach to the
measurement of smart city outcomes, although
approaches should be using current indexes and their
values for build a framework. The indices help
simplifying the work of the engineers of the national and
local authorities without requiring general knowledge of
the subject and marketing the results to the public
opinion with possible policy implementations.

The suggested indexes in the evaluation of the
digitalization of transportation are as follows: Traffic
Efficiency, Mobility, Traffic Safety, Pollution and
Public Transportation Capacity (Kaparias et al., 2011).

The capabilities of cities, the structure of the city, its
geographical conditions and the socio-economic
structure of the region will naturally affect the
digitalization goals. Indices suitable for these
qualifications should be added to the evaluation criteria.

Four different development methods were used in
the selection of smart city evaluation indicators. First,
developers often choose peer-reviewed literature to
choose smart city sizes and their indicators are
weighting of composite indexes (Pringle, 2011). The
second is rational expert opinions, using a combination
of interrogative surveys, consultation workshops, the
Delphi method and the Analytical Hierarchy Process
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(AHP) (Giffinger et al., 2007). Thirdly, it relies on the
eco-design approach to involve various stakeholder
groups (Manville et al., 2014). Fourth and finally, the
best practices of smart city assessment are evaluated.
Figure 1 shows which methodology is often used in such
studies (Sharifi, 2020).

52%
33%
11%
4%
—
Best Practice ~ Stakeholder Literature Expert
Analysis Consultation Review Opinions

Figure 1. Major methods for development of assessment
digital transformation (Sharifi, 2020).

Cities are classified into specific clusters for
comparison with respect to various criteria such as
economic development level, population, geographical
location, ICT infrastructure. The most common
classification criterion used is the economic
development level of the countries. In this classification,
cities are classified as developed country cities,
developing countries cities and cities in underdeveloped
countries (Kemeny and Storper, 2015). Another
classification is done with population. For example,
cities with a population of over 10 million are called
megacities, while others are ranked as super city, middle
city and small city (Ngo et al., 2019). Geographical
location suggests that cities are classified as European
cities, Far East cities, South American cities, African
cities (Nagy, 2016). Meanwhile, in order to identify
innovation and creativity level of countries, a
classification has been made for countries according to
the number of patent applications (Khayyat and Lee,
2015). We adopted a hybrid approach, in this study, to
classify the cities using existing criteria in which the
economic  power, infrastructure  opportunities,
innovation provision and the impact of the population
are taken into account.

The hybrid approach proposed in this study is
inspired of research and development (R&D) activities
to adapt of new technologies. The idea is to consider
smart city digital transformations process the same as
the new product R&D strategies that are widely accepted
in production and service systems. Companies in
existing new product strategies; Classified by "First-to-
market", "Follow-the-leader" and "Me-too" strategies.
(Morse et al., 2014). Likewise, cities can be categorised
into such three classes with respect to their economic
strength, innovation potential, and human resources.
While cities are setting their strategic objectives are
recommended to follow similar strategies;

v "First-to-market" class can be reserved for
cities with high innovation potential in
developed countries with a population of over
10 million, such as London, Seoul, and New

York. In this study, this group of cities are
referred to as "Leading City" that have
R&D investment capabilities and are able to
invest in digitalisation-wise future-oriented
services defined as concepts. Cities in this
group have R&D investment potential.

v "Follow-the-leader™ class of cities have
lower population and high potential such as
Amsterdam and Barcelona. In this study, they
are referred to as "'Sustainable City" that are
classified as the cities capable of investing in
prototype development for products and are
following sustainable strategies for digital
transformation with exercising through pilot
applications.

v' Cities, such as Istanbul and Moscow, with
high potential but limited economic power
are defined to be in “Me-too” group. In this
study, this group of cities are referred to as
“Cost-efficient City”. They transform
developed and accepted digital services in
cities.

This paper introduces the use a 4-tier model
developed in the assessment of the smartness level based
on expert opinion. It has been suggested to choose
indexes used in smart city evaluations as indicators. The
process flow diagram of the proposed model is
presented in Figure 5.

Digitalisation  offers substantial benefits to
effectively manage infrastructure resources for the
solution of transportation problems in the city life but
takes a long time. Expert judgments and an
implementation model are needed to decide which
transport component should primarily be digitalised.
The economic power and ICT capacities of the cities
also need to be evaluated, as transformation decisions
require new investment.

3. Proposed Approach for Digital
Transformation

Similar to the digital transformation of transportation
in many ways, it is associated with a widely used
industrial concepts such as Industry 4.0.

Industry 4.0 is the most up-to-date version of
industrial periods, which requires to understand its
difference from previous industrial periods. The main
technology of Industry 4.0 is the Cyber-Physical System
(CPS), which is defined as the combination of physical
and cybernetic systems (Lee et al., 2015, Klingenberg
and Antunes, 2017). It is due to some important
technical advances in Cyber-Physical Systems, the
Internet, embedded systems, computer science and
artificial intelligence (Hellinger and Seeger, 2011).

3.1. Transition of Mobility 4.0

The transformation of transportation services has
been conducted with emerging technologies and
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innovations in-line with the development of the
industry. The new version of mobility, also known as the
new generation, is called "Mobility 4.0". At the time of
traditional transport, the trends consisted of road
transport by private vehicles and public transport travel
by intercity railways. In recent times, multimodal
transport services have developed with public-private
cooperation. Nowadays, Mobility 4.0 allows the use of
advanced technologies for efficient management of

Public Enterprise
Private Vehicle Ownership

TRENDS

| MOBILITY 2.0 |

= =

MOBILITY 2.0

| MOBILITY 1.0 |

L &5

MOBILITY 1.0

o Use of waterways,
(Sailing Ships) o Urban rail systems
o Horse and Carriages o Motor vehicles

o Steam trains

o Cycling

Public & Private Sector Cooperation

Multimodal Transport

transport resources. With the concept of Mobility 4.0,
the new trend of transportation management is to
increase the sharing economy and mobility. The
development of mobility and the concept of Mobility
“4.0” is presented in Figure 2.

Increasing Mobility
Sharing Economy

| MOBILITY 3.0 |

|  MOBILITY 4.0 |

—

®

=

MOBILITY 3.0

o Land and airway
transportation

o Automobile focused
mobility

o Multimodal mobility

o Web and mobile apps

MOBILITY 4.0

o Mobility as a service (MaAS)
o Sharing economy

o Real time mobility

o Autonomous transport services

o End-to-end services (V2X, V2V)

| 18T cenTURY | || 19TH CENTURY |

20TH CENTURY | I

21ST CENTURY

Figure 2. Development of transportation and the concept of Mobility 4.0

Until the end of the 18th century, in the first period
of the industry, waterways and sailing ships were used
in water transport. In this period, rail transport with
steam-powered trains had begun to develop. On the
land, horse and horse drawn carriages were used for
transportation. Transportation services also changed
with the invention of fossil fuel engines in the 19th
century. In 1863 the word’s first underground railway
was opened in London (Halliday, 2013). Bicycles,
automobiles, rail systems and maritime transport began
to be widely used. These developments and the
emerging transportation services until the 20th century
are named as the traditional period in this article. Of
course, these services constitute the basis of
transportation components today. Some transportation
components, which are considered to have no need for
digital transformation, are expected to serve with
traditional management.

In the 20th century, with the 3rd Industrial
Revolution, electro mechanics and computer
technologies appeared. In this period, land, water, rail
and air transportation services developed. In the last
years of this period, web-based systems started to be
offered in transportation services. The use of electronic

Journal of Intelligent Systems: Theory and Applications 4(2) (2021) 113-126

ticket systems and web services transportation services
has also become widespread. Huge data has begun to be
collected for mobile network usage and mobile
applications and mobility. Digital services started to be
used widely.

In the 21st century, stakeholders' expectations from
transportation services have changed with the concepts
of Smart city and Industry 4.0. An integrated
management approach has been adopted in order to meet
the conflicting expectations of the citizens, private
sector and state administrations. This period, which is
adopted as the Mobility 4.0 phase, covering today and
the near future, is called the period of intelligent
transportation systems in the study. In the period of
Mobility 4.0; cyber physical system components such as
artificial intelligence, big data and internet of things are
expected to be widely used in transportation services.
This period adopts the use of integrated transportation
systems in the proposed model approach.

3.2. Components of Mobility 4.0

It is expected that many existing services will change
in terms of standards and qualification with the digital
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transformation of transportation systems. In this context,
digital transformation should propose a re-organization
that includes new components in service management.
It is recommended to make a transformation assessment
with these new components created by digital integrated
management.

Smart Parking Real Time Traffic

Sharing Econemy Lots Management

* Ride Sharing, * Resident Parking * Route Planning
+ Bike Sharing, Zones (RPZ) (A.rtiﬁcial
« Car Sharing’ + On-Street Intelligence
Being Member of Parking Permits Assisted)
Cluprar_ UBER, Charge * Dynamic Traffic
ZipCar, Bolt etc. Sign_al Management
mobile apps (Artificial
Intelligence
Supported)

* Pedestrian

* Ultra Low & Low

Advances in ICT enable the integrated management
of many transport components. Today, transportation
service components are managed in an integrated
manner in digitalized cities with developed economies.
Integrated transportation management and prominent
transportation components are shown in Figure 3.

Public Transportation
Solutions

Vehicles

Zone Management Technology

* Driverless Car » Integrated Ticket

* Autonomous Car Pricing,
« Car charging » Free of Charge Multi

Accessible Zone

Emission Zone Stations Mod Using,
* Congestion Charge » Smart Free Journey
Zone Assistance,
» Sharing Traffic » Incentives; Non busy
Data time scheduling
deduction,

* Mobility Increasing
Support Payment

Figure 3. Components of Mobility 4.0 & integrated transportation management

Expectations from transportation services; is
changing with the developing technology and the digital
world. In the near future, individual car ownership will
be replaced by car-sharing economy systems. The
diffusion of shared transportation can significantly
change the vehicle ownership rate: each car sharing
vehicle is estimated to remove 9 to 13 vehicles from the
roads (Greenblatt and Shaheen, 2015), as most private
cars are used less than 10% of the time (Fagnant and
Kockelman, 2014). It is an accepted practice in
developed countries that cities are restricted as low
emission zones and only vehicles with reduced emission
will be allowed access (Wolff and Perry, 2010). Due to
the restricted parking lot and traffic congestion, demand
suppression policies are implemented with the
congestion charging for private vehicles (Metz, 2018).

Given the demand for daily and hourly limited city
parking, lots must be suppressed. Cities like London are
a thriving commercial and residential area -
consequently parking controls are necessary to maintain
traffic flow and protect public spaces. Using car parks is
often preferable to parking on the street as many roads
are reserved for resident permit holders only. Car parks
may also allow parking for longer periods (Clayton et
al., 2014).

In the coming years, we will see vehicle-to-
everything vehicles (V2X) interacting with its
environment using relevant technologies. In 2040, it is
estimated that 40% of the journeys will be made by
autonomous vehicles (Bagloee et al., 2016). In order to
encourage public transportation and increase mobility,
fixed payment options should be applied in various free
travel and unlimited use of public transportation for
certain periods.

All these practices should be implemented to ensure
effective management of limited resources and to

develop sustainable transportation policies by increasing
mobility.

3.3. Mobility as a Service (MaAS) and Related
Integrated Management

Mobility as a Service (MaAS) is the most significant
concept considered as a prominent transportation
service component for leading cities to invest in R&D in
digital transformation. MaAS has only been
conceptually identified in the literature, and is suggested
to be developed as final products or services. Mobility
as a Service is a service concept to reach the intelligent
transportation system (Yang and Lee, 2019). Its purpose
is to connect and bring together service modes on a
single platform to improve the travel experience.

Passengers using MaAS only pay for the entire trip
at once, and the maximum benefit is achieved for the
optimization of the service. The resources of the service
operators are integrated into the entire transportation
system.

In order for cities to overcome the transport
challenges they face, they need to increase mobility. As
the mobility increases, the efficiency of transportation
services increases. Advanced modern technology tools
(artificial intelligence, internet of things, emotional
intelligence technology, big data and analytics, etc.) are
widely used in business models developed to increase
mobility.

Sharing economy, multimodal and intermodal
transportation segment are prominent issues to increase
mobility. In the transition from Mobility 3.0 to Mobility
4.0, cities need to plan resources for this infrastructure
return, on the other hand, it is possible to obtain the
maximum economic benefit from business model
opportunities.
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It is recommended that cities transform their
transport management infrastructure according to the
MaAS system to offer an economic advantage. This
transformation is enabled by integrated service

management. Figure 4 provides a management
transformation proposal that will ensure common
planning and interactive management.

=
§ MACRO PLAN "
H ? Transportation Master Plan g £
£f SUB PLANS £ 8
%_ 7 Urban Logistics Implementation Plan 4 5
E Public Transportation and Mobility Implementation Plan ga
Bicycle and Pedestrian Roads Implementation Plan 2
PUBLIC TRANSPORTATION » TRAFFIC MANAGEMENT
MANAGEMENT
MaAS Platform
> Intelligent Integrated 4
FREIGHT TRANSPORTATION Management
TRANSPORTATION
MANAGEMENT > DEMAND MANAGEMENT
POLICIES
Analysis Support
Realtime Data Support Realtime Data Support

Figure 4. Proposed Frame for MaAS Platform and Integrated Management

A common MaAS platform to be established
according to the proposed framework must be systems
that take implementation strategies from the
transportation master plan and sub-plans and provide
real-time data support to these plans. It should ensure
that the major components of transport management are
integrated together to share data and use common
infrastructure. The level of smartness required by each
transport component should be determined.

The common MaAS Platform is possible with end-
to-end encrypted data sharing and data security using
block chain technology. It is essential to ensure the
security of commercial and personal data and service
integration. Intelligence level should be determined for
each transportation component. Investment decisions
for the management of services and the priority order of

these investments should be determined with a
strategically focused approach specific to cities.

3.4. Level of Smartness in Transportation Systems

In order to express the transition from “Traditional”
to “Intelligent” for urban mobility, a 4-tier operational
management level is defined as part of this study. Figure
5 shows a comprehensive approach, a scale, to evaluate
operational management of transport transition process
in which the working level of operational management
is determined. This scale is developed within the scope
of the study. For instance, the transition from “Digital”
to “Intelligent” has been defined as a concept working
in line with the transition from Mobility 3.0 to Mobility
4.0.

TRANSPORTATION COMPONENTS

RN RN IRy’

/\ Out of The Scope
Tier- 0
1 R
o
Mobility2.0
Digital Tier - 2

Mobility 3.0

LESS GOVERNANCE

l 1
[ Intelligent | n

<ADO’IONHDEIL IONVAAY TI0N

Figure 5. Services operated and managed levels of tiers
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The 4-tier model developed to identify the smartness
level of a transportation system is used in the assessment
of the digital transformation of a city. The assessment
should be made for each component of the city's
integrated transport system. The smartness of a
component is defined in 4 levels as seen in Figure 5 and
is determined following the expert evaluation.

"Tier-0" is the lowest level and defined as "Out of
the Scope", which means that there is no defined smart
service in the management of the transportation
component. This transportation service may not be
available in the city before. For example, for a city
without a rail system, rail system line optimization is not
required.

The second level, "Tier-1", is defined as
"Traditional" referring that there is no need for public
investment in the management of the service. The
current level of smartness is considered to be sufficient
for the management of the service. The services
identified at this smartness level usually use digital
services provided by the private sector mobile services.

"Tier-2" level is defined as "Digital" indicating that
there is a need to develop a web- or mobile-based digital
service to execute the service. The smartness in the
digital transportation system is expected to include the
sample capabilities listed below.

v' It is expected to have a real-time and shared
traffic information system (with mobile and
web support).

v' Public transport should provide route inquiry
and travel planning services.

v' Electronic ticket application is expected to be
included, where subscription initiation and
contactless payments should be available.

v Services such as remote payment, debt
inquiry and registration capabilities for all
transportation  components  should  be
available.

v An integrated payment system in multimodal
public transport should be provided.

The final level, "Tier-3", is defined and named as
"Intelligent”. This means that a cyber-physical system
should be in place for the execution of the service.
Systems empowered with artificial intelligence (Al),
using big data and internet of things (IoT) technology

infrastructure may be required. The integrated
intelligent transportation system is expected to avail the
following capabilities as listed below.

v' Transport and traffic systems is monitored in
real time and enhanced with artificial
intelligence.

v A real-time information system to collect,
process and analyse the current/ongoing
transport and traffic with big data and data
analytics capabilities.

v Coordination of transport and traffic-related
incidents, information  sharing  with
stakeholders and incident management
services.

v" Providing real-time travel advice to public
transport users.

v Analyse and schedule the impact of planned
construction and maintenance activities on
transport and traffic.

3.5. Process Flow Chart of the Proposed
Approach

The model offers components to be used as decision-
support systems for decision makers and also makes
suggestions for determining the level of smartness based
on the decision maker's preferences and decisions. A
decision maker is allowed to choose the indexes as the
set of preferences among the predetermined indexes,
then determines the working values. At this stage, the
model is structured in accordance with the choices of the
decision makers. The level of smartness of each
identified transportation component is identified based
on expert views and index values. Once the smartness
level is identified, the targeted digitalization rates of the
city under consideration are determined. Finally, the
model makes a priority ranking with strategy-focused
assessment. The decision maker can decide on the
transformation of the transportation management
components with the strategy opted among the
predetermined ones. The model can be rerun to generate
different configurations to diversify offered solutions.
The process flow chart of the proposed approach is
shown in Figure 6.

Journal of Intelligent Systems: Theory and Applications 4(2) (2021) 113-126 120



Select the value range of the specified
indices for the city to be compared.

Defining strategic objective

Are the
decisions
acceptable and
enforceable?

DESICION MAKER

|
Model Database

|

Well-known and selected city
indexes compatible with the
transformation of transport
components.

**One of the 3 different strategic
objectives defined for the model is

The model runs with the indicative
values of city examples and makes
comparative analysis.

Component SmartnessAssessment
for 4-tier model (KPI: Mobility 4.0)

Model Outputs;
1. Digitization Rate Target,
2. Operational Management Level
Decisions of Components,
3. Priority Conversion Service
Investment Advice

selected.

[

X

MODEL

4-tier model with expert opinion;

Out Of The Scope, Traditional, Digital,

Intelligent requirement conditions for

Transportation Service Components.
(Nominal Group Technique)

Strategically focused evaluation of transportation

components with expert opinions. strategic focus consists of

Leading City, Sustainable City and Cost Efficient City.
Strategy Focused Assessment,

Figure 6. The process flow chart of the proposed approach

The model outputs 3 results. The first result is the
proportional target suggested for the operational
management smartness levels of transport services (out
of the scope, traditional, digital and intelligent) for the
city under-consideration. The second result is the
digitalisation suggestion for the operational service level
of each transport service component. The last one, it is
the prioritization of transport components to be
transformed by comparative strategic focus assessment.
If the model outputs are suitable for the decision maker,
the results are used as a digital transformation goal.
Otherwise, the decision maker can re-run the system
with different configuration options for a new
assessment with variations and indexes.

Strategic priorities suitable for the conditions of the
cities should be determined together with the model
setup. Strategic focused assessment is used for
prioritizing the components whose smartness level is
determined. As a result of the model, investment
priority, among the components evaluated at the same
level of smartness, may change depending on the
strategy. The decision maker decides on the digitization
investment priority ranking by choosing the appropriate
strategy.

The scope of this paper is emphasised on identifying
the smartness level of transportation systems of smart
cities using expert views. The experts, whose views
were consulted in this study, have been selected among
those who work in the public and private sectors and
have expertise in transport management in various
capacities including engineers, specialists and junior/
senior managers, who are actively on duty either in
academia or in industry. It is important to note that the

expert-views have been elicited from twenty-one
experts whilst the development of conceptual and
reference models.

In the expert opinion method, the nominal group
technique was used. As a first step, the factors connected
with the digitisation of transport services have been
identified, indicators of smart cities in the literature that
could express these factors have been selected, and then
the experts were asked to suggest sufficient conditions
for the smartness levels proposed within the model.
After identifying component smartness level, a
comparative assessment as to dedicate strategic
investment priority was performed using R&D product
development approach. A comparative assessment of
the components for which the level of smartness was
identified as a strategic priority with Mobility 4.0
components was conducted as a sample.

4. A Case Study

The proposed four-level model approach is based on
the concept of Mobility 4.0 to determine the level of
smartness. The level of smartness, which is considered
as traditional, means that the services in the Mobility 2.0
stages are widely used for the city. The meaning of
smartness level evaluated "digital” refers to Mobility 3.0
and Mobility 4.0 transition period. It should be
understood that cities that determine urban
transportation services at the level of smartness
"intelligence" are managed with the concept of Mobility
4.0. Figure 7 illustrates how the model will measure the
level of smartness of cities with different capacities.
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Figure 7. The level of smartness of cities with different capacities

It is assumed that the selected sample cities "A", "B"
and "C" will set targets at various levels of smartness in
the model assessment. These results can be achieved by
assessing the smartness levels of each of the transport
components of these cities. With the parameters of the
index to be chosen and the opinions of experts, the level

of intelligence of each transport component is
determined by the proposed framework model. When
some examples of transport components are assessed
using the model, the level of smartness indicated in
Figure 8 is suggested for selected cities.

Smartness Level of Transportation Components for the Selected Cities
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Figure 8. The level of smartness of cities with different capacities

With the conditions indicated, it is recommended by
the model that City A serves at 75% smartness (SL) and
Mobility 4.0 level. This means that investing in the
Cyber Physical System (CPS) has to be prioritised for

Journal of Intelligent Systems: Theory and Applications 4(2) (2021) 113-126

these transport components. However, there seems to be
a need for Mobility 4.0 services in the management of
certain transportation components for City B. A detailed
review of these services is recommended.

122



Once the smartness rate and the digitalization
proposals for the transportation components of cities
under consideration, the transportation components to
invest in are required a strategically focused assessment.
A strategically focused prioritization study is carried out
among the components by using multiple decision-
making techniques. In this study, 3 different strategic
focuses are determined for decision makers to choose
one among; "Leading City", “Sustainable City” and
"Cost Efficient City ". The preferred strategic focus is
used to set investment priorities for digitalization.

"Leading City" imposes a strategic priority that
prioritizes citizens' expectations and is likely to have a
disruptive impact on existing transport operators. It is a
strategy that only economically powerful cities should
choose. Extra investment is required to change or
remove existing licenses and authorizations. By creating
research and development (R&D) funds, opportunities
are provided for new innovative projects. It is
recommended to select cities that lead digitalization
with leading city characteristics. Examples are more
common in developed economies. Cities such as
London, Paris, New York, Tokyo, and Seoul are
examples of this category. The characteristic feature of
this strategy is the R&D investment towards digital
transformation.

“Sustainable City” is a strategic approach that aims
to implement digitalization with the effective
management of existing resources. It focuses on
changing citizen habits in solving problems in the city.
Pedestrian-oriented solutions such as parking lot
management, cycling, and extending pedestrian areas
are prioritized. In general, cities that choose this
strategy, with strong infrastructure and human
resources, follow leading cities. Cities such as
Amsterdam, Barcelona, Copenhagen, Milan, Rome and
Glasgow can be cited as examples.

"Cost Efficient City" offers suitable strategies for
cities that expect income from digital transformation.
Cities that choose this strategy need to invest in income-
generating and relatively low infrastructure. Long-term
financing of digital transformation is recommended with
authorization and licensing revenues after the first stage
of transformation. However, this strategic approach is
not suitable for leading cities. Digital transformation
applications should be implemented as the adaptation of
successful practices that have been tried and accepted in
other cities. Cities such as Istanbul, Moscow and Beijing
can be given as examples

In Figure 9, the assessment of R&D investments
required for the development of MaAS by type of
strategy is presented in terms of main transport
components.

The Development Expect of MaAS in Mobility 4.0

80%

MaAS; Leading City; 99%

60%

MaAS; Sustainable City; 67%

40%
Leading City

100%

80%

Sustainable City

- \. 60%

=1 5%

MaAS; Cost Efificient City; 50%
40%
Cost Efificient City

==@== Sharing Economy
== Real Time Traffic Management

==@==/0ne Management
Public Transportation Solutions

Smart Parking Lots

Figure 9. Strategic assessment for MaAS development with main component

It is expected that MaAS would evolve as part of the
Mobility 4.0 components. However, according to expert
assessments, cities should target different levels of
development according to their strategic priorities for

the digitization goal, each of which requires ICT and
R&D investment. As seen from Figure 9, the
simultaneous execution of the development of all
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components can be determined as a target for a city
which is a leading city.

Of course, it should be known that cities make
decisions together with all stakeholders. According to
experts, the reason for delaying the full commissioning
of a technologically advanced service such as "zone
management™ is commercial and social concerns. Figure
9 shows us that investment priorities and digitization
rates have changed strategically effectively when some
of the Mobility 4.0 services, which have advanced
technological infrastructure, are considered together
with MaAS, which is still at the conceptual stage

“Intelligent" cities, such as City "A", with a goal of
digitalization at the Mobility 4.0 level and targeting over
75% smartness, need to invest in digitization and R&D.
These cities are considered to be leading cities. All
transport components are assumed to be holistically
simultaneous conversion goals. The "Leading City"
strategic focus would be a suitable choice for these
cities. They are expected to make the R&D investments
needed for MaAS. These cities should have smartness
transportation management targets in excess of 75 %.

It is recommended that "Digital" cities such as City
"B" with a digitalization target above Mobility 3.5 and
aiming for over 60% smartness choose the "Sustainable
City" strategy. In these cities, the primary transport
component transformation are Public transport
management and real-time traffic management
components. Once prototype applications are developed
for MaAS, these cities are expected to develop various
innovative services with pilot cases.

It is suitable for cities that transition from traditional
systems to digital systems such as city "C", which has a
digitalization target above Mobility 3.0 and aims for
over 40% smartness, to carry out digitalization with the
"Cost Efficient City" strategy. The transportation
components planned for primary transformation in these
cities are low-cost and high income-generating features.
Parking areas management, real-time traffic
management is the primary conversion component.
MaAS is a high-potential conceptual approach to
complement its development as a service inspired of
cloud solutions. In the next few years, it would evolve
with the R&D investments of leading cities and the pilot
cases that sustainable cities will bring in diversity.
Mature MaAS services will be used by cities in this
category without investing in R&D.

The decision maker makes the prioritization
assessment of the transportation components by
choosing the appropriate one from the strategy-based
evaluation made by the experts for the province it
evaluates.

4., Conclusions

The assessment of digitisation is a present and new
field of study in the literature. There are some studies
that compare the digitization rates of cities with maturity
models in smart city concepts. Existing research does

not include comprehensive models to define a vision of
digitization for cities. This study was developed with the
idea that the city is unique and needs its own digitization
objectives.

In this article, the concepts of determining city-
specific digitalization targets covers Mobility 4.0 and
suggest smartness levels, according to the its
components and determining investment priorities with
a strategic assessment for MaAS Concept Development
are presented.

Literature review confirms how difficult is to define
the transformation situation of smart cities with a
universal system. Priorities, targets and visions
identified for cities play very important role in this
process. Studies conducted within the scope of digital
transformation of transportation services are compatible
with "Mobility 4.0" concepts in literature research.
Providing services with integrated and interactive
management in this concept constitutes the future
perspective of transportation services. The maturity
levels of services transformed by digitalization vary. A
strategic approach is necessary to assess mature
services, prototype services and services that are still in
conceptual stage. MaAS is a major powerful conceptual
component of digitalization relevant to Mobility 4.0. It
is recommended that cities assess MaAS transformation
in terms of transport components with a well-known
strategy to seize opportunities. This study has been
conducted by evaluating that known index values can be
used in the digital transformation of transportation
services. The potential development of the MaAS
concept in the digitalization process is evaluated using
the developed 4-tier smartness level approach. It also
provides proposals for strategic ranking of priority
investments with an R&D approach. The approach can
be used as a roadmap for cities that want to transform
Mobility 4.0 and want to define a MaAS strategy.
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Internetin hizla yayilimi, sosyal medyalarin da ortaya ¢ikisini hizlandirmistir. Diinyamin farkli bolgelerinde bulunan insanlar, sosyal
medyalar aracihigiyla saniyeler iginde etkilesim kurabilmekte ve diisiincelerini hizla yayabilmektedir. Sosyal medyalar bireysel ve
orgiitsel olarak etkili bir iletisim ag1 saglamaktadir. Kullanicilar, bu platformlarda tiiketici veya vatandas olarak almis olduklari
hizmetleri olumlu veya olumsuz olarak degerlendirebilmektedirler. Bunun sonucunda vatandaslarla hizmet aldiklari kuruluslar arasinda
bir etkilesim ag1 olusmustur. Bu etkilesim aginda vatandaslarin siklikla belediye hizmetlerini de yorumladigi gézlemlenmistir. Halka
en yakin yonetim birimi olan belediyelerin hizmetleri vatandaglar tarafindan sosyal medyalar araciligiyla degerlendirmelere tabi
tutulmaktadir. Halkla iligkiler boyutuyla ele alindiginda 6zellikle Twitter’da bireyler bizzat belediyeler ve belediye baskanlariyla
iletisim kurabilmektedir. Bu durum vatandas-belediye arasinda farkli bir iletisim zemini saglamakta ve ¢6ziim odakli bir etkilesim ag1
kazandirmaktadir. Bu galisma, Sakarya 6zelini kapsayarak; Twitter kullanicilarinin Sakarya Biiyiiksehir, Adapazari, Serdivan, Erenler
ve Hendek belediyeleri hakkinda paylagimlari incelenerek, vatandasgin belediyelere kargi tutumlari analiz edilmek i¢in hazirlanmustir.
Belediye hesaplarma atilmis tweet metinleri toplanmistir. Elde edilen bu veriler oncelikle Makine Ogrenmesi yontemleriyle 6nceden
belirlenmis gruplara atanmis, daha sonra Makine Ogrenmesi ve Derin Ogrenmesi yaklasimlarmdan biri olan Turkish Bert yontemi ile
Duygu Analizi gergeklestirilmistir. Vatandaslarin belediyelere karsi olan tutumu ortaya ¢ikmis, olumlu ve olumsuz yaniyla
degerlendirmeye tabi tutulmustur. Yapilan bu ¢alismayla belediyelerin vatandaslardan gelen olumlu veya olumsuz geri bildirimlerle,
vatandag memnuniyetinin saglanmasi ve gelen taleplere daha hizli cevap verilebilmesi saglanmistir. Belediyelerin vatandagin olumsuz
tutumlarini, yapacaklari ¢dziim odakli ¢alismalarla olumlu yonde degistirmesi bu caligmanin ana amacini olusturmaktadir. Twitter
araciligiyla belediyelerin vatandaslarla ikili diyaloglarini gelistirmesi, istek, talep ve sikayetlere ¢oziim iiretmesi, katilimc1 demokrasiyi
giiglendirmesi gibi bagliklarla topluma katki saglanacag: diisiiniilmektedir.

Anahtar kelimeler: Duygu Analizi, Makine Ogrenmesi, Turkish Bert, Twitter, Yerel Yonetimler.

Sentiment Analysis Approach in the Evaluation of Municipal Services: The Case

of Sakarya Province

The fast span of the internet has accelerated the emergence of social media people in all over the world to affect each other in seconds
through social media and spread their thoughts quickly. Social media provide an effective communication network individually and
organizationally. Users can evaluate the services they have received as consumers or citizens on these platforms as positive or negative.
As a result, an interaction network has been formed between the citizens and the organizations they receive services from.
Reconsidering this interaction network, citizens frequently interpret municipal services. The services of the municipal corporations,
the managing agency, are evaluated by citizens through social media. Considering the public relations aspect, individuals can personally
communicate with municipalities and mayors, especially on Twitter. This situation provides a different communication ground between
the citizen and the municipality and provides a solution-oriented interaction network. This study covers the Sakarya special; The shares
of Twitter users about the Metropolitan Municipality, Adapazari, Serdivan, Erenler and Hendek municipalities were examined, and the
attitudes of citizens towards municipalities were prepared to be analyzed. The texts of tweets sent to municipal accounts were collected.
These obtained data were first assigned to predetermined groups with Machine Learning methods, and then Emotion Analysis was
performed with the Turkish Bert method, one of the Machine Learning and Deep Learning approaches. Citizens' attitude towards
municipalities has emerged and has been evaluated with its positive and negative aspects.With this study, municipalities were provided
with positive or negative feedback from citizens, ensuring citizen satisfaction and responding to requests faster. The principal aim to
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this paper municipalities change the negative attitudes of the citizens positively with the solution-oriented studies they will do. It is
thought that through Twitter, municipalities will contribute to the society with topics such as improving their bilateral dialogue with
citizens, finding solutions to requests, demands and complaints, and strengthening participatory democracy.

Keywords: Sentiment Analysis, Machine Learning, Turkish Bert, Twitter, Local Government.

1. Giris (Introduction)

Her gecen giin sosyal medyaya yonelik artan ilgi,
bireysel ve Orgiitsel davraniglarin @ etki  alani
genisletmektedir. Bireysel, ticari, siyasi vb. birgok amag
icin kullanilan sosyal medya platformlar1 bireyler ve
kurumlar arast etkin  bir etkilesim  zemini
olugturmaktadir.  Mahalle = muhtarindan,  devlet
bagkanlarina, ufak bir bakkaldan, diinya devi e-ticaret
firmalarma varana dek her kesim bu platformlari
etkilesim ac¢isindan bir kazanim olarak gormektedir.
Sosyal medyaya ilgi artisinin sebebi, aligilmis medyadan
farkli olarak kullanicr ile karsilikli etkilesim 6zelligine
sahip olmasidir. Etkilesim 6zelliginin ¢ok katmanli bir
iletisim imkani saglamasi, kullanicilarin iletisimlerini
her iki yonde de aktif bir sekilde kullanmasina katki
sunmaktadir.

Twitter, 2006’da Amerika’da ortaya ¢ikmis ve
kullanilmaya baslanmistir (Isik, 2018). “Tweet” adi
verilen,  kullanicilarin ~ duygularini,  mesajlarini
paylagsmaya yarayan sosyal medya araglarindan biridir.
Son zamanlarda oldukga popiilerdir ve gilincel konularin
takibinin en kolay oldugu sosyal kullanim aracidir.
Belediyelerin Twitter hesaplari; kararlarin, yapilacak
uygulamalarin, aylik etkinliklerin ve yapilan hizmetlerin
duyurularinin paylasildigi ortam olmanin &tesinde;
yapilacak yeni hizmetlerde ve alinacak kararlarda
vatandasin bireysel olarak dahil edilmesini ve anlik
haber paylagimini saglayan bir imkan da sunmaktadir.

Vatandaslarin giinliik yasaminda veya diger o6zel
islerinde yerel yonetimler igerisinde en fazla etkilesime
gectigi  birimler bagli bulunduklart belediyelerdir.
Belediyeler vatandasla hizli, dogrudan ve etkin bir
iletisime  gecemedikleri  igin  elestiri  altinda
kalabilmektedir. Fakat sosyal medyanin hayatimiza
girmesiyle ve hizlica kullanict sayis1 artmasiyla
belediyeler de bu artisa kayitsiz kalmayip aktif bir
sekilde sosyal medya kullanimina baglamisiyla birlikte,
vatandag-belediye iliskilerinde olumlu sonuglarin
alindig1 belirgin bir doniisiim yaganmaya baslanilmistir.

Teknoloji gelistikce artan sosyal medya kullanimi ile
yazili metinler, ses kayitlari, video ve fotograflar
seklinde biiylik miktarda veri tiretilmektedir. Bu biiyiik
miktardaki verilerden sakli kalan yararli bilgilerin
cikarilmasini saglayan iglem Veri Madenciligidir. Veri
madenciligi, biiyiilk ve karmasik verilerin nizamini,
verinin analizi ve yazilim ydntemleri kullanilmasi ile
ilgilidir. Metin  madenciligi, dijital ortamlarda
islenmemis halde bulunan dogal dil metinlerini temel
veri olarak isleyen veri madenciligi ydntemidir.
Yapilandirilmig veri tabanlar1 yerine, dogal dil
metinlerinden yararli bilgiyi meydana ¢ikarmasi
sebebiyle veri madenciliginden farklilik gosterir
(Hearst, 1999). Dogal dil isleme metotlarindan biri

olarak isimlendirilen metin madenciligi bilgisayarlarin
insan dilini yorumlamasina yardimei olmaktadir ( Cinar,
2019). Metin veri setinin analiz edilip degerlendirilme
asamasinda, sozcik frekans dagilimi, duygu analizi
(sentiment analysis), sozciik bulutu (wordcloud) gibi
farkli metin madenciligi yontemleri uygulanir (Cinar,
2019).

Bu ¢aligmay1 ortaya ¢ikaran ana etken, duygu analizi
ve sosyal medya analizi yontemlerinin, ¢ok genis
kapsamli ve sakli kalmig yorumlari, yart otomatik
degerlendirme kabiliyetleri ele alindiginda dogrudan
bireylerin Twitter’da Belediye Hizmetleri hakkindaki
paylasimlarini ortaya ¢ikarma ve degerlendirme imkani
sunmasidir.

2. Duygu Analizi (Sentiment Analysis)

Duygu analizi terimi ilk defa 2003‘de Tetsuya ve
Jeonghee tarafindan bahsedilmistir. Calismada pozitif
veya negatif olarak ikiye ayirip gruplandirmak yerine,
belirli konular icin pozitif veya negatif ile iligkili
duygular1 belirten bir duygu analizi ¢aligmasi
yapilmustir (Nasukawa ve Yi, 2003).

Duygu analizi, bir varliga karsi metinlerde ifade
edilen fikirlerin, duygularin ve tutumun hesaplamali bir
calismasidir (Ravi ve Ravi, 2015). Diger bir tamim ile
Duygu analizi; ¢esitli konularla ilgili yapilan yorumlari
fikirleri, duygulart ve davraniglari saptamak, ortaya
cikarmak ve siniflandirmaktan ibarettir (Korkusuz,
2019). Dogal dil islemenin bir alt dali olan duygu
analizi, 21 yildir arastirmacilar i¢in etkin bir ¢aligma
sahasi haline gelmistir (Tuzcu, 2020).

Duygu analizinin ana amaci yazili metinlerde yer
alan iglenmemis bilgilere erigip bu bilgileri isleyerek
metinlerde gecen duygulari meydana c¢ikarmaktir.
Duygu analizi yapilirken farkli siniflandirma yontemleri
kullanilabilmektedir. Duygu analizi smiflandirma
yontemleri makine 6grenimi ve sézciik tabanli yontem
olmak tizere ikiye ayrilmigtir (Onan, 2017).

Sozciik tabanli duygu analizinde temel mantik,
duyguyu anlatan anlamsal bir sozliik veri tabani
kullanilarak duygu analizi yapilmasidir (Kizilkaya,
2018).

Geleneksel makine Ggrenimi  algoritmalarin
yiriiten, makine O6grenimi yaklagimi dil ile ilgili
konular1 kullanir. Bu yaklasimda istatiksel ve
matematiksel metotlar edinilerek, var olan egitim
verilerinden anlamli veri ¢ikarimi yapilir daha sonra ise
yeni olusturulan verilerin ¢iktilar1 {izerine 6ngoriiler
yapabilmek i¢in ¢ikarilan bu anlamli veriler kullanilir. K
En Yakin Komsu Algoritmasi, Destek Vektor
Makineleri, Karar Agaglari, Naive Bayes simiflandirici,
Lojistik Regresyon ve Yapay Sinir Aglart gibi birgok
makine 6grenmesi yontemleri gelistirilmistir (Albayrak,
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2018). Bu algoritmalarin bazilari tahmin, kiimeleme ve
smiflandirma yapabilme yetenegine sahiptir (Atalay ve
Celik, 2017). Makine Ggrenmesinin en baslica amaci
dogru tahminler yapabilmektir (Caglayan, 2018).

3. Uygulama (Application)

Yapilan duygu analizi modeli; veri setinin
toplanmasi, 6n isleme, topik modelleme ve derin
ogrenmeli duygu analizi uygulama adimlarindan
olusmaktadir.

Veti Setinin ;
Topik Duya
Gat » P Somglat
Toplumes aljens Modeleme { Analizi

Sekil 1. Uygulama yontemi akis semasi (Application method
flow chart)

3.1. Veri Setinin Toplanmas: ( Collection of Data
Set)

Yapilan ¢alismada; Sakarya’da en ¢ok takipgisi olan
5 belediye; Sakarya Biiyiiksehir, Adapazari, Serdivan,
Erenler ve Hendek Belediyesi i¢in Twitter
platformundan Tiirkge olarak belirli bir sorgu kelimesini
iceren tweetler toplanmistir. Bu iglemler igin Python
programlama dili snscrape kiitiiphanesi kullanilmistir.
Twitter'dan her belediye igin atilmis yaklagik 10.000
Tiirkge tweet lizerinde islem yapilmistir.

Python, 1991°de Guido Van Rossum tarafindan
bulundu. Python, mevcut bir programlama dilidir ve
¢oziim olugturmak i¢in kolay bir yol saglayan bilgisayar
programidir (Sarlan, Nadam ve Basri, 2014). Python
programlama dili, veri bilimi ve makine 6grenimi gibi
uygulamalar icin kullanilabilir. Python ¢ok {inlii acik
kaynak kodlu, ticretsiz, yiiksek seviyeli ve dinamik bir
programlama dilidir (Kiigiik ve Arici, 2018; Bhavsar ve
Manglani, 2019).

3.2. On Isleme (Pre-Processing)

Toplanilan tweet metninden yer alan bazi karakterler
analiz asamasinda sonuca bir anlam katmadigi i¢in tweet
metnine 6n islem yapilmasi gereklidir. Tweet metninde
baz1 karakter veya kelimeler gereksiz kalmaktadir
(Akgiil, Ertono ve Diri, 2016). Tweetler ‘#’ ile baglayan
hashtaglerden, ‘@’ ile baslayan kullanici isimlerinden,
rt’lerden, web adreslerinden (http), sayisal ifadelerden,
noktalama isaretlerinden ve en az sayida gegen
kelimelerden arindirilip, temizlenmistir. Metindeki
biylik harfler kiiciik harflere doniistiirilmistiir.
Belirlenen stopwords, yani etkisiz kelimeler, tweet
metninden silinmistir. Ornegin: Acaba, ama, belki, ¢ok,
daha, eger, gibi, i¢in, nasil, ne vb. Caligmada bu adimlar
icin NLTK (Natural Language Toolkit) kiitiiphanesi
kullanilmistir. NLTK, Python’da insan dili verisiyle
programlar diizenlemek icin gelistirilmistir (Tuzcu,
2020).

Her kelimeyi koklerine ayirmayr saglayan Turkish
Stemmer modiili kullanilarak metinlerdeki kelimeler

koklerine ayrilmigtir. Aynmi kelime kokleri birbirinden
degisik ekler aldiginda farkli kelimeler gibi
algilanmamas1 igin, Ornegin; paylasimlar-paylasim,
sakaryanin—sakarya, faturalarin-fatura gibi sadece kok
kelimeler analize dahil edilmistir (Tungeli, 2019).

Belirtilen 6n isleme adimlari ile lizumsuz goriilen
kelime ve karakterler tweet metninden ¢ikarilmis ve
analizlerin daha kolay gerceklestirilmesi saglanmustir.

Textblob Kiitiiphanesi kullanilarak tweet metinleri
tek tek kelimelere ayrilmistir. Textblob, metin analizleri
yapmak icin kullanilan Python kitapligidir. Konusma
pargasi etiketleme, isim tiimcesi ¢ikarma, duygu analizi,
ceviri ve siniflandirma yapma gibi dogal dil isleme
(NLP) gorevlerini gerceklestirmek igin basit bir API
saglar (Nausheen ve Begum, 2018).

On isleme yapilmis ve tek tek ayrilan her kelime icin
bir frekans olusturulmustur. En sik  kullanilan
kelimelerin frekans1 en fazladir. Ornegin Sakarya
Biiyiiksehir Belediyesi igin frekanst en fazla olan
kelimeler “tesekkiir 354, sakarya 332, ilgili 330’dur.
Frekansi en fazla olan kelimeler belirlenip sik gecen
kelimeler olarak listelenmistir. Sik gecen kelimeler bir
araya  getirilerek  kelime  bulutu  olusturulup
gorsellestirilmistir. Kelime Bulutu incelenerek, olumlu
veya olumsuz duygular ifade eden sifatlar, isimler,
fiiller belirlenip, fikir sahibi olunulabilir (Biyiikeke,
Sokmen ve Gencer, 2020).

Sekil 2°de Sakarya Biiyiiksehir Belediyesi hakkinda
atilan tweetler i¢in kelime bulutu olusturulmustur.
Kelimeler arasinda vatandaglarin, belediyeye olan
talepleri “istiyoruz” gibi temel ifadelerle taleplerde
bulundugu gézlemlenmistir.

kadar b 1r ilgili birime
mu l “i'-irﬁ!\*f:}‘fl',"l r-merkeziveevet
©. ©
N -y
| .
o 0. istiyoruz mulakatahayir
X
o S “ ‘
n - ginler dileriz vyok
& ,
var >
©

Sekil 2. Sakarya Biiyiiksehir Belediyesi tweetlerine ait
kelime bulutu (Word cloud of Sakarya Metropolitan Municipality
tweets)

Sekil 3°te Adapazari Belediyesi hakkinda atilan tweetler
icin kelime bulutu olusturulmustur. Atilan tweetlerde,
vatandaglarin  kurumsal hesaba yonelik “bagkanim,
litfen” gibi ifadelerle talep ve istekte, “tesekkiirler”
ifadesiyle ise olumlu geri bildirimler yonelttigi
gozlemlenmektedir.
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Sekil 3. Adapazar1 Belediyesi tweetlerine ait kelime bulutu
(Word cloud of Adapazar1 Municipality tweets)

3.3. Topik Modelleme (Topical Modeling)

Tweet metinlerini siniflandirmak ve makine
6grenmesi modellerin kullanilmasi i¢in 6rnek veri seti
olusturulmustur. Fen fsleri, Kiiltiir Isleri, Sosyal
Hizmetler, Spor Hizmetleri ve Cevre Hizmetleri
alaninda 5 farkli kategori igin elle veri etiketlenmesi
yapilmistir. Her Kkategori igin 700 tweet metni
etiketlenmistir (Sariman ve Mutaf, 2020). Toplanan
ornek veri setindeki her bir kelime sayisallastirilarak
aktartlmagtir.

Model o6ncesi, K katlamali Capraz Dogrulama
yontemi kullanilarak &grenme siireci olusturulmustur.
Veri seti, k=10 degeri alarak 10 esit boliime ayrilmistir.
Secilen her bolim hem egitim hem de test igin
kullanilmistir. Boylelikle 6grenmedeki hatalar en aza
indirilmeye calisilmistir.

Ornek veri setinin %80’i modeli egitmek igin,
%20’si ise modeli test etmek i¢in kullanilmistir. Kurulan
model makine 6grenmesi yontemlerinden faydalanarak
egitilmistir. Uygulamada 4 farkli makine 6grenmesi
algoritma kullanilmigtir. Bunlar; Naive Bayes, Decision
Tree, Gradient Boosting ve Random Forest’tir. Sekil
4’te her algoritma igin bagart Slgiitleri verilmistir. En
basarili algoritma Naive Bayes oldugu i¢in makine
Ogrenmesi yontemi olarak Naive Bayes segilmistir.
Twitter’dan toplanan 6rnek veri seti, hazirlanan bu 5
kategoriden en uygun Kkategoriye Naive Bayes
kullanilarak atanmustr.

Alforitma Basarisi

| ,\I( | I{ |

Hendek Belediyes

W

Sekil 4. Makine dgrenmesi algoritmalarin basarist (The
success of machine learning algorithms)

Bayes teoreminden esinlenerek olusturulan Naive
Bayes yontemi, makine Ogrenme metotlar1 icinde
kolaylikla gergeklestirilen, metin smiflandirmada

kullanilan ve en baglica kabul gbren O6grenme
algoritmalarindan biridir (Tuzcu, 2020). Bayes yontemi
olasilik kurallarina gore nitelendirilmis birgok dlgiimle,
Ogretilmis veri seti kullanilarak yeni olusturulan veri
setinin  hangi smifta oldugunu saptamak igin
calismaktadir. Naive Bayes yontemini kullanilan diger
metotlardan farkli kilan en miithim 6zelligi, olasilik
hesaplamalariyla durumu degerlendirmesidir. Bu
yontemi diger metotlardan ayiran en 6nemli basarisi ise
Ogretilmis verilerin ¢ok olmasindan kaynaklanmaktadir
(Karamanli, 2019; Ozkul, 2019).

PX)P(Y|X)

P(x|Y) = "5

M

Bu formiiliizasyonda (Karamanli, 2019); P(X)= X
durumunun gergeklesme olasiligi, P(Y)=Y durumunun
gerceklesme olasiligt olarak tanmimlanir. P(X/Y)= Y
Oznitelik  vektoriinin ~ olusmasi  durumunda X
vektoriiniin belirlenen bir sinifa ait olma olasilig1 olarak
tanimlanir. Yiiritilen bu formiilde payda da bulunan
P(X)*P(Y|X) teriminin sonucunun sifir olmasi durumu
gergeklesebilir. Bu durumda, sifir yerine esik deger
denilen bir deger diizenlenir ve islem uygulanir (Ozkul,
2019).

Naive Bayes: Istatistiksel bir smiflandirma
algoritmasidir,  Bayes  teoreminin  bagimsizlik
Onermesiyle basitlestirilmis halidir (Meral ve Diri,
2014). Naive Bayes, X nesnesi verilen her bir Y sinifinin
son olasihigmi P(Y|X) tahmin etmek igin Ornek
verilerdeki bilgileri uygulamak icin bir modelleme
saglar. Tahminlere sahip olundugunda, bunlar1 uygun
siniflandirmalar yapabilmek i¢in kullanilabilir (Webb,
2016).

3.4. Derin Ogrenmeli Duygu Analizi (Deep
Learning Emotion Analysis)

Turkish Bert yontemi ile duygu analizi
gergeklestirilmigtir. Turkish Bert her bir kelimeyi ayr
ayr1 degerlendirmek yerine, diger kelimelerle olan
iligkileriyle birlikte degerlendirir. Turkish Bert bir
transfer Derin Ogrenme Algoritma modelidir. Transfer
O6grenme daha dnceden &gretilmis verinin ayni sorunlari
¢Oozmek icin bagka bir modele aktarilarak kullanilan
Yapay Sinir Aglar1 algoritmasidir (Sevli ve Kemaloglu,
2021). Tiirkge i¢in dogal dil isleme teknigi olan Turkish
Bert modeli ile metni olusturan kelimeleri tek tek
degerlendirmek yerine, kelimelerin o6niinde ve
arkasindaki kelimelerle veya aymi anlamlara gelen
kelimelerle incelenmigtir (Urhan, 2020). Kelimeler
pozitif veya negatif duygularina gore skor degeri
almigtir. Her bir tweet, hesaplanan duygu skorlarina
gore olumlu veya olumsuz olarak degerlendirilmistir.
Bu degerler sonucuna gore tweetler, olumlu veya
olumsuz olarak gruplandirilmistir.

Seaborn kiitiiphanesi, yogun olarak istatistiksel
modellerin  gorsellestirilmesinde  kullanilmaktadir.
Verileri ozetler, genel dagilimlart gdsterir ve
gorsellestirmeler sunmaktadir (Uslu ve Akyol, 2021)
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Tweet metinleri; Naive Bayes siniflandirma algoritmasi
ile  Seaborn  kitiiphanesi  kullanilarak ~ veri
gorsellestirmesiyle daha anlagilir hale getirilmistir (Can
ve Alatas, 2017; Ayan, Kuyumcu ve Ciylan, 2019;
Ucgiikkartal, 2020).

4. Deneysel Sonuglar (Experimental Results)

Twitter  platformundan  Sakarya  Biiyiiksehir,
Adapazari, Serdivan, Erenler ve Hendek Belediyeleri
hakkinda atilan tweet metinleri toplanip, veri seti
olusturulmustur. Veri setine on isleme asamalari
uygulanmistir. On islemden gegmis veriler, makine
Ogrenmesi ve derin dgrenmesi yaklasimlarindan biri
olan Turkish Bert yontemi ile duygu analizi
gerceklestirilmistir.  Tweetler, olumlu ve olumsuz
durumlarina gore duygu skorlar1  hesaplanarak
degerlendirilip, gorsellenmistir.

Sekil 5°’te her belediye igin Twitter’dan toplanmig
tweetlerin olumlu ve olumsuz degerleri goriilmektedir.
Sakarya Biiyiiksehir Belediyesi i¢in olumlu ve olumsuz
tweet sayilarinin birbirine yakin degerler oldugu;
Adapazari, Serdivan, Erenler ve Hendek Belediyeleri
icin olumlu tweet sayisi olumsuz tweet sayisindan daha
fazla oldugu goriilmektedir.

Genel
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Hendek

7000

6000
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2000
1000

0

Sakarya Biiyiiksehir Adap:

mOlumlu ® Olumsuz

Sekil 5. Belediyeler hakkinda atilan toplam tweetlerin
siniflandirilmasi (Classification of total tweets posted about
municipalities)

Belediyeler hakkinda atilan tweetler makine
6grenmesi yontemlerinden Naive Bayes siniflandiricisi
kullanilarak; Fen Isleri, Kiiltiir Isleri, Sosyal Hizmetler,
Spor Hizmetleri ve Cevre Hizmetleri kategorilerine
ayrilmastir.

4.1. Fen Isleri (Technical Works)

Belediyelerin Fen Isleri Birimleri; yol bakim ve
onarim iglemleri basta olmak iizere; altyapi ve c¢esitli
listyap1 hizmetlerinin yiiriitiilmesini saglar. Fen Islerinin
is boliimlerini olusturan, “altyapi, cukur, yol, asfalt,
kaldirim ve kanalizasyon” terimlerini igeren tweet
metinleri etiketlenerek 6rnek veri seti hazirlanmstir.
Belediyeler hakkinda toplanan tweetler, makine
O6grenmesi yontemlerinden Naive Bayes smiflandirma
algoritmas1 kullanilarak her belediye i¢in ayri olarak Fen
Isleri kategorisine atanmistir. Fen Isleri kategorisine
atanan tweetler Turkish Bert yontemi ile duygu analizi
gercgeklestirilmistir. Sekil 6°da her belediyenin Fen Isleri

alaninda atilan tweetlerin olumlu ve olumsuz degerleri
goriilmektedir.

Her belediye i¢in olumlu tweet sayisinin daha fazla
oldugu goriilmektedir. Kullanicilar tarafindan atilan;
olumlu olarak siniflandirilan tweetler belediyelerin
hizmetleri igin tesekkiir mahiyeti tasidigi, olumsuz
olarak smiflandirilan tweetlerin ise sikayet ve istek
bildirimi oldugu goriilmiistiir.

Fen isleri
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m Olumlu  m Olumsuz

Sekil 6. Fen Isleri hakkinda atilan tweetlerin simiflandiriimas:
(Classification of tweets posted about Technical Works)

4.2. Kiiltiir Isleri (Cultural Services)

Belediyelerin  Kiiltiir Isleri Birimleri; kiiltiir
hizmetlerinin yayginlagtirilmasi, gelistirilmesi ve il
icinde yapilacak her tiirlii kutlamalarla ilgili ¢alismalar1
yiiriitilmesini  saglamaktachr. Kiiltiir Islerinin is
boliimlerini olugturan “tiyatro, bilet, seminer, sergi,
konferans ve konser” terimlerini igeren tweetler
etiketlenerek 6rnek veri seti hazirlanmistir. Belediyeler
hakkinda toplanan tweetler, makine 6grenmesi
yontemlerinden Naive Bayes siniflandirma algoritmast
kullanilarak her belediye igin ayr1 olarak Kiiltiir Isleri
kategorisine atanmustir. Kiiltiir Isleri kategorisine atanan
tweetler Turkish Bert yontemi ile duygu analizi
gergeklestirilmistir. Sekil 7°de her belediyenin Kiiltiir
Isleri alaminda atilan tweetlerin sonuglar1 olumlu ve
olumsuz degerleri goriilmektedir.

Serdivan Belediyesi i¢in olumlu tweet sayist
olumsuz tweet sayisindan daha fazla oldugu; Sakarya
Biiytliksehir, Adapazari ve Erenler Belediyesi icin
olumlu ve olumsuz tweet sayilarinin birbirine yakin
degerler oldugu; Hendek Belediyesi icin ise olumsuz
tweet sayist daha fazla oldugu goriilmektedir.
Kullanicilar  tarafindan  atilan; olumlu  olarak
siniflandirilan tweetler belediyelerin etkinlikleri igin
tesekkiir ~ mahiyeti  tasidigi, olumsuz  olarak
siniflandirilan tweetlerin ise sikdyet ve istek bildirimi
oldugu goriilmiistiir.
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Sekil 7. Kiiltiir Isleri hakkinda atilan tweetlerin
siniflandirilmasi (Classification of tweets posted about Cultural
services)

4.3. Sosyal Hizmetler (Social Services)

Belediyelerin Sosyal Hizmetler Birimleri; ailelere,
kadnlara, yaslilara ve cocuklara yonelik egitici kurs ve
danismanlik hizmetleri verilmesi, engelli vatandaslar
icin  kolaylastiric calismalarin  yiiriitilmesini
saglamaktadir. Sosyal Hizmetler is boliimlerini
olusturan “kadin, ¢ocuk, aile, yash, engelli, egitim
kurslar1 ve yardim hizmetlerini” terimlerini iceren
tweetler toplanarak oOrnek veri seti hazirlanmistir.
Belediyeler hakkinda toplanan tweetler, makine
O6grenmesi yontemlerinden Naive Bayes simiflandirma
algoritmasi kullanilarak her belediye i¢in ayri olarak
Sosyal Hizmetler kategorisine atanmistir. Sosyal
Hizmetler kategorisine atanan tweetler Turkish Bert
yontemi ile duygu analizi ger¢eklestirilmistir. Sekil 8’de
her belediyenin Sosyal Hizmetler alaninda atilan
tweetlerin sonuglari olumlu ve olumsuz degerleri
goriilmektedir.

Serdivan ve Erenler Belediyesi i¢in olumlu tweet
sayist olumsuz tweet sayisindan daha fazla oldugu;
Adapazart Belediyesi i¢in olumlu ve olumsuz tweet
sayilarinin birbirine yakin degerler oldugu; Sakarya
Biiyiiksehir ve Hendek Belediyesi igin ise olumsuz
tweet sayist daha fazla oldugu goriilmektedir.
Kullanicilar  tarafindan  atilan; olumlu  olarak
siniflandirilan tweetler belediyelerin yardimlar1 i¢in
tesekkiir ~ mahiyeti  tasidigi, olumsuz  olarak
siniflandirilan tweetlerin ise sikayet, istek ve eksik
goriilen konularin bildirimi oldugu gériillmiistiir.
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Sekil 8. Sosyal Hizmetler hakkinda atilan tweetlerin
siniflandirilmasi (Classification of tweets posted about Social
Services)

4.4. Spor Hizmetleri (Sport Services)

Belediyelerin  Spor Hizmetler Birimleri; Spor
faaliyetlerinin gelismesini, yayginlagmasini ve katilimi
saglayacak calismalar yiriitiilmesini saglamaktadir.
Spor Hizmetler is boliimlerini olusturan “spor, futbol,
boks, tenis, karate, olimpiyat, tesis, turnuva ve saha”
terimlerini igeren tweetler etiketlenip ornek veri seti
hazirlanmistir. Belediyeler hakkinda toplanan tweetler,
makine Ogrenmesi yontemlerinden Naive Bayes
siniflandirma algoritmasi kullanilarak her belediye i¢in
ayr1 olarak Spor Hizmetleri kategorisine atanmustir.
Spor Hizmetleri kategorisine atanan tweetler Turkish
Bert yontemi ile duygu analizi gergeklestirilmistir. Sekil
9’da her belediyenin Spor Hizmetleri alaninda atilan
tweetlerin sonuglari olumlu ve olumsuz degerleri
goriilmektedir.

Sakarya Biiyiiksehir Belediyesi i¢in olumsuz tweet
sayist olumlu tweet sayisindan daha fazla oldugu;
Adapazar1 ve Erenler Belediyesi i¢in olumlu ve olumsuz
tweet sayilarinin birbirine yakin degerler oldugu;
Serdivan ve Hendek Belediyesi igin ise olumlu tweet
sayisinin daha fazla oldugu goriilmektedir. Kullanicilar
tarafindan atilan; olumlu olarak siniflandirilan tweetler
belediyelerin hizmetleri i¢in tesekkiir mahiyeti tagidigi,
olumsuz olarak smiflandirilan tweetlerin ise istek ve
eksik goriilen konularin bildirimi oldugu gériilmiistiir.
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Sekil 9. Spor Hizmetleri hakkinda atilan tweetlerin
siniflandirilmasi (Classification of tweets posted about Sports
Services)
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4.5. Cevre Hizmetleri (Environmental Services)

Belediyelerin Cevre Hizmetleri Birimleri; ¢evrenin
korunmasina, temizlenmesine, gelistirilmesine dair
projeler  tasarlayip, caligmalar  yliriitiilmesini
saglamaktadir. Cevre Hizmetleri is boliimlerini
olusturan “¢6p, temizlik, kirli, ¢evre, park ve bahge”
terimlerini iceren tweetler etiketlenerek ornek veri seti
hazirlanmistir. Belediyeler hakkinda toplanan tweetler,
makine Ogrenmesi yontemlerinden Naive Bayes
siniflandirma algoritmasi kullanilarak her belediye igin
ayr1 olarak Cevre Hizmetleri kategorisine atanmustir.
Cevre Hizmetleri kategorisine atanan tweetler Turkish
Bert yontemi ile duygu analizi gergeklestirilmistir. Sekil
10°da her belediyenin Cevre Hizmetler alaninda atilan
tweetlerin  sonuglari olumlu ve olumsuz degerleri
goriilmektedir.

Sakarya Bilyiiksehir, Serdivan ve Adapazari
Belediyesi i¢in olumsuz tweet sayist olumlu tweet
sayisindan daha fazla oldugu; Erenler ve Hendek
Belediyesi i¢in olumlu ve olumsuz tweet sayilarinin
birbirine yakin degerler oldugu goriilmektedir.
Kullanicilar  tarafindan  atilan; olumlu  olarak
siniflandirilan tweetler belediyelerin hizmetleri igin
tesekkiir ~ mahiyeti  tasidigi, olumsuz  olarak
siniflandirilan tweetlerin ise sikayet ve eksik goriilen
konularin bildirimi oldugu goériilmiistiir.
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Sekil 10. Cevre Hizmetleri hakkinda atilan tweetlerin
smiflandiriimasi (Classification of tweets posted about
Environmental Services)

5. Tartisma (Discussion)

Sakarya ilinde bulunan 5 belediye icin; Fen Isleri
alaninda; olumlu bir alg1 oldugu goriilmektedir. Kiiltiir
Isleri alaninda; Serdivan Belediyesi icin olumlu;
Sakarya Biiytliksehir, Adapazar1 ve Erenler Belediyesi
i¢in olumlu ve olumsuz algmin birbirine yakin oldugu,
Hendek Belediyesi igin ise olumsuz bir algi oldugu
goriilmektedir. Sosyal Hizmetler alaninda; Serdivan ve
Erenler Belediyesi icin olumlu bir algi oldugu;
Adapazar1 Belediyesi i¢in olumlu ve olumsuz alginin
birbirine yakin oldugu, Sakarya Biiyiiksehir ve Hendek
Belediyesi i¢in ise olumsuz bir algi oldugu
goriilmektedir. Spor Hizmetleri alaninda atilan tweetler
de; Sakarya Biiyiiksehir Belediyesi i¢in olumsuz bir
alg1; Adapazar1 ve Erenler Belediyesi i¢in olumlu ve
olumsuz algimnin birbirine yakin oldugu; Serdivan ve

Hendek Belediyesi igin ise olumlu bir algt oldugu
goriilmektedir. Cevre Hizmetleri alaninda atilan
tweetlerde; Sakarya Biiyiiksehir, Adapazari ve Serdivan
Belediyesi i¢in olumsuz bir algi oldugu; Erenler ve
Hendek Belediyesi i¢in olumlu ve olumsuz algimnin
birbirine yakin oldugu goriilmektedir. Cikan sonuglar
gbz Oniinde bulunduruldugunda, belediyelerin kimi
hizmetlerinin Twitter’daki algis1 olumsuz seyrederken,
kimi hizmetlerinin de olumlu yonde seyrettigi ortaya
cikmustir.

Twitter {izerindeki duygu analizi bazli yapilan
caligmalardan biri olan “Visualization of Local
Municipal Satisfaction by Twitter Data Analysis” adli
makalede duygu analizi yontemi ile Kanada
Montréal’deki ilgelere ait tweetler toplanarak vatandas
memnuniyetini  belirlemek i¢gin duygu analizi
gercgeklestirilmistir. Calisma sonucunda Verdun Beldesi
sakinlerinin belediye hizmetlerinden en yiiksek diizeyde
memnuniyet duyduklar1 ortaya ¢ikmis; Anjou
sakinlerinin ise bu hizmetlerden daha az memnuniyet
duydugu goriilmistiir (Zarei, Nik-Bakht ve Hammad,
2019).

Twitter tizerindeki diger bir ¢alisma ise “New York
City Street Cleanliness: Applying Text Mining
Techniques to Social Media Information” adli makalede
duygu analizi yontemi ile New York sehrinde atilan
tweetler toplanarak vatandas memnuniyetini belirlemek
icin duygu analizi gerceklestirilmistir. Caligma
sonucunda ¢ogunlukla NYC sokaklarmin temizligi
hakkindaki goriisiiniin olumsuz oldugunu goriilmiistiir
(Duan, Codesso, Alzamil, ve Vasarhelyi, 2020). Metin
madenciligindeki  gerceklesecek yeni gelismeler
sayesinde, Tiirkce metinler i¢in duygu analizi yaklagimi
¢ok daha verimli sonuglar verecektir.

6. Sonuclar (Conclusions)

Bu calismada Twitter iizerinden ilgili belediye
hizmetlerine dair atilan tweetlere duygu analizi
calismasi yapilmistr. Belediyelerin hizmet
alanlarindaki ~ g¢alismalarmin ~ Twitter‘daki  algisi
gbzlemlenmistir.

Sakarya’da en ¢ok takipgisi olan Sakarya
Biiyiiksehir, Adapazari, Serdivan, Erenler ve Hendek
Belediyeleri i¢in atilan tweetler orneklem olarak
almmigtir. Her Belediye i¢in 31 Mart 2019 tarihinden
sonra paylasilmig 10.000 Tiirkge tweet veri seti snscrape
kiitiphanesi  kullanilarak  olusturulmustur.  Python
programinin Tiirkge diline tam uyum saglayamamasi,
verilerin gorsellestirilmesinde ve duygu analizinde bazi
sorunlarla karsilasilmasina sebep olmustur. Kelimelerde
bulunan yapim eklerinin ¢alismadan ¢ikarilmasi, sadece
kelime koklerinin ¢alismaya alinmasi, Tiirk¢e dilinin
sondan eklemeli bir dil olmasindan dolay1 kelime
kokiinden bagka anlama gelecek yeni tiiretilen
kelimelerin ¢alismada yer almamasi analizi etkilemistir.
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Vatandaglarmm  Twitter’dan  istek, sikdayet ve
taleplerini hizli ve seffaf bir etkilesim siireciyle
belediyelerle paylasmasi, bu karsilikli  etkilesim
sonucunda daha hizl1 ve nitelikli bir ¢d6zliim ag1 meydana
getirecektir. Bu etkilesim sonucunda belediyeler de
sorunlarin zamaninda ¢dziilmesini, kaynaklar1 daha iyi
dagitilmasini, operasyonlarin daha etkin bir sekilde
yonetilmesini ve kamu politikasini iyilestirilmesini
saglayacaktir. Calisma boyunca ortaya ¢ikan veriler ve
beraberinde gerceklestirilen analizler gostermistir ki
Twitter, katilimci demokrasinin giiglenmesine katki
saglayacaktir.

Gelecek c¢alismalarda veri setinin genisletilmesi
veya Onemli tarih araliklarinda atilan tweetlerin analizi
gibi daha kapsamli veri kiimeleri ile farkli analiz
sonuglart elde edilebilecektir.
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Abstract

Cancer is threatening millions of people each year and its early diagnosis is still a challenging task. Early diagnosis is one of the major
ways to tackle the disease and lower the mortality rate. Advancements in deep learning approaches and the availability of biological
data offer applications that can facilitate the diagnosis and characterization of cancer. Here, we aimed to provide a new perspective of
cancer diagnosis using a deep learning approach on gene expression data.

In this study, RNA-Seq data of approximately 30 different types of cancer patients the Cancer Genome Atlas (TCGA) study, and
normal tissue RNA-Seq data from GTEX were used. The input data for the training was transformed to RGB format and the training
was carried out with a Convolutional Neural Network (CNN). The trained algorithm is able to predict cancer with 97% accuracy, using
gene expression data. In conclusion, our study shows that the deep learning approach and biological data have a huge potential in the
diagnosis and identification of tumor samples.

Keywords: cancer, CNN, gene expression, RNA-Seq, TCGA

Gen Ifade Verilerinde Konvolusyonel Sinir Ag Kullamlarak Tiimér
Orneklerinin Tahmini

Oz

Kanser her yil milyonlarca insan1 tehdit eden, erken teshisi hala miimkiin olmayan yaygin bir hastaliktir. Erken teshis, kanserle bas
etmenin ve Olim oranmi diisiirmenin en O6nemli yollarindan biridir. Derin 6grenme yaklagimlarindaki gelismeler ve biyolojik
verilerdeki artig, kanserin teshisini ve karakterizasyonunu kolaylastirabilecek uygulamalar sunmaktadir. Bu ¢alismada, gen ifade
verilerini kullanarak derin 6grenme yaklasimi ile kanser teshisine yeni bir bakis agisi saglamay1 amagladik.

30 farkl kanser ¢esidine ait RNA-Seq verisi Kanser Genom Atlast (TCGA) adli kaynaktan normal dokularin RNA-Seq verileri GTEX
adli kaynaktan temin edilip model egitiminde kullanilmistir. Gen ifade verileri RGB formatina doniistiiriiliip Konvolusyonel Sinir Ag:
(CNN) egitimi icin kullamildi. Egitilen model, gen ifade verilerine dayanarak kanseri %97 dogrulukla tahmin edebilmektedir. Sonug
olarak caligmamiz, derin 6grenme yaklasiminin ve biyolojik verilerin tiimor 6rneklerinin tanisinda biiylik bir potansiyele sahip
oldugunu gostermektedir.

Anahtar Kelimeler: CNN, Gen ifadesi, Kanser, RNA-Seq, TCGA.

based on the human brain, such as neurons. As a result

1. Introduction of the development of data science and especially the

) rapid increase in biological data in the last decade,

The deep learning approach has emerged by neural networks have begun to play important roles in

designing computer models that can perform the the interpretation of biological data for the diagnosis and

learning process as a result of interconnected layers treatment of diseases (Esteva et al. 2019). Cancer, one
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of the biggest health problems in the world, is one of the
diseases in which deep learning approaches were widely
applied.

Since cancer is a disease with high genomic
heterogeneity and phenotypic plasticity, its diagnosis
and treatment are quite challenging (Persi et al.2020).
Thanks to the developments in medical technologies,
various forms of medical data are abundant for cancer
patients and these data are suitable for deep learning-
based approaches for diagnosis or treatment of cancer.

Image-based methods, such as radiology and
histopathology, are commonly used for cancer diagnosis
thus image-based deep learning approaches have thrived
in supervised learning applications of cancer prediction.
CT, MRI, histopathology data have been used in deep
learning algorithms for the diagnosis of many types of
cancers, including breast cancer (Zuluaga-Gomez et
al. 2020; Gour et al. 2020; Zhang et al.; Hu et al. 2020;
Bejnordi et al. 2018; Couture, et al. 2018), prostate
cancer (Swiderska-Chadaj et al. 2020; Hartenstein et
al. 2020; Duran-Lopez et al. 2020; Yoo et al. 2019;
Nagpal et al. 2019; Arvaniti et al. 2018), lung cancer
(Kanavati et al. 2020; Laiet al.2020; Parnian et
al. 2020), colon cancer (Jiang et al. 2020), head and
neck cancer (Fontaine et al. 2020), and skin cancer
(Tschandl et al. 2020, Esteva et al. 2017). These image-
based studies facilitated clinical decision making
especially in the detection of tumors in the early stages.

In addition to the image-based approaches,
biological data such as gene expression (Dolezal et
al. 2020) and gene mutations (Jiao et al. 2020) have also
been used for training deep learning models to diagnose
cancer. Gene expression data and deep learning
approaches are integrated to tackle various challenges
such as estimation of survival times of individuals with
cancer (Ramirezet al.2021), determination of
biomarker genes (Xieet al.2021), assurance of
effective therapeutics for cancer treatment (Zeng et
al. 2021), classification of cancer subtypes (Binder et
al. 2021, Galili et al. 2021, Ahn et al. 2018). Ahn et al.
developed a deep learning algorithm using publicly
available gene expression databases to classify the
samples as normal or tumor and high predictive scores
were obtained. All of these studies show that by using
gene expression data and deep learning approaches
together, critical information will be revealed about the
mechanism of cancer.

In our study, The Cancer Genome Atlas (TCGA)
dataset with RNA-Seq data of approximately 30
different types of cancer patients and a dataset obtained
by curation of GTEx data including RNA-Seq analysis
of normal tissues was used. The input data for the
training was converted to RGB format and the training
was carried out with the CNN algorithm. The trained
algorithm can predict cancer and normal patients with
97% accuracy, based on gene expression data. Our
results suggest that gene expression data have the
potential to make inferences on cancer by mapping gene
expression content to RGB space.

2. Methods

2.1 Dataset Preparation

Data was downloaded from the UCSC Xena
platform (UCSC Xena), which includes RNA-Seq data
from various resources including, TCGA and GTEX.
Label distribution of selected datasets is shown in Table
1.

Table 1. Distribution of training dataset labels.

Datasets Normal Tumor
TCGA 727 9750
GTEx 7429 0

Data labels (Normal, Tumor) have been extracted
from phenotype information of selected samples. Gene
IDs were converted from Entrez ID to ENSEMBL IDs
using the BioMart online tool (BioMart).

The differentially expressed gene list (LINCS
Harmonizome)(Rouillard et al. 2016) was used to select
1024 genes that show the highest up-regulation or down-
regulation count throughout the whole dataset.
Expression data for selected genes have been using as
input for training.

2.2 Conversion of Inputs to Images

Gene expression values have converted into (R, G,
B) format before the training step. RGB values are
obtained by converting gene expression value into 24-
bit long binary and then using the first 8 bits for R (red),
second 8 bits for G (green), and third 8 bits for B (blue)
(Figure 1). For each sample, a 32x32x3 3D Numpy array
was prepared.

Gene Expression Level RGB Value
ENSG00000129250 131040 (1.255,224)

Decimal 1 255 224

Fixel color | #01FFE0 (1,255,229

Figure 1. Conversion of gene expression value to RGB
format.

2.3 CNN Architecture

The CNN architecture shown in Table 2 has been
using for training. The architecture includes eight
convolution layers, four dropout layers, one global
average pooling layer. Each convolution layer consists
of 3x3 kernels.

ReLU has been using as an activation function and,
to overcome overfitting, dropout rates of 0.2 or 0.5 used.
The final layer has a Sigmoid as an activation function.
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Table 2. CNN Architecture

Model: "TCGA CNN"

Layer (type) Output Shape Param #
conv2d (Conv2D) (None, 32, 32, 96) 2,688
dropout (Dropout) (None, 32, 32, 96) 2]
conv2d_1 (Conv2D) (None, 32, 32, 96) 83,040
conv2d_2 (Conv2D) (None, 16, 16, 96) 83,040
dropout_1 (Dropout) (None, 16, 16, 96) [}
conv2d_3 (Conv2D) (None, 16, 16, 192) 166,080
conv2d_4 (Conv2D) (None, 16, 16, 192) 331,968
conv2d_5 (Conv2D) (None, 8, 8, 192) 331,968
dropout_2 (Dropout) (None, 8, 8, 192) 2]
conv2d_6 (Conv2D) (None, 8, 8, 192) 331,968
activation (Activation) (None, 8, 8, 192) 2]
dropout_3 (Dropout) (None, 8, 8, 192) 2]
conv2d_7 (Conv2D) (None, 8, 8, 192) 37,056
activation_1 (Activation) (None, 8, 8, 192) [}
dropout_4 (Dropout) (None, 8, 8, 192) 2]
conv2d_8 (Conv2D) (None, 8, 8, 2) 386
global_average_pooling2d (None, 2) 2]
activation_2 (Activation) (None, 2) 2]

Total params: 1,368,194
Trainable params: 1,368,194
Non-trainable params: @

3. Results

3.1. Retrieved Input Images

Since gene expression data have been converted into
RGB format, visualizing the expression layout for any
sample as possible. In Figure 2, sample images for
Normal and Tumor samples are presented. The images
do not reveal any apparent pattern for the naked eye.
However, convolutional layers are able to pick regions
or patterns formed by neighboring pixels so gene
expression data was passed through convolution layers.
Please note that gene expression data was converted into
RGB format but they are not saved as images before
training. The training was performed on a 32x32x3 3D
multidimensional array for each sample.

3.2. CNN Training

The deep learning architecture shown in Table 2 has
been using for the training of 17,906 samples having
evenly distributed normal and tumor labels. Samples
were split into Train: Test with 80:20 ratio. After 40
epochs the accuracy has reached 97.7%. The accuracy
and loss plots of the test and training samples are shown
in Figure 3.

3.3 Performance Measurement

Figure 4 shows the ROC curve of the model. The AUC
value of our model was found to be 0.97. Additional
performance measures were calculated from the
confusion matrix generated by test sample predictions.
Our model had 98% precision and 98% recall for tumor
prediction (Table 3).

Figure 2. Visualization of gene expression data as image. 4
sample images from (a) Normal tissue data and (b) Tumor
tissue data generated by converting gene expression levels of
1024 selected genes using RGB mapping.
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Figure 3. Model accuracy (a) and loss (b) plots.
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Figure 4. The ROC curve of CNN model test predictions for
tumor and normal classification.

Table 3. Performance measurements based on confusion
matrix

Tumor Prediction

Accuracy 0.98
Precision 0.97
Recall 0.98
F1-Score 0.98

In literature, several different approaches use gene
expression data to classify tumor and normal samples
ranging from simpler machine learning approaches to
complex deep learning networks. These approaches
usually start with pre-processing the gene expression
data with an irreversible manipulation (normalization)
and even mapping data points to a different domain
(PCA, t-SNE, etc.). Our method involves a minimal and
reversible change to gene expression data. The RGB
mapping is reversible and does not require
normalization or any dimensional reduction techniques.
Table 4 compares our approach with several different
approaches both in pre-processing and classification
steps. Although Elbashir et al. study (Normalization +
CNN) has the highest accuracy, the sample used in their
study is problematic so our approach has better results
overall.

Please note that Elbashir et al uses a smaller and
unbalanced TCGA dataset (only Breast Cancer dataset,
containing 113 Normal, 1095 Tumor samples). Their
accuracy starts from 91% and reaches 98.7% and, due to
dominating the number of tumor samples, their model
has a tendency to pick “tumor” as a label irrespective of
the sample being predicted, explaining their very low
sensitivity and full precision scores. In our case, our
dataset is larger and balanced (8156 Normal vs. 9750
Tumor) and, our accuracy starts from 54% and then
reaches 97.7%.

4. Conclusions

Due to its complex biological microenvironment,
cancer has many difficulties in diagnosis and treatment.
The difficulties caused by this complexity can be
overcome with ever-increasing RNA-Seq data. The vast
number of expression data sets combined with deep
learning models have the potential to help diagnose
cancer cases.

In this study, we proposed an approach to process
gene expression in a reversible manner that does not
require normalization. After RGB mapping of
expression data, the processed data can be treated as
image data and be subject to convolutional neural
network learning.

Since our approach retains each pixel as an
individual gene, segmentation analysis which reveals
important pixels has the potential to reveal important
genes for cancer development. Moreover, the strength of
RGB mapping should be tested for not only tumor
prediction but also tumor stage prediction.

Table 4. Comparison of our model with other studies. SVM; support vector machine, t-SNE; t-distrubuted stochastic neighbor

embedding.

Expression Classification Accuracy Sensitivity Specificity Precision F- References

Preprocessing measure

RGB mapping CNN 97,73% 97,66% 97,80% 98,00% 0,975 Our method

Normalization ~CNN 98,76% 91,43% 100,00% 100,00% 0,955 Elbashir et

al.

Normalization ~ Stacked 94,78% 94,04% 97,50% 97,20% Danaee et al.
Denoising

Normalization ~ AlexNet 96,69% 96,39% 94,12% 99,54% 0,955 Elbashir et al

t-SNE SVM 100,00% 100,00% 51,00% 95,96% 0,97 Elbashir et al

References

Ahmed, O., & Brifcani, A. (2019, April). Gene Expression
Classification Based on Deep Learning. In 2019 4th

Scientific International Conference Najaf (SICN) (pp.
145-149). IEEE.

Ahn, T., Goo, T., Lee, C. H., Kim, S., Han, K., Park, S., &
Park, T., 2018. Deep learning-based identification of
cancer or normal tissue using gene expression data.

Journal of Intelligent Systems: Theory and Applications 4(2) (2021) 136-141 139



In 2018 IEEE International Conference on Bioinformatics
and Biomedicine (BIBM) (pp. 1748-1752). IEEE.

Arvaniti, E.Fricker, K.S.,Moret, M.,Rupp, N.,Hermanns,
T.,Fankhauser, C.,Wey, N., Wild, P.J.,Rueschoff, J.H.
and Claassen, M., 2018. Automated Gleason grading of
prostate cancer tissue microarras via deep learning.
Scientific reports,8(1), pp.1-11.

Bejnordi, B.E., Mullooly, M., Pfeiffer, R.M., Fan, S.,Vacek,
P.M., Weaver, D.L., Herschorn, S., Brinton,
L.A., van Ginneken, B., Karssemeijer, N. and Beck, A.H.,
2018. Using deep convolutional neural networks to
identify and classify tumor associated stroma in diagnostic
breast biopsies. Modern Pathology, 31(10), pp.1502-1512.

Binder, A., Bockmayr, M., Hégele, M., Wienert, S., Heim, D.,
Hellweg, K., ... & Klauschen, F. (2021). Morphological
and molecular breast cancer profiling through explainable
machine learning. Nature Machine Intelligence, 1-12.

Couture, H.D., Williams, L.A., Geradts, J., Nyante, S.J.,
Butler, E.N., Marron, J.S., Perou, C.M., Troester, M.A.
and Niethammer, M., 2018. Image analysis with deep
learning to predict breast cancer grade, Erstatus,
histologic subtype, and intrinsic subtype. NPJ breast
cancer, 4(1), pp.1-8.

Danaee, P., Ghaeini, R., & Hendrix, D. A. (2017). A deep
learning approach for cancer detection and relevant gene
identification. In Pacific symposium on biocomputing
2017 (pp. 219-229).

Dolezal, J.M., Trzcinska, A., Liao, C.Y., Kochanny, S., Blair,
E., Agrawal, N., Keutgen, X.M.,  Angelos, P., Cipriani,
N.A. and Pearson, A.T., 2020. Deep learning prediction of
BRAF- RAS gene expression signature identifies
noninvasive follicular thyroid neoplasms with papillary-
like nuclear features. Modern Pathology, pp.1-13.

Duran-Lopez, L., Dominguez-Morales, J.P., Conde-Martin,
A.F., Vicente-Diaz, S. and Linares- Barranco,
A., 2020. PROMETEO: A CNN-Based Computer-Aided
Diagnosis System for ~ WSI Prostate Cancer Detection.
IEEE Access, 8, pp.128613-128628.

Elbashir, M. K., Ezz, M., Mohammed, M., & Saloum, S. S.
(2019). Lightweight convolutional neural network for
breast cancer classification using RNA-seq gene
expression data. IEEE Access, 7, 185338-185348

Esteva, A., Kuprel, B., Novoa, R.A., Ko, J., Swetter, S.M.,
Blau, H.M. and Thrun, S., 2017. Dermatologist-level
classification of skin cancer with deep neural networks.
Nature, 542(7639), pp.115-118.

Esteva, A., Robicquet, A., Ramsundar, B., Kuleshov, V.,
DePristo, M., Chou, K., Cui, C., Corrado, G., Thrun, S.
and Dean, J., 2019. Aguide to deep learning in healthcare.
Nature medicine, 25(1), pp.24-29.

Fontaine, P., Acosta, O., Castelli, J., De Crevoisier, R., Miiller,
H. and Depeursinge, A., 2020. The importance
of feature aggregation in radiomics: a head and neck
cancer study. Scientific Reports, 10(1), pp.1-11.

Galili, B., Tekpli, X., Kristensen, V. N., & Yakhini, Z., 2021.
Efficient gene expression signature for a breast cancer
immuno-subtype. Plos one, 16(1), e0245215.

Gour, M., Jain, S. and SunilKumar, T., 2020. Residual learning
based CNN for breast cancer histopathological
image classification. International Journal of Imaging
Systems and  Technology.

Hartenstein, A., Liibbe, F., Baur, A.D., Rudolph, M.M., Furth,
C., Brenner, W., Amthauer, H., Hamm, B., Makowski,

M. and Penzkofer, T., 2020. Prostate Cancer Nodal
Staging: Using Deep Learning to Predict 68 Ga-PSMA-
Positivity from CT Imaging Alone. Scientific Reports,
10(1), pp.1-11.

Hu, Q., Whitney, H.M. and Giger, M.L., 2020. Adeep learning
methodology for improved breast cancer diagnosis using
multiparametric MRI. Scientific Reports, 10(1), pp.1-11.

Jiang, D., Liao, J., Duan, H., Wu, Q., Owen, G. Shu, C., Chen,
L., He, Y., Wu, Z., He, D. and Zhang, W., 2020. A
machine learning-based prognostic predictor for stage 11l
colon cancer. Scientific reports, 10(1), pp.1-9.

Jiao, W., Atwal, G., Polak, P., Karlic, R., Cuppen, E., Danyi,
A., De Ridder, J., van Herpen, C., Lolkema, M.P,,
Steeghs, N. and Getz, G., 2020. A deep learning system
accurately classifies primary and metastatic cancers
using passenger mutation patterns. Nature

communications, 11(1), pp.1-12.
Kanavati, F., Toyokawa, G., Momosaki, S., Rambeau, M.,
Kozuma, Y., Shoji, F., Yamazaki, K., Takeo, S.,

lizuka, O. and Tsuneki, M., 2020. Weakly-supervised
learning for lung carcinoma classification  using
deep learning. Scientific Reports, 10(1), pp.1-11.

Li, Z., Zou, D., Tang, J., Zhang, Z., Sun, M., & Jin, H., 2019.
A comparative study of deep learning-based vulnerability
detection system. IEEE Access, 7, 103184-103197.

Lai, Y.H., Chen, W.N., Hsu, T.C., Lin, C., Tsao, Y. and Wu,
S., 2020. overall survival prediction of non-small
cell lung cancer by integrating microarray and clinical data
with deep learning. Scientific reports, 10(1), pp.1-
11.

Marra, F., Gragnaniello, D., & Verdoliva, L., 2018. On the
vulnerability of deep learning to adversarial attacks for
camera model identification. Signal Processing: Image
Communication, 65, 240-248.

Mencattini, A., Di Giuseppe, D., Comes, M.C., Casti, P.,
Corsi, F., Bertani, F.R., Ghibelli, L., Businaro,
L., Di Natale, C., Parrini, M.C. and Martinelli, E., 2020.
Discovering the hidden messages within cell trajectories
using a deep learning approach for in vitro evaluation of
cancer drug treatments. Scientific reports, 10(1), pp.1-11.

Nagpal, K., Foote, D., Liu, Y., Chen, P.H.C., Wulczyn, E.,
Tan, F., Olson, N., Smith, J.L. Mohtashamian, A.,
Wren, J.H. and Corrado, G.S., 2019. Development and
validation of a deep learning algorithm for improving
Gleason scoring of prostate cancer. NPJ digital medicine,
2(1), pp.1-10.

Parnian, A., Arash, M., Tyrrell, P.N., Cheung, P., Ahmed, S.,
Plataniotis, K.N., Nguyen, E.T. and Anastasia,
0., 2020. DRTORP: deep learning-based radiomics for the
time-to-event outcome  prediction in lung cancer.
Scientific Reports (Nature Publisher Group), 10(1).

Persi, E., Wolf, Y.I., Horn, D., Ruppin, E., Demichelis, F.,
Gatenby, R.A., Gillies, R.J. and Koonin, E.V., 2020.
Mutation—selection balance and  compensatory
mechanisms in tumour evolution. Nature Reviews
Genetics, pp.1-12.

Ramirez, R., Chiu, Y. C., Zhang, S., Ramirez, J., Chen, Y.,
Huang, Y., & Jin, Y. F., 2021. Prediction and
interpretation of cancer survival using graph convolution
neural networks. Methods.

Rouillard, A. D., Gundersen, G. W., Fernandez, N. F., Wang,
Z., Monteiro, C. D., McDermott, M.G., & Ma’ayan, A.,
2016. The harmonizome: a collection of processed datasets

Journal of Intelligent Systems: Theory and Applications 4(2) (2021) 136-141 140



gathered to serve and mine knowledge about genes and
proteins. Database, 2016.

Shon, H. S., Yi, Y., Kim, K. O., Cha, E. J., & Kim, K. A.
(2019). Classification of stomach cancer gene expression
data using CNN algorithm of deep learning. Journal of
Biomedical and Translational Research (JBTR), 20(1), 15-
20.

Sinha, S., & Saranya, S. S., 2021. One Pixel Attack for Fooling
Neural Networks. Annals of the Romanian Society for
Cell Biology, 8405-8412.

Su, J., Vargas, D. V., & Sakurai, K., 2019. Attacking
convolutional  neural network using differential
evolution. IPSJ Transactions on Computer Vision and
Applications, 11(1), 1-16.

Swiderska-Chadaj, Z., de Bel, T., Blanchet, L., Baidoshvili,
A., Vossen, D., van der Laak, J. and Litjens, G., 2020.
Impact of rescanning and normalization on convolutional
neural network performance in multi-center, whole-slide
classification of prostate cancer. Scientific Reports, 10(1),
pp.1-14.

Tran, N.H., Qiao, R., Xin, L., Chen, X., Shan, B. and Li, M.,
2020. Personalized deep learning of individual
immunopeptidomes to identify neoantigens for cancer
vaccines. Nature Machine Intelligence, pp.1-8.

Tschandl, P., Rinner, C., Apalla, Z., Argenziano, G., Codella,
N., Halpern, A., Janda, M., Lallas, A., Longo, C.,
Malvehy, J. and Paoli, J.,, 2020. Human—computer
collaboration for skin cancer recognition. Nature
Medicine, 26(8), pp.1229-1234.

Xie, Y., Meng, W. Y., Li,R. Z.,, Wang, Y. W., Qian, X., Chan,
C., .. & Leung, E. L. H.,, 2021. Early lung cancer
diagnostic biomarker discovery by machine learning
methods. Translational oncology, 14(1), 100907.

Yoo, S., Gujrathi, I., Haider, M.A. an Khalvati, F., 2019.
prostate cancer Detection using Deep convolutional
neural networks. Scientific Reports, 9.

Zeng, B., Glicksberg, B. S., Newbury, P., Chekalin, E., Xing,
J., Liu, K., ... & Chen, B., 2021. OCTAD: an open
workspace for virtually screening therapeutics targeting
precise cancer patient groups using gene expression
features. Nature Protocols, 16(2), 728-753.

Zhang, Y., Chan, S., Park, V.Y., Chang, K.T., Mehta, S., Kim,
M.J., Combs, F.J., Chang, P., Chow, D., Parajuli, R. and
Mehta, R.S., 2020. Automatic Detection and Segmentation
of Breast Cancer on MRI Using Mask R-CNN
Trained on Non-Fat-Sat Images and Tested on Fat-Sat
Images. Academic Radiology.

Zuluaga-Gomez, J., Al Masry, Z., Benaggoune, K., Meraghni,
S. and Zerhouni, N., 2020. A CNN-based methodology for
breast cancer diagnosis using thermal images. Computer
Methods in Biomechanics and Biomedical
Engineering: Imaging & Visualization, pp.1-15.

Journal of Intelligent Systems: Theory and Applications 4(2) (2021) 136-141

141



csLems; 7,
(‘&%\) bf’o,

& %
Research Article. 2 >
Journal of Intelligent Systems: Theory and Applications 4(2) 2021: 142-154 g é’
DOI: 10.38016/jista.889991 -4 s

2 &

‘9)of c,go'

Short-Term Wind Power Prediction Approach Based On

Bayesian Optimization and Ensemble Learning

Kiibra Yazic1 %] Semra Boran 2
1 Turkish-Deutsche University, Faculty of Engineering, Department of Industrial Engineering, Istanbul/Turkey
2 Sakarya University, Faculty of Engineering, Department of Industrial Engineering, Sakarya/Turkey

kubra.yazici@tau.edu.tr, boran@sakarya.edu.tr

Abstract

In wind energy studies, predicting the short-term energy generation amount for wind power plants and determining the production offer
to be placed on the market play an important role. In this study an hourly short-term wind power estimation of a wind turbine located
in Turkey with an installed power of 3600 kW has been made. Estimation results were evaluated on a seasonal and annual basis. New
hybrid models have been developed for short-term wind power prediction, consisting of Bayesian Optimization (BO), Support Vector
Regression (SVR), Gaussian Process Regression (GPR), Decision Tree (DT), stacking, and bagging algorithms. In the proposed
prediction approach, it is aimed to reduce prediction errors by combining different regression algorithms with the BO method and
ensemble algorithms. Unlike other wind prediction studies, BO was used for the first time in the hyperparameter selection of the
regression algorithms selected as the basic learner in the study. Bayesian optimized decision tree (BO-DT) with the lowest error values
among the base learners, and Bayesian optimized gaussian process regression (BO-GPR) combined with bagging and stacking. The
efficiency of ensemble learning algorithms was measured by the statistical measurement methods Normalized Absolute Mean Error
(NMAE), Normalized Root of Mean Squares Error (NRMSE), and determination coefficient (R?). According to the results, the bagging
method created with the BO-DT took the annual average NRMSE, NMAE, R? criteria of 11.045%, 4.880%, 0.899, respectively, and
the model with the best performance was selected in terms of both annual and seasonal results.

Keywords: Renewable energy, Wind power prediction, Bayesian Optimization, Ensemble Learning

Bayes Optimizasyonu Ve Topluluk Ogrenmesine Dayah Kisa Dénem Riizgar
Giicii Tahmin Yaklasimi

Oz

Riizgar enerjisi ¢aligmalarinda, riizgar santralleri i¢in kisa donem enerji tiretim miktarinin tahmini ve piyasaya verilecek tretim
teklifinin belirlenmesi 6nemli bir rol oynamaktadir. Caligmada Tiirkiye’de bulunan ve kurulu giicii 3600 kW olan riizgar tiirbinin saatlik
kisa donem riizgar enerjisi tahmini yapilmistir. Tahmin sonuglart mevsimsel ve yillik olarak degerlendirilmistir. Kisa donem riizgar
giicii tahmini i¢in bayes optimizasyonu, destek vektor regresyonu, gauss siire¢ regresyonu, karar agaci, stacking ve bagging
algoritmalarinin birlesiminden olusan yeni hibrit modeller gelistirilmistir. Onerilen tahmin yaklagiminda farkli regresyon algoritmalar
ile bayes optimizasyon yontemi ve topluluk algoritmalar1 birlestirilerek tahmin hatalarinin azaltilmasi amaglanmistir. Calismada temel
Ogrenen olarak segilen regresyon algoritmalarinin hiper parametre se¢iminde diger riizgar tahmin ¢alismalarindan farkli olarak ilk defa
bayes optimizasyonu kullanilmigtir. Temel 6greniciler icerisinde en diisiik hata degerlerine sahip bayes algoritmasi ile optimize edilmis
karar agaci ve gauss siireg regresyonu, torbalama ve istifleme ile birlestirilmistir. Topluluk 6grenmesi algoritmalarinmn etkinligi
istatistiksel 6l¢tim yontemleri olan Normalize Mutlak Ortalama Hata (NMAE), Normalize Ortalama Hata Kareleri Kokii (NRMSE) ve
determinasyon katsayisi (R?) ile dlgiilmiistiir. Sonuglara gére bayes algoritmasi ile optimize edilmis karar agaci ile olusturulan
torbalama yontemi yillik ortalama NRMSE, NMAE, R2 kriterleri sirastyla 11.045 %, 4.880 %, 0.899 degerlerini almis ve hem y1llik
hem de mevsimlik sonuglar agisindan en iyi performansa sahip model se¢ilmistir.

Anahtar Kelimeler: Yenilenebilir enerji, Riizgar giicli tahmini, Bayes Optimizasyonu, Topluluk 6grenmesi
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1. Introduction

The need for energy is increasing day by day due to
the increase in population, as well as the developments
in the technology and automation sector developing in
recent years. However, providing energy from fossil
fuels both harms human health and causes irreparable
environmental problems. Increases in population,
urbanization and energy demand require sustainable
energy management, technological infrastructure and
innovative applications. With the developments in the
last 20 years, it is estimated that the 2% growth in energy
need will increase by 1.3% in the next 20 years, which
requires incentives to continuously support the sector
with innovative systems, products and investments
(Eroglu, 2019). In the next 10 years, especially
alternative energy use will be solar, wind, etc. It will
depend on the resources, bringing along important
developments in the energy production industry (Oz &
Alyiiriik, 2020). Wind energy is the fastest-growing
energy type among renewable energy sources globally
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and the most invested energy type in the last 6 years. In
2019 approximately 15% of the electricity demand in
Europe, in Turkey about 7% is obtained from wind
power plants (YEKDEM, 2020). Wind power plant
installed power in 2023 in Turkey total power installed
power (100,000 MW) 20%. It is aimed to reach a value
of 20,000 MW, corresponding to the amount of energy
(Senol & Kog, 2015). Considering the wind potential
and the 2023 targets, although the current installed
capacity of wind power plant is low, significant
developments have been achieved in the last decade.
The electricity consumption in Turkey, which reached
290.4 kilowatt-hours in 2019, is expected to reach 375.8
TWh with an annual average increase of 4.8% (ETKB,
2019). This increase in energy consumption increases
foreign dependency and causes a current account deficit
for countries that cannot produce the energy they
consume and meet this need with imports. When
examining Turkey's current account deficit, this deficit
constitutes a significant portion of energy
imports(Bagc1,2019).
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Figure 1. Installed wind power plants by years

In Figure 1, the last twelve years for Wind Power
Plants in Turkey (1998-2020) is given to the
development of total installed capacity (TUREB, 2021).
As shown in the graph, installed wind power has
increased 10 times in the last 10 years and exceeded 8
GW. The ratio of electricity generated from wind energy
to total electricity generation in Turkey in 2020 was
8.4%. A ratio of the 8.4% of electricity consumed in
Turkey is produced from wind energy. It is aimed to
increase this value to 20% in 2023.

Electricity generation with wind power has a highly
variable profile. For this reason, energy prediction
models based on wind prediction have an important
place in the reliable, economical and quality operation
of wind energy resources. Wind energy prediction
models are used in power systems planning, reserve
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planning, maintenance and repair planning, and bidding
in the electricity market. Thanks to prediction models,
power plants can increase their revenues by reducing
prediction errors in the day-ahead market, thus reducing
energy imbalances in the electricity market and
consequently, costs (Karik et al., 2017). Especially,
short-term wind prediction play an important role in
day-ahead electricity trade, planning the day-ahead
electricity system, determining the required reserve
amount, and making unit commitment decisions
(Kerem, 2018). Thanks to short-term wind prediction,
problems such as excessive production planning and
allocation of excess reserves can be avoided, reducing
operating costs and integrating more wind energy into
the system.

Better predictive models for wind power
significantly reduce the need for conventional power
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plants to control energy. At this point, among prediction
models, especially machine learning methods play a
major role in the successful integration of wind power
generation into electrical networks.

In this study, short-term wind power prediction four
models based on the Bayesian optimization algorithm
(BOA) and ensemble learning that can assist system
operators and producers in more accurate production
planning and accurate price proposal in electricity
markets are proposed. Ensemble learning algorithms
have been preferred in this study because it provides the
opportunity to obtain higher performance models by
combining more than one regression algorithm. In the
parameter setting of regression algorithms, unlike other
methods, the BOA, which uses the information obtained
from previous experiments and works quickly, is used.
Decision tree, Gaussian process regression and Support
vector regression, which are frequently used in short-
term wind power prediction in the literature, are used as
regression algorithms. Among the optimized regression
algorithms, Bayesian optimized Gaussian process
regression (BO-GPR) and Bayesian optimized decision
tree (BO-DT) have been chosen as the base learner for
ensemble learning. In bagging and stacking methods,
which are ensemble learning methods, different
combinations of BO-GPR and BO-DT were tried and
the results were evaluated seasonally and annually in
terms of NRMSE, NMAE and R? performance criteria.
The developed models were used for short term wind
energy estimation of a wind turbine operating in Yalova.
The model consisting of the combination of BO-DT and
bagging algorithm, which has the best performance
criteria for four seasons, has shown that it is the most
effective model in short term wind power with annual
average NRMSE 11.045%, NMAE 4.880% and R2
0.899.

The remainder of this work is organized as follows.
Section 2 summarizes the literature on short-term wind
power prediction studies. Section 3 and Section 4
introduces the methods used in the study and proposed
approach, respectively. Section 5 shows the
implementation stages of the proposed models in the
study and the analysis results on the determined wind
turbine. And finally, Section 6 summarizes the results of
the proposed short-term wind prediction models and
their contribution to the literature.

2. Literature Survey

There are many studies of machine learning and
ensemble learning applications in short-term wind
power prediction in the literature. Lee and Baldick
proposed 52 artificial neural networks (ANN) models
and 5 Gaussian process regressions (GPR) models based
on the GPR model and ANN for prediction at 48 hours
time horizon. Artificial neural network (ANN) sub-
models predicted future wind power over a 48-hour
period based on past and predicted wind power data.
Parallel to the ANN, GPR predict only from historical

wind power data. The most appropriate prediction from
more than one prediction value formed for the same hour
is determined by the decision process (Lee & Baldick,
2014).

Chen et al. (2014), combined NWP (Numerical
weather prediction) model and GPR models to predict
short term wind power. Wind power was forecasted
based on the relationship between the corrected data
after the wind speed data received in the proposed model
were corrected with Gaussian process. The data set on
which the model has applied consists of wind speed,
wind direction, temperature, pressure, humidity and
wind power and is in a time period of 10 minutes. The
proposed model was compared with classical wind
prediction methods such as Multilayer perceptron
(MLP) and ARIMA, and an improvement between 9%
and 14% was achieved in error values compared to the
artificial neural network.

Li et al. (2018), proposed a hybrid model based on
Support vector machine (SVM) using Wavelet
transform (WT) and Cuckoo search (CS) methods.

In the proposed model, Fourier, Gaussian and
polynomial fitting was used to deal with the missing and
erroneous data, and then the original signal was
eliminated with WT. With the CS optimization, core
function of the SVM and the penalty factor are
optimized, and the prediction accuracy is increased. The
model created has been applied to the data set consisting
of hourly wind speed, wind direction, and wind power
belonging to China's wind power plant. The past 60 days
(1440 hours) data was used for the training, and the next
3 days (72 hours) data was used for the test. According
to the results, the proposed model has fewer error values
than ARIMA, Support Vector Regression (SVR) and
Back Propagation Neural Network (BPNN).

Fu et al. (2019), put forward a SVM model
optimized with the improved CS method on the data set
consisting of hourly wind speed, wind direction,
temperature and wind power. The classic CS method has
been optimized to prevent the local optimum's easy
capture in large data sets. The proposed model was
applied in two data sets, 500 and the other 400 training
data, and tested with 40 data. According to the results,
the proposed model gave better results than the SVM
optimized with classical CS, and it was shown that the
number of training data was effective on the prediction.

Ma & Zhai (2019), established a 2-stage hybrid
model consisting of WT, Feed-forward artificial neural
network (FFANN) and Ant colony optimization (ACO)
methods. In the first stage of the model, meteorological
parameters such as wind direction, temperature,
pressure and wind speed were predicted. In the second
stage, wind speed predictions from the first stage were
predicted with an ANN optimized with the ant colony
and wind power sub-series. Wind power prediction
results are obtained by applying the predicted sub-series
WT. The proposed model has been more successful than
ANN optimized with genetic algorithms, ANN
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optimized with Particle swarm optimization in the next
24-hour wind power prediction.

Li et al. (2020), proposed a hybrid model consisting
of a SVM and improved Dragonfly algorithm (IDA) has
been proposed for short term wind power forecasting.
The IDA is used to select the optimum parameters of the
SVM. The proposed model was tested on a data set
consisting of hourly wind speed, wind direction and
wind power in 2017 of a wind farm located in France. In
the hybrid model proposed for short-term wind
forecasting, the past 6 days (144 hours) data are
determined as training data, and the next 2 days (48
hours) data are determined as test data. The proposed
model gave better short-term wind power forecasting
results than ANN and GPR methods.

Recently, ensemble learning applications have
increased in wind power forecasting by combining
multiple forecasting methods, offering more generalized
performance and reliability.

Heinermann & Kramer (2016), applied the k nearest
neighbor (k-NN), Decision tree (DT) and SVM methods
to short-term wind power. DT and SVM methods that
predict with less error are combined with heterogeneous
ensemble learning. With the created heterogeneous
ensemble learning models, both an increase in
prediction accuracy and a decrease in runtime were
achieved.

Ahmad et al. (2018), applied Random Forest (RF)
and Extra Trees (ET) method to investigate the effect of
ensemble learning methods on improving calculation
costs and prediction accuracy in hourly wind power
prediction. The results were compared with the SVM.
According to the prediction performance results of the
methods, RF and ET, which are tree-based ensemble
learning methods, gave better results than the SVM. In
addition to the prediction accuracy, the ET method has
less training and testing time than the other two
methods.

Banik et al. (2020), used Boosting, Gradient
Boosting and Extreme gradient boosting (XGBoost)
methods as predictors, outliers were removed in the data
set consisting of hourly data from 2014, and the
relationship between wind power and meteorological
parameters was determined with the Pearson correlation
heat map. According to the results, a strong correlation
was found between wind power and wind speed, wind
direction, temperature and humidity, and other
parameters were not included in the model. Then, 5-fold
validation was applied to the models and predictions
were made in two different time horizons, 1 hour and 1
week. According to R? and RMSE criteria, XGBoost
ensemble gave the best results compared to other
methods.

Tahir et al (2018), proposed a two-layer stacked
ensemble-based model consisting of Random Forest,
Support vector machine and Radial Basis Function
Neural Network methods for very short-term wind
power forecasting. The output values obtained with the
support vector machine, random forest and radial basis

function neural network models in the first layer of the
model are combined with the support vector machine in
the second layer and wind power are forecasted.
According to the results, the proposed stacked
ensemble-based model has been more successful than
the classical support vector machine, linear regression,
regression tree, random forest in very short-term wind
power forecasting.

In this study, SVR, GPR and DT were applied in
order to predict short-term wind power on a data set
consisting of hourly wind speed, wind direction,
temperature, pressure, relative humidity and wind
power. In order to optimize the regression algorithms,
unlike the optimization algorithms such as CS, ACO,
PS, which are used in wind prediction studies in the
literature, the BO was used. In order to reduce the
prediction error of optimized regression algorithms and
provide an improved prediction performance, these
algorithms are combined with the ensemble learning
methods, bagging and stacking. In the literature, DT and
GPR algorithms, which are frequently used as single
models in wind power prediction, are combined with the
stacking algorithm in the study and different models are
proposed.

3. Materials and Methods

3.1. Gaussian Process Regression

Gaussian process regression (GPR) is a kernel-based
nonparametric probabilistic model. The Gaussian
process estimates the final probability distribution based
on a previous probability distribution and updates the
previous probability distribution based on training data.
A Gaussian process model predicts response variables
with the new input vector and training data by defining
the relationship between input variables and target
variables (Rasmussen & Williams, 2006). Regression
model function:
y=f(x) + ¢ e~ N(0,07 ) 1

where y is the target variable, and x is the input
variable. The average of &, which is additive noise, is 0
and it is assumed to be normally distributed (Wan &
Sapsis, 2017). A Gaussian process mean function is
expressed by m(x) and covariance function k(x,x):

m(x) = E[f (x)] (2)
k(x,x") = E[(f(x) =m(x)) (f(x) —m(x')] @)
The model is defined as follows:

f(x) = GP(m(x), k(x,x")) (4)

Assuming that the training dataset of the Gaussian
model is  represented by D = {(xi_yi) =|i=
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1,2,...... N|}x € R, yeR where x is the input y is
output, R4, d-dimensional R is the one-dimensional
vector space. The Gaussian distribution with D, a linear
combination of Gaussian parameters, is given in
Equation 5.

y = GP(m(x), k(x,x") + 021l,) (5)

Where | denote the identity matrix. The covariance
function is the central component in the GPR model, so
function selection is critical. It is the most commonly
used quadratic exponential in the literature from
different functions such as linear, exponential, matern,
rational quadratic, squared exponential. This can be
explained by the fact that the function is infinitely
differentiable and therefore, uniformly distributed.
Because of these properties, the squared exponential
kernel function is frequently used in studies on energy
estimation (Heo & Zavala, 2012). In this study, the
squared exponential function used as the covariance
function is shown in Equation 6.

1 (xi-x )b (xi-xJ) ©6)

2
2 oj

k(xi,xj|0) = afexp |-
In the equation, or refers to the signal standard
deviation, and g, refers to the feature data's length.

3.2. Support Vector Regression

The support vector machine (SVM) is one of the
most frequently used methods for predicting renewable
energy generation (Zendehboudi et al., 2018). The
method provides flexible control over the model
complexity. Thus it gives successful results in solving
nonlinear problems even in a small training set (Deng et
al., 2018). The SVM aims at minimizing the structure
risk in contrast to conventional experimental risk
reduction. It tries to minimize the upper limit of
education error and generalization error consisting of the
sum of a confidence interval (Dong et al., 2005).

x; represents the vector of input parameters, and y;
represents the output value (i represents data point ith in
the data set). In this case, the sample set can be defined
as {(x;,y; )}i=, where N represents the total number of
samples.

y=f(x)=W.0(x)+b (7

In Equation 7, W denotes the feature vector, b is the
intersection vector, and @ (x) is the high dimensional
space. In Equation 8, the regulated risk function is given
to estimate the W and b coefficients (Li et al., 2009).

Minimise = —|W|*+C=- 3, L. (v, f (%)) ®)

L(Y;, f(x))=
{0' lyi — f(x) < &l ©)
lyi — f(x) < &l others

|[W|? is the regulated term, while C is the penalty
factor determining the balance between pattern
smoothness and training. The second term of Equation 8
is empirical error measured by the density loss function
¢ given in Equation 9. To estimate W and b, the equation
given above is converted into the objective function in
Equation 10.

Minimise {i W b= W€ ~ K (G + ) (10)

yvi —W.0x; —b<e+{
Subject to: {W.0x; +b<e+{{, i=12,...N
20420

Here ¢ refer to artificial variables. Equation 10 is
written as when the kernel function is K (x;, x;):

Minimise {a;}{aj}=; ZL, 2 (a; — a)).(a; —
a;).K(x;, x;) — eXNq(a; —a) +Xi v (a; — af) (11)

N
Subject to: Z(ai —a) =0
i=

(a; —a;) €[0,C]

In Equation 11, a;and a; represent Lagrange
factors, and i and j represent different examples. In this
case, Equation 7 is expressed as follows (Li et al., 2009):

y=f(x) =% (a; —a))K(x;,x) +b (12)
3.3. Decision Tree

Decision tree (DT) is frequently wused in
classification and regression problems because of their
low computational costs and easy interpretation. Since
short-term wind power prediction is a regression
problem, the study focuses on the principle of regression
trees. The DT is usually a binary tree in each node where
a decision criterion is defined, taking into account a
particular feature of the test model. A tag is assigned to
each leaf node in the tree, so the practitioner can easily
understand the tree's decisions (Hastie et al., 2009;
Bishop, 2006).

Building regression trees is the process of creating
an iterative tree by selecting the most appropriate
features and split points based on the minimum square
error (Breiman, 1984). Thanks to the tree's ability to be
adjusted according to the properties of the data set, there
is no need to pre-set the function structure, and it can be
worked with both discrete and continuous variables. A
simple decision tree is a binary tree consisting of two
leaf nodes, a root node, and a branch. The decision tree
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is denoted by h(x; a,,), where a,, is the characteristic
variable and split point in the m-th iteration. The
examples givenare R = {x; ,y;}" and x; are continuous
variables. In the R set, x; takes n different values. The
values are written as {x,x7, .....x'} on an increasing
level and the set R is divided into R* and R~ according
to the division point s. If the value of x;; is less than the
s value, it is included in the R~ set, if it is large, it is
included in the R* set (Equation 13).

R*(j,s) = {xij|xi]- > s}
(13)
R_(j,S) = {xl-j|xi]- < S}

The predicted value in each set must be equal to the
output value or all samples’ mean. The predicted value
for the set R,,, with the number of data N,,, is calculated
¢, With Equation 14.

1
Cm = Nom ijeRmyi (14)

The set consisting of all possible values of the
division points s for each value of the continuous
variable x;; is shown by Equation 15.

i+1

Sx].={xj++|1§iSN—1} (15)

To find the appropriate feature x;; and the split point
s, all the split points for all properties should be
examined and selected as the final split point with
minimum loss. Here the loss can be calculated by
Equation 16.

Y(G+s)= ij
(16)

i —cH?+ Yrjer- i — cs)?

ert

Finally, the optimal feature variable and the split
point are written as in Equation 17.

(% s") = argmin; ¢ Zx].ER+ i — )+
Ljer- i = cs)? (17)

3.4. Bayesian Optimization Algorithm

Hyperparameter selection plays an important role in
the success of machine learning algorithms. Grid search,
which is frequently used in hyperparameter
optimization, becomes complicated when the parameter
space size is high while performing a comprehensive
search in simple models (Cornejo-Bueno et al., 2018;
Alade et al.,2019). Since the random search algorithm
works by randomly sampling the search field, it does not
use the information obtained from previous
experiments. This situation creates a problem, especially

in hyperparameter selection problems where the
function is unknown, and the cost of running an
experiment is high. BOA comes into play at this point
(Wang et al, 2012). BOA estimates the posterior
distribution of the objective function using the Bayes
theorem and determines the hyperparameter
combination of the next example according to this
distribution. Unlike the random search, it uses all the
information obtained from the previous experiment and
tries to find the parameter to bring the result to the global
maximum. To avoid native optima, exploration and
exploitation need to be changed. The gain function is
defined to encrypt this exchange. The gain function
returns the utility estimates of the candidate points for
the next step of f(x) and selects x,.y, which produces
the maximum utility.

In this study, the expected improvement (EI) is used
as the gain function. The value x looking for the global
minimum of the given function f (x) is obtained as in
Equation 18:

x = argmax E(max{0, fr41(x) — f(x")}ID,  (18)
Where D represents the number of x components.

When a Gaussian process is used, it is expressed for El
as:

EI(x) {(.U(X) —fG&M)e @ +ox) e (Z),'if o(x)>0
0 ifo(x) =0
(19)
GO CIM
=" (20)
3.5. Bagging

In the bagging approach is aimed to create
independent predictors by using the samples of the
training set and the average or voting of the output of the
prediction methods. When more than one similar dataset
is created by re-sampling with preloading, the variance
of the output error decreases and overfitting is solved
(Breiman, 1996). Breiman (1996) showed also that
bagging method gives better results than the single tree
in both classification and regression problems.

In bagging, in the first step, N new training data of n
dimensions are created, in which n of the n samples are
selected homogeneously by changing from the original
data set. Then, each tree in the community is
individually trained with relevant new training data. For
example, in this study, 50 trees were used in bagging tree
models. In the last step, the average of all predictions is
calculated to make a final forecast. In the bagging trees
model, the prediction is defined as:

y=~3 fi (%) (21)
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Here f; shows the generating trees, i shows the boot
data and each tree model created is trained on the boot
data.

3.6. Stacking

The stacking method, known as a batch
generalization, is a method of different levels that
combines different prediction models in a single model.
The approach aims to minimize the errors by reducing
the bias of the generalizers by introducing an optimal
learning system with the concept of meta-learning
(Wolpert, 1992; Van der Laan et al., 2007).

The stacking approach consists of two levels, level-
0 and level-1. In Level-0, different prediction models are
trained, and the output variable is predicted. The
predictions obtained at Level-0 are used as input for
Level-1. The model in Level-1 is called a meta-model
and learns with the previous level models that give the
best prediction of each model of the previous level
(Shamaei & Kaedi, 2016; Serbes et al.,, 2015;
Petropoulos et al., 2017). The number of levels is not
limited to 2 in the stacking method. According to the
method's working principle, the n-level model uses the
prediction of the n-1 level models. In the stacking
method, the change in the prediction results is due to the
diversity of models at different levels. This is because
models with different generalization rules tend to
produce different results (Mendes-Moreira et al., 2012).

3.7. Model performance evaluation

Different performance criteria such as Normalized
Absolute Mean Error (NMAE), Normalized Root of
Mean Squares Error (NRMSE) and determination
coefficient ( R%) have been used to test the success of
models used in short-term wind prediction. The
performance criteria used are given in Equation 22-24.

,%Z?Ll(fi_lﬁ’)z
NRMSE (%) = — 100 (22)

C

1
§Eialfi -yl

NMAE (%) = .

100 (23)

2 _ L (fi —yi)?
RE =158 Girr (24)
Performance criteria are proportioned to the amount of
installed power to measure the accuracy of wind energy
prediction models in percentage terms and not be
affected by the characteristics of the wind turbine (Chen
et al., 2013). In the equations, N is the number of data,
f; is the actual value, y; is the predicted value, and £ is
the average actual value. In Equation 22 and Equation
23, C represents the installed power. The turbine
capacity used in the study is 3600 kW.

4. Proposed Approach for Short Term Wind
Power Prediction

In the study, a hybrid approach consisting of BO,
GPR, DT, SVR, bagging and stacking methods is
proposed for short term wind prediction. The phases of
the proposed approach are as follows:

Step 1. Data Collection and Data Preprocessing

e The data set consisting of SCADA data and
meteorological parameters is rearranged so that
the time step is 1 hour.

e The data for 15 days randomly selected from
January, April, July and October are defined as
test data and the remaining 6981 data as
training data.

e Missing data is completed using the k-NN
algorithm.

e The data is brought to the 0-1 range by
applying max-min normalization to the data
set. The formula used for normalization is
given in Equation 25:

_ Xi—Xmin
xnor,i X X (25)
max min

Step 2. Bayesian Optimization of base learners

e BO is applied to find optimum
hyperparameters of SVR, GPR and DT
algorithms.

e Prediction results of GPR, DT and SVR
algorithms are obtained with optimized
hyperparameter values and denormalization is
applied.

e  The algorithm or algorithms with the least error
values are selected as base learner for ensemble
learning according to NRMSE, NMAE and R?
performance criteria.

Step 3. Ensemble Models

e Ensemble learning models (bagging and
stacking) are created with different
combinations of algorithms selected from
among the optimized algorithms. The
estimation results of hourly test data
determined by the created ensemble learning
models are obtained.

e Denormalization is applied to the obtained
prediction results.

Step 4. Comparison of developed models

e  Prediction results of Bayesian optimized GPR,
SVR, DT, bagging and stacking models created
by working with SVR, GPR, DT algorithms
trained with default parameters are obtained.

e The denormalized prediction results are
compared seasonally and annually in terms of
NRMSE, NMAE and R? criteria.
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5. Application
5.1. Data Collection and Data Preprocessing

In the study, a wind turbine located in Yalova was
chosen for the application. The turbine characteristics
are as follows: capacity 3600 kW, rotor diameter 116.8
meters, cut-in wind speed 3 m /s, cut-out wind speed 25
m / s. The data are wind speed, wind direction,
temperature, air pressure, relative humidity, and wind
power for 2018. The parameters used in the studies in
the literature were taken into consideration while
creating the data set in this study (Chen et al., 2014;
Banik etal., 2020, Ahmad et al., 2018). The wind turbine
scada dataset on the Kaggle website was used in the
article for short term wind power prediction (Erisen,
2019). Meteorological data were obtained from on the
National Weather Service Center Environmental
Forecast Climate (NOAA) website (NOAA, 2018). The
data obtained have been rearranged so that the time
interval is 1 hour and consists of 8399 samples. The 228
missing data points in the data set were completed with
the k-NN algorithm (Gao et al., 2020).

The fact that the parameters used have different
value ranges affects the prediction accuracy and causes
uncertainty. In order to prevent this situation, the
normalization process was applied to the data set by
using Equation 25. While normalizing the wind
direction data, it was first converted to radians, then sine
and cosine values were calculated (Li et al., 2020).

In wind power prediction studies, it is seen that the
data have a periodic pattern between seasons. For this
reason, in many studies in the literature, predictions
were made by creating training and test data containing
data for each season, considering seasonal
characteristics (Esfetang & Kazemzadeh, 2018; Zheng
et al., 2017; Acikgoz et al., 2020). In this study,
randomly selected 15-day data for January, April, July
and October were used for the test data, and the
remaining data were accepted as training data.

Table 1. The Bayesian optimization iterations for the DT model
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Figure 2. Wind power time series in 1-h time period in
2018
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5.2. Bayesian Optimization of base learners

MATLAB 2020a program was used to create short-
term wind power prediction models. GPR, DT and SVR,
which are the selected prediction algorithms, were first
applied with default parameters. The hyperparameter
values that minimize the loss of 5- fold cross-validation
with the BOA investigated. In the study, expected
improvement is used as the acquisition function, which
expresses how the parameter space should be
investigated during BO.

In the first step of BO, initial hyperparameter values
are assigned to the model. The model learns 4/5 of the
data and tests it over 1/5. In each iteration, a new
hyperparameter vector is created and the loss function
value (log(1+loss)) is calculated. After the iterations are
completed, the best hyperparameter vector that makes
the loss function minimum is selected. With the selected
hyperparameter vector, the final model is trained on the
whole data set and the prediction results are obtained.
Optimum values of sigma parameter in GPR, kernel
function, box constraint, epsilon parameters in SVR and
min leaf size and max num split parameters in DT were
investigated.

Table 1 expresses the DT models in the BO
iterations. Fig. 3 shows the minimum objective plot
versus the number of function evaluations for the
different decision tree models.

Iter Eval Result Objective:log  Objective BestSoFar BestSoFar  MinLeafSize  MaxNumSplits
(1+loss) Runtime (observed) (Estim.)

1 Best 0.011502 0.051844 0.011502 0.011502 467 15

2 Accept 0.023687 0.036668 0.011502 0.012333 1748 922

3 Best 0.0092397 0.063725 0.0092397 0.0092528 20 152

é6 Best 6.0088459 6.070322 6.0088459 6.0089 3 220

48 Accept 00005316  0.056205 0.0088459  0.0088483 79 37

49 Accept 0.0093518 0.063937 0.0088459 0.0088493 28 504

50 Accept 0.010085 0.054857 0.0088459 0.0088499 2 17
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Table 2. The Bayesian optimization iterations for the GPR Model

According to the optimization results, the model
reached the minimum objective function value by taking
Min leaf size 3, and Max num split 220 in the 36-th
iteration.

The Table 2, expresses the GPR models in the
Bayesian optimization iterations. The Fig. 4 shows the
plot of the minimum objective versus the number of
function evaluations for the different GPR models.

Iter Eval Result Objective: Objective BestSoFar BestSoFar Sigma
Log (1+loss) Runtime (observed) (Estim.)
Best 0.0089561 60.936 0.0089561 0.0089561 0.030826
Accept 0.084427 73.087 0.0089561 0.013786 0.00016228
Accept 0.022513 66.347 0.0089561 0.015651 0.0017231
11 Best 0.0068647 67.936 0.0068647 0.0069051 0.11505
28 Accept 0.060073 65.317 0.0068647 0.0069193 0.011038
29 Accept 0.0069398 30.578 0.0068647 0.0069199 0.052232
30 Accept 0.022756 57.746 0.0068647 0.0069209 0.0029126

| ——Min obs=rved objscie
Estimsted min obipcties

100

o 8 10 15 20 25 0
Function esaluations

Figure 4. The minimum objective versus the number of
function evaluations for the GPR
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According to the results, the model reached the
optimum result and minimum cross-validation loss in
the 11-th iteration. Sigma took the value of 0.11505 in
the optimum model.

The Table 3, represents the SVR models in the
Bayesian optimization iterations. The Fig. 5 shows the
plot of the minimum objective versus the number of
function evaluations for the SVR model.

150



Table 3. The Bayesian optimization iterations for the SVR model

Ilte Eval Objective:log(1+  Objective BestSoFar BestSoFar BoxConstr ~ Epsilon  KernelFunct
r result loss) runtime observed estim. aint ion
1 Best 0.12055 0.98747 0.12055 0.12055 0.082336 17.448 Linear
2 Best 0.018887 39.963 0.018887 0.02644 0.0039777  0.00131  Polynomial
06
3 Accept 0.12055 0.24973 0.018887 0.024742 61.741 0.94565  Polynomial
25 Best 0.0096151 1036.7 0.0096151 0.0096458 399.1 0.01481 gaussian
28  Accept 0.0096409 826.89 0.0096151 0.009604 841.24 0.06418  gaussian
4
29  Accept 0.12055 0.67599 0.0096151 0.0096046 0.0010709  47.876 polynomial
30  Accept 0.12055 0.67059 0.0096151 0.0096049 0.0010016  45.804 gaussian
014 BO-DT 12.512 5.694 0.866
Q.1Z
o BO has been used to improve base learner prediction
Sitmsmin tactes " performance. Table 4 shows a comparison of the BO-
288 DT, BO-SVR and BO-GPR algorithms with BO as the
005 £ base learner. According to NRMSE, NMAE, R?
performance criteria, BO-GPR and BO-DT models have
oo higher prediction performance than BO-SVR. Since no
o choice could be made between BO-GPR and BO-DT in
terms of performance criteria, it was decided to use both
0 P 10 pr = P @ as base learner in the study.

Function evaluations

Figure 5. The minimum objective versus the number of
function evaluations for the SVR

The SVR model has reached the optimum
hyperparameter values in the 25-th iteration. The Kernel
function of the optimum model is gaussian and Box
constraint, Epsilon hyperparameters values are 399.1,
0.01481, respectively.

5.3.Selection and training of base learners

Table 4. Comparison of different regression algorithms used
as base learner

Performance criteria

Base

0, 0 2
Learner NRMSE (%) NMAE (%) R
BO-GPR 12.863 5.862 0.873
BO-SVR 13.821 5.700 0.845

5.4. Ensemble Models

Table 5 lists the ensemble learning algorithms and
parameters of the algorithms examined in this article. In
the bagging algorithm, the BO- DT that generates fewer
error predict compared to BO-GPR and BO-SVR was
chosen as the basic learner. The bagging model
prediction result was obtained by averaging 50 BO- DT.
Bayesian optimized decision trees were trained with
examples that are homogeneously selected from the
original data set. In the stacking models, 3 different
models were created by considering 2 levels. The first
level BO-DT, BO-GPR and bagged tree model results
are combined with the second level linear regression
(LR) and BO-DT. It is aimed to create a model with
better performance than both methods by combining
BO-GRP and BO-DT models with meta learner in
stacking models. For this purpose, the LR algorithm is
also used as a meta learner, as it is a fast and less
complex method, which increases the stacking
performance, except for the BO-DT model.
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Table 5. Parameters of all prediction models

Model Parameters

BAG Base learner: BO-DT (Min Leaf Size: 3,
MaxNumSplit: 220), Number of tree:50,
Bagging size percent: 50%

STACK1 Base learner: BO-DT (Min Leaf Size: 3,
MaxNumSplit: 220), BO-GPR (Sigma:

0.11505) Meta learner: BO-DT

STACK2 Base learner: BO-DT (Min Leaf Size: 3,
MaxNumSplit: 220), BO-GPR (Sigma:
0.11505) Meta learner: LR (Lamda:

1.8584e-05, Learner: leastsquares)

STACK3 Base learner: BO-DT (Min Leaf Size: 3,
MaxNumSplit: 220), BO-GPR, Bagged
tree Meta learner: LR (Lambda: 1.8584e-

05, Learner: leastsquares)

5.5. Experimantel Results

Table 6. Seasonal and average results of models for 1-h prediction

Table 6 contains seasonal performance criteria and
the average values of all models used in the study.

When Table 6 is examined, it is seen that BO reduces
the prediction error of the basic learners for each season.
In addition, it has been demonstrated that the optimized
GPR, SVR, DT of bagging and stacking algorithms
improve the predictive performance of bagging and
stacking models. The corresponding performance
improvement was measured by the R2, NRMSE and
NMAE performance criteria. The ensemble learning
algorithms created in the study were more successful in
short-term wind power prediction than single algorithms
for all four seasons. Considering the seasonal
performance, it is seen that prediction errors are higher
in winter and spring seasons. The reason for this is the
fluctuations and sudden changes in the parameters
during these seasons. Since this difference is less in
summer and autumn seasons, the performance of the
models is also better in this direction. When the annual
and seasonal prediction results are examined, the
average R?, NRMSE, NMAE values of the bagging
model with the best performance among the suggested
methods were measured as 0.899, 11.045% and 4.880%,
respectively.

Methods

Seasons  Performance GPR DT SVR BO- BO- BO- BAG STACK1 STACK2 STACK3
criteria GPR DT SVR

Winter R2 0.868 0707  0.502 0.869 0809 0723 0.870  0.801 0.782 0.823
NRMSE(%) 13563 21.902 27518 13460 15940 21459 13.356  17.666 17.039 15.875
NMAE(%) 8499 9773 18913 8299 9065 10820 8259  9.041 9.359 8.889

Spring R2 0730 0.776  0.770 0.803 0824 0842 0.888  0.882 0.874 0.887
NRMSE(%) 19.872 17.832 17.745  19.174 15592 13.856 13.830  13.953 13.954 13.894
NMAE(%) 8709 7916 10.354 8512 6320 5407 5388  5.636 5.408 5.980

Summer R2 0.881 0919 0.801 0915 0925 0.910 0926  0.910 0.922 0.918
NRMSE(%) 10203 8124 14931 9694 8051 10578 8001  9.067 8.089 8.231
NMAE(%) 3876 3992  8.950 3864 3481 3513 3320  3.802 3321 3.689

Fall R2 0.907 0876 0.861 0.908 0908  0.905 0912  0.900 0.909 0.906
NRMSE(%) 9202 11.890 12.373  9.124  10.464 9.390 8.992  9.342 9.034 10.034
NMAE(%) 2790 4.963  6.861 2771 3912  3.059 2650 3564 4.139 3.366

Average R2 0.846 0819 0.733 0.873 0866  0.845 0.899  0.873 0.872 0.883
NRMSE(%) 13210 14937 18141  12.863 12512 13.821 11.045  12.507 12.029 12.009
NMAE(%) 5968 6.661 11270 5862 5694 5700 4880 5511 5531 5.482
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6. Conclusions

In the study, prediction models based on BO,
machine learning and ensemble learning algorithms
were created for short term wind power prediction. In
the models, analyzes were carried out by considering
both statistical (SCADA records) and physical
(meteorological parameters) data. The missing data in
the data set created in the first step of the study were
completed with the K Nearest Neighbor algorithm, and
test and training data sets containing data for each
season were created. For this purpose, the months of
January, April, July and October were chosen to
represent the winter, spring, summer and autumn
seasons. In the second step, hyperparameters of the DT,
SVR and GPR algorithms selected as base learner for
wind power prediction were optimized with the
Bayesian algorithm. The Bayesian optimized decision
tree (BO-DT) that reaches the least prediction error was
chosen in the bagging model. Stacking models include
the Bayesian optimized GPR (BO-GPR) in addition to
the BO-DT. When the results of the analysis are
analyzed seasonally and annually, it is seen that the
ensemble learning algorithms are more successful in
wind power prediction than single methods. The annual
average R%, NMAE and NRMSE values are 0.899,
4.880%, 11.045%, respectively, and the average
calculation time of the bagging model performs better
than other wind energy prediction models, is less than
10 seconds.

The conclusions of the study can be summarized as
follows:

o BOA was used for the first time in short-term wind
energy prediction and has increased the prediction
performance of regression algorithms.

e In the study, GPR and DT algorithms, which gave
successful results in wind power prediction studies,
were combined with the stacking algorithm for the
first time and a model with higher performance than
both methods was provided.

e  Successful results were obtained by adding BO to
the bagged tree model, which is also included in
wind power prediction studies in the literature.

e It has been shown that the prediction errors of the
models change depending on the seasons. All
models created have fewer prediction errors in the
summer and autumn seasons compared to the
winter and spring seasons.

In future studies, the proposed model will be
developed as follows:

e  Optimum hyper parameter values of bagging and
stacking algorithms, which are meta-learners, will
also be investigated with BOA.

e Inorder to improve the data quality, which directly
affects the prediction performance of the model,
outliers in the data set will be detected and cleaned.
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Abstract

In this study, microwave spectroscopy method has been used in liquid measurements and K nearest neighbors algorithm has been used
for classifying liquids. For this aim, firstly an experimental setup consisting of a vector network analyzer, a patch antenna and a bottle
have been built to measure the reflection parameter of each liquid used in classification experiments. The aim of this study is to examine
both the parameters that may affect the measurements taken with the proposed system and the algorithm parameters that may affect
the performance in the classification of liquids and the effects of these parameters. Measurements have been taken by leaving different
distances between the antenna and the liquid in order to examine whether the distance of the liquids to the antenna affects the
measurement result, and if so, what effect. For examining the parameters of K nearest neighbors algorithm that may affect the
classification, the scattering parameters of different liquids measured using the patch antenna have been used as microwave dataset. In
addition, the effect of container type has been analyzed. Performance tests have been conducted by weighting and without weighting
the algorithm, by measuring the accuracy rate when different numbers of nearest neighbors and different distance metrics have been
used. The results reveal that the classification made by applying weighting is more successful than the classification made without
weighting regardless of the number of nearest neighbors and used distance metrics.

Keywords: Microwave measurement, circular patch antenna, K nearest neighbors algorithm, liquid classification, distance metric,
weighting, number of nearest neighbors.

K En Yakin Komsular Tabanh Sivi Siniflandirmasi I¢in Yansima Katsayilar: ve
Parametrelerin Etkilerinin Degerlendirilmesi

Oz

Bu ¢alismada s1vi 6l¢limlerinde mikrodalga spektroskopi yontemi kullanilmis ve sivilarin siiflandiriimasinda K en yakin komsular
algoritmasi kullanilmistir. Bu amagla, dncelikle smiflandirma deneylerinde kullanilan her bir sivinin yansima parametresini 6lgmek
i¢in bir vektor ag analizorii, bir yama anteni ve bir siseden olusan deney diizenegi olusturulmustur. Bu ¢aligmanin amaci, hem 6nerilen
sistemle alinan 6l¢iimleri etkileyebilecek parametreleri hem de sivilarin smiflandirilmasinda performansi etkileyebilecek algoritma
parametrelerini ve bu parametrelerin etkilerini incelemektir. Sivilarin antene olan mesafesinin 6l¢iim sonucunu etkileyip
etkilemedigini, etkiliyorsa etkisini incelemek i¢in anten ile sivi arasinda farkli mesafeler birakilarak Ol¢limler yapilmustir.
Siniflandirmay: etkileyebilecek en yakin komsu algoritmasmin parametrelerini incelemek igin, yama anten kullanilarak 6lgiilen farkh
stvilarin sagilma parametreleri mikrodalga veri seti olarak kullanilmistir. Ayrica kap tipinin etkisi analiz edilmistir. Farkli sayida en
yakin komsu ve farkli mesafe dlgiitleri kullanildiginda dogruluk orani dlgiilerek agirliklandirilarak ve algoritma agirliklandiriimadan
performans testleri yapilmistir. Sonuglar, agirliklandirma uygulanarak yapilan siniflandirmanin, en yakin komsu sayisina ve kullanilan
uzaklik 6l¢iitlerine bakilmaksizin agirliklandirma yapilmadan yapilan siniflandirmaya gére daha basarili oldugunu ortaya koymaktadir.

Anahtar Kelimeler: Mikrodalga 6l¢iimii, dairesel yama anten, K en yakin komsular algoritmasi, sivi siniflandirmasi, mesafe olgiisii,
agirliklandirma, en yakin komsu sayisi.
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1. Introduction

The measure of a liquid being a flammable liquid is
the flash point. Flash point is the lowest temperature at
which a liquid will emit sufficient vapor to form an air-
flammable mixture. Alcohols cannot be distinguished
visually because they are 100% liquid and colorless
liquids, and they are in a small group of chemicals that
can spontaneously ignite (Q. Chen, Kang, Zhou, &
Wang, 2017). The flash point of alcohol-water solutions
diluted with water will increase and as the flash point
value of flammable liquids increases, the risk of fire
hazards decreases (Cheremisinoff, 1999), However,
these liquids, besides their flammable properties, also
contain toxic substances and endanger human health.
For instance, drinking methanol accidentally causes
serious health problems (Slaughter, Mason, Beasley,
Vale, & Schep, 2014). From this perspective, the
classification of liquids is important to manage the
hazards of chemicals and take necessary measures.

Classification of flammable and explosive liquids
using THz time history spectroscopy in classification of
liquids (Tan et al., 2017), characterization of aqueous
alcohol solutions in bottles and determination of the
alcohol content of an aqueous solution were performed
(Jepsen, Jensen, & Magiller, 2008). An electronic nose
using machine learning was proposed to detect mixtures
of water, methanol and ethanol (Hayasaka et al., 2020).
Flammable liquids were detected using the X-ray
spectroscopy method (Orachorn, Chankow, & Srisatit,
2019), (H. Chen, Hu, Wang, Xu, & Hou, 2020). Raman
spectroscopy method was used for screening and
determination of methanol content in ethanol-based
products (Wirasuta et al., 2019).

Liquids differ in complex permeability and
reflection and transmission coefficients. Microwave
frequency bands can be used to determine complex
permeability, reflection and transmission coefficients of
liquids and to characterize liquids. Liquid
characterization is also important for food safety and
quality. For fruit quality control, non-destructive control
experiments with microwave method were performed
(Jawad et al., 2017). It was also used to calculate the
permeability,  reflection  coefficient, Si;, and
transmission coefficient, So1, (Li, Haigh, Soutis, Gibson,
& Sloan, 2018), (Jiang, Ju, & Yang, 2016) of the liquids.
Microwave measurement method is fast, non-hazardous
and not affected by environmental conditions (Li,
Haigh, Soutis, Gibson, & Sloan, 2017b). It was used to
measure the permeability of thin layer materials
(Borisov & Karpenko, 2001) and to measure the
parameters of silicon (Yurchenko, Novikov, & Kitaeva,
2012).

There are many microwave measurement methods
used in fluid measurements in the literature, such as
open-ended coaxial probe techniques (Li et al., 2017b)
and Free space method (Jose, Varadan, & Varadan,
2001). When the coaxial probe method is used, the

probability of inaccuracy in solid material
measurements is high. The cost of the measurement
method to be used is also important. For example, Time-
Domain Reflectometers (TDRs) are expensive
(Venkatesh & Raghavan, 2005). For Free space
technique, measurements vary according to the choice
of the horn antenna, the design of the specimen holder
and the geometry and location of the specimen. An
improperly determined measurement location and an
unsuitable sample geometry increase the likelihood of
erroneous measurements (Li, Haigh, Soutis, Gibson, &
Sloan, 2017a).

K Nearest Neighbors (KNN) algorithm does not
require a training step and is resistant to noisy training
data (Bhatia, 2010). Therefore, it is commonly used as a
basic classifier in many field problems (Jain, Duin, &
Mao, 2000). KNN is known as instance-based learning.
In it, training samples are stored exactly and the
classification of an unknown, i.e., a new test sample,
takes into account the similarity between the samples in
the training set. The similarity is, for example, its
proximity to the data in the training set. The distance
metric is used to decide which member of the training
set is the nearest. Once the nearest training sample is
found, the class is estimated for the test sample
(Chakrabarti et al., 2008). For this, the test sample is
compared with the records that are most similar in the
current training set at hand (Larose & Larose, 2014). In
the literature, there are several distance metrics.
However, the most commonly used distance function for
KNN is the Euclidean distance metric. The microwave
measurement methods and KNN algorithm were used
together for different purposes including classification
of kidney stones (Sagli et al., 2019), detection of deep
tissue injuries (Moghadas & Mushahwar, 2018) and
detection of breast cancer (Aydin & Kaya Keles, 2017).

Although the performance of KNN has been heavily
studied, it has not been evaluated for classifying
alcoholic liquids with different distance metrics, the
different number of nearest neighbors, and the
weighting process. Different from the literature, in this
study it is evaluated whether weighting application
using different distance metrics and changing the
number of nearest neighbors can affect the performance
of KNN algorithm when it is used for alcoholic liquid
classification made with microwave datasets. Another
issue examined in the study is the parameters that may
affect the measurements. Determining these parameters
and paying attention to them while making
measurements ensure more reliable measurements. The
remainder of this paper is as follows. First, the factors
affecting microwave measurements are examined and
the effects of different parameters on the measurement
results are presented. Parameters used for KNN
algorithm and their implementation are described in
Section 2. Experimental setup of this study which was
used to collect and use microwave measurement data is
explained in Section 3. Finally, Section 4 concludes this

paper.
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2. Parameters of K Nearest Neighbors
Algorithm for Liquid Classification and
Their Implementation

In KNN, the similarities of the data to be classified
with the data in the training set are computed. As a result
of the computation, the data to be classified is assigned
to the nearest classes in the training set. The nearest
number of neighbors and similarity function criteria
affect the performance of KNN (Kresse & Danko,
2012). In KNN, training samples are defined with n-
dimensional numerical properties. Each sample shows a
point in n-dimensional space. Thus, all training samples
are stored in an n-dimensional sample space. The
objective is to find the nearest k training samples to the
unknown sample. The distance between two points, such

as X= (X1, Xz,...., Xn) and Y= (y1, Y2, ....... , Yp) is
expressed by different distance metrics (Chakrabarti et
al., 2008).

Basic parameters of KNN algorithm are distance
metric, number of nearest neighbors, k, and weighting
application. k expresses the number of neighbors, and
classification is made based on this value. For instance,
if k value is set to 1, the nearest 1 neighbor is taken into
consideration and the tested sample is assigned to the
class where this neighbor is located. In this study, four
different distance metrics will be used.

As given in (1) Minkowski distance metric is
calculated by summing the absolute difference between
the two points by taking the p prime in the distance
criterion. Then 1/p of this sum is taken. This equation
gives Euclid distance if p value is set to 2, Manhattan
distance if p — oo, and Chebyshev distance if p value is
set to 1 (Kresse & Danko, 2012).

% — yilP) 7P (1)

Euclidean distance metric, defined as a straight line
distance between two points in any number of
dimension spaces, is calculated by taking the square root
of the sum of the squares of the differences between the
respective coordinates of each point, as given in (2)
(Kresse & Danko, 2012).

( Z?=1(xi - J’i)z) 2
As given in (3) Manhattan distance metric calculates

the linear distance between actual vectors using the sum
of absolute differences (Kresse & Danko, 2012).

Qialx = i) @)
Finally, Chebyschev distance metric, also known as

the maximum value distance, is calculated using (4)
(Rey, Kordon, & Wells, 2012).

. 1
limy oo (B lx; — ¥ilP) /P = maxllx; —yil - (&)

In KNN, weight values are assigned to all neighbors.
The weight values of neighboring samples that are
closer to the sample to be classified in the weighting
application are higher than the other neighbors.
Generally, the most preferred method of assigning
weight is the method in which the weight of each
neighbor is taken in 1/d. Here d represents the distance
between neighbors (Doad & Bartere, 2013).

2.1. Performance of the Classifier

There are several performance metrics used to
evaluate how well a classifier is performing at the end
of the classification process (Chakrabarti et al., 2008).
The metrics used in this study were confusion matrix,
accuracy, precision, recall, Kappa, Area Under the
Receiver Operating Characteristic (ROC) Curve (AUC),
Matthews Correlation Coefficient (MCC) and Root
Mean Square (RMS). Confusion matrix is often used to
determine the performance of the classification model
with a series of test data with actual values known
(Chakrabarti et al., 2008), (Larose & Larose, 2014).
True Positive (TP) values, i.e. actual alcoholic liquids,
are positive values that have been predicted correctly.
True Negative (TN) values, i.e. actual non-alcoholic
liquids, are negative values that have been predicted
correctly. These values indicate that, for the selected
sample, the actual class is the same as the predicted
class. They are the diagonal elements of the matrix and
are shown in green in Figure 1. False Positive (FP)
values, i.e. non-alcoholic liquids misclassified as
alcoholic liquids, and False Negative (FN) values, i.e.
alcoholic liquids misclassified as non-alcoholic liquids,
occur when the actual class is different from the
predicted class. That is, they indicate the number of
incorrectly classified samples. They are shown in red in
Figure 1. The increase in TP and TN values and the
decrease in FN and FP values indicate that the
classification performance is good.

Using the confusion matrix, the accuracy value can
be calculated as in (5). Accuracy is the ratio of
accurately estimated samples to the total number of
samples. High accuracy rate is an indicator of high
classification performance.

TP+TN

Accuracy = ——
Y = IPTTN+FP+FN

®)

Predicted

TP (Alcoholic TN (Non-Alcoholic
'5 Liquids) Liquids)
51 TP (Alcoholic
- Liquids) e Ry
TN (No.u—Alc.ohohc TP N
Liquids)

Figure 1. Confusion matrix
Other performance metrics are also calculated using a
confusion matrix. For example, precision is calculated
using the left side of the matrix (Equation (6)). It is a
measure of the precision of the classification algorithm.
Recall, which is a measure of the integrity of the
classification algorithm, is calculated using (7).
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TP

Precision = (6)
TP+FP
Recall = —— @)
FN + TP

The harmonic mean of precision and recall values gives
F-measure value (8). It is difficult to compare the two
models with low recall and high precision and vice
versa. In this case, the value of F-measure is checked.

2xRecall* Precision
F_Measure = ————— (8)

Recall+ Precision

Kappa value is used to measure how much agreement
there is between the classification made as a result of the
classification and the actual classifications in a dataset.

Px)-P(y)

K = — 9
appa = — )
where P(x) is a value that shows probabilistic accuracy
of the classification algorithm and P(y) is the weighted
average of the probability of classifications made in the

same dataset.

In a ROC curve, the horizontal axis shows the false
positive rate (FPR), the vertical axis the correct positive
rate (TPR). The area under this curve (AUC) is used as
the classification metric. FPR and TPR values are
calculated using (10) and (11), respectively.

FP

FPR = (10)
FP+TN

TPR = —— (11)
TP+FN

MCC is used as a measure of the quality of binary
classifications in machine learning and is calculated
using (12).

_ TPxTN—-FPxFN
= J@P+FP)x(TP+FN)x(TN+FP)x(TN+FN)

McC

(12)

RMS is used to scale the differences between the actual
values and the values predicted by the model. It is
determined by taking the square root of the mean square
error and calculated using (13).

Rms = \/i T (T — A2 (13)

where Tix is the predicted value and A is the objective
value. If the error value approaches zero, it means that
the correct prediction of the classification algorithm
increases.

When the values of accuracy, precision, recall, F-
measure, AUC, MCC and Kappa are 1, it indicates

perfect classification. Therefore, these values are
desired to be as close to 1 as possible.

3. Experimental Setup for Collecting and
Using Microwave Measurement Data

Scattering parameters (S parameters) describe the
electrical behavior of linear electrical networks when
they are exposed to various steady-state stimuli by
electrical signals. The measurement system shown in
Figure 2 consists of a vector network analyzer (VNA)
and a circular patch antenna that can send signals
between a specific frequency band and record the
reflection coefficient of the reflected signals. The
reflection coefficient (S11) of the reflected signals from
the source is expressed as the ratio of the amplitude of
the reflected signal to the amplitude of the transmitted
signal. The resonance frequency of the antenna fed with
the 50 Ohm SMA (SubMiniature version A) feed probe
is 1.5 GHz. The measurement setup used in this study is
given in Figure 2. The reflection parameter (S11) of each
liquid was measured so that the distance between the
antenna and the bottle remains 5 mm without touching
the patch antenna to the liquids in 0.5 liter pet bottles
with  the  microwave  measurement  device.
Measurements were made between 1.42-1.54 Ghz.

& 00
Vector 2323~ B8
Network « s

Analyzer

o|=

=
g
Patch . ‘
Antenna » Bottle
-
5mm
(@)
A 100mm o

Substrate

1.6 mm :\[\ 1 'I
Feed probe -—g !

Ground plane

(b)

Figure 2. a) Experimental setup, b) Schematic view of the
patch antenna

There were 56 S11 values for each liquid. Then, these
values were divided into two classes as alcoholic and
non-alcoholic liquids by using KNN algorithm. The
liquids used in the study were non-alcoholic liquids such
as cola, soap, shampoo, water, milk, bath cream, shower
gel, ice-tea (peach), cherry juice, ayran and alcoholic
liquids such as cologne, whiskey, white wine, raki.
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Apart from these liquids, Ethanol, Methanol, 1-
Propanol, Isopropanol and their aqueous solutions with
different volume concentrations were used. The total
number of liquids used was 54, including 44 alcoholic
and 10 non-alcoholic. In analyzing the effect of the type
of container in which the liquid is on the measurement
result in liquid measurements, measurements were taken
by placing the liquids in glass and plastic bottles and the
measurement results were compared. The aim of the
experiments was to determine the factors affecting S
parameter measurements and to examine the effects of
KNN parameters on classification performance in order
to characterize the liquid with high accuracy in
measurements. In determining the factors affecting the
measurements in the experiments, the effect of the
distance of the bottle to the antenna and the effect of the
container that the liquid is in were analyzed. The
parameters used to examine the effects of KNN
parameters on classification performance are k value,
distance metric and weighting application. In order to
examine the classification parameters, a separate
classification was made for each parameter in the
classification of alcoholic and non-alcoholic liquids
using microwave data. The best values were tried to be
determined by comparing the classification results.

3.1. Results and Discussion

In order to find out whether the distance between the
antenna and the liquid affects the microwave
measurement data, measurements were taken by leaving
different distances between the antenna and the liquid.
The measurement of liquids in pet bottles was made by
leaving 5 mm, 1 mm and 25 mm between antenna and
liquid. The results of alcohol measurements taken for
three different distances are given in Figure 3. This step
was repeated for non-alcoholic liquids to examine the
effect of measurement distance, and the results are given
in Figure 4. As it can be seen in the figures, it is seen
that the resonance peak increases with the increase of the
distance between the antenna and the liquid in the
measurements of all liquids. Since the resonance peak
gives its highest value in the air environment, an
increase in the value of the peak as it moves away from
the antenna in liquid measurements indicates that the
sensitivity of the antenna decreases. In other words, as
the liquid moves away from the antenna, the sensitivity
of the antenna to detect the liquid decreases. In order to
measure the liquid accurately, the distance between the
liquid and the antenna should be as small as possible.
Another parameter whose effect on measurement data is
examined is the container effect. For this, measurements
were taken using different containers and the results are
given in Figure 5 and Figure 6. Glass bottles and plastic
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bottles were wused as container types in the
measurements.
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Figure 4. S parameter measurements of everyday liquids at different antenna-bottle distances a) Buttermilk b) Peach juice c) Apricot
juice d) Water ¢) Cola f) Liquid soap
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Figure 6. S parameter measurements of alcohols in different bottles

The measurement results taken using different
containers show us that the resonance peak gives a
higher value in the measurements taken using the glass
container (bottle). Si1 parameter measurements of the
liquids were used in the study and Si; parameter is the
reflection coefficient. Signals reflected from the object
to be measured are detected by the antenna. Therefore,
taking measurements in (using) a highly reflective
container like glass will suppress the reflected signals
from the liquid. Therefore, since the signals reflected
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from the liquid are important for us, it is more
appropriate to use pet bottles with low reflectivity in
liguid measurements. It was understood that the
measurement results, the distance and the type of
container used in microwave measurements affect the
results. Classifications were made using different
parameters to investigate the KNN parameters affecting
the classification. The dataset used in the classification
studies is given in Figure 7.
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Figure 7. S parameter measurement results used in classification

For each liquid, the measurements were repeated
twice and a dataset was created. The dataset was created
from 108 measurement data belonging to 54 different
liquids. Then, using WEKA, 10-fold cross-validation
was applied. As shown in Figure 8, the dataset was
divided into 10 parts, 9 parts were used for the training
and 1 part was used as the test data.

Cross  1st [2nd @3rd |4th [5th |6th [7th (8th [9th |10th
|Validationigroupigroupjgrouplgroupigroupjgroupigroupigroupigrouplgroup|

1st | Test [Train[Train[Train[Train|Train|[Train[Train{Train[Train
2nd  [Train| Test [Train|Train|Train|Train[Train|[Train|[Train|[Train
3rd  [Train[Train| Test [Train[Train|Train [Train|Train|Train [Train
4th  [Train[Train[Train| Test [Train|Train [Train|Train|Train [Train

5th  [Train[Train|[Train|Train| Test [Train|Train|Train|Train|Train
6th  [Train[Train|[Train|Train|Train| Test [Train|Train|Train[Train
7th  [Train|Train [Train|Train|Train|Train| Test [Train[Train|Train
8th  [Train[Train|[Train|Train|Train|Train[Train|Test [Train[Train
9tn  [Train[Train|Train|Train|Train|Train Train|Train| Test [Train

10th  [Train|Train[Train|Train[Train|Train [Train|Train[Train| Test

Figure 8. 10-fold cross-validation

After the cross-validation, tradeoff between k value
and the accuracy rate of the classifier for different
distance metrics is shown in Figure 9. As can be seen,
the accuracy rate of the classifier mostly decreased as
the number of neighbors increased for all the distance
metrics. The highest accuracy rate was 100% and the
lowest accuracy rate was 90%. As can be seen in Figure
10 and Figure 11, the number of correctly classified
liquids was 108 when k was set to 1 for different distance
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metrics, while the number of correctly classified liquids
decreased to 97 when Chebyshev distance metric was
used and k was set to 7. Likewise, although there was no
misclassified liquid when k was set to 1, it was seen that
a total of 11 liquids were misclassified when k was set
to 7. After the classification experiments with these
neighbor numbers and distance metrics, weighting was
applied. As a result of this, for all the k values and
distance metrics 100% accuracy was obtained and all the
liquids were classified correctly. The confusion matrices
obtained for different k values and the distance metrics
are given in Figure 12. When the confusion matrix is
analyzed, it can be seen that all the liquids were correctly
classified when k was set to 1 and Euclidean distance
metric was preferred. However, when k was set to 2 and
Euclidean distance metric was preferred, 2 alcoholic
liquids were incorrectly classified as non-alcoholic
liquids and 6 non-alcoholic liquids were incorrectly
classified as alcoholic liquids.

When the confusion matrix is analyzed, it can be
seen that the average number of alcoholic liquids that
was predicted incorrectly for different k values was 6.8
when Euclidean distance metric was preferred, was 6.8
when Chebyshev distance metric was preferred, was 7.2
when Manhattan distance metric was preferred, and
finally it was 6.8 when Minkowski distance metric was
preferred. This reveals that the distance measure which
is the least affected by the change of k value in the
detection of alcoholic liquid is Manhattan distance.
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Figure 12. Confusion matrix for different k values and different distance metrics

When the confusion matrix is considered to examine
the average number of non-alcoholic liquids predicted
correctly, it can be seen that the results were different.
The average number of non-alcoholic liquids that was
predicted correctly for different k values was 15.6 when
Euclidean distance metric was preferred, was 16.5 when
Chebyshev distance metric was preferred, was 15.2
when Manhattan distance metric was preferred, and
finally it was 15.6 when Minkowski distance metric was
preferred.
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Performance metrics obtained from classifications
using different k values and different distance metrics
are given in Table 1. When k was set to 1, all the
performance metrics reached the maximum value and
RMS was at the minimum value. With the increase in k
value, there was a decrease in the performance metrics.
When k was set to 7, the highest decrease was seen in
Precision and Recall values when using Chebyshev
distance metric. In the classifications made, an increase
in RMS was observed with the increase of the k value.
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For Chebyshev distance metric, RMS became 0.09 when
k was set to 1 and it became 0.22 when k was set to 10.
The lowest Kappa value was 0.65 and it was obtained
when k was set to 3 for Euclidean, Manthattan and
Minkowski distance metrics and when k was set to 7 for
Chebyshev distance metric.

Since the number of alcoholic and non-alcoholic
data used in this classification study was not equal, the

Table 1. Performance metrics for different distance metrics

dataset was an unbalanced dataset. For unbalanced
datasets, the use of MCC values is recommended
(Chicco & Jurman, 2020). When MCC values obtained
for different k values were examined, the average MCC
values were computed as 0.78 (for Euclidean), 0.78 (for
Chebyshev), 0.76 (for Manhattan) and 0.78 (for
Minkowski). This result shows that the distance metric
most sensitive to the value of k was Manhattan.

Distance

metric Metric k=1 k=2 k=3 k=4 k=5 k=6 k=7 k=8 k=9 k=10
Precision 1 0.92 090 093 093 091 092 093 094 0.94
Recall 1 0.92 090 093 093 091 0.92 0.93 0.94 0.94
Euclidean ~ F-measure 1 092 090 093 093 091 092 093 094 0.94
MCC 1 0.74 066 0.77 0.79 0.72 074 077 0381 0.81
AUC 1 0.99 098 098 097 097 0.98 0.98 0.98 0.98
KAPPA 1 073 065 0.77 078 072 074 0.77 0.80 0.80
RMS 009 017 020 021 022 022 022 021 0.18 0.18
Precision 1 094 093 096 094 091 0.89 091 0.93 0.91
Recall 1 094 093 096 094 091 0.89 091 0.93 0.91
Chebyshev F-measure 1 094 093 096 094 091 0.89 091 0.93 0.91
MCC 1 081 077 087 082 072 065 0.71 0.79 0.72
AUC 1 099 098 099 098 098 0.97 0.97 0.98 0.97
KAPPA 1 080 0.77 087 082 072 065 0.71 0.78 0.72
RMS 009 015 0.17 017 019 0.20 0.22 0.21 0.19 0.21
Precision 1 092 090 093 092 091 092 0.93 0.93 0.92
Recall 1 092 090 093 092 091 092 0.93 0.93 0.92
Manhattan ~ F-measure 1 092 090 093 092 091 092 0.93 0.93 0.92
MCC 1 0.74 066 0.77 075 072 074 077 0.77 0.74
AUC 1 099 098 098 097 097 0.98 0.98 0.98 0.98
KAPPA 1 073 065 0.77 075 072 074 0.77 0.77 0.73
RMS 0.09 017 020 020 022 0.22 022 0.21 0.19 0.19
Precision 1 092 090 093 093 091 0.92 0.93 0.94 0.94
Recall 1 092 090 093 093 091 0.92 0.93 0.94 0.94
Minkowski F-measure 1 092 090 093 093 091 0.92 093 0.9 0.94
MCC 1 074 066 0.77 079 072 0.74 077 0.81 0.81
AUC 1 099 098 098 097 097 0.98 0.98 0.98 0.98
KAPPA 1 073 065 0.77 078 0.72 0.74 077 0.80 0.80
RMS 0.09 017 020 021 022 022 022 021 0.18 0.18

4. Conclusion

The classification of liquids, which is important to
manage the hazards of chemicals, is an interesting
research topic in recent years. Therefore, various
methods were proposed for liquid classification. As it is
easier to implement than other algorithms, KNN
algorithm was often preferred for classification
problems. However, the use of KNN algorithm for
classifying liquids that contain alcohol is still limited. In
this study, the parameters affecting Si;1 parameter
measurements were analyzed in order to characterize the
liquid in the most appropriate way. In addition, the
application of weighting in the performance of KNN
algorithm for classification, the use of different number
of nearest neighbors and different distance metrics was
examined.

It was observed that the increase in the number of the
nearest neighbors reduced the classification
performance. Although generally reducing the value of
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the nearest neighbor number increases the algorithm's
sensitivity to noisy data, the low number of nearest
neighbors led to the better results due to the very low
noise in the Si; parameters. Considering the effect of
distance metrics, when the nearest neighbor number
value was 1, all the distance metrics led to the same
result.

After weighting was applied, all the liquids were
classified correctly with 100% accuracy. By applying
weighting, the performance of the classification can be
made independent of distance metrics and k values.
Therefore, it is recommended to apply weighting to
KNN algorithm in the classification made with S, data.
Moreover, the results obtained in this study made it clear
that in order to increase the sensitivity of the
measurements, it is recommended to make liquid
measurements in pet bottles with low reflective
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properties and to take measurements by keeping the
liquid as close to the antenna as possible.
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Oz

Bazal Metabolizma Hizi (BMH) giinliik harcanan ve alinmasi gereken enerji hakkinda bilinmesi gereken en 6nemli unsurlardan biridir.
Literatiirde genellikle kalorimetreler ve birtakim denklemler tarafindan tespit edilmektedir. Bu calijmada BMH tahmini i¢in
elektrokardiyografi (ECG) sinyalleri ile yapay zeka tabanl bir model olusturulmustur. Oncelikle bireylerden toplanan ECG sinyalleri
giiriiltiilerden temizlenip filtrelenmistir. Daha sonra 6zellik ¢ikartilip 6zellik segme algoritmalari yardimiyla azaltilmistir. Elde kalan
ozelliklerle yapay zeka algoritmalari sayesinde BMH tahmininde bulunulmustur. Erkekler icin R = 0.91, kadmlar i¢in R = 0.99
degerlerine sahip modeller olusturulmustur. Performans degerlendirme kriterleri de géz dniine alinarak en iyi model kadinlar i¢in de
erkekler i¢in de Linear Regression modeli se¢ilmistir. Tiim bu sonuglara bakildiginda giinlilk hayatta BMH tahmini i¢in 6nerilen
modelin kullanilabilecegi belirlenmistir.

Anahtar kelimeler: Yapay Zeka, Bazal Metabolizma Hizi, Elektrokardiyografi Sinyali

Gender-Based Artificial Intelligence Based Detection of Basal Metabolic Rate by
Electrocardiography Signal

Abstract

Basal Metabolic Rate (BMR) is one of the most important factors that should be known about the energy consumed and taken daily. It
is usually determined by calorimeters and some equations in the literature. In this study, an artificial intelligence-based model was
created with electrocardiography (ECG) signals for BMR prediction. First of all, ECG signals collected from individuals are cleaned
from noise and filtered. Later, the feature was removed and reduced with the help of feature selection algorithms. BMR predictions
have been made with the remaining features thanks to artificial intelligence algorithms. Models with R = 0.91 for men and R = 0.99
for women were created. Considering the performance evaluation criteria, the Linear Regression model was chosen as the best model
for both women and men. Considering all these results, it was determined that the proposed model could be used for BMR estimation
in daily life.
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1. Giris (Introduction)

Bazal Metabolizma Hizi (BMH) genellikle yasami
sirdirmek i¢in gerekli temel siireclerle uyumlu
minimum metabolizma hizi olarak kabul edilir
(Speakman, Krél, and Johnson 2004). Giinliik harcanan
ve alinmasi gereken enerji hakkinda bilinmesi gereken
en Onemli parametrelerden biridir. Ancak giinliik
hayatta 6l¢limiinii yapmak olduk¢a zahmetli ve maliyetli
bir istir. Literatiirde kullanilan en yaygmn BMH 6l¢iim
yontemi dolayli kalorimetredir. Dolayli kalorimetre,
oksijen tiiketimi ve karbondioksit iiretimi 6l¢iimlerinden
bazal metabolizma hizin1 tespit eder (Ferrannini 1988).

Bir diger BMH tespiti i¢in kullanilan yontem de
BMH denklemleridir (Miiller et al. 2001). Bu
denklemlerin BMH tespitinde kullanilmasi oldukga
pratiktir. Ancak yapilan arastirmalar gosteriyor ki
denklemlerin sonucunda elde edilen degerler, gercek
BMH degerlerinden oldukga farklidir (Flancbaum et al.
1999). Tiim bu durumlar gz 6niine alindiginda BMH
tespiti i¢in yeni yOntemlere ihtiyag duyuldugu
gbzlemlenmistir.

Bu ¢alismanin amaci maliyetli ve 6lglimii zor olan
yontemler yerine yapay zeka tabanli giivenilir yeni bir
yontem geligtirmektir. Bu ¢alismada, literatiirdeki
yontemlerin aksine kalorimetreler yerine
elektrokardiyografi (ECG) sinyalleri kullanarak BMH
tahmini yapmaktir. ECG sinyali kalbin elektriksel
faaliyeti sonucu olusan ve deriden elektrotla 6l¢iilebilen
biyopotansiyel sinyallerdir (Nur Gé6z et al. 2017). Bu
calismada 324 farkl kisiden ECG sinyalleri alinarak 3
farkli filtreleme sonucunda giiriiltiileri en aza indirilmis
bir sinyal elde edilmistir. Bu sinyalden ¢ikarilan 23
ozellige demografik bilgiler de eklenerek toplamda 27
ozellik elde edilmistir. Spearman 6zellik se¢me
algoritmast  yardimiyla ~ makine  dgrenmesinde
kullanilacak 6zellikler belirlenmistir. Makine 6grenmesi
algoritmalar1 kullanilarak segilen 6zellikler yardimiyla
BMH tahmini yapilmistir ve performans degerlendirme
kriterleri gbz Oniine alinarak en iyi sonu¢ veren model
belirlenmistir. Biitiin siire¢ kadin ve erkek i¢in ayr1 ayri
tekrar  edilmistir ve cinsiyet bazli modeller
gelistirilmistir.

Bu caligma literatiirle kiyaslandiginda birgok yenilik
icermektedir. (1) Literatirde BMH hesaplamalar i¢in
denklemler kullanilirken, bu calismada yapay zeka
tabanli algoritmalar kullanilmistir. (2) Olgiimlerde
zahmetli ve maliyetli kalorimetreler kullanilirken bu
calismada ECG sinyalleri kullamlmistir. (3) Ozellik
segme algoritmalar1 kullanilarak modelin dogruluk
oranlar arttirtlmistir ve giivenilirligi yiiksek bir tahmin
modeli olugturulmustur. Tiim bu g¢alismalar g6z 6niine
alindiginda literatiire yenilik katmaktadir.

Calismada kadin/erkek/kadin-erkek olmak iizere 3
farklt model gelistirilmistir. Erkekler i¢in gelistirilen
model R =0.91, kadinlar i¢in R = 0.99, kadin-erkek i¢in
R = 0.87 degerlerine sahiptir. Sonuglar goz Oniine
alindiginda cinsiyet bazli olusturulan modellerin

dogruluk  oranlarinin  daha  yiikksek  oldugu
gozlemlenmistir.

2. Materyal ve Yontem (Material and Method)

Arastirmada izlenen yol su sekilde aciklanabilir
(Sekil 1). ilk olarak bireylerden alinan ECG sinyalleri
filtrelenmistir ve bu filtrelenmis sinyallerden 6zellik
cikarimi  yapilmigtir. Daha sonra bu &zelliklere
demografik bilgiler eklenmistir. Bir sonraki adimda
ozellik segme algoritmasi kullanilarak 6zellik sayisi
azaltilmigtir. Son olarak bu 6zelliklerden makine
Ogrenmesi algoritmalar1  sayesinde BMH tahmini
yapilmigtir.

°—> Sayisal Filtreleme

Ozellik Cikarimi

Demografik Bilgiler

Bazal Metabolizma Makine Ogrenmesi

Hiz1 Algoritmast Orii Segme

Sekil 1. Caligma akis diyagrami (work flow diagram)

2.1. Verilerin toplanmasi (Data collection)

Bu ¢alismada kullanilan veriler Sakarya Universitesi
Saglikli Beslenme ve Danigmanlik Birimi’ne beslenme
ve danigmanlik hizmeti i¢in Eyliil 2019 — Subat 2020
tarihleri arasinda bagvuru yapan gonilliilerden
alinmistir. Calismanin yapilabilmesi igin gerekli etik
kurul onay ve veri kullanim izni alinmastir.

Calismada 324 bireyden alinan ECG sinyali ve BMH
verileri toplanmistir. Bu veriler ve sinyaller kullanilarak
BMH’nm yiiksek dogruluk oraninda tahmin edilmesi
amaclanmaktadir.

Cinsiyete gore demografik bilgiler ve BMH
dagilimlan farklilik gosterdigi icin BMH’nin cinsiyet
bazli hesaplanmasi gerektigi anlasilmistir. Bu sebeple,
BMH’nin hesaplanmasi hem kadin ve erkek icin ayri
ayr1, hem de tiim veriler kullanilarak yapilmistir.

2.2. Sinyal énisleme (Signal preprocessing)

ECG sinyali iizerinde olusan  giiriltiilerin
temizlenmesi amaciyla sayisal filtre tasarlanmis ve
uygulanmistir. Giiriiltii temizleme islemi i¢in 3 farkli
filtre ¢esidi kullanilmustir. Tlk 6nce IIR Chebyshev Type
2 Band Gegiren Filtre (0.25-100 Hz) kullanilmistir
(Sekil 2). Ardindan IIR Chebyshev Type 2 Band
Durduran Filtre (49-51 Hz) kullanilmustir (Sekil 2). En
son olarak ise giriiltilerin en aza indirilmesi igin
Moving Filtresi uygulanarak giiriiltiler en aza
indirilmistir (Sekil 3).

Toplam 324 adet ECG verisini filtreleyerek bir
sonraki adimda kullanmak i¢in hazirlanmigtir.
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Sekil 2. Moving filtresi heniiz uygulanmamis sinyal
(Moving filter not yet applied signal)

Sekil 3. Moving filtresi uygulanmis sinyal (Moving filter applied
signal)

2.3. Ozellik ¢ikarimi (Feature extraction)

Filtreleme isleminden sonra en iyi filtrelenmis sinyaller
dosyasini secilmistir. Secilen dosyada her bir sinyal bir
kisiye ait olan 324 sinyalin 6zelliklerini formiillerine
gore hesaplayarak sinyallerin 6zellikleri ¢ikarilmistir.
Bu oOzelliklere ek olarak yapay =zekanin bazal
metabolizma hizint daha saglikli hesaplayabilmesi i¢in
bu ozelliklere ek olarak kisilerin yasi, boyu, kilosu gibi
ozellikleri de ekleyerek toplamda 23l formiil
hesaplamasiyla bulunan (Cizelge 1) sinyal dzellikleri 4
tanesi kisisel 6zellik olmak iizere toplamda 27 6zellik
¢ikarilarak 6zellik ¢ikarma islemi sonlandirilmigtir.

2.4. Spearman ozellik se¢me algoritmast
(Spearman feature selection algorithm)

Orijinal veri setini temsil edebilecek en iyi
altkiimenin secimi olarak tanimlanmaktadir. Ozellik
secimi (diger adiyla nitelik secimi veya degisken
secimi), kullanilan algoritmaya gore Ozellikleri
degerlendirerek veri setindeki n adet 6zellik arasindan
en iyi k adet 6zelligi segme islemidir (Forman 2003).
Ozellik segimi, ilgilenilen problem igin en faydali ve en
onemli oOzellikleri segerek veri kiimesindeki 6zellik
sayisinin azaltilmasint amaglamaktadir. Bu c¢aligmada

Spearman korelasyon katsayisi tabanli 6zellik se¢gme

algoritmasi kullanilmustir.

Tablo 1. Sinyallerden ¢ikarilmig 6zellikler ve formiilleri
(Properties and formulas extracted from signals)

No Ozellik Formiil
1 Basiklik Y (x(@) - Jz)4
(n—1)5*

X (x —%)?

2 arpiklik et U

Garp (n—1)5°

3 IQR IQR = igr(x)

4 DK DK = (5/%)100

5 Geometrik Ortalama 6= Yrl T Tmn

Harmonik Ortalama

H = n/( = oo
= /(4 )

Activity- Hjort
7  Parameters

A=S2

Maksimum

Xmax = max(x;)

Ortalama Mutlak
10
Sapma

MAD = mad(x)

11 Minimum

Xmin = Min(x;)

12 Merkez Anlar

CM = moment(x,10)

13 Ortalama

n

1 1
x =—Z =—(x1 +-

Ortalama Egri
14 Uzunlugu

15 Ortalama Enerji

RMS-(Karekok
16 Ortalama)

17  Standart Hata

18 Standart Sapma

19  Sekil Faktorii

1 n
SF = Xoms/ - " \JTD)
i=1

20  Tekil Deger Ayrigimi

SVD = svd(x)

° =
21 %25 Kesilmis

T25 = trimmean(x, 25)

Ortalama
5 —

22 %050 Kesilmis T50 = trimmean(x, 50)
Ortalama

23 Ortalama Teager

Enerjisi

TE
n
1 2
= ;Z(xi—l - X; Xi_3)
=3

iki sayisal dlgiim arasinda dogrusal bir iliski olup
olmadigini, varsa bu iligkinin yoniini ve siddetinin ne
oldugunu belirlemek i¢in kullanilan bir istatistiksel
yontemdir. Bu sebeple ¢alismamizda veri dagilimlari
normal dagilimdan wuzak oldugundan Spearman
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Korelasyonu kullanilmaktadir. Yonteme ait denklemler
su sekilde dzetlenebilir:

Cift Yonli Test

HO: ps=0

H1: ps#0

Test Istatistigi
63 di?

- nn2-1)

=1 @
di=ui-vi

ui: 1. Orneklemdeki i. dl¢iimiin sira numarast

vi: 2. Orneklemdeki i. 6l¢iimiin sira numarasi

Ret Bolgesi

rs>rs, al2 veya rs<-rs,al2 ise HO reddedilir.

Denklemde elde edilen r iliski diizeni gosterir ve 6zellik
seciminde temel parametre olarak kullanilir. Her 6zelik
icin 73 degeri hesaplandiktan sonra en iyi %20 ozellik
secilerek sistem tekrar modellenmistir.

2.5. Makine ogrenmesi (Machine learning)

Makine  Ogrenmesi  algoritmalari,  kullandig
tekniklere gore denetimli ve denetimsiz 6grenme olmak
tizere iki gruba ayrilirlar. Denetimsiz 6grenme, sadece
giris verilerinin oldugu bir &grenme ydntemidir.
Genellikle etiketsiz veriler lizerinde calisilirken tercih
edilen bir uygulamadir. Denetimli 6grenme ise giris ve
¢ikis verilerinin ikisini de barmdirmaktadir ve
etiketlenmis veriler kullanilarak O6grenme
saglanmaktadir. Giris ve ¢ikis verileri bilindigi i¢in
ogrenme siireci denetlemeye tabi tutulur. Bu yilizden
denetimli 6grenme olarak adlandirilmaktadir. Denetimli
ogrenme, smiflandirma  ve  regresyon  olarak
gruplandirilabilir. Regresyon, bir bagimli degisken ile
bagimsiz degiskenler arasindaki iligkiyi belirlemeye
calisan, nicel degigkenleri tahmin etmek i¢in kullanilan
bir denetimli 6grenmedir.Siniflandirma ise tahmin
edilen veriyi kategorilere atama ile ilgili bir denetimli
o6grenmedir (Akay 2018).

Bu calismada kullanilan regresyon modelleri Lineer
Regresyon, Gauss Siire¢ Regresyon, Destek Vektor
Makineleri, Karar Agaglari, Ensemble’dir. Bu sonuglar
¢esitli performans degerlendirme kriterleri géz oliine
alinarak karsilagtirllmistir. Karsilagtirma sonucunda en
iyi sonucu veren model belirlenmistir.

Verilerin  %80°1 egitim, %20’si test siirecinde
kullanilmistir.

2.6. Performans degerlendirme kriterleri
(Performance evaluation criteria)

Calismada kullanilan performans degerlendirme
kriteri olarak R?, MSE, RMSE ve MAE kullanilmistir.
Bu performans kriterlerinden R?, modelin agiklayicilik
katsayisidir. Bu katsayi, modelin tahmin iligkisiyle
dogru orantilidir.

MSE, RMSE ve MAE birer hata 0lgiileri olmalar1
sebebiyle modelin performansiyla ters orantilidir. Yani
diisiik degerler, yiiksek performanst gostermektedir
(Wang and Xu 2004).

2.6.1. Ortalama karesel hata (Mean squared error —
MSE)

MSE, modelin hatalarinin karelerinin ortalamasini ifade
eder. Tahmin edilen degerler gercek degerlere ne kadar
yaklasirsa MSE degeri de o kadar kiigiiliir.

e;, gercek deger (y;) ile tahmin edilen deger (¥,)
arasindaki farktir.

&= Yi—% @)

MSE = =¥, e;? @3)

2.6.2. Ortalama karesel hata karekokii (Root Mean
Squared Error — RMSE)

RMSE, tahmin hatalarinin ne kadar yayildigimin
Ol¢iistidiir. MSE degerinin karekokiidiir.

RMSE = |~37. e @)

2.6.3. Ortalama mutlak hata (Mean absolute error —
MAE)

MAE, veri kiimesi i¢indeki her bir drnek i¢in gercek
deger ile tahmin edilen deger arasindaki farkin mutlak
degerinin ortalamasidir.

1
MAE = 5 ic1 leil 5)

2.6.4. Agciklayicilik katsayist (Coefficient of
determination)

R?, bagimlh degiskendeki degisimin ne kadarmin
bagimsiz degigken tarafindan agiklanabildigini gdsteren
bir katsayidir. 1’e yakin olmasi beklenir.

Iy 192
R? = 1-— 2= 6
I, 019)? (©)

3. Sonuglar (Conclusions)

Bu c¢alismada ama¢ ECG sinyali ile yapay zekayi
kullanarak bireylere ait BMH degerini yiiksek dogruluk
oraninda tahmin etmektir. Calismada izlenen yol su
sekildedir: 1k olarak bireylerden toplanan ECG
sinyalleri filtrelenmistir. Bu filtrelenmig sinyallerden 23
adet Ozellik ¢ikarilmistir ve demografik bilgiler
eklenmistir. Daha sonra kullanilacak 6zellikler 6zellik
secme  algoritmalar1  yardimiyla  belirlenmistir.
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Belirlenen o6zellikler kullanilarak BMH tahmini i¢in
makine Ogrenmesi algoritmalart kullanilmistir. Son
olarak modellerin karsilastirilmasi i¢in performans
degerlendirme kriterleri kullanilmustir.

Calismada, filtrelenmis ECG sinyalinden 6zellikler
¢ikarilarak BMH tahmin edilmistir. Bu tahminler ayrica
cinsiyet bazli da yapilmistir. Tahmin sonuglarina
bakildiginda, cinsiyet bazli yapilmis tahminlerin daha
iyi sonu¢ verdigi belirlenmistir. Biitiin veriler
kullanildiginda (kadin-erkek) R = 0.86 bulunmustur
(Cizelge 4). Cinsiyet bazli yapilan tahmin sonucunda
erkek i¢in R = 0.85 (Cizelge 2), kadinlarda ise R = 0.98
bulunmustur (Cizelge 3). Buradaki sonuglar gbz 6niine
alindiginda BMH tahminin cinsiyet bazli tahminlerde
daha iyi sonuglar verdigi belirlenmistir.

Sinyalden elde edilen biitiin ozellikler Spearman
Ozellik Segme Algoritmas1 kullanilarak azaltilmis ve
BMH tahmin modeli hem cinsiyet bazli hem de biitiin
veriler kullanilarak yeniden olusturulmustur. Cinsiyet
gbzetmeden yapilan tahmin modelinde R = 0.87 basari
orani elde edilirken (Cizelge 7), cinsiyet bazli tahmin
modelinde erkekler i¢in R = 0.91 (Cizelge 5), kadinlar
icin R = 0.99 bulunmustur (Cizelge 6). Ozellik secimi
oncesi bulunan R degerleri ile 6zellik se¢imi sonrasi
elde edilen R degerleri karsilastirildiginda, 6zellik
secme algoritmalarmin elde edilen bagart oranimi
arttirdig1 belirlenmistir.

Tablo 2. Erkekler i¢in tiim 6zellikler kullanilarak yapilmis tahmin sonuglar1 (Estimation results using all features for men)

Tiim Ozellikler (Erkek) RMSE R? MSE MAE R
Linear Regression (Interactions Linear) - - - - -
Linear Regression (Linear) 82,88 0,73 6869 27,844 0,854
Linear Regression (Robust Linear) 86,163 0,71 7424 21,133 0,842
SVM (Linear SVM) 86,099 0,71 74131 29,29 0,842
Gaussian Process Regression (Squared Exponential GPR) 87,775 0,69 7704,4 32,039 0,83
Gaussian Process Regression (Matern 5/2 GPR) 88,196 0,69 77785 32,41 0,83
Gaussian Process Regression (Rational Quadratic GPR) 87,775 0,69 7704,4 32,039 0,83
Stepwise Linear Regression 90,349 0,68 81629 36,431 0,824
Gaussian Process Regression (Exponential GPR) 89,297 0,68 79739 37,292 0,824
SVM (Quadratic SVM) 93,936 0,65 8824 40,095 0,806
SVM (Medium Gaussian SVM) 96,34 0,63 9281,4 52,088 0,793
SVM (Cubic SVM) 100,06 0,6 10011 43,383 0,774
SVM (Coarse Gaussian SVM) 109,41 0,52 11971 64,112 0,721
Ensemble (Boosted Trees) 11181 05 12502 79,813 0,707
Tree (Medium Tree) 113,18 0,49 12810 48,804 0,7
Tree (Coarse Tree) 118,43 0,44 14025 59,449 0,663
Tree (Fine Tree) 120,51 0,42 14523 53,442 0,648
Ensemble (Bagged Trees) 139,85 0,22 19558 113,52 0,469
SVM (Fine Gaussian SVM) 151,17 0,09 22851 115,89 0,3
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Tablo 3. Kadmlar igin tiim &zellikler kullanilarak yapilmig tahmin sonuglar1 (Estimation results using all features for women)

Tiim Ozellikler (Kadin) RMSE R? MSE MAE R
Linear Regression (Interactions Linear) - - - - -
Gaussian Process Regression (Squared Exponential GPR) 25,977 0,98 674,8 21,297 0,989
Gaussian Process Regression (Rational Quadratic GPR) 25,977 0,98 674,8 21,297 0,989
SVM (Linear SVM) 29,69 0,97 881,52 21,266 0,984
Gaussian Process Regression (Matern 5/2 GPR) 26,949 0,97 726,27 22,216 0,984
Linear Regression (Robust Linear) 34,975 0,96 12233 23,162 0,979
Linear Regression (Linear) 39,74 0,95 1579,3 31,505 0,974
Stepwise Linear Regression 37,43 0,95 1401 29,285 0,974
SVM (Quadratic SVM) 45,931 0,93 2109,6 35,588 0,964
Gaussian Process Regression (Exponential GPR) 53,074 0,9 2816,8 38,396 0,948
SVM (Medium Gaussian SVM) 83,709 0,76 7007,2 55,0731 0,871
Ensemble (Boosted Trees) 87,375 0,74 76345 69,402 0,86
Tree (Fine Tree) 96,378 0,68 9288,8 61,679 0,824
SVM (Coarse Gaussian SVM) 97,32 0,67 9471,2 75,636 0,818
SVM (Cubic SVM) 107,66 0,6 11590 67,981 0,774
Ensemble (Bagged Trees) 119,73 0,5 14336,7 82,219 0,707
Tree (Medium Tree) 133,39 0,38 17794 86,503 0,616
Tree (Coarse Tree) 133,18 0,38 17736 94,504 0,616
SVM (Fine Gaussian SVM) 155,64 0,16 24224 113,71 0,4

Tablo 4. Kadin — erkek i¢in tiim 6zellikler kullanilarak yapilmig tahmin sonuglari (Estimation results using all features for men and

women)
Tiim Ozellikler (Kadin-Erkek) RMSE R? MSE MAE R
Linear Regression (Interactions Linear) - - - - -
Linear Regression (Linear) 84,934 0,74 72138 63,327 0,86
Gaussian Process Regression (Squared Exponential GPR) 84,774 0,74 7186,6 61,157 0,86
Gaussian Process Regression (Matern 5/2 GPR) 84,585 0,74 7154,7 61,359 0,86
Gaussian Process Regression (Exponential GPR) 85,275 0,74 72719 62,132 0,86
Gaussian Process Regression (Rational Quadratic GPR) 84,774 0,74 7186,6 61,157 0,86
Linear Regression (Robust Linear) 87,334 0,72 7627,2 65,576 0,848
Stepwise Linear Regression 87,312 0,72 7623,4 67,402 0,848
SVM (Linear SVM) 89,967 0,71 8094 64,769 0,842
SVM (Quadratic SVM) 89,779 0,71 8060,3 67,073 0,842
Tree (Fine Tree) 94,131 0,68 8860,7 68,348 0,824
SVM (Medium Gaussian SVM) 100,17 0,64 10034 76,594 0,8
Tree (Medium Tree) 101,17 0,63 10234 74,288 0,793
SVM (Coarse Gaussian SVM) 106,13 0,59 11264 75,166 0,768
Ensemble (Bagged Trees) 108,23 0,58 11713 79,183 0,761
Tree (Coarse Tree) 115,19 0,52 13269 82,01 0,721
SVM (Cubic SVM) 118,92 0,49 14141 89,597 0,7
Ensemble (Boosted Trees) 120,28 0,48 14468 92,828 0,692
SVM (Fine Gaussian SVM) 158,77 0,09 25207 119,8 0,3
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Tablo 5. Erkekler igin se¢ilmis 6zellikler kullanilarak yapilmig tahmin sonuglar1 (Estimation results using selected features for men)

Ozellik Segimi Sonrasi (Erkek) RMSE R? MSE MAE R
SVM (Cubic SVM) - - - - -
Linear Regression (Robust Linear) 41,755 0,84 17435 19,106 0,916
SVM (Linear SVM) 41,426 0,84 1716,1 18,553 0,916
SVM (Quadratic SVM) 42,868 0,83 1837,7 21,616 0,911
SVM (Coarse Gaussian SVM) 47,944 0,79 2298,7 26,141 0,888
Gaussian Process Regression (Exponential GPR) 47,718 0,79 2277 27,251 0,888
SVM (Medium Gaussian SVM) 49,063 0,78 2407,1 28,219 0,883
Gaussian Process Regression (Rational Quadratic GPR) 49,964 0,77 2496,4 28,405 0,877
Tree (Medium Tree) 51,241 0,76 2625,7 33,965 0,871
Gaussian Process Regression (Matern 5/2 GPR) 51,174 0,76 2618,8 30,306 0,871
Linear Regression (Linear) 52,191 0,75 2723,9 33,058 0,866
Linear Regression (Interactions Linear) 52,516 0,74 2758 32,105 0,86
Stepwise Linear Regression 52,517 0,74 2758 32,969 0,86
Gaussian Process Regression (Squared Exponential GPR) 53,927 0,73 2908,1 32,678 0,854
Tree (Fine Tree) 69,971 0,55 4854 44,723 0,741
Ensemble (Bagged Trees) 70,754 0,53 5006,1 47,88 0,728
Tree (Coarse Tree) 86,786 0,3 7531,7 69,151 0,547
SVM (Fine Gaussian SVM) 86,482 0,3 7479,2 59,048 0,547
Ensemble (Boosted Trees) 103,22 0,01 10655 86,678 0,1

Tablo 6. Kadmlar igin se¢ilmis 6zellikler kullanilarak yapilmis tahmin sonuglari (Estimation results using selected features for women)

Ozellik Secimi Sonrasi (Kadm) RMSE R? MSE MAE R
Linear Regression (Interactions Linear) - - - - -
Linear Regression (Robust Linear) 19,025 0,99 361,97 12,796 0,994
SVM (Linear SVM) 17,309 0,99 299,6 11,796 0,994
Linear Regression (Linear) 26,185 0,98 685,66 22,097 0,989
Gaussian Process Regression (Squared Exponential GPR) 33,432 0,96 1117,7 26,242 0,979
Gaussian Process Regression (Matern 5/2 GPR) 33,448 0,96 1118,7 26,077 0,979
Gaussian Process Regression (Rational Quadratic GPR) 33,432 0,96 1117,7 26,242 0,979
SVM (Quadratic SVM) 38,096 0,95 1451,3 28,163 0,974
Stepwise Linear Regression 42,587 0,94 1813,6 29,613 0,969
Gaussian Process Regression (Exponential GPR) 47,351 0,93 22421 33,013 0,964
SVM (Medium Gaussian SVM) 71,894 0,83 5168,7 53,372 0,911
SVM (Cubic SVM) 94,385 0,71 8908,6 58,26 0,842
Tree (Coarse Tree) 97,264 0,7 9460,3 72,294 0,836
Ensemble (Boosted Trees) 99,623 0,68 99248 79,491 0,824
Tree (Medium Tree) 112,68 0,59 12697 81,429 0,768
SVM (Coarse Gaussian SVM) 112,52 0,59 12662 89,811 0,768
Tree (Fine Tree) 113,55 0,58 12893 76,206 0,761
Ensemble (Bagged Trees) 118,06 0,55 13939 85,497 0,741
SVM (Fine Gaussian SVM) 161,8 0,16 26180 124,83 0,4
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Tablo 7. Kadin- erkek i¢in segilmis 6zellikler kullanilarak yapilmig tahmin sonuglar1 (Estimation results using selected features for men

and women)
Ozellik Segimi Sonrasi (Kadin-Erkek) RMSE R? MSE MAE R
Linear Regression (Interactions Linear) - - - - -
Linear Regression (Linear) 86,275 0,77 74434 63,878 0,877
Linear Regression (Robust Linear) 85,866 0,77 7373 63,638 0,877
SVM (Linear SVM) 85,128 0,77 7246,7 63,016 0,877
Gaussian Process Regression (Squared Exponential GPR) 87,952 0,76 77356 65,767 0,871
Gaussian Process Regression (Matern 5/2 GPR) 87,647 0,76 7682,1 65,916 0,871
Gaussian Process Regression (Rational Quadratic GPR) 87,953 0,76 77356 65,767 0,871
Stepwise Linear Regression 88,807 0,75 7886,7 67,225 0,866
Gaussian Process Regression (Exponential GPR) 91,971 0,73 8458,7 65,723 0,854
SVM (Coarse Gaussian SVM) 94,226 0,72 8878,6 68,319 0,848
SVM (Quadratic SVM) 99,105 0,69 98218 71,61 0,83
Ensemble (Bagged Trees) 107,56 0,64 11570 79,021 0,8
Tree (Fine Tree) 108,3 0,63 11729 80,284 0,793
Tree (Medium Tree) 107,74 0,63 11607 76,41 0,793
SVM (Medium Gaussian SVM) 112,71 0,6 12704 74,559 0,774
Ensemble (Boosted Trees) 115,53 0,58 13347 87,643 0,761
Tree (Coarse Tree) 120,82 0,54 14598 84,6 0,734
SVM (Fine Gaussian SVM) 157,97 0,21 24955 105,4 0,458
SVM (Cubic SVM) 169,95 0,09 28882 94,595 0,3

Elde edilen sonuglar g6z oniine alindiginda en iyi
modeli belirlemek igin performans degerlendirme
kriterlerinden RMSE, MSE ve MAE degerlerinin 0’a
yakin olmasi istenirken R ve R2 degerlerinin 1’e yakin
olmasi istenmektedir. Ozellik se¢imi sonrasi bulunan
degerlere bakildiginda en iyi modelin Linear Regression
modeli oldugu anlagilmaktadir (Cizelge 5-6-7). ECG
sinyali kullanilarak bir g¢alisma yapildiginda Linear
Regression modeli cinsiyet bazli uygulanirsa
performans olumlu bir sekilde etkilenecektir.

4. Tartisma ve Sonug (Discussion and
Conclusion)

Arastirmada bulunan BMH degerleri ECG sinyalinin
islenmesiyle elde edilmistir. Bireylerden toplanan ECG
verileri iglenerek makine Ogrenmesi algoritmalari
yardimiyla BMH degerlerine ulasilmistir.

BMH giinliik alinmasi gereken kalori miktar
hakkinda en onemli yol gostericilerden biridir.
Giiniimiizde BMH tespiti i¢in kullanilan ydntemler
olduk¢a zahmetli ve maliyetli oldugu igin alternatif
yontemler aranmaktadir.

Literatirde BMH tespiti igin genellikle dolayl
kalorimetre kullanilmaktadir (Arslan 1984). Dolayh
kalorimetre, kisinin oksijen alip vermesini inceleyerek

BMH o6l¢timil yapmaktadir (LIU, LU, and CHEN 1995).
Olusturulan yeni tahmin modeli, literatiirdeki yontemle
kiyaslandiginda daha pratik ve maliyetsiz bir yontem
oldugu belirlenmistir.

Dolayli kalorimetre ile bulunan BMH degerlerinin
dogru olabilmesi igin deneklerin uymasi gereken bazi
kosullar vardir (12 saat a¢ kalinmasi, deney sirasinda
hareket edilmemesi, uyku diizeni vb.) (Tverskaya et al.
1998). Ancak olusturulan yeni yontemde herhangi bir
kosul istenmemektedir. Bu da kisiden kaynakli hatalarin
minimuma indirilmesini  saglamaktadir. Bununla
birlikte de yontemin dogruluk orani artmaktadir.

Sonug olarak ECG sinyalleri ile BMH tahmini yapan
bir sistem gelistirilmis olup giindelik hayatta
kullanilabilecegi  diisiiniilmektedir. Bu  sistemin
avantajlar1 zahmetsiz ve maliyetsiz olmasi, kisi kaynakl
hatalar1 ortadan kaldirmasi ve ispatlanmis dogruluk
orani sayesinde giivenilir sonuglar elde eden bir sistem
olmasidir. Tiim bu degerlendirmeler dikkate alindiginda
literatiire katki saglayacag diistiniilmektedir.

Cikar Catismasi

Yazar, bu makalenin yaymlanmasiyla ilgili herhangi
bir ¢ikar ¢atismasi olmadigini beyan eder.
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Abstract

The success of system development studies depends on the completeness and accuracy of the requirements collected from system user
and stakeholders. Mistakes and deficiencies in the requirements determination process lie in the failure of many system development
studies. The dynamism and complexity of today's systems make the requirements determination process even more complicated, and
the requirement determination phase, which is the primary stage of system development studies, gains excellent importance. Although
there are many techniques, strategies, and models in the literature to improve the requirements Determination process, there are very
few studies on their multiple-use, classification of needs, and their experimental realization in a real system. In this study, a system
development study was carried out using the System Requirements Model (SRM), which has a flexible structure that allows the system
needs to be determined with the use of multiple techniques, at the same time classifies the identified requirements, can decide on the
determination levels, and allows the work to be stopped if a sufficient level of needs is determined The developed model consists of
three stages: requirement identification, rulemaking/technical/needs matrix creation and classification of needs. In the needs
determination process, collection, presentation, verification, and sort of needs. In the second stage of the model, an analogy was made,
and the needs and techniques were grouped with the ROC algorithm, and the rule-based RULES-3 algorithm was used to universalize
the model. In the third stage of the model, needs were determined based on technical/technical combinations.

Anahtar Kelimeler: Requirements Determination, Requirements Determination Techniques, Stoping Rules, Requirements
Engineering, Rank Order Cluster, Inductive Learning, RULES-3.

Satin Alma ihtiyaclarimi Belirlemede Endiiktif-ROC Temelli Bir Model

Oz

Sistem gelistirme ¢aligmalarinin basaris1 sistem kullanicilar1 ve paylagimcilarindan toplanan ihtiyaglarin tamligi ve dogruluguna
baghdir. Bir¢ok sistem gelistirme caligmasinin basarisizliginda da ihtiyag belirleme siirecinde ki hatalar ve eksiklikler yatmaktadir.
Gliniimiiz sistemlerinin dinamikligi ve karmasikligi ihtiya¢ belirleme siirecini daha da giiglestirmekte ve sistem gelistirme
calismalarmin 6ncelikli asamas1 olan ihtiyac belirleme asamas1 biiyiik 6nem kazanmaktadir. ihtiyag belirleme siirecinin iyilestirilmesi
amaci ile literatiirde bir¢ok teknik, strateji ve model bulunmasina karsin bunlarin ¢oklu olarak kullanimi, ihtiyaglarin siniflandiriimasi
ve gergek bir sistemde deneysel olarak gergeklestirilmesine yonelik ¢ok az sayida ¢alisma bulunmaktadir. Bu ¢alismada goklu teknik
kullanimi ile sistem ihtiyaclarimin belirlenmesine olanak saglayan, ayni zamanda belirlenen ihtiyaclar1 smiflayan, belirlenme
seviyelerine karar verebilen ve yeterli seviyede ihtiyag belirlenmesi durumunda galigmanin durdurulmasina izin veren esnek bir yapiya
sahip Sistem Ihtiyaclart Modeli (SIM) kullanilarak bir sistem gelistirme calismasi gerceklestirilmistir. Gelistirilen model ihtiyag
belirleme, kural ¢ikarma/teknik/ihtiya¢ matrisi olusturma ve ihtiyaclarin siniflanmasi seklinde ii¢ asamadan olusmaktadir. Ihtiyag
belirleme siirecinde; ihtiyaglarin toplanmasi, sunulmasi, dogrulanmasi ve siniflanmasi gerceklestirilmistir. Modelin ikinci agamasinda
bir analoji gergeklestirilerek ROC algoritmast ile ihtiyag ve teknikler gruplanmis ve modelin evrensellesmesi i¢in kural tabanli RULES-
3 algoritmast kullanilmistir. Modelin iigiincii asamasinda ise teknik/teknik kombinasyonlari bazinda ihtiyaclar belirlenmistir.

Anahtar Kelimeler: Thtiyag Belirleme, Thtiyag Belirleme Teknikleri, Durdurma Kurallari, Thtiyag Miihendisligi, Derece Siralama ve
Kiimeleme, Endiiktif Ogrenme, RULES-3.
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1. Introduction

With the developments in technology, information
systems have changed the processes of enterprises and
have become the most important component of
enterprises. In a world where data increases rapidly and
information becomes more valuable than anything else,
it is only possible for businesses to gain competitive
advantage and maintain their existence if they have an
effective information system (Laudon, 2014). Thanks to
the reports produced by the information systems, the
decision-makers (managers) can make decisions at both
strategic, tactical, and operational levels, while the
objectivity and accuracy of the decisions can increase.
At the same time, thanks to these systems, productivity
can be increased, and costs can be reduced, and
superiority can be achieved against competitors thanks
to new products, services, and processes. In this context,
digitalization and information systems play a significant
role for businesses (Cascio and Montealegre, 2016). The
more necessary and important it is for businesses to be
digitized and knowledge-based, the more complex and
difficult itis to develop such systems. Because of rapidly
changing, highly dynamic business environments, a
large number of stakeholders and needs make it difficult
to develop these systems. In the literature, it is stated that
the stage with the highest effort and cost in system
development projects is analysis, and it is argued that the
problems and failures are caused by the need
identification, which is the primary stage of the analysis
process (Watson and Frolick, 1993; Davis, 1982; Byrd
etal.,, 1992; Vessey and 1993; Wetherbe, 1991; Whitten
and Bentley, 2007; Vessey and Conger, 1994). Needs-
based problems point to the inadequacy of the developed
system, thus rendering the effort and cost-ineffective
(Alvarez, 2002; Sommerville at al., 1998; Guinan at al.,
1998).

Requirements determination in the literature; is
defined as collecting and modeling information for the
functions required for the desired system by system
developers/analysts (Sommerville at al.,, 1998).
According to another definition, it is the form of
understanding and solving the user requirements and
problems for the desired system, collecting information
for this purpose by system analysts, meeting the system
and user requirements with a user-centered approach
(Lazar at al., 2000). The concept of requirements
engineering is also used in some studies to determine
needs and focuses on the methods used in system
development studies to extract and validate the set of
needs (Hanish at al., 2001). According to the literature,
there is a great deal of interest in the needs identification
process and the problems experienced in this process.

In this study, the requirements determination process
needs inference techniques and stopping rules based on
the collected needs assessment are examined in detail.
In order to improve the needs determination process, a
flexible model was presented and applied to the

determination of purchasing process needs. The model
is a flexible model that can use the techniques defined in
the literature together, thus determining the needs
ultimately, classifying the identified needs and deciding
to what extent they have been determined, and allowing
the determination of needs to be stopped when
necessary. The validity of the model was also tested with
statistical methods.

2. Literature Review

Identifying requirements in information system
development studies is an activity that requires a great
deal of effort and is equally challenging.
Identifying/identifying, and verifying needs are seen as
the two most critical tasks in system development
studies (Hanish at al., 2001). It is emphasized that the
identification of the requirement is the phase of the
system development process that should be best defined
(Lazar at al., 2000; Davidson, 2002; Darke and Shanks,
1997; Browne and Pitts, 2004; Freeman, 2004) and it is
one of the most challenging information system
development activities (Watson and Frolick, 1993;
Davis, 1982; Browne and Rogich, 2001; Janz, at al.).
Studies on needs determination are in the literature;
Identification of information needs, extraction of needs,
needs Determination techniques, or needs engineering.

In the system development process, requirements
extraction, analysis, validity, and management are
intertwined. Extracting needs is also about discovering
the needs of the stakeholders. It is basically based on
collecting information about the existing system and the
desired system. In this activity, it means performing the
processes related to the needs repeatedly. The discovery
of knowledge and requirements associated with this
repetitive and other activity is also called inference.
Each stage in this process requires preparation, practice,
and analysis. In this sense, system developers and
analysts should work on which inference technique
should be selected in which process. For this purpose, it
is necessary to understand the existing system,
organizational structure and application area, and
constraints, determine the needs and the characteristics
of the current needs, analyze the Users and stakeholders,
choose the techniques, tools, and approaches to be used
in the needs process. Finally, the requirements should be
determined to include all resources (Carrizo at al.,
2014). For this reason, it is vital to determine the actual
participants of the system and their needs. In addition,
mutual interviews with the stakeholders, the experience
of the analysts, and the methods and techniques they
prefer are decisive in determining the highquality
requirements related to the field and the system in the
inference phase (Shams at al., 2019).

There is a direct relationship between the success of
the developed systems and the complete and sufficient
system requirements. In addition, the quality of the
system requirements determination process is very
much related to the communication and interaction
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among the wusers of the system, analysts, and
stakeholders. Incompatibility and communication
problems between these groups fail in system
development studies (Freeman, 2004). Interviews with
the users of the system and senior managers are
generally very effective in determining the features of
the desired system/reducing the needs. However, the
Joint Application Development (JAD) technique is
recommended when there are differences in knowledge
and perspectives between the users of the system and the
analysts (Duggan, 2003). Although it is emphasized in
the literature that accurate and complete information
needs play a vital role in the planning and
implementation of business information systems, it is
stated that it is often difficult to collect information
needs wholly and accurately (Davis, 1982). This
difficulty is due to three reasons;

v Constraints on people such as problem solvers
and information processors,

v' Diversity and complexity of IT needs,

v/ It can be shown as the complexity of the
interaction between the user and the analysts in
defining the needs (Davis, 1982).

The best solution to overcome such problems is
advocated for using several different methods and
strategies (Hickey and Davis, 2004). Strategies for
determining information needs; questioning, deriving
from an existing information system, synthesizing the
system's characteristics, and discovering from the
experience of a developing system. While one of these
strategies is determined as the primary strategy, the
others should be preferred as supporting strategies.
There are different methods and techniques for each
strategy. For example, to query; questionnaires, for
derivation from an existing information system; existing
software, for synthesizing from the characteristics of the
system used; process analysis is for discovering from the
experience of a developing system; prototyping is
recommended (Davis, 1982). Requirements inference
techniques; It is highly related to the characteristics of
people, processes, and projects. Each technique has
different characteristics related to these application
areas. For this purpose, an approach that allows the
selection of requirements acquiring techniques to
achieve the best result in the needs inference process is
presented, and in the first stage of the approach, three
dimensions as project, people, and process are defined.
In the second stage; Three P matrices (3PM) were
created, and the relationships between inference
techniques and three dimensions were demonstrated. In
the third and final stage, the generation of a criteria map
for the selection of the inference technique is explained
(Tiwari and Rathore, 2017).

System/software development studies are processes
based on the solution of user needs and the satisfaction
of sharing purposes. Some requirements may be intense,
complex, and based on multidisciplinary needs. At the
same time, the success of traditional acquiring methods
in meeting the needs depends on the users. Because

these methods mainly adopt a technical approach rather
than a socio-technical point of view and focus on system
constraints. Success in information system development
depends on identifying the social, organizational, and
technical characteristics of the system. At the same time,
success in system development is a result based on the
acceptability of the system by the users of the system.
For this purpose, a socio-technical requirement
acquiring process that enables the systematic
determination of user needs has been proposed and
demonstrated by an experimental study. In the study, the
quality of the questions, the readability of the
interviews, and the effect of the model on the success of
the analyst in terms of socio-technical understanding of
the field were evaluated (Wahbeh at al., 2019).

Requirements engineering and system development
studies are about discovering the needs of users and
stakeholders of the system. Although there are many
techniques used by analysts for this purpose, one of the
most frequently used is interviews (Bano at al., 2018).
Interviews are particularly effective in extracting non-
implicit information. At the same time, the analysts'
prior knowledge of the field affects the process
positively and contributes to understanding the
requirements and increasing communication. However,
excessive content knowledge can sometimes lead to
prejudices (Hadar at al., 2012). Another issue that has
been studied related to the determination of needs is the
stopping rules. Stopping rules are about when to stop the
need inference and information Gathering process. For
this purpose, a needs classification that can be used in
information system development studies was carried out
(Byrd et al.,, 1992), and this classification was later
developed (Browne and Rogich, 2001). In another
study, the need classes were organized at four levels;
goal, process, task, and information-level needs. These
requirements can be used in many other problem areas
and in any system development work (Browne and
Rogich, 2001; Browne and Pitts, 2004). Thanks to these
requirements groups, the collected needs can be
effectively measured in terms of quality and quantity
(Browne and Pitts, 2004). The aim here is to classify the
requirements using the identified needs and the analyst's
experience. Requirement classes are used as stopping
rules to terminate the Process (Pitts and Browne, 2004).
The study, starting from the idea that the purpose of the
analyst in a design process is to collect enough
information, and this information should be measured,;
carried out a classification of needs. This classification
template includes problem areas of assets believed to be
critical to the successful design of information systems.
This template is also used as stopping rules, thus
preventing the extraction of missing or excess
information (Browne and Pitts, 2004). A systematic
mapping study carried out indicates that there are many
studies with requirements acquiring techniques, but
there are not many studies based on evaluating the
performance of these techniques (Pitts and Browne,
2004).
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Improving the process of determining the
requirements, in other words, it is said that not
determining the needs more than or completely will lead
to the development of more efficient and effective
information systems in terms of gain, cost, and customer
satisfaction, but it is not possible to eliminate the
problems of determining the information needs
suddenly and completely. This is a difficult process.
Therefore, in order to improve the needs assessment
process, it should be done step by step within the scope
of a model by providing a better understanding of the
stages of information collection, presentation, and
validation. According to the needs, determination
research results; The ability to overcome all problems,
and the successful conclusion of system development
studies depend on determining the set of needs in the
most appropriate and complete way. For this reason,
many scientists and researchers have carried out
research on this subject and developed many techniques
and tools for determining requirements. However,
although there are many studies on requirements
determination, requirements identification/development
techniques, strategies, and requirement classification,
application studies on comparison of requirements
identification techniques and modeling the requirements
identification process are very limited. Research on
requirements assessment shows that there is a
requirement for models for the comparison of needs
assessment techniques and the integrated use of these
techniques and that there is a gap in this area. Scientists
generally argue that the use of multiple techniques is
appropriate for their needs, but they do not provide a
model for how to use multiple techniques. As a result,
there is a need for a model and applications that can
overcome the problems that may arise from incomplete
needs collection in the needs determination process, use
more than one technique together, and decide on the
adequacy by measuring the collected needs. For this
purpose, a flexible model was presented in the study and
applied in determining the purchasing process needs.
The model is a flexible model that can use technical
combinations together, thus improving the needs
determination process, classifying the determined needs
with the stopping rules, and allowing the need
determination to be stopped when necessary.

2.1. System Requirements Model (SRM)

In this section, a flexible model developed
considering the problems that may be encountered in the
needs identification process is presented. This model has
three stages, and these stages are; needs determination
process, rulemaking/technical/needs matrix creation,
and the last step is the classification of requirements.
The model is shown schematically in Figure 1. The
requirements identification process, which is the first
stage of the model, consists of four sub-stages. These;
gathering the requirements, presenting the gathered
requirements, verifying the requirements presented by

the experts in the field, and classifying the requirements.
At the stage of meeting the requirements,
questionnaires, observation, interview, software review,
literature review, and document analysis methods were
used.

In order to present the needs, flowchart, associative
information map, decision map, scenario, and similarity
diagram techniques were used. After the needs
presented with the techniques defined in the model are
verified by the field experts, through a template created
from the literature; It is classified into four levels as
goal, process, task, and informatics. Thanks to this
classification, a template was tested for the adequacy of
the identified requirements and contributed to the
verification of the identified requirements. In the second
stage of the model; By making an analogy, the ROC
algorithm, which is widely used in the grouping of parts
and machines in manufacturing, was used to group the
requirements and techniques. In order to universalize the
model and increase its usability, an artificial
intelligence-based RULES-3 algorithm was used.

/ Reguirements Determination Process \

Eliciting Requirements

2

[ ]
[ Presentation of requirements ]
[ ]

¥

Verification of requirements

4

\[ Classification of requirements _]/
. 4

Requirements and
Rule Extraction technical g!'l:ll.lplllgf
Preparing a
requirements matrix

Classification of requirements
Dbject-level
Process level
Task level

Information level

Figure 1. Modeling system requirements [SRM] (Over,
2006; Over Ozgelik and Torkul, 2019)

In the third and final stage of the model; For system
development studies, a generalized model based on four
different need levels and allowing to see a need on the
basis of technique/technique combinations have been
developed (Over, 2006; Over Ozgelik and Torkul,
2019).
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3. Using SRM in Determining Purchasing
System Requirements

In this section, the sub-processes of SIM; The stages
of determining requirements, making rules, creating a
technical/requirements matrix, and separating the
requirements according to their levels, are explained.
The application study was carried out in the Purchasing
department of a company that produces wagons. The
system requirements model (SRM), whose validity was
tested with the pilot application, was applied to the real
business environment (Over, 2006; Over Ozgelik and
Torkul, 2019).

In order to determine the requirements of the new
system to be established, a survey was conducted with
the employees of the existing system and interviews
with senior employees. The handbooks of the current
system and some purchasing system software in the
market were examined. Matches between problems,
products, and processes are provided in order to meet the
goals of the desired system and the needs of the users
and to produce solutions to existing problems.

o
Gathering Requil t I‘—
Users of the System r[ amnenng qui"eme“

[ Functions of the System

[ Presentation of requirements ]

1

Accuracy/Validity
(Classification) of Requirements

Foeqpaay

Purpose of the System

Set of requirements

for the developed
system

Figure 2. The development process of the new system

This perspective and operation are modeled in
Figure 2. In the study, firstly, the existing purchasing
system of the enterprise was examined, the problems
and malfunctions in the existing structure were
determined, it was concluded that a new system should
be designed in order to overcome these problems, and
for this purpose, the set of requirements required for the
new system was determined. It is aimed to design an
integrated structure by examining all information flows
of the purchasing department with other basic functions
within the enterprise. Figure 3 shows the information
flows of the purchasing department with other
departments. In order to identify and eliminate the
problems experienced in the current system, an ideal
Purchasing System development study for the enterprise
was carried out step by step using SRM.

HEAD OF PLANNING
DEPARTMENT

( Invoice, Waybill, ( )
arding
SUPPLIER COMPANIES QC report HEADQUARTERS
5
N =
—
—_—

Contract text, QC

R&D DEPARTMENT report and waybill

QUALITY CONTROL
DEPARTMENT

|

——

MATERIAL

DEPARTMENT HEAD. DEPARTMENT OF

FINANCIAL AFFAIRS

—

~———

OTHER FACTORY DIREC
AND DEPARTMENT
HEAD.

Figure 3. Information flows of the current Procurement
System with other basic Functions

3.1. Eliciting system requirements

Within  the model; Interviews with field
experts/users of the system, survey, examination of
system  procedures/handbooks/documents,  needs
collection/information gathering process in the light of
the software used in the market and literature
information was carried out. The reason for using these
methods in an integrated manner is to avoid a lack of
information in the data collection process. In the
information extraction process, 20 system users were
used. These are the users of the system in effect at the
enterprise.

3.2. Presentation of System Requirements

Gathered requirements; Flow chart, Evocative
knowledge map, Decision map, Scenario, and Similarity
diagram technique were presented, and their validity
was confirmed by system users. The arguments put
forward during the sessions were grouped and evaluated
as needs. The set of confirmed requirements was
accepted as the requirement set of the purchasing
process, and 40 requirements were determined.

- Presenting the requirements of the purchasing system
with the flow diagram technique

These techniques, which were selected based on the
literature (Browne and Ramesh, 2002) to overcome the
conceptual and behavioral problems seen in all three
stages of the requirements assessment process and to
improve the needs assessment process, were applied in
the following order. In Figure 4, the stages and needs of
a purchase request are shown with the flow chart
technique. In this process, a total of 14 needs were
identified.
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Purpose: Designing a system that allows the selection and evaluation of
suppliers that can provide the required material/service at the most
affordable price and features, as soon as possible.

Making material requests (trustee and official purchases, tendered purchases)
Should be able to group companies according to purchasing branches

4

[ Preparation of drawings and specifications for the requested materials

<

going out to tender (For this purpose, the system allows the entry of the desired

Preparing tender announcements for materials to be procured domestically and
number of companies, to reach the companies by name or code)

<

foreign companies, information about their representations, entering a customs
broker into the system and information about these companies)

4

Performing the necessary operations for the materials requested from abroad (}'nr}

[ Marlket research for the requested materials

<

Bidding from suppliers for the requested materials (preparing orders, waybills,
invoices, contracts, offer letters on a company basis, tracking which order the
hipment depends on)

<

tender

|

[ Preparation of the tender commission, commission report and conclusion of the
P
the contract conditions are complied with...)

|

The signed contract; material, quality control, financial affairs and reaching the
necessary units (contract information, payment, delivery day, shipping company,

roviding a contract with the bidder (on time delivery, quality of the goods, \ﬂ.euhﬂ
shipping method, bank account, interest rate, VAT, sales exchange rate...} J

|

Delivery of the necessary materials by the supplier company within the scope of the
contract (the transportation company should be able to enter the system and the
information of these companies, the supplier companies should be able to assign a
forwarder or customs agent)

<

b{eceiﬁng the incoming materials to the warchouses (the type of receipt of the goods)|

4

[ Performing and accepting quality controls of incoming materials }

|

Making the payments for the requested materials (payment type, creating an invoice

with the least amount of information, instant access to the vendor information at the

invoice entry, instant access to the information about the goods at the invoice entry,

automatic reflection of the price and discount rates to the invoice in accordance with
the sales conditions, the seller's statement and debit-credit view status)

h 4

[ Reaching the requested materials to the required units }

Figure 4. Presentation of requirements with flow chart
technique (Over, 2006)

- Presenting the requirements of the purchasing system
with the Evocative knowledge map technique

Another technique used in the presentation of the
gathered requirements is the Evocative knowledge map
technique. Figure 5 shows the evocative information
map prepared for the purchase request. With the help of
this technique, 9 needs were expressed at the first level
and the needs at the second level were ignored based on
the expert opinion.
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\. J L J
—
Material alternatives not [Lack of incoming requests
determined

———
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performing material

Suppliers not delivering —>|  controls on time
materials on time
~——
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customs Problem caused by the
supplier
———
A
ailure of the supply department
Being a difficult material 0 deliver the requested
to obtain aterials to the relevant units in
Failure of the purchaser timely manner.
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procedures
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Conducting necessary
marlket research Writing/taking a good
lprogram for a healthy
communication
esigning an interface ietiiils sl 'roblems arising from
hat will respond to all s eans of transport and

nalysis in the best way

unctions ransmission

Figure 5. Presentation of requirements with an evocative
knowledge map (Over, 2006)

- Presenting the requirements of the purchasing system
with the decision mapping technique

The decision mapping technique is one of the
preferred techniques to overcome the remembering and
communication problems in the information gathering,
presentation, and verification stages. A total of 19
requirements were identified with the help of this
technique. The decision map prepared in Figure 6 is
modeled and shown.
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Figure 6. Presentation of requirements with the
decision map technique (Over, 2006)

- Presenting the purchasing process requirements using
the scenario technique

The scenario technique was preferred and applied
based on the literature (Sutcliffe, 2003) to overcome the
problems arising from behaviors caused by automated
actions. Scenarios consist of events and actors. The
scenario written for the purchasing system in the
enterprise where the application is made is given below.
The requirements were expressed by developing a
scenario covering the purchasing process. It was
accepted that every activity was carried out as it should
be without any problems in this scenario. Within the
framework of the planned scenario, new orders to the
business were conveyed to Manufacturing Planning by
Sales/Marketing, and  Manufacturing  Planning
requested materials from the material department to
realize the new orders, but materials that were not
available were in question.

For this reason, material requests were sent to
purchasing. Let these materials be x, y, and z. Let x be a
material to be purchased by the trustee. Material y
should be a material that requires official purchase, and
material z should be a material that needs to be procured
from abroad. Manufacturing Planning should convey the
specifications and pictures of these materials to the
purchase while requesting these materials' supply
because these are important in the appropriate
procurement of materials. The system to be designed
should include all these situations.

- Presenting the purchasing process requirements using
the similarity diagram technique

The similarity diagram was preferred in the
information gathering and validation stages to overcome
the diversity/complexity of needs and communication
problems. To determine the needs by utilizing the
similarity diagram technique, first of all, a group of users
of the current purchasing system and experienced people
in system development was formed. Discussions were
organized, and brainstorming was carried out through
group sessions. During these sessions, the discussions
and speeches regarding the system were systematically
noted, and the arguments put forward in the group were
listed as shown in Table 2. These arguments, which are
given in the form of a table, are arranged in accordance
with the logic of the use of the similarity diagram and
the sub-systems that should be covered by the system to
be realized based on the arguments that have been
determined.
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Table 1. Scenario prepared for purchase request (Over, 2006)

Event Actors Actions
No
1 Production planning office Requesting materials
2 R&D department Preparation of drawings and specifications of materials requested by manufacturing
planning
3 Contract execution and Incoming demand for material x and y
follow-up officer
foreign trade officer
Incoming request for material Z (To take necessary actions for the supply of
4 Research_ tender requested materials)
preparation branch
supplier
R h tend Conducting market research for the requested materials, preparing tender
5 esearct_ b h enader announcements, and publishing [Price lists, maturity group, discount rate, and sales
preparation branc condition information about the products sold by each company, minimum and
maximum order quantities to be received from companies with an order].
6 Supplier Bidding of the firms participating in the tender for the requested goods
7 Rapporteur . . . U
Preparing the tender commission and commission report and finalizing the tender
Contract i d Preparation of the contract with the companies that won the tender [The system
8 " cl)ln rac ;:]Z(_ecu fon an should give warnings about the companies in line with the information and
0 OV‘_"”p orficer impressions when necessary]. [The ability to search by code or name of the goods
supplier for which a purchase request is created, to directly access the detail information of
the goods for which a purchase request is created, to access the previous purchase
request and delivery date of the goods for which a purchase request is created, to
approve the purchase request, to monitor which order the shipment is connected to,
to monitor the stock status in all warehouses at the order entry ].
. Delivering the requested materials to the company according to the prepared contract
9 Supplier
10 Contract execution and . . . . . . .
- The signed contract; material, quality control, financial affairs and relevant units
follow-up officer - . .
[Introductory information of the company (name, title, address, telephone, fax,
capital, product quantity and types, number of workers...), information about
company managers or officials, Containing information about the group or holding
company to which the firm is affiliated].
1 Material department Receiving incoming materials to warehouses
. Quality control Performing quality control of incoming materials
13 Material department Delivering the requested materials to the required units
14 Financial affairs Carrying out the ordered and incoming materials [Automatic calculation of all

discount and VAT rates, Automatically bringing prices based on companies, goods,
or unigue formulas, Calculating the cost in the desired foreign currency].
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Table 2. Arguments developed within the group for the realization of the purchase request (Over, 2006)

Person Arguments
Person A) | We need a new system to carry out purchasing transactions and to make healthier decisions regarding this issue.
Person B) | But we don't want a system that will make decisions for us, do we? In other words, we are talking about a system that
will help us decide. In short, we are the ones who will make the final decision.
Person A) | You are right, but to make easier and healthier decisions and perform more accessible purchasing functions, we must
organize our choices and define some criteria to facilitate this decision-making task.
Person C) | In addition, the criteria we use must be consistent with each other. | think that the criteria we will determine will be
of great importance in evaluating the performance of suppliers.
Person A) | An interface should be designed so that it allows us to perform all our functions in the best possible way. E.g., Ability
to perform company transactions in the desired foreign currency (calculation ability), group companies according to
certain features and sectors, prepare orders, delivery notes, invoices, contracts, letters of offer based on companies,
define the account code of the company, define the desired number of addresses for shipment or document sending to
companies should include fields such as
Person B) | I think this interface is more the work of the program, so system analysis should be done very well so that the
requirements of the whole system can be determined and the system will respond to all our requests.
Person E) | | believe it will be very beneficial for us in keeping our data in electronic form. In this way, we will avoid keeping
repetitive data through a shared database.
Person A) | To realize all these, work should be started to convert all our data into the same format.
Person E) | Then we can start by determining the fields in the system interface, the criteria, and the reports we intend to receive
from the system, for example; An interface should be designed that allows us to see the previous orders and delivery
dates of the ordered goods, the final delivery and delivery date of the order, the authorized person who placed the
order, the opportunity to distribute the orders to different companies, the opportunity to see important messages about
the seller at the order entry and to determine the order priority, and to evaluate the companies based on these. .
Person D) | If we enter the goods/services to be supplied to this system, is it possible for the system to give us the criteria for this
good/service?
Person A) | The criteria, which are essential to us and that we have determined before, must be entered into the system. Therefore,
when we enter the goods/services to be procured into the system, it is possible to access its criteria and other
information.
Person B) | It's impossible to do this without an expert system.
Person A) | But we do not need an expert system to realize what we are talking about.
Person E) | | read somewhere that some simple expert systems can make more effective decisions than managers in making
decisions about the goods/services to be procured.
Person F) | An expert system or decision support system may not be suitable for us. Because; we are an official institution, and
we can't depend only on such systems while making some decisions.
Person C) | | do not know that, and | do not trust computers that can make such decisions. In addition, some situations require us
to make decisions independently of the system due to urgent conditions such as public procurement laws and
regulations.
Person A) | We need a system that puts the decisions in order but leaves the final choice up to us; you know, this is a decision
support system. Because, thanks to the reports we get from here, we can make healthier decisions.
In other words, we will tell the system which criteria we should use, and it will give us the information that will enable
us to decide which goods/services we can obtain at what time and at what price, and from where?
Person E) | | know that; Expert systems have advantages in terms of consistent use of criteria; we should use them consistently,
make fair decisions, and get the most appropriate goods/services.
Person F) | We need a system that puts the decisions in order but leaves the final choice up to us; you know, this is a decision
support system. Because, thanks to the reports we get from here, we can make healthier decisions.
Person A) | Yes, | agree; | think that a computer cannot fully evaluate some conditions and features for suppliers.
It's easy; then, we'll put these exceptions and features into a scoring system.
Person C) | In other words, we will tell the system which criteria we should use, and it will give us the information that will enable
us to decide which goods/services we can obtain, for what time and at what price, and from where?

During the sessions, the arguments were e
grouped according to the system they covered or
what they expressed, and the statements in the
groups were evaluated as requirements. The
structure and similarity diagram technique of all
these systems/subsystems and the needs of a
purchasing process are given in Figure 7.

{ MANUAL SYSTEM

Figure 7. Presentation of requirements with similarity
diagram technique (Over, 2006)
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Table 3. Identified requirements and techniques used for purchase request (Over, 2006), [Requirements 1/16]

Requ.
No

Requirements

Flow
diagram
*

Evocative
knowledge map

Techniques

Decision

map

Scenario
technique

Similarity
diagram

[EEN

10

11

12

13

14

15

16

Requesting materials
Preparation of drawings
and specifications of
materials requested by
manufacturing planning
Incoming demand for
material x and 'y
(Preparing tender notices
for materials to be
procured  domestically
and bidding)

Incoming request for
material Z (To take
necessary actions for the
supply of  materials
requested from abroad)
Conducting market
research for the requested
materials

Bidding of the firms
participating in the tender
for the requested goods
Preparing the tender
commission and
commission report and
finalizing the tender
Preparing the contract
with  the  companies
where the tender
remained

The signed contract; To
ensure that it reaches the
material, quality control,
financial affairs, and
related units

Delivering the requested
materials to the company
according to the prepared
contract

Receiving incoming
materials to warehouses
Performing quality
control  of incoming
materials

Carrying out the payment
transactions  of  the
requested and incoming
materials

Delivering the requested
materials to the required
units

An increase in the
number of orders
received by the company
Manufacturing
scheduling not reporting
the request on time

*

*

*

*

*
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Continuation of Table 3. The requirements and techniques used for the purchase request [Requirements No. 17/40]

Techniques
Requ. Requirements
No Flow Evocative Decision Scenario Similarity
diagram knowledge map map technique diagram
17 Lack of incoming requests *
18 Quality control not performing *
material controls on time
19 The problem caused by *
customs
20 The problem caused by the *
supplier
21 Failure of the purchaser to *
fulfill the required procedures
22 Failure of the  supply *
department to deliver the
requested materials to the
relevant units in a timely
manner.
23 Writing/taking a good program *
for a healthy communication
24 Have you started to work on *
fiduciary and official
purchases?
25 Have adaptation studies been *
carried out regarding the
necessary by-laws and
regulations?
26 Has the information about the *
tender been communicated to
the companies by the system?
27 Did the information about the *
tender from the suppliers reach
the purchasing unit through the
system?
28 Has the material department *
planned the necessary
transportation and
transmission tools to convey
the quality control materials to
the relevant unit?
29 Detailed system requirement *
30 Structure  requirement  for *
decision making
31 The requirement for agreement *
between criteria
32 Data structure requirement *
33 We set the criteria *
34 We weigh the factors *
35 No expert system requirements *
36 The system classifies the *
suppliers within the criteria we
have determined (Supplier
performance)
37 Fatabase requirement *
38 Interface design requirements *
39 Identifying information *
formats
40 The need to design the *
necessary reports
Identified requirement in total 14/40 9/40 19/40 14/40 12/40

Table 3; includes requirement numbers, needs
identified for the purchasing process, and identifying

techniques. For example, need No. 1; presented by the
flowchart, decision map, and scenario technique.
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Asterisks (*) corresponding to the needs under the
Techniques indicate by which methods the requirements
are presented. Any requirement that was presented by
several techniques at the stage of creating the needs set
was accepted as if it was presented only once. When
evaluated in this way, the purchasing process needs to
set 40 elements.

3.3. Verification of system requirements

At this stage, the requirements expressed with
integrated techniques were examined by the employees
of the purchasing department or analysts with
knowledge of the purchasing system, and their accuracy
and validity were decided. For this purpose, first of all,
an informative study was carried out on the need for
presentation techniques to the system users, namely
field experts. Later, the requirements that were
transferred to the presentation techniques were
examined by 12 purchasing system users (field experts)
and 12 experienced analysts in the sessions held. These
sessions were held in ten sessions, twice for each
presentation technique. Sessions for each presentation
technique lasted approximately 45 minutes. It has been
decided that the system is sufficient to meet all the
requirements of the system by the users and expert
analysts.

Their field knowledge for system users and their
experience for analysts have an important place in this
verification. The output of this stage is the set of
requirements of the system required to be installed to
realize the purchase request. The elements of this cluster
consist of 40 needs identified with the help of
presentation techniques. The most critical issue to be
considered in system development studies is
determining the system needs most wholly and
accurately. Because the functions of the system and the
realization of the users' wishes or reaching the goal are
based on a correctly and completely determined set of
needs. Therefore, these needs need to be measured with
a method. For this purpose, a template for need classes
was used in the study.

3.4. Classification of the requirements identified
for the system

Identifying requirements is seen as the most
important step in the successful conclusion of
information system development studies. For this
reason, the most crucial issue to be considered in system
development studies is to determine the system needs
most accurately and completely. Realizing system
functions and user requests or reaching the goal is only
possible with a wholly and correctly determined set of
needs. For this purpose, it is suggested that these verified
needs should be measured by a method (Browne and
Pitts, 2004). In the study, a template for the need classes
suggested in the literature was used, so it was possible
to decide on the completeness of the need set.

The classification includes four different levels.

Needs are classified according to these four different
levels and their sub-levels, confirming their
completeness and completeness. Table 4 below shows
the distribution of the requirements determined for the
purchasing system at four primary levels. These levels
are; purpose, process, task, and informatics. The needs
expressed through presentation techniques are given in
need classes based on their sequence numbers.

Table 4. Classification of the requirements determined for the
purchasing system according to their levels

Requirement Levels Requirement Numbers

Goal Level
Requirements

1,5,6,8, 12, 15, 16, 17, 18,
20,21, 22, 23,25

Process Level 3,4,9,10,14

Requirements

Task-level 2,7,11, 13,19, 24, 26, 27, 28

requirements

29, 30, 31, 32, 33, 34, 35, 36,
37, 38, 39, 40

Information  Level
Requirements

When the 40 requirements that make up the
purchasing system needs are classified as general need
levels, purpose, process, task, and information level, 14
of them were objective, 5 were processed, 9 were task,
and 12 were informatics. The requirements set of the
purchase request were classified using the general need
level template and then the lower levels of this general
level template. It was time to implement the second
stage of the model. At this stage, the ROC algorithm
was used in grouping the purchasing system
requirements.

3.5. Using the ROC Algorithm to Determine System
Requirements

In the second stage, the need/presentation techniques
were grouped, and the families of requirements were
formed, and the determination of which techniques were
more effective in determining the number of needs, and
the rates of determination of the requirements
determined based on the technique/technical
combination were carried out. For this purpose, the ROC
algorithm was used (Over, 2006; Over Ozgelik and
Torkul, 2019; King, 1980].

- Creating a requirement/presentation techniques
matrix for the system

According to the ROC algorithm application logic;
After running the algorithm by arranging rows and
columns, with the help of the requirements/presentation
technique matrix whose elements are 0-1, to gather
similar needs together and thus to group presentation
techniques to form clusters on the diagonal axis of the
matrix. In this way, just as machine groups and part
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families are formed by bringing together the same
operations by the logic of group technology, need
families, and technical groups are formed in this study
due to the same logic. Due to the group technology
application logic, there is a certain number of parts and
a certain number of machines. A certain number of
needs are identified in this study, and a certain number
of techniques are used to determine them. Just as a
certain logic is used during a system development work,
even if it serves many different purposes, the system is
developed, and its users have particular needs. In this
study, to determine these general needs, it has been tried
to select the technique/technical combinations to
express them. The ROC algorithm also helps in this
regard.

While applying the ROC algorithm in the study,
matrices were used, need determination techniques were
placed in the matrix rows, and determining requirements
were placed in the columns. Figure 8a and Figure 8b
below, T1 and T2 show the techniques used to determine
needs, and P1, P2, P3, P4, and P5 indicate the needs.
techniques; T1, T2, T3,....Tn, the requirements are; It is
expressed as 11, 12, 13,...... In. For example, if the T1
technique determines the need for 11, "1" is written; if
not, "0" is written. In this way, the requirements
determined by all techniques are entered in order. By
running the ROC algorithm, similar needs come
together due to the working logic of the algorithm and
requirement families. Technical/technical combinations
are created that follow each other diagonally.

g R

it ]i2 | i3 [i4 |5

T I

T2 1 1]

. S/

Figure 8a. ROC algorithm was applied to the combination of
T1-T2 techniques.

- R

i3 [i2 | i1 Ris5 | i4

10| 1 1 1

T2 | 1 1 1

L J
Figure 8b. ROC algorithm applied to the combination of T1-
T2 techniques.

Figure 8b was obtained by applying the ROC
algorithm to the matrix formed by the use of T1 (flow
chart) and T2 (connotation information map) techniques
in Figure 8a. As shown in Figure 8b, the requirements
11, 12, 13 are expressed by the T1 technique from the
requirement family/group 1, while the needs 14, 15 are
defined by the T2 technique from the need family/group
2.

- Evaluation of requirements identification success
criteria for the system

The pilot application uses the ROC algorithm [35,
36]; It has been observed which technique/technical
combinations determine which level requirements and
technique/technical combinations determine all needs.
The success criteria developed within the model's scope
were used to evaluate the created need groups and
technical groups belonging to the purchasing system
needs (Over, 2006; Over Ozgelik and Torkul, 2019).

These success criteria are;

- Need Determination Efficiency Measure of

Techniques (t,)
- Need \Verification Efficiency Measure of
Techniques (t, ) and

- Average Technical Efficiency Measure ( 1,).

In Table 5, Table 6, Table 7, and Table 8 below, the
Requirements Determination Efficiency Measure of

Techniques (t,), Needs Verification Efficiency
Measure of Techniques (t,,), and Average Technical

Efficiency Measure (t,, ) values for the purchasing

system are given. Symbols T1 represents the flowchart,
Associative information map T2, Decision map T3,
Scenario technique T4 and Affinity diagram technique
T5. As mentioned above, the values calculated through
Success Criteria for Determining System Requirements
are arranged and tabulated, techniques/technique
combinations are given in the first column, values in the
second column, values in the third column, and values
in the fourth column. Table 5 below shows the success
criteria values obtained by using only the techniques for
t
., I, and OV
for five techniques that are valid within the scope of the
model are given.

the purchase request. Here, the values of {

Table 5. Success criteria for purchase requisition calculated
using only techniques

Tech./Tech.

Combinations te tV tOV
T1 0.3t 0 0.35
T2 0.2z 0 0.22
T3 0.4¢ 0 0.48
T4 0.3t 0 0.35
T5 0.3C 0 0.30

In Table 8, Flowchart/Associative information
map/Decision map/Similarity diagram, Associative
information map/Decision map/Scenario/Similarity
diagram techniques, which have the highest value

among the need identification efficiency measure t,
values of the techniques (T1-T2- T3-T5), (T2-T3-T4-
T5) and (T1-T2-T3-T4-T5) combinations formed by the

use of Flowchart, Associative information map,
Decision map, Scenario and Similarity diagram
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techniques 1.00 to 40 determined all your requirements.
The combination of T1-T2-T3-T4, which is formed by
using the techniques as a quadruple, determined 28
needs with its lowest value.

Requirements verification efficiency measure of

techniques (ty) Flowchart / Associative information

map / Decision map diagram / Scenario, Flowchart /
Decision map diagram / Scenario / Similarity diagram
(T1-T2-T3-T4), (T1-T3-T4-T5) ) techniques in four and
using a combination of Flowchart, Associative
information map, Decision map, Scenario and Similarity
diagram techniques (T1-T2-T3-T4-T5) techniques in a
quintet, between 0.70 and 14 repetitive needs were
determined. T1-T2-T3-T5 and T2-T3-T4-T5 technical
combinations take the highest value of 0.25 for the

average efficiency measure value tgy, of the techniques
and 25% of the needs per technique T1-T2-T3-T4-T5

technical combination. It was seen that it determined
20% of the needs per technique with 0.20.

3.6. Inductive Learning Approach and Use of
RULES-3 Algorithm

The second stage of the SRM involves creating
a need/needs determination techniques matrix and
parallel with the rulemaking. With the application
of the ROC algorithm, the response was obtained
to  determine  which  technique/technique
combination is effective in determining the needs,
the number of repetitive requirements accepted as
need verification, and the amount of need
determined by each technique on average. But the
aim of the study lies in finding out which
techniques determine the need at which level and
to what extent. However, it is not possible to see
this clearly by applying the ROC algorithm. In
addition, it is aimed to use need levels as stopping
rules in the study. For this purpose, the RULES-3
algorithm was also used in parallel with ROC in the
second stage of SRM.

Table 9. The training set obtained for the purchasing system

Characteristic| Characteristic | Characteristic Characteristic | Class Range
Techniques/ Goal level Process level Task level Information level
Combinations (W1:0.36) (W2:0.14) (W3:0.18) (W4:0.32)
Linguistic Linguistic Linguistic Linguistic Linguistic
Expression Expression Expression Expression Expression

T1 L VH N VL NM
T2 N VL VL VL NM
T3 N VH VH VL LM
T4 L VH N VL NM
T5 VL VL VL VH NM
T1-T2 VH VH N VL PM
T1-T3 N VH VH VL LM
T1-T4 L VH N VL NM
T1-T5 N VH N VH PM
T2-T3 VH VH VH VL PM
T2-T4 VH VH N VL PM
T2-T5 N VL VL VH PM
T3-T4 N VH VH VL LM
T3-T5 N VH VH VH MM
T4-T5 L VH N VH PM
T1-T2-T3 VH VH VH VL PM
T1-T2-T4 VH VH N VL PM
T1-T2-T5 VH VH N VH MM
T1-T3-T4 N VH VH VL LM
T1-T3-T5 N VH VH VH MM
T1-T4-T5 L VH N VH PM
T2-T3-T4 VH VH VH VL PM
T2-T3-T5 VH VH VH VH FM
T2-T4-T5 VH VH N VH MM
T3-T4-T5 N VH VH VH MM
T1-T2-T3-T4 VH VH VH VL PM
T1-T2- T3-T5 VH VH VH VH FM
T1-T2- T4-T5 VH VH N VH MM
T1-T3-T4-T5 N VH VH VH MM
T2- T3-T4-T5 VH VH VH VH FM
T1-T2- T3-T4-T5 VH VH VH VH NM

Inductive learning aims at a specific-to-general
approach. In this study, starting from a specific example,

a model that can be used in whole general system
development studies is proposed, and an inductive
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learning approach is preferred (Aksoy, 2005/113-120).
In using the inductive learning approach, the output is
either a decision tree or a set of rules. What is expected
from an inductive learning algorithm is to obtain the
most general rules possible. Because; These decision
trees or rules will guide the system development studies
in all different areas that will be carried out later. One of
the algorithms used for this purpose is the RULES-3
algorithm (Aksoy, 2005/113-120; Aksoy, 2005/121-
132). The preference of this algorithm is that it can
classify the most samples by checking the obtained rules
one by one and select the most general rules.

The steps to be realized during the implementation
of the inductive learning approach and the RULES-3
algorithm were applied step by step as given below.

- Determination of samples,

- Calculation of the representative values of the
characteristics of the samples,

- Assigning these representation values to defined class
ranges,

- Weighting of the characteristics,

- Determining the class values of the samples,

- Assignment of linguistic variables corresponding to
numeric values,

- Creation of the training set after all the above steps and
- It is the extraction of rules from the training set with
the help of the RULES-3 algorithm.

As a result of these steps, a training set with 31
examples was prepared, consisting of 5 techniques and
combinations of these techniques with 2, 3, 4, and 5.
While creating the training set, four different
characteristics were used. These express need levels and
are named as purpose, process, task, and informatics.
These characteristics must have certain weights or

degrees of importance due to the RULES-3 algorithm
usage logic. These degrees of importance were
determined based on the literature.

In the literature, the requirements are divided into
four general levels: goal, task, process, and informatics.
Also, goal-level needs are divided into ten sub-levels,
process-level needs 4, task-level needs 5, and
information-level needs nine sub-levels. These sub-
levels were collected and accepted as 28 basic needs.
Based on this acceptance, the weight falling on each
need class has been determined. In this study, it has been
accepted that all of these requirement definitions
represent a need, they constitute a set of needs, and all
of them are equal to 1. Based on this acceptance and
evaluation, the weight of each requirement is 0.036. This
ratio is multiplied by the number of needs per general
class and for the purpose; 0.36 for the process; 0.14 for
the task; 0.18 and informatics; It was found to be 0.32.

Characteristics/requirements are expressed
numerically first, and then these numerical values are
transformed into linguistic expressions by giving
specific definition ranges (Over, 2006; Over Ozgelik
and Torkul, 2019). As a result of all these stages, a
training set was created for the purchasing system
shown in Table 9. (linguistic expressions; Low/L,
Normal/N, Very low/VL, Very high/VH, Never
met/NM, Partially Met/PM, Fully Met/FM, Most
Met/MM, Little Met/LM). The RULES-3 algorithm was
used to transform the information in training set into
regular rules. The rules obtained here can be used in the
classification of new samples in future studies without
the need for a training set. The rules produced by the
RULES-3 algorithm are given in Table 10.

Table 10. Rules generated by the RULES-3 algorithm (Over, 2006)

Rulel  if; goal Nand process VL and

task VL and information VL in case Class NM

Rule2  if; goal VL and process VL and

task VL and information VH in case Class NM

Rule3  if; goal L and process VH and task N and information VL in case Class NM
Rule4  if, goal Nand process VH and task N and information VH in case Class PM
Rule 5 if; goal N and process VL and task VL and information VVH in case Class PM
Rule 6 if; goal VH and process VH and task N and information VL in case Class PM
Rule 7 if; goal N and process VH and task VVH and information VL in case Class LM
Rule 8 if, goal L and process VH and task N and information VVH in case Class PM
Rule 9 if; goal VH and process and task VH and information VL in case Class PM
Rule 10 if; goal VH and process VH and task N and information VH in case Class MM
Rule 11 if; goal N and process VH and task VH and information VH in case Class MM
Rule 12 if; goal VH and process VH and task VH and information VH in case Class FM
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In the proposed model, by using the techniques together,
the requirement determination rates of the techniques
were measured, the analogy was realized with the help
of an algorithm that has not been used in this field, the
success criteria for determining the needs were
developed, and a general decision-making structure was
developed about which technique/technique could meet
the needs at which level and to what extent. At the same
time, it is ensured that the need classes are used as
stopping rules in determining the needs. When the
techniques are examined; It can be said that the flow
chart technique is very effective in determining process-
level needs and determines all the needs at this level, it
is low in terms of purpose-level needs, normal in terms
of task-level needs, and very low in terms of
information-level needs. Associative knowledge map
technique; While goal-level requirements are normal,
they have very low identifying efficiency in terms of
process, task, and information-level requirements. As a
result, it is a system that determines how the proposed
model in the studies of determining the system needs can
meet the needs at the defined level (purpose, process,
task, and informatics) of the technical/technical
combinations described in the model. The model is
straightforward to use and flexible to be applied to any
environment.

At the same time, obtained with the model, the
numerical value and linguistic variables of the need
determination rates in case the need classes are used as
stopping rules, the relationship between the techniques'
needs determination efficiency measures, and the
techniques were used as stopping rules evaluated. In
addition, the "need identification effectiveness measure

of the techniques” (tg) values and the numerical

value/linguistic variables of the technique/technical
combinations in training set in terms of determining the
needs were evaluated by means of the t-test, and it was
examined whether there was a significant difference
between them. It is possible to say that there is no
statistically significant difference at the 5% significance
level (95% confidence interval) between the class range
and values. As a result, ROC and RULES-3 algorithms
give similar results based on the need-determination
efficiency success criterion of the techniques. In
addition, the correlation analysis shows that the
combination, which is determined as the most effective
and determines the needs in the entire need set (all 40
requirements), has the most efficient value in terms of
requirements determination efficiency.

If the Associative information map, Decision
map, and Similarity diagram (T2-T3-T5) techniques are
used in the system requirements determination studies,
all the needs are met. This combination obeys rule 12
produced by RULES-3. This combination also
determines all the requirements as defined in the ROC
algorithm. In conclusion; Associative information map
(T2) to identify goal-level needs, Flowchart, Decision
map and Scenario (T1, T3, and T4) to identify process-
level needs, Decision map (T3) to identify task-level

needs, and Similarity diagram (T5) to identify
information-level needs technique can be said to be the
most effective technique.

4. Results

When the applied system requirements model
(SRM) is evaluated, all the needs are met if the
Associative information map, Decision map, and
Similarity diagram (T2-T3-T5) techniques are used.
This combination obeys rule 12 produced by RULES-3.
This combination also determines all the requirements
as defined in the ROC algorithm. Also; Associative
information map (T2) to identify goal-level needs,
Flowchart, Decision map and Scenario (T1, T3, and T4)
to identify process-level needs, Decision map (T3) to
identify task-level needs, and Similarity diagram (T5) to
identify information-level needs technique can be said
to be the most effective technique.

Table 10 below shows the 12 rules produced by
RULES-3 for the purchase request. These 12 rules cover
all 31 examples given in the training set above. With the
help of this created training set and the rules generated
from it, inference-based modeling/inductive learning, a
general approach was adopted starting from a specific
example, and a model was developed that could give
beneficial results in other systems. As a result, the model
was generalized.

Information; This study was derived from a Ph. D.
thesis titled An Inductive-ROC Based Model in
Requirement Determination.
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Eritemat6z skuamoz hastaliklarin ayirict tanist dermatolojide 6nemli problemlerden biridir. Hepsi birbirleri arasinda, ¢ok az farkla
eritem ve 6lgeklenmenin klinik 6zelliklerini paylasmaktadirlar. Bu gruba déhil olan hastaliklar; sedef hastaligi, seboreik dermatit, liken
planus, giil hastalig1 (pityriasis rosea), kronik dermatit ve pityriasis rubra pilaris olarak smiflandirilabilmektedir. Tan1 i¢in genellikle
biyopsi gereklidir ancak ne yazik ki bu hastaliklar pek ¢ok histopatolojik 6zelligi de paylagmaktadir. Diger taraftan, son yillarda
ozellikle bilgisayar teknolojisindeki gelismeler ve yapay zeka teknolojileri, biyomedikal alanda kendine genis bir uygulama alam
bulmustur. Tibbi cihazlarda bilgisayar teknolojilerinin kullanilmasiyla daha hassas, daha hizli, insandan kaynaklanan hatalari minimize
eden cihazlar gelistirilmektedir. Dolayisiyla, bu ¢alismada, makine 6grenme algoritmalari deri hastaliklarmin siniflandiriimasi ve
tahmininde ne kadar etkili olmaktadir onun arastirtlmasi yapilmistir. Bu ¢alismada, 366 hastaya ait 33 nitelikten olusan deri doku
ornekleri, Destek Vektor Makineleri (Support Vector Machines - SVM), Topluluk Ogrenme Algoritmalar1 (Ensemble Learning
Algorithms - ELA), Karar Agaclar1 (Decision Trees - DT) ve k-En Yakin Komsuluk (k-Nearest Neighborhood - k-NN) ile
smiflandirilmig ve en yiiksek dogruluk degerleri kaydedilmistir. Buna gore deri hastaliklarinin ayrigtirilmast ve siniflandirilmasi ile
ilgili etkiler arastirilmistir. SVM ile bu veri setinde, dnceki tiim ¢alismalardan daha yiiksek olan %99.73'liikk bir dogruluk elde edilmistir.

Anahtar kelimeler: Deri Hastaliklari, Destek Vektdr Makinesi, Topluluk Ogrenme Algoritmalari, Karar Agaglari, k-En Yakn
Komsuluk.

Evaluation of Machine Learning Algorithms Performance in Diagnosis of
Erythematous Squamous Diseases

Abstract

Differential diagnosis of erythematous squamous diseases is one of the important problems in dermatology. They all share the clinical
picture of erythema and scaling among each other, with little difference. The diseases included in this group can be classified as
psoriasis, seborrheic dermatitis, lichen planus, pityriasis rosea, chronic dermatitis and pityriasis rubra pilaris. Biopsy for diagnosis, but
unfortunately these diseases also share many histopathological features. Technologies related to some other technologies have found
wide application in the biomedical field. With the use of computer technologies in medical devices, more sensitive, faster, faster,
cutting devices are developed. Therefore, it has been investigated how effective machine learning algorithms are in classifying and
predicting skin diseases. In this study, skin tissue samples consisting of 33 attributes belonging to 366 patients, Support VVector
Machines (SVM), Ensemble Learning Algorithms (ELA), Decision Trees (DT), k-Nearest Neighborhood (k-NN) were classified with
algorithms and the highest knowledge information was recorded. Accordingly, the effects related to the separation and classification
of skin diseases have been investigated. SVM has achieved an accuracy of 99.73% which is higher than all the previous studies on this
dataset.

Keywords: Skin Diseases, Support Vector Machine, Ensemble Learning Algorithms, Decision Trees, k-Nearest Neighborhood.
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1. Giris (Introduction)

Deri, en biiyiik immiinolojik organlardan biridir ve
hem dis hem de i¢ faktorlerin yani sira dogustan gelen
ve uyarlanabilir immiin yanitlardan etkilenir (Fonacier
vd., 2010). Ayrica deri, canliy1 ultraviyole 1gilarindan,
mikrobiyal, kimyasal ve fiziksel saldirilardan koruyan
bir bariyerdir (Lee vd., 2006). Anatomileri ve islevleri
acisindan onemli Olgiide farklilik gdsteren epidermis,
dermis ve hipodermis ad1 verilen ii¢ katmandan olusur.
Epidermis, gozle goriilebilen ve  ¢ogunlukla
keratinositlerden olusan dig tabakadir. Dermis, derinin
epidermis ile deri altt doku arasinda bulunan kil kokleri,
yag bezleri ve ter bezleri ihtiva eden katmanidir. Yapisal
bilesenleri kollajen, elastin ve hyaluronik asittir
(Tabassum ve Hamdani, 2014; Dumas ve Ntambi, 2018;
Yousef vd., 2021).

Deri hastaliklari, yenidoganlardan yaslilara kadar
her yas1 etkileyen ve sik¢a ortaya ¢ikan bir saglik sorunu
olup, cesitli sekillerde zararlara neden olur. Deri
hastaliklarinin  ¢ogu da benzer bazi semptomlar
gostermektedir. Bu ylizden aralarindaki farklar1 bilmek
onemlidir. Eritematéz skuamoz hastaliklarin ayirici
tanis1 dermatolojide Onemli problemlerden biridir.
Hepsi birbirleri arasinda, ¢ok az farkla eritem ve
Olgeklenmenin klinik &zelliklerini paylasmaktadirlar.
Bu gruptaki hastaliklar; sedef hastaligi, seboreik
dermatit, liken planus, pityriasis rosea, kronik dermatit
ve pityriasis rubra pilaris’dir (Guvenir vd., 1998).

Sedef hastalig1 kalici, bulasici olmayan ve iltihapl
bir hastaliktir. Sedef hastalig1 olan hastalar, hastaliga
genetik bir yatkinliga sahiptir. Lezyonlar tipik olarak
kafa derisi, govde, dirsekler ve dizlerde goriiliir (Lyons
ve Ousley, 2014). Sebore olarak da adlandirilan seboreik
dermatit uzun siiren bir deri hastaligidir. Kirmizi,
plriizli, yagl, tahris olmus deri semptomlari
arasindadir (Borda ve Wikramanayake, 2015). Liken
planus deri, mukoza zar1 ve tirnaklart etkileyen
idiyopatik papiiloskuaméz bir deri hastaligidir. Kesin
insidansi ve yayginligi bilinmemektedir. Genellikle orta
yash bireyleri etkilemektedir (Gurusamy ve Selvaraj,
2016). Pityriasis rosea veya giill hastaligi saglikli
¢ocuklarda ve yetiskinlerde siklikla goriilen, genellikle
1-2 ay siiren iyi huylu akut papiiler dokiintiidiir (Lyons
ve Ousley, 2014). Kronik dermatit deride tahris ve
kizariklik ile kendini gosteren, derinin kotiilesmesine
neden olan bir deri iltihabidir (Nedorost, 2012).
Pityriasis rubra pilaris idiyopatik, papiiloskuamoz
inflamatuar bir deri hastaligidir. Turuncu-kirmizi pullu
plaklar i¢ine birlesmis hiperkeratotik folikiiler papiiller,
koruyucu adalar ve palmoplantar keratoderma ile
karakterizedir (Wang vd., 2018).

Eritemat6z skuaméz hastaliklarr dogru teshis etmek
icin ¢esitli teknikler kullanilarak birgok ¢alisma
yapilmigtir.  Guvenir ve ark. (1998), eritemat6z
skuamoz hastaliklarmin  ayiricr tanist ile ilgili ilk
caligmay1 yapmislardir. Oylama 06zelligi araliklar
(Voting Feature Intervals - VFI5) adli yeni bir

smiflandirma algoritmasi gelistirmisler ve eritematoz
skuaméz hastaliklart veri seti i¢in dogruluk oranim
%99.2 olarak bulmuglardir. Fidelis ve ark. (2000),
genetik algoritma kullanarak veri seti igin dogruluk
oranini %95 olarak elde etmislerdir. Karabatak ve Ince
(2009), eritematéz skuamoz hastaliklarinin teshisi igin
birliktelik kurallar1 ve sinir aglari tabanli yeni bir 6zellik
secme yontemi sunmuslardir. Onerdikleri y&ntemin
dogru smiflandirma oran1 %98.61°dir. Xie ve Wang
(2011), SVM tabanlhi ardigik ileri yonde se¢im
algoritmast kullanmislar ve 21 o6zellikten olugan
azaltilmis veri seti i¢in %98.61 siniflandirma dogrulugu
elde etmislerdir. Cifci ve ark. (2014), sedef ve liken
planus deri hastaliklar1 olmak tizeri iki grup iizerinde
¢ok katmanli yapay sinir ag1 olusturmuslar ve agmn
korelasyon katsayisini 0.98 olarak bulmuslardir. Parikh
ve Shah (2017), siniflandirici olarak SVM ile sarmal
yontemini kullanarak, 34 6zellikten olusan orijinal veri
setinin alt kiimesinin 20 6zelligi i¢in %97.27 dogruluk
elde etmislerdir. Elsayad ve ark. (2018), hem klinik hem
de histopatolojik ozellikleri kullanarak eritematdz
skuaméz hastaliklarmin teshisi i¢in Ki-Kare Otomatik
Etkilesim Algilama (Chi-Squared Automatic Interaction
Detection - CHAID) karar agaglarin ve bunlarin
torbalanmis  (Bagging) ve artirilmis  (Boosting)
topluluklarmin uygulamasinin deneysel sonuglarini
sunmuslardir. Modelin dogruluk oranini %93.81 olarak
elde etmiglerdir. Idoko ve ark. (2018), eritematdz
skuamdz hastaliklarinin ayiricr tanisi igin bulanik sinir
ag1 (Fuzzy Neural Network - FNN) tanimlama sistemi
tasarlamis ve performansini siniflandirma ve regresyon
agaci (Classification and Regression Tree - CART),
birliktelik kurallar1 ve bulanik c-ortalamalar kiimeleme
(Association Rules and Fuzzy c-Means Clustering -
ARFCMC), uyarlamali sinirsel bulanik ¢ikarim sistemi
(Adaptive Neuro-Fuzzy Inference System - ANFIS), ve
topluluk siniflandiricilar (Ensemble of Classifiers -
AEC) ile karsilastirmiglardir. Chaurasia ve Pal (2020),
lojistik regresyon (logistic regression - LR), lineer
diskriminant analizi (linear discriminant analysis -
LDA), k-NN, SVM, CART ve Gaussian Naive Bayes
(NB) gibi dogrusal ve dogrusal olmayan algoritmalari
dermatoloji veri setine uygulamislardir. LR ile %97.94
dogruluk oranina ulagsmislardir. Verma ve ark. (2020),
pasif agresif smiflandirict (Passive  Aggressive
Classifier - PAC), LDA, radius komsular smiflandirict
(Radius Neighbors Classifier - RNC), Bernoulli Naive
Bayes (Bernoulli Naive Bayesian - BNB), NB ve ekstra
agac siniflandirict (Extra Tree Classifier - ETC) gibi alti
makine Ogrenimi  siniflandirma  teknigini  deri
hastaliklarinin tahminini siiflandirmak icin
kullanmislar ve dogrulugu artirmak icin torbalama,
AdaBoost ve gradyan artirma siniflandiricilart olmak
tizere Ui¢ topluluk teknigi uygulamislardir. RNC’de
uygulanan gradyan artirma toplulugu yontemi ile
%99.68’lik dogruluk elde etmislerdir. Rashid ve ark.
(2020), Oznitelik secimi i¢in igbirlik¢i birlikte evrim
algoritmasinin etkisini, yaygin olarak kullanilan alti
farkli makine 6grenimi siniflandirma algoritmasi, yani
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NB, SVM, k-NN, J48, rastgele orman (Random Forest -
RF) ve LR iizerinde analiz etmislerdir. NB ve RF
algoritmalarinda %97.54 basar1 oranina ulagmiglardir.
Putatunda (2020), dermatoloji veri setine hem yeni bir
hibrit derin 6grenme yaklasimi olan Derm2Vec’i hem de
derin sinir aglarmi diger geleneksel makine 6grenme
(MO) yontemleriyle birlikte uygulamistir. Derm2Vec,
derin sinir aglar1 ve ekstrem gradyan arttirma
algoritmasinin ortalama dogruluk skorunu sirasiyla
%96.92, %96.65 ve %95.80 olarak bulmustur. Shastri ve
ark. (2021), eritematéz skuamoz hastaliklarinin analizi
ve tahmini i¢in gradyan topluluk 6grenme yaklasimi
olan GBoost’u kullanmislardir. Sonug¢ olarak %99.45
gibi yiiksek bir tahmin basarisina ulagmislardir.

Bu calismanin ana odak noktasi sedef hastaligi,
seboreik dermatit, liken planus, pityriasis rosea, kronik
dermatit ve pityriasis rubra pilaris gibi farkli eritematoz
skuamdz hastalik simiflarin1 igeren dermatoloji veri
setidir. Hekimler tarafindan tanis1 konulmaya calisilan
bu hastaliklarin tespit edilmesi ve birbirleri arasinda
ayristirtlmasinin  yapilabilmesi i¢in, dermatoloji veri
setine dort farkli MO yontemi uygulanarak en yiiksek
oranda dogru simiflandirmanin  elde  edilmesi
hedeflenmigtir. ~ Ayrica  yontemlerin  performans
karsilastirmalar1 yapilmistir. Calismada, MO metotlar
olarak SVM, ELA, DT ve k-NN metotlar: kullanilmustir.

Calismanin bu boliimiinde konu hakkinda daha dnce
gergeklestirilmis benzer ¢aligmalar 6zet olarak verilmis,
ayrica ¢aligmanin hedefleri ve motivasyonundan
bahsedilmistir. ikinci béliimde ise veri setinin igerigi
hakkinda bilgiler sunulmus ve Onerilen smiflandirma
yontemleri agiklanmistir. Ugiincii béliimde analizlerde
kullanilan yontemlerin performanslari tartisilmig ve
onceki caligmalar ile kiyaslari yapilmigtir. Dordiincii
boliimde ise bu ¢alismanin sonuglari verilmistir.

2. Materyal ve Yontem (Material and Method)

Calismada bahsi gecen siniflandirma sisteminin
genel blok semasi Sekil 1’de gosterilmistir. Bloklara
bakacak olursak eritematoz skuamoz hastaliklara sahip
hastalardan olusturulan veri seti, tasarlanan bir
bilgisayar arayiiziine hekim tarafindan girilecektir.
Sistem arayilize sunulan veri setini sayisal degerlere
déniistirip MO metodu girislerine uygun hale
getirecektir. Siniflandirma igin veri seti sirastyla SVM,
ELA, DT ve k-NN metotlari ile egitilecek ve test verileri
kullanilarak  her bir algoritmanin  performansi
incelenecektir. Hastalik tahmin performanslarinin
degerlendirmesi i¢in ¢apraz dogrulama, duyarlilik ve
ozgiillik degerleri kullanilacaktir.

MO Algeritmalar ve
r Siniflandirma

3 ]
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1|z 2 58
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Sekil 1. Caligmanin genel blok semasi (General block diagram
of the study)

2.1. Veri Tabam (Database)

Calismada kullanilan veri seti UCI (University of
California, Irvine) makine 6grenme veri tabanindan
alinmigtir (Dua ve Graff, 2019). Gergek veri tabani, 33'ii
dogrusal degerli ve biri nominal olan 34 o&znitelik
icermektedir. Caligmada sadece 33 0Ozellik dikkate
alimmistir. Hastanin yasi olan son ozellik ¢alismaya
dahil edilmemistir. Bu 34 niteligin, 12 tanesi klinik
nitelikleri, geri kalan 22 nitelik ise histopatolojik
nitelikleri olusturmaktadir. Bu niteliklerin agiklamalari
Tablo 1°de verilmistir.

Tablo 1. Ozniteliklerin agiklamasi (Description of attributes)

NI::)“I( Nitelik aciklamas1 Degerler
Klinik nitelikler
1 Cilt kizarikligi 0-3
2 Ciltte pullanma 0-3
3 Kesin sinirlar 0-3
4 Kaginti 0-3
5 Koebner fenomeni 0-3
6 Cokgen papiiller 0-3
7 Folikiiler papiiller 0-3
8 Oral mukozal tutulum 0-3
9 Diz ve dirsek tutulumu 0-3
10 Kafatasi derisi tutulumu 0-3
11 Aile 6ykdisii 0-1
34 Yas Dogrusal
Histopatolojik nitelikler
12 Melanin tutamama 0-3
13 Sizintidaki eozinofiller 0-3
14 PNL sizmasi 0-3
15 Kabarcikli derinin fibroz 0-3
dejenerasyonu
16 Eksositoz 0-3
17 Akantoz 0-3
18 Hiperkeratoz 0-3
19 Parakeratoz 0-3
20 Rete ¢ikintilarinin
0-3
Comaklagmasi
21 Rete ¢ikintilarinin uzamast 0-3
22 Yiiksek  kabarcikli  {istderinin 0-3
incelmesi
23 Sponjiyoz ¢ibani 0-3
24 Munro mikroapsesi 0-3
25 Fokal hipergraniiloz 0-3
26 Piirlizlii katmanin yok olmasi 0-3
27 Temel katmanin kofullagmasi ve 0-3
zedelenmesi
28 Sponjiyoz 0-3
29 Retenin testere digi goriiniimiinde 0-3
olmasi
30 Folikiiler boynuz tikact 0-3
31 Perifolikiiler parakeratoz 0-3
32 fltihapli mononiikleer s1zmast 0-3
33 Bant seklinde sizma 0-3

Tablo 1’de gosterilen aile Oykiisii niteligi bu
hastaliklardan herhangi biri ailede gozlenmigse 1, aksi
halde 0 degerine sahiptir. Diger klinik ve histopatolojik
niteliklere O ile 3 araliginda bir deger verilir. Burada 0
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ozelligin mevcut olmadigini, 3 miimkiin olan en biiytiik
degeri ve 1 ile 2 ise goreceli ara degerleri gosterir.
Dermatoloji veri seti alti tiirden 366 6rnek iceren
eritematdéz skuamdz hastaliklarla ilgilidir:  Sedef
hastalig1 (112 hasta), seboreik dermatit (61 hasta), liken
planus (72 hasta), pityriasis rosea (49 hasta), kronik
dermatit (52 hasta) ve pityriasis rubra pilaris (20 hasta).
Bu hastaliklara iliskin gorseller Sekil 2°de verilmistir.

Py

Sekil 2. Eritemat6z skuamoz hastaliklar (Lyons ve Ousley,
2014) (Erythematous squamous diseases) (&) Sedef hastaligi, (b)
Liken planus, (c) Kronik dermatit, (d) Seboreik dermatit, (e)

Pityriasis rosea, (f) Pityriasis rubra pilaris

2.2. Onerilen Yontemler (Proposed Methods)

Calismada, hastalardan elde edilen klinik ve
histopatolojik niteliklerden olusturulmus veri seti SVM,
ELA, DT ve Kk-NN metotlar1 gibi farkh MO
algoritmalarina sirastyla uygulanmistir. MO sistemine
verilerin uyarlanmasini temsil eden gematik ¢izim Sekil
3’te gosterilmistir.

- Makine | Deri
=% a[i:ir;:tellk Q Ogrenmesi Q Hastaliklarinin
tAlgoritmalarl L Aynstinimasi

Sekil 3. MO metotlarinin sisteme uygulanmasinin sematik gosterimi
(Schematic representation of the application of ML methods to the
system)

2.2.1. Destek Vektor Makinalar: (Support Vector
Machines)

SVM, ¢ok fazla verilerin bulundugu siniflandirma
problemlerinde fazla kullanilan bir ayrim metodudur.

Bu ayrim iglemini bir kiimenin tiim veri noktalarini
baska bir kiimenin tiim noktalarindan ayirt eden en
uygun hiper diizlemi belirleyerek gerceklestirmektedir.
En wuygun hiper diizlemin segilmesi i¢in marjin
kavrammin en biiylik olmasi gerekmektedir. Marjin
bolgesi, igerisinde herhangi bir veri noktasi
bulundurmayan ve hiper diizleme paralel olan
maksimum genislik anlamina gelmektedir. Hiper
diizleme en yakin verilerden gegen noktalar destek
vektorleri  olarak  isimlendirilir. SVM’de, ikili
smiflandirma fonksiyonlarinin  karar kurali denklem
1’deki sekilde ifade edilebilmektedir (Abakar ve Yu,
2014; Subasi ve Gursoy, 2010; Mohammed vd., 2016;
Huang vd., 2018).

f(z) = sign[Z}lz1 a;y;x;z + b] (1)

Denklem (1) 'de, xj destek vektorlerini, aj optimum
Lagrange carpanlarini, yj ikili simif etiketlerini ifade
eder. Parametre b ise fonksiyonun bias parametresi
olarak bilinir. Bu c¢alismada ise SVM ikili
smiflandiricilar ile olusturulan ¢ok sinifli hata diizeltme
¢ikt1 kodlart (HDCK) modeli kullanilmigtir. Bu modelde
SVM ikili siniflandiricilart birebir kodlama tasarimi ile
gergeklestirilmistir. HDCK modeli ii¢ veya daha fazla
smif ile smflandirma sorununu  bir dizi ikili
siniflandirma problemine indirger. HDCK modeli diger
coklu smiflandirma problemleri ile karsilastirildiginda
simiflandirma dogrulugunu iyilestirebilmektedir
(Firnkranz, 2002).

2.2.2. Topluluk Ogrenme Algoritmalar: (Ensemble
Learning Algorithms)

ELA, egitim verileri ile birden fazla temel modelin
tahmin sonuglarmi birlestirme yoluyla karar vermeyi
amaglar (Zhou, 2012). Buradaki amag tek bir modele
gore daha giiclii ve genellenebilir sonuglar elde etmektir.
Tahmin sonuglarmin bir araya getirilerek sonug
iiretilmesi icin gesitli yontemler mevcuttur. Calismada
ELA’nin farkli metodlar1 test edilmis ve en yiiksek
dogrulugu AdaBoostM2 metodu ile saglanmustir.
AdaBoost algoritmas1 Boosting algoritmasinin daha
genel bir versiyonudur (Freund ve Schapire, 1996).

2.2.3. Karar Agaclar (Decision Trees)

DT makine 6grenme metodlart igerisinde insan
diisinme mantigina en yakin yapilardan biridir. DT
mantik olarak bulunulan durumun bilgi kazancim
maksimum yapabilmek icin rastgelelik degerini
minimize edecek secimler yapmaya c¢alisir. Bunu
saglamak icin her diiglimde hata fonksiyonun tekrardan
hesaplar ve minimum hataya sahip durumu secer.
Herhangi bir agaca benzer DT yapisi temel olarak ii¢
par¢adan olusur. Bunlar yapraklar, dallar ve
diigiimlerdir. Bu yapida, kullanilan 6zellikler diigiimler
ile temsil edilmektedir. Yapraklar ile dallar ise, aga¢
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yapisinin kalan diger bilesenlerini olusturmaktadir. DT
¢alisma prensibi, eldeki veriyi kiigiik pargalara ayirarak
en kisa siirede sonucu elde etmek tizerinedir. DT de, her
bir diiglim bir smifi belirtmekte veya diigimdeki test
verilerini olusturan olasi ¢iktilara gére numune alanim
aywrarak bir test bolimii olusturmaktadir. Ayrilan alt
kiimelerin her biri, yeni bir alt aga¢ ile ¢dziilerek yeni
bir alt smiflandirma problemi ortaya c¢ikaracaktir.
Yapraklar olarak adlandirilan  diiglimler, sonug
diigiimiiniin sinifin1 igerir. Yaprak diigiimii olmayan
noktalar ise karar diigtimleri olarak tanimlanir.

2.2.4. k-En Yakin Komsuluk Metodu (k- Nearest
Neighborhood Method)

k-NN algoritmasi, kullanim kolayligina sahip ve
kolay anlasilir temel makine 6grenimi algoritmalari
arasinda popiilerdir. Metodun isminde de var olan “k”
degeri, siniflandirma yapabilmek i¢in veri kiimesindeki
sonuglardan kendisine en yakin segilecek komsu sayisi
olarak belirlenir. En yakin 6zellikleri belirleyebilmek
icin veri noktalar1 arasindaki uzakligin belirlenmesi
gereklidir. Bunun igin farkli yontemler vardir. Mesafe
Chebyshev, Euclid, Hamming, Manhattan veya
Minkowski yontemleriyle 6l¢iilebilmektedir.

3. Deneysel Sonuclar (Experimental Results)

Yapilan ¢alisma siiresince, hastalardan elde edilen
veriler SVM, ELA, DT ve k-NN algoritma girislerine
uygulanmis ve dogruluk basarilari rapor edilmistir.
Dogruluklarin birbirleri ile karsilastirilmast g¢apraz
dogruluk yontemleri ile test edilmistir. Buna gore,
dogrulama islemi 3, 5 ve 10 kat capraz dogrulama
(KCD) islemleri gergeklestirilmistir. Her bir dogrulama
isleminde dogruluk degerleri hem tiim veri tabani ve
hem de test verileri i¢cin hesaplanmast yapilmistir.
Calismada hesaplanan dogruluk degeri asagida verilen
denklem 2 ile hesaplanmaktadir:

DT
DT+YT

Dogruluk (%) = X 100 2
Bu formiilde, DT parametresi, dogru tahmin edilen
deger sayisini gosterirken, YT parametresi ise yanlis
tahmin  edilen deger sayisim1  gOstermektedir.
Algoritmalar arasinda en yiliksek dogruluk degerini
saglayan makine Ogrenme algoritmast en uygun
siniflandirma metodu olarak belirlenmistir. Daha sonra
ise en yiiksek dogruluk degerini saglayan algoritma
¢ikisinda elde edilen smiflar karmasikhik matrisi ile
gosterilmigtir. Caligmada, c¢oklu siniflandirma islemi
oldugu icin hassasiyet ve duyarlilik analizleri yerine
karmasiklik matrisi gosterimi yer almaktadir.
Calismada Bayesian optimizasyon algoritmasi
kullanilmis ve deneyler sonucunda maksimum karar
bolme sayis1 20, minimum yaprak diigiim gozlem sayisi
ise 1 sec¢ilmistir. Yine Bayesian optimizasyon

algoritmasi kullanarak en bagarili yontem Minkowski
olarak belirlenmistir. Mockus (Mockus, 1974)
tarafindan  gelistirilmis  Bayesian  optimizasyonu,
makine Ogrenmesi alaninda etkili bir tekniktir ve
degerlendirilmesi pahali bir amag fonksiyonu i¢in en iyi
secimdir. Bayesian optimizasyon algoritmasi, X i¢in bir
skaler amag¢ fonksiyonu olan f(x)’i minimize etmeyi
amaclayan bir kara kutu teknigidir. Fonksiyonun
deterministik veya stokastik olmasina bagl olarak, ¢ikis
ayni1 X girisi igin farkli olacaktir. Bayesian optimizasyon
algoritmasinda genellikle Gauss siireci (Gauss Process),
olasiik modeli olarak segilir (Rasmussen, 2003).
Minimizasyon siireci ii¢ ana bilesenden olusur: f(x)
amag¢ fonksiyonu i¢in bir Gauss siire¢ modeli, amag
fonksiyonunun her yeni degerlendirmesinden sonra
Gauss modelini degistiren bir Bayesian giincelleme
stireci ve bir a(x) kazanim fonksiyonu. Bu kazanim
fonksiyonu, bir sonraki degerlendirme noktasini
belirlemek i¢in maksimize edilir. Bu fonksiyonun rolii,
amag fonksiyonunda beklenen gelismeyi dlgerken, onu
artiracak degerleri atmaktir (Brochu, 2010).
Analizlerde kullanilan makine Ogrenme
algoritmalarinin  performanslarinin ~ karsilastirildig:
dogruluk degerleri Tablo 2’de gosterilmektedir.

Tablo 2. Metotlarin ortalama k-kat capraz dogrulama
karsilastirmalart (Mean k-fold cross validation comparisons of
methods)

Dogruluk (%)
KCD Metot o
Test Verileri (%) Tiim Veri (%)
SVM 99,73 99,73
ELA 96,72 98,91
3-KCD
DT 95,08 97,36
k-NN 96,99 98,99
SVM 99,73 99,73
ELA 95,91 99,18
5-KCD
DT 94,27 97,38
k-NN 96,17 99,24
SVM 99,73 99,73
ELA 96,73 99,67
10-KCD
DT 94,81 97,62
k-NN 96,70 99,67

Tablo 2’de gosterilen sonuglara gore, SVM
algoritmasmin en etkili metot oldugu acikca
goriilmektedir. Tabloda, ¢apraz dogrulama islemleri 3, 5
ve 10-KCD uygulanarak elde edilen sonuglar
gosterilmistir. Diger taraftan dogruluk degerleri
karsilastirildiginda gerek test verileri yoniinden ve
gerekse tiim veriler yoniinden, en yiiksek tahmin
dogruluk degerinin her KCD bdliiminde SVM
metodunun istiin ve dogruluk yiizdesinin %99.73
seklinde oldugu acgiktir. Boylelikle, c¢alismada
gerceklestirilen optimizasyon teknikleri ve deneysel
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caligmalar, eritematdz skuamdz hastaliklarin ayirict
tanisinda SVM yonteminin ¢ok etkili oldugu ve klinik
uygulamalarda tani ve teshise yardimeci bir ydntem
olarak kullanilabilecegini ortaya sermektedir. Bununla
beraber, DT metodunun ise bu tiir smiflandirma igin
diger metotlardan ¢ok daha yetersiz kaldigi ortaya
¢ikmaktadir.

Bu c¢alismada elde edilen sonuglar literatlirde
gergeklestirilmis  olan  diger  calismalar  ile
karsilagtirildiginda, SVM yoOnteminin hayli basarili bir
yontem oldugu burada da ortaya c¢ikmaktadir. SVM
sonucunda elde edilen karmasiklik matrisi Tablo 3’te
gosterilmektedir. Bu tabloya gore Sedef hastaligi sinif
1’1, seboreik dermatit sinif 2’yi, liken planus smnif 3’1,
pityriasis rosea smif 4’i, kronik dermatit siif 5’i ve
pityriasis rubra pilaris smif 6’y1 gostermektedir. Zaten
dogruluk ¢ok yiiksek olmakla birlikte algoritma sadece
seboreik dermatit hastaligindan bir tanesini pityriasis
rosea olarak degerlendirmistir ve bu da dogrulugun ¢ok
yiiksek oldugunu gostermektedir.

Tablo 3. SVM ile elde edilmis karmagiklik matrisi (Confusion
matrix obtained by SVM)

Eritematiiz skuamiz hastahklarinin Simflandiriimas:

(8]

60 1

N
.

3 4 5 6
Predicted Class

True Class

wn s
4=
o

=y

20

Dermatoloji veri seti i¢in sonuglarin diger yayinlanmis
yontemlerle karsilastirilmasi Tablo 4'te verilmistir.

Tablo 4. Dermatoloji veri seti i¢in siniflandirma yéntemlerinin
karsilagtirilmas1 (Comparison of classification methods on the
dermatology dataset)

.. Dogruluk
Calisma Yontem (%)
Guvenir ve ark.
(1998) VFI5 99.2
Fidelis ve ark. . .
(2000) Genetik Algoritma 95
Karabatak ve Birliktelik Kurallar1 + 98.61
Ince (2009) Sinir Aglar1 '
Xie ve Wang
(2011) SVM 98.61
Cifci ve ark. Cok Katmanli Yapay 08
(2014) Sinir Ag1
Parikh ve Shah
(2017) SVM 97.27
Elsayad ve ark. CHAID + Bagging ve 93.81
(2018) Boosting '
Idoko ve ark CART 94.84
(2018) ’ ARFCMC 75.96
ANFIS 95.50

AEC 97.32

FNN 98.37

LR 97.94

LDA 96.22

Chaurasia ve k-NN 85.57
Pal (2020) SVM 92.10
CART 93.50

NB 89.02

PAC 97.38

LDA 98.98

Verma ve ark. RNC 99.68
(2020) BNB 95.36
NB 98.66

ETC 97.65

NB 97.54

SVM 96.99

Rashid ve ark. k-NN 95.62
(2020) J48 95.90
RF 97.54

LR 96.99

Derm2Vec 96.92

Derin Sinir Ag1 96.65

XGBoost 95.80

d DT 93.10

Plzgggg) a Yapay Sinir Ag1 74.29
SVM 82.13

RF 51.13

NB 92.68

k-NN 79.30

Shag(')z"f) ark. GBoost 99.45
Bu ¢alisma SVM 99.73

Dermatoloji veri seti ile ilk ¢aligmay1 yapan Guvenir
ve ark. (1998), VFI5 adli yeni bir siniflandirma
algoritmas1 ile dogruluk oramm1  %99.2 olarak
bulmuslardir. Genetik algoritma kullanan Fidelis ve ark.
(2000), dogruluk oranini %95 olarak elde etmislerdir.
Birliktelik kurallar1 ve sinir aglari tabanli yeni bir 6zellik
secme yontemi sunan Karabatak ve Ince (2009),
onerdikleri yontemin dogru smiflandirma oranini
%98.61 olarak bulmuslardir. Xie ve Wang (2011), SVM
tabanli ardisik ileri yonde se¢im algoritmasi ile %98.61
siniflandirma dogrulugu elde etmislerdir. Cifci ve ark.
(2014), ¢ok katmanli yapay sinir ag1 olusturarak agin
korelasyon katsayisini 0.98 olarak bulmuslardir. Parikh
ve Shah (2017), siiflandirict olarak SVM ile sarmal
yontemini kullanarak %97.27 dogruluk elde etmislerdir.
Torbalama ve artirma uygulanarak olusturulan CHAID
karar agaci algoritmasmi kullanan FElsayad ve ark.
(2018), %93.81 dogruluk oranina ulagmistir. Idoko ve
ark. (2018), tasarladiklar1 FNN tanimlama sistemi ile
9%98.37 dogruluk orani elde etmislerdir. Dermatoloji
veri setine birgok yontem uygulayan Chaurasia ve Pal
(2020), LR ile %97.94’lik dogruluk oranina
ulagsmiglardir. Verma ve ark. (2020) ise en yiiksek
dogruluk oranmma %99.68 ile RNC yontemiyle
ulasmiglardir. NB ve RF yontemleriyle en yiiksek
dogruluk oranini elde eden Rashid ve ark. (2020),
%97.54 olarak dogruluk oranini bulmuglardir. Putatunda
(2020), dermatoloji veri setine tablodan da goriilecegi
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iizere birgok yontem uygulamistir. Derm2Vec
(%96.92), derin sinir aglar1 (%96.65) ve XGBoost
Siniflandirict  (%95.80) yontemlerinde en yiiksek
skorlara ulagmigtir. Ayni veri seti iizerinde ¢ok yeni bir
calismada, Shastri ve ark. (2021), GBoost kullanarak
%99.45 gibi yiiksek bir tahmin basarisina ulagmiglardir.
Tablodan da agikca goriilebilecegi lizere dermatoloji
veri seti i¢in bu calismada elde edilen sonuglar
literatiirde gergeklestirilmis olan diger c¢alismalar ile
karsilagtirildiginda, SVM yonteminin hayli basarili bir
yontem oldugu ortaya ¢ikmaktadir.

4. Sonuglar (Conclusions)

Bilindigi iizere, dermatologlar deri hastaliklariin
teshisini ilgili alanin gorsel incelemesine ve ilgili
alandan alinan Dbiyopsi ile histolojik 6rneklerin
degerlendirilmesine dayandirirlar. Burada teshisin
dogrulugu hekimin deneyimine biiyiik 6l¢iide baglidir.
Dolayistyla insan faktorlii yanlis teshislerin 6nlenmesi
icin bilgisayar destekli teshis araglarina ilgi giin gectikce
artmaktadir. Makine 6grenmesi yontemleri ve araglari
gelistikge, erken teshisle birlikte maliyetler diisecek ve
dermatoloji alanindaki rolil vazgegilmez hale gelecektir.
Bu ¢alismada, eritematdz skuamoz hastaliklarin teshisi
ve ayrica daha iyi smiflandirma dogrulugu igin cesitli
makine Ogrenmesi metotlar1  kullanilmistir.  Bu
¢alismanin literatiire olan temel Kkatkisi, deri
hastaliklarinin  erken teshisi icin yapilan en 1iyi
algoritmay1 bulmaktir. Calismada, SVM algoritmasi
%99,73 degeri ile en iyi dogruluk sonucunu vermistir.
Ikinci en iyi dogruluk degeri ise k-NN metodu ile ¢apraz
dogrulama islemi 10-KCD segilerek %99,67 elde
edilmistir.
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Farkli canli tiirleri farkli zeka seviyelerine sahip oldugundan, akil ve zekanin beyinle bir baglantisinin olabilecegi diisiiniilmektedir.
Akil, biling ve zaka insanlik tarihinden beri bilim insanlarini etkileyen en etkileyici kavramlar arasinda olmustur. Ancak bilinci,
yalnizca sinir sisteminin veya beynin bir iiriinii olarak gérmenin de uygun olmayacag diigiiniilmektedir. Beynin, yaraticilik, diisiince
ve duygu vs. gibi organizasyonlardan sorumlu oldugu bilinmektedir. Bilincin varlig1 i¢in ise sinir sistemi veya beynin gerekli olmadigi
bir¢ok caligma tarafindan daha once ispatlanmigtir. Bunun en basit 6rnegi bitkilerin herhangi bir sinir sistemi veya beyni olmamasina
ragmen giinese yonelebilme bilinglerinin olmasidir. Bilingli bir nano haberlesme modelin tasarlanabilmesi i¢in 6ncelikle biyolojik
canlilarin irettigi sinyallerin tasarlanan bu model ile elde edilmesi gerektigi diisiiniilmektedir. Clinkii canlilarin biitiin hiicrelerinin bu
sinyaller (aksiyon potansiyel) aracilig1 ile birbiri arasinda iletisim kurduklarina inanilmaktadir. Bu sebeple bu ¢alisma kapsaminda,
biyolojik hiicrelerin iirettigi aksiyon potansiyel sinyaline neredeyse birebir benzer sinyal iireten elektronik bir devre tasarlanmustir.
Uretilen aksiyon potansiyelin gergek bir noron hiicresinin iirettigi aksiyon potansiyele yakin olabilmesi igin literatiirdeki elektronik
modellerde kullanilan elemanlar incelendikten sonra bdyle bir sistem gelistirilmis ve bu sistemde kullanilan parametrelerin degeri de
yine iiretilen aksiyon potansiyelin benzerligini arttiracak sekilde uzun siiren denemeler sonunda hassas bir sekilde tespit edilmistir.
Daha sonra ise tasarlanan model ile iki hiicrenin birbiri ile haberlesmesinden elde edilen veriler incelenmistir.

Anahtar kelimeler: Yapay zeka, Yapay biling, Nano sistemler, Unipolar junction transistor

Analyzing of Intercell Communication in Nano Systems

Abstract

Since different living species have different intelligence levels, it is thought that intelligence and mind may have a connection with the
brain. Mind, consciousness and intelligence have been among the most influential concepts that have influenced scientists since human
history. However, it is thought that it would not be appropriate to view consciousness only as a product of the nervous system or the
brain. Your brain, creativity, thoughts and emotions etc. It is known to be responsible for such organizations. It is previously defined
in several studies that the brain or nervous system is not necessary for the presence of consciousness. The simplest example of this is
that plants do not have any nervous system or brain, but have the consciousness to turn towards the sun. In order to design a conscious
nano communication model, it is thought that the signals produced by biological cells must be obtained with this designed model.
Because it is believed that all the cells of living things communicate with each other through these signals (action potentials). For this
reason, within the scope of this study, an electronic circuit that produces an almost same signal to the action potential signal produced
by biological cells has been designed. In order for the produced action potential to be close to the action potential produced by a real
neuron cell, such a system was developed after examining the components used in the electronic models in the literature, and the value
of the parameters used in this system was determined precisely after long trials, again increasing the similarity of the produced action
potential. Then, the data are obtained from the communication of two cells with each other with the designed model were analyzed.
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1. Giris (Introduction)
1.1. Biyolojik bilin¢ (Biological consciousness)

Biling kavrami, bilimsel ve klinik 6neme sahip
ndrobilim ve norobiyolojik bilimin bir konusudur.
Biling ag1 ile ilgili olarak biling arastirmalarindaki en
son ilerleme (Zhao et al. 2019) tarafindan noro cerrahi
perspektifinden incelenmistir. Bu ¢aligmaya gore
bilincin iki temel 6zelligi vardir. Bunlar, uyaniklik ve
farkindalik. Tip literatiirinde biling, Sekil 1'de
gosterildigi gibi A, B, C, D, E ve F korteksi gibi
boliimlere ayrilabilir. Burada A, birincil motor korteksi,
B, dikkat veya calisma bellegi, C, sozlii rapor, D, diger
biling icerigi, E Isitsel bilinci ve F gorsel bilinci
gostermektedir (Zhao et al. 2019).

Sekil 1. Bilincin beyindeki nérobiyolojik dagilimi (Zhao et
al. 2019) (Neurobiological distribution of consciousness in the
brain)

Beynin tiim bu korteks bolimleri, 6zellikle
prefrontal ve posterior oksipital korteksler ve klostrum
olmak iizere, biling olusumunda 6nemli bir rol oynar.
Beyindeki korteksi Sekil 1'de gosterildigi gibi
varsayarsak, bilincin tek bir beyin bdliimiinden
(korteksinden) kaynaklanmadigini bunun yerine yerel
olarak olustugunu kabul etmemiz gerekir. Bilincin
ndrobiyolojik mekanizmalarini anlamak i¢in, biling
olusumunun tiim kritik ¢ekirdek islevlerini ve temel
beyin pargalarinin serebral korteksinin  birbirine
baglamas1 gerekir (Zhao et al. 2019). Bilincin,
DNA'sinda kodlanmis iggiidiisel talimatlara gore ¢alisan
birbirine bagli sinir hiicresi aglart  olduguna
inanilmaktadir. Ayrica her néronun, tiim beyinde neler
olup bittiginin farkinda olmadan sadece bazi fizik
yasalarini takip ederek gorevini yerine getirdigi
bilinmektedir (Marchetti 2018).

1.2. Yapay zeka (Artificial intelligence)

Son yillarda, articial intelligence-yapay zeka (Al-
YZ) ve makine 6grenimi alanlarinda dikkate deger bir
ilerleme kaydedilmistir. Oniimiizdeki yillarda, akilli
otonom, tip, genetik, ila¢ tasarimi ve robotik gibi ¢esitli
alanlardaki YZ uygulamalarinin daha da artacagi
ongoriilmektedir. Yapay zekanin 1950'lerde ortaya
¢ikisindan bu yana insanlar, kendileri gibi 6grenen ve

diisiinen makineler yapmak istemislerdir (Lake et al.
2017). Literatiirde tip, mithendislik ve hatta din
alanlarinda farkli biling tanimina sahip bir¢cok ¢aligma
bulunmaktadir (Bilal Er and Aydilek 2019; Kinouchi,
MacKin, and Hartono 2018; Xu et al. 2019). Giiniimiiz
teknolojisi ile bilincin tam olarak mekanizmasini veya
calisma prensibini tanimlamanin imkansiz oldugu
diistiniilmektedir. Bilim insanlar1 uzun bir siiredir, yapay
sinir ag1 (YSA) gibi matematiksel, mantiksal veya
benzetim caligmalari ile bilinci tanimlamak igin birgok
calisma yapmislardir. Yapay zeka olarak da adlandirilan
YSA ile beyin bilincinden ilham alinarak bilingli
modellerin  gelistirilmeye ¢alisildigr  sistemler son
zamanlarda literatiirde goriilmektedir(Lake et al. 2017;
Zhao et al. 2019). Stephen Hawking, 2014 yilinda
BBC’de, yapay zeka teknolojileri hakkinda yaptig1 bir
konusmada "Yapay zekanin geligmesinin insan irkinin
sonunu  getirebilecegini  diisiiniiyorum"  demistir.
Tesla'nin CEO'su Elon Musk ise, 2017'de "Yapay zeka
teknolojisi insan uygarliginin varligi igin temel bir
risktir" demistir (Kak n.d.). YZ'dan 6nce yapay sinir
aglarinin (YSA) tanimlanmasi gerekmektedir ¢linkii YZ
sistemleri YSA kullanilarak geligtirilmektedir.

Yapay sinir aglarint modellemek i¢in denetimli veya
denetimsiz  6grenme algoritmalari  kullanilmaktadir.
Mevcut ¢esitli sinir ag1 mimarileri ve Ogrenme
algoritmalar1 arasinda, Kohonen’in self organizing map
(SOM) (Banfield and Raftery 1992; Barreto et al. 2002;
Eter and As 2002), en 6nemli sinir agi modellerinden
biridir. Bu model, denetimsiz 6grenme algoritmasina
sahip, retina - korteks haritalamasi ile motive edilen
iliskisel bellek modeli i¢in gelistirilmistir. SOM, girigten
cikiga haritalama saglayabilir. SOM, sensorlerden beyin
korteksine kadar topografik haritalamanin matematiksel
bir modelidir. (Yin 2008), SOM'u biyolojik olarak
inceleyerek ve Hebbian 6grenmeye dayali retina -
korteks haritalamasinin basitlestirilmis ve teorik bir
matematiksel modeli oldugu gosterilmistir.

Bagka bir YSA modeli, "System applying High
Order Computational Intelligence” (SHOCID) projesi
ile (Neukart et al. 2012) tarafindan 6nerilmistir. Kortikal
YSA'lar, girdi verilerinin yalnizca bir veya daha fazla
yatay gizli katmanda (veya kortekste) degil, birkag
paralel gizli katmanda islenmesiyle karakterize edilir.
Giris, YSA'nin her bir korteksinde ileriye dogru beslenir
(Neukart et al. 2012). Yapay zeka konusu yaklagik
1960’dan beri galisilan ve insan zekasinin yapay olarak
bilgisayarlarda yeniden iiretilmesine amacglayan bir
konudur. Zeka, sadece bir insan karakteri degildir veya
insan beyniyle sinirh degildir. Zeka, dogal ya da fiziksel
bir olgunun bir bigimi olarak diisiiniilmelidir. Dinamik
denge fikrinin otonom uyarlamali sistemlerde bilgi
islemeye uygulanmasiyla “zekay1 ne yapar” sorusunun
coziilebilecegi diisiiniilmektedir. Biyolojik biling, YSA
ve YZ agikladiktan sonra yapay biling taniminin
yapilmasi daha dogru olacaktir.

Biyolojik bilingten ilham aliarak gelistirilen yapay
biling (YB) sistemleri, son yillarda birgok bilim insant
tarafindan artan bir sekilde calisilmaktadir (Buttazzo
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2008; Kinouchi et al. 2018). Bir makinenin bilingli
olabilmesinin ancak yapay zeka ve biyolojik bilincin;
noroloji, fizyoloji ve miihendislik disiplinlerinin
yardimiyla birlestirilmesi ile miimkiin olabilecegi
diistiniilmektedir. Yapay ve doga bilincine sahip
sistemleri birlestirmeden once, belki de gergekligin
dogas1 sorunu tartisilmalidir. Ornegin, bir makine
parcalar1 ve ara baglantilar1 ile tanimlanabilir mi?
Felsefede iki okul vardir ve bunlarin konumlari ontic ve
epistemic olarak adlandirilir. Bu okullarda biri
gercekligin var olduguna, digeri de gerceklestigine
inanmaktir. Var olma kelimesinin kokeni, materyalizm
ile iligkilendirilirken, gergeklesme kelimesinin kdkeni,
gozlemcilere daha 6nemli bir rol vermektedir (Kak n.d.).

YB, bilingli robotlar gibi birgok endiistriyel ve tibbi
alanda kullanilabilir. Ornegin, evlerimizde mutfaklarin
bir pargasi olan mutfak robotlarinin bilinglenmesi ile
diger mutfak gerecleri ile baglantili olarak birgok is
yapilabilir (Yamazaki et al. 2010). Ayrica gelecekte
terapatik ve hemsire robotlar i¢in de yiiksek miktarda
talep olacagi tahmin edilmektedir (Simon Peter van
Rysewyk 2015). Ornegin, akilli oyuncaklar ve robotik
evcil hayvanlar yashlari ve ¢cocuklart destekleyebilir ve
onlara yardim edebilir (Amanda Sharke 2010). Bu
robotlarin, psikolojik konularda stres yonetimi ve
danigmanliga yardimct olmak i¢in de kullanilabilecegi
tahmin edilmektedir (Chandra 2017). (Marchetti 2018)
¢alismada okuyuculara, her biri belirli bir teknik veya
felsefi konuyu ele alan ve “Bilgisayarlar diigiiniiyor mu,
yoksa sadece hesap mi1 yapiyorlar? Insanlar diisiiniiyor
mu yoksa sadece hesap mi1 yapryorlar? Biling insanlarin
ayricaligt midir? Biling, beynin yapildigi malzemeye
bagli mu yoksa farkli bir donanim kullanilarak
kopyalanabilir mi?" gibi bir¢ok soru yoneltilmistir. Bu
sorulara giiniimiiz teknolojisiyle cevap vermek kolay
degildir. Ciinkii bilgisayar bilimi, nérofizyoloji, felsefe
ve hatta din gibi bir¢ok farkli disiplini birlikte analiz
etmek gerekecektir. Ote yandan, yakin gelecekte
karmasik hesaplama yapan makinelerde de yapay
bilincin ortaya g¢ikacagina inanilmaktadir. Bu elbette
kolay olmayacaktir, ¢iinkii 1015 sinapst simiile etmek
icin toplam 4 * 1015 bytes (4 milyon Gigabytes) hafiza
gereklidir. Daha sonra, ndron ¢iktilarint ve diger
durumlart depolamak i¢in yardimci degiskenler dahil
olmak iizere tiim insan beynini simiile etmek i¢in
yaklagitk 5 milyon Gigabytes hafizaya ihtiyacag
olacaktir. Buda diger bir soru sormamiza sebep
olmaktadir. Bdylesi bir hafizaya sahip bilgisayar ne
zaman ve nasil iiretilecek?

(Kinouchi and Mackin 2018) ¢alismasinda,
hisseden, diigiinen, hareket eden ve 6grenen (bilingli)
insanst bir robotun gergeklestirilmesine yonelik beyin
odakli bir kontrol sistemi mimarisi Onerilmistir.
Norobilim ve psikoloji disiplinleri, beynin temel
operasyonel ozelliklerini gergeklestirmek igin birlikte
kullanilmaktadir. Insan davranisinin alisilmis davranis
ve amaca yonelik davranig olmak iizere iki farkl
davranig 6zelliginden olustugu bilinmektedir (Dezfouli,
A., and Balleine 2013). Yapay sinir ag1 kullanilarak ilkel

bilince dayali bagimsiz 6grenen ve davramig kararlari
verebilen kavramsal bir kontrol sistemi Onerilmistir.
Sistem diizeyinde bir islev olarak bir biling modeli
Onerilmis ve optimal davranigin hizli karar vermesini
saglayan bir yapay sinir ag1 modeli sunulmustur.
Sistemin ¢evreye uyarlanmasi i¢in model, bir 6gretmen
veya bir gozetmen olmadan aktor-elestirmen
pekistirmeli O6grenme yontemini kullanmay1
O6grenmistir. Ve bu igerikler tim sistemdeki ilgili
fonksiyonel birimleri hizli bir sekilde takip eden aksiyon
karari i¢in iletilir. Bu faaliyetler, giinliik yasamimizda an
be an kararlar verirken zihnimizin nasil "farkinda"
oldugunu agiklar. Sistemi kontrol etmek i¢in 6grenme
yoluyla bir otonom adaptasyon sistemi kullanilir. Ciinkii
otonom adaptasyonun zaten hayvan beyninde
kullanildig1 bilinmektedir. Kontrol sistemi, 6dil ve
cezay1 dikkate alan, dikkate alinan degere gore kendi
karariyla hareket eden ve eylemin sonuglarina gore
kendini uyarlayan islevsel bir birim igerir. Ornegin,
sistem bir 6diil aldiginda, degerlendirme birimi hos bir
hal, ceza aldiginda ise nahos bir hal alir. Hos ve
nahosluk derecesi, 6diil ve cezanin derecesine gore
degisir. Onerilen sistem modeli, beyin fonksiyonlarina
yaklagabilmek i¢in maksimum verimlilikle ¢aligilmistir.
Ciinkii beynimizin, tasarim olanaklarindan maksimum
verimi se¢en bir tiir optimal tasarimdan olustugu
diistiniilmektedir. (Kinouchi et al. 2018) calismasinda,
dinamik denge altinda Ogrenmeyi gergeklestiren
tekrarlayan sinir aglari (recurrent neural networks-
RNN) kullanilarak YSA ile bilingli bir yapay zeka
sistemi Onerilmistir. YSA'lar, (Scellie,B., Bengio 2017)
tarafindan 6nerilen dinamik denge fikrine dayali olarak
yeniden tasarlanmistir. RNN ile o6nerilen modelin,
beynin makroskopik bir modeli olarak daha makul
oldugu savunulmustur. Fenomenal bilincin temelini
olusturan "bilingli his" hipotezi, ayni zamanda
tekrarlayan isleme teorisini (recurrent processing theory
-RPT) kapsamli bir sekilde agiklar ve bilincin kiiresel
noronal ¢aligma alani teorisi (global neuronal workspace
theory -GNWT), "sistem diizeyinde 6grenme durumu"
ile aymidir. Bu c¢alismada biling, bilgi sistemi
perspektifinden anlatilmistir. Bilingli bir sistemin diger
makine 6grenme yontemleriyle birlestirilerek deneme
yanilma  yoluyla  dinamik  ortamlara  uyum
saglayabilecegi iddia edilmistir.

Literatiirde biyolojik ve yapay bilinci birbirine
baglamak icin baska yontemler de kullanilmistir.
Bunlardan biri de derin 6grenme yontemi yerine mantik
kullanan sinirsel biling akigi (neural consciousness flow-
NeuCFlow) yontemidir. Literatlirde derin 6grenme ile
mantik  sistemleri arasinda bir bosluk oldugu
diistiniilmektedir. Bu boslugu kapatmak icin yazarlar,
bilingsiz akig katmani, bilingli akig katmani1 ve dikkat
akig1 katmanindan olusan ii¢ katmanli mimariye sahip
bir hesaplama yontemi 6nermislerdir. Bu model, grafik
sinir aglar1 (graph neural networks -GNN) ve kosullu
gecis matrisleri ile uygulanmaktadir. Onerilen model,
bir dizi bilgi tabani tamamlama (knowledge base
completion-KBC) yo6ntemini ¢ozerek bilgi grafigi
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muhakemesi icin de test edilebilir. Deneysel sonuglar
NeuCFlow'un gomiilii ve path tabanli sistemleri igeren
son teknolojiden daha iyi oldugunu géstermektedir (Xu
et al. 2019).

Ses tanima ve gorme gibi insan duyusal algilarini
daha iyi kopyalayabilen alanlardaki makine bilincinin
ozellikleri, makine ve derin Ogrenme teknikleri
yardimiyla son yillarda giderek daha fazla
gelistirilmektedir (Chandra 2017). Gamez tarafindan,
makine bilincine iliskin bir literatlir inceleme ¢aligmasi
sunulmustur. Bu ¢alismada literatiir, olaganiistii bilingli
makineler, bilissel 6zellikler, insan bilinci ile iliskili
mimari ve dig davranig olarak degerlendirilen dort gruba
ayrilmistir (Gamez 2008). Gamez'den sonra, Reggia
tarafindan temel konulardaki yinelenen temalara dayali
bes kategoride makine bilinci i¢eren bagka bir alisma da
sunulmustur (J. A. Reggia 2013). Starzyk ve Prasad,
makine  bilincinin  hesaplamali  bir  modelini
onermislerdir (J. A. Starzyk 2011). Graziano ise dikkat
ve farkindalikla ilgilenen sosyal ve bilissel yonlerin
bilinci anlamay1 destekledigini iddia etmektedir (M. S.
Graziano 2013). Graziano'nun baska bir ¢alismasinda,
farkindalik, dikkat durumunun algisal bir yeniden ingasi
olarak incelenmistir. Bu goriise gore, diger insanlarin
farkindaligi hakkindaki bilgileri hesaplayan makine,
kendi farkindaligimizla ilgili bilgileri hesaplayan
makineyle ayni makinedir (M. S. Graziano 2011).
Graziano yaptig1 bu c¢alismalarda “Dikkat semasi olan
bir beyin, nasil &6znel farkindaliga sahip oldugu
sonucuna varabilir” sorusunu cevaplamaya ¢aligmistir (.
S. Graziano 2014).

Biling, felsefe temeli kullanilarak makinelere
dondstiiriilebilir. Farkindaligm igsel bir dikkat modeli
oldugu, beynin veri isleme mekanizmasinin temel bir
pargasi olarak goriiliir. Beyin viicut semasi araciligiyla
bir viicut modelini nasil hesaplar ve bunu viicudun
kontroliinde nasil kullanir? Bu nedenle, dikkat semast
araciligiyla basitlestirilmis bir dikkat modelinin dikkati
kontrol etmede yararli olacagi 6ne siiriilmiistiir. Lamme,
birbirlerinden tamamen ayrilmis gorsel dikkat ve
farkindaligin tanimlarin1 sunarak neden karmasik bir
sekilde iligkili olduklarmi agiklamistir. Dikkat ve
farkindalik mekanizmalarindan ziyade hafiza ve
farkindalik mekanizmalar1 arasinda ortiisme oldugu
iddia edilmistir (V. A. Lamme 2003).

(Chandra 2017) calismasinda, bazi mevcut biling
modelleri incelendikten sonra olabildigince dogal
goriinen robotik sistemler gibi hisseden hesaplamali bir
model Onerilmigstir. Yaraticiligin, muhakemenin ve 6z
farkindaligin olmamasi, yapay sistemleri veya kismen
bilince  sahip  robotlar1  insanlardan  oldukga
farklilagtiracak ve insan iggliciine Ozel nitelikler
kazandiracaktir (P. Dario, E. Guglielmelli 2001).
(Dehaene, Lau, and Kouider 2017) calismasinda,
bilincin tanimi ve biling ile makine arasindaki iliski,
fizyoloji, psikoloji ve miihendislik perspektifleri ile
aciklanmistir. Bu ¢aligmada, "biling" kelimesi beyindeki
iki farkli bilgi isleme hesaplamasini birlestirmektedir.
Bunlar: kiiresel yaym icin bilgi secimi, boylece

hesaplama ve rapor igin esnek bir sekilde kullanilabilir
hale getirilecek (C1, ilk anlamda biling) ve siibjektif bir
kesinlik veya hata duygusuna yol agan bu
hesaplamalarin kendi kendine izlenmesidir (C2, ikinci
anlamda biling). Son zamanlardaki bagarilarina ragmen,
mevcut makinelerin hala ¢ogunlukla insan beynindeki
bilingsiz  islemeyi (CO) yansitan hesaplamalar
uyguladiklari iddia edilmistir. Bilingsiz (CO0) ve bilingli
hesaplamalarin (C1 ve C2) psikolojik ve sinir bilimi
gozden gegirilerek ve yeni makine mimarilerine nasil
ilham verebilecekleri agiklanmistir. Bu ¢alisma basit bir
hipoteze dayanmaktadir: "Bilin¢" dedigimiz sey, beynin
donanimi tarafindan fiziksel olarak gergeklestirilen
belirli bilgi isleme hesaplamalarmin sonucudur.
Hesaplama 6zelligi agisindan diger teorilerden farklidir.
Islenen bilginin dogasi ve derinligi de dikkate
alinmadik¢a, salt bilgi teorik niceliklerinin bilinci
tanimlamak i¢in yeterli olmadig: diisiiniilmektedir. C1
ve C2'ye sahip bir makinenin sanki bilin¢liymis gibi
davranacagi farz edildiginde, bir sey gordiigiinii bilir,
ona giiveni ifade eder, baskalarina rapor eder, izleme
mekanizmalart bozuldugunda haliisinasyonlara maruz
kalabilir ve hatta insanlarla ayni algisal yanilsamalar1
deneyimleyebilir.

(Pandey 2018) c¢alismasinda yazarlar, "Yapay
zekaya sahip Ozellikler gergekten bilingli olabilir mi?"
sorusuna cevap bulmaya g¢alismislardir. Bu ¢alismada
YB, "zayif YB" ve "gliclii YB" olmak iizere iki alt alana
ayrilmistir. Zihin ve zekanin, bilingle yakindan iliskili
oldugu ve suana kadar yapay zekanin, yapay bilince
yonelik en umut verici yol oldugu bilinmektedir.
Bununla birlikte, literatiirde, biling, yapay zeka
tarafindan anlasilmaya en az yatkin dil olarak kabul
edilmigtir. Kiiresel olarak kabul edilmis, bilingli akilli
makine teknolojisi tasarimlari ile ilgili yapilan
caligmalarin hala yetersiz oldugu bilinmektedir. Bu
makalede, zihin, zeka ve yapay biling ile ilgili farkli
teorik konular analiz edilmeye ¢alisilmig ve canlilarin
biling piramidinin  Sekil 2’deki gibi oldugu
diistiniilmektedir. Ayrica bilincin farkli hesaplama
yontemleri tartigilarak makine bilinci tiretme olasiligi
elestirel bir dille analiz edilmis ve ayni zamanda bilingli
bir makinede bulunmast gereken  ozellikler
tamimlanmistir.  Yapilan calismada ancak zeka ve
farkindalik olgularina sahip olan canlilarin bilincinin
olabilecegi ve bilingli canlilarin da ruhsuz, ¢aligma
bilinci olan, akilli ve zeki seklinde siniflandirilabilecegi
digiiniilmiistiir (Sekil 3). Yapilan calismada ayrica
"Giiniimiiz teknolojisi ile bilingli bir makine tasarlamak
miimkiin mii?", "Yapay bilingli makineler, yapay zeka
makinelerin  isleyisini asabilecek mi?" sorular
tartigilarak analiz edilmistir.

Canl1 bir hiicrenin akla m1 yoksa zekaya mi sahip
oldugu heniiz tartisma konusudur, ancak bu hiicrenin
bilince sahip oldugu tartisilmazdir. Beynin her bir
6zelligini hesaplama yolu ile tanimlamak pek miimkiin
degildir. Beynin bazi 6zellikleri bilgisayarinkine benzer
olabilir, fakat biitlin 0Ozellikleri benzer olmadig:
bilinmektedir. Giliniimiizde hala arastirmacilar biling ve
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beyin arasinda bir baglanti bulmaya caligmaktadir ancak
heniiz somut bir sey bulunulmus degildir (Moravec
n.d.).

3. Seviye
(insan, fil, yunus)

2. Seviye
(diger memeliler, kuslar)

1. Seviye
(stirtingen, bocek)

0. Seviye
(bitki)

Sekil 2. Biling piramidinin farkl seviyelerdeki gésterimi
(Pandey 2018) (Representation of the consciousness pyramid at
different levels)
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Sekil 3. Biyolojik bilincin hiyerarsik gosterimi (Pandey
2018) (Hierarchical representation of biological consciousness)

ik bakista YZ ve YB’yi ayirt etmek kolay goriinse
de, genel olarak YZ ile akilli bir makine yaratilirken, YB
ile bilingli makineler yaratilmaya ¢alisilmistir. Bununla
birlikte, biling ve zeka konusu oldukga karmasiktir ve
ikisi arasindaki ayrim felsefi temellere dayanmaktadir.
Aslinda, geleneksel YZ’nin amaci, biyolojik olmayan
bilesenler kullanilarak bilincin ilgili 6zelliklerini
yeniden iiretmektir. Yapilan ¢alismada ancak kontrol ve
biligsel bilim olgularina sahip olan robotlarin bilincinin
olabilecegi ve bilingli robotlarin da ruhsuz, sensorlii,
makine bilinci olan ve yapay zekaya sahip seklinde
siniflandirilabilecegi diisiiniilmistiir (Sekil 4). Ricardo
Sanz'a gore, Sekil 4’te gosterildigi gibi, YB’i
modellemek i¢in {i¢ motivasyon vardir (Pandey 2018;
Sanz R 2005). Bunlar:

1. Bilingli makine tasarlamak (bilissel robotik),
2. Biling dogasini anlamak (biligsel bilim),
3. Bilince uyumlu kontrol sistemleri tasarlama.

Biligsel
T T T~ Robot
-7 Yz N
L4 ~
< N
/ N
4 N
/ AN Kontrol Bilissel
/ N Sistemleri \,/ Bilim

/ Makine bilinci \

! \
! |
| |
|

4 | Yapay Biling

\ . /

\ Sensor /

\ /
\ /
\ /
\ /
N s
N s
~ -
~~__ Ruhsuz _-~

Sekil 4. Yapay bilincin hiyerarsik gosterimi (Pandey 2018)
(Hierarchical representation of artificial consciousness)

Baz1 aragtirmacilar, bilincin hesaplama ve algoritma
yontemleri ile tasarlanamayacagina inanmaktadirlar.
Buna ragmen daha sonra bazi onemli biligsel biling
modellerinin  ortaya  c¢iktigi  gorilmistir. Bu
modellerden bazilart:

a) Moore/Turing kaginilmaz modeli,

b) Hofstadter—Minsky—McCarthy modeli,

c) Daniel Dennett modeli,

d) Perlis—Sloman modeli,

e) Brian Cantwell Smith modeli.

Yapilan ¢alismada, beynin hesaplama hiyerarsisini
kullanmadaki  modiilerliginin  YB  olusumunu
engelleyebileceginden bahsedilmistir. Ciinkii insan
bilincinin ayrik degil siirekli bir zaman fonksiyonu
oldugu bilinmektedir. Ustelik, bu durumu herhangi bir
hesaplama teorisi ile agiklamak c¢ok zordur. Ciinki,
giiniimiiz teknolojisinde kullanilmakta olan
bilgisayarlarin heniiz yeterli deneyime sahip olmadigi
diistiniilmektedir. Bu durum soyle bir Ornekle
aciklanabilir; dijital bir klimayr kontrol sistemi
kullanilarak tasarlamak miimkiindiir, ancak bu sistemi
sicak veya soguk havay1 hissetmesine olanak taniyacak
sekilde tasarlamak (kontrol sistemleri kullanmadan)
giiniimiiz teknoloji ile miimkiin degildir. Beden, zihin,
zeka ve biling hem birbirine bagli hem de birbiriyle
iligkili kavramlardir. Ancak biling; zeka, zihin, ve
bedenden anlasilmast ve tanimlanmasi daha zor bir
kavramdir (Pandey 2018).

Bilingli bir nano-haberlesme modelin
tasarlanabilmesi icin oncelikle biyolojik canlilarin
uirettigi sinyallerin tasarlanan bu model ile elde edilmesi
gerektigi diisliniilmektedir. Ciinkii canlilarin  biitiin
hiicrelerinin bu sinyaller (aksiyon potansiyel) araciligi
ile birbiri arasinda iletisim kurduklarina inanilmaktadir.
Bu sebeple bu ¢aligma kapsaminda, biyolojik hiicrelerin
iirettigi aksiyon potansiyel sinyaline neredeyse birebir
benzer sinyal iireten elektronik bir devre tasarlanmaistir.
Daha sonra ise tasarlanan model ile iki hiicrenin birbiri
ile haberlesmesinden elde edilen veriler incelenmistir.
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2. Materyal ve Yontem (Material and Method)

Bu c¢aligma kapsaminda, sinir hiicrelerinin
haberlesmesini aksiyon potansiyellerin iiretim ve iletimi
ile gerceklestirebilen bir model analiz edilmistir. Ik
olarak elektronik tabanli bir néro-sinaptik haberlesme
modeli tasarlanarak gercek bir ndron hiicresinin
olusturdugu aksiyon potansiyeline en yakin potansiyel
elde edilmis ve elde edilen bu veriler daha sonra analiz
edilmistir.

Baglangigta, Sekil 5°teki noron hiicresi modeli,
aksiyon potansiyeli tliretmek igin tasarlanmigtir.
Unipolar junction transistor (UJT) ve diger elektronik
devre elemanlari kullanilarak ilk etapta Sekil 5°de
goriildigii gibi elektronik tabanli bir ndronun soma ve
akson modeli olusturulmustur. Noron hiicrelerinin
disaridan gelen uyartilar ile orantili olarak aksiyon
potansiyeli iirettigi bilinmektedir. Eger disaridan gelen
uyarti/tepki fazla ise iiretilen aksiyon potansiyelinin
sikligi/frekans: da fazla olmaktadir. Boyle hassas bir

Hiicre dis1

sistemi Onerilen noron modelinde kurgulayabilmek i¢in
soma modelinin girigsine disaridan gelen uyartilarin
tepkisini dlgebilmek igin voltaj kontrollii bir direng
kaynagi (VCRs) baglanmistir. Bu direng degeri giris
geriliminin degeri ile dogru orantili olarak artip
azalabilmektedir. Disaridan gelen uyartinin siddeti fazla
ise gerilim degeri artmakta ve dolayisiyla VCRS nin
degeri de artmaktadir. Sonug olarak artan VCRS degeri
modelden elde edilen aksiyon potansiyelinin frekansini
da arttirmaktadir. Onerilen néron soma modelinde
kullanilan UJT agik oldugunda, hiicre i¢i ve dis1 arasina
(ndron zarna) yerlestirildigi varsayilan elektronik
model de aktif olur ve zardan gegen akim maksimum
olur. Bdylece elektronik tabanli soma modeli darbe
diretir. UJT nin agik olmasi Bipolar junction transistor
(BJT)’yi de aktif eder ve boylece soma zarindaki iyon
kanallarinin iyonik kontrolii gibi aksiyon potansiyeli de
sekillenmis olur.

L, L,

2)VCRs

<

Giris

||+

R4 C4:: R C5:: R7

Cikis

Soma Hiicre ici

Akson

Rs

Sekil 5. Tasarlanan néron modeli (Designed neuron model)

Pre-sinaptik néron

Post-sinaptik néron

Sekil 6. Pre ve post-sinaptik hiicrelerin birlesim bolgesi olan kleftin birbirine paralel bagli bir direng ve kapasite ile modellenmesi
(Modeling of the kleft, the junction of pre and post-synaptic cells, with a parallel interconnected resistance and capacity)

Daha sonra, ise iki néron hiicresinin birbirleri ile
(aksiyon potansiyelleri kullanilarak) haberlesebilmesi
icin Sekil 6’daki gibi bir kleft modeli olusturulmustur.
Sekil 6’dan goriildiigii gibi 6nerilen kleft modeli, en

basit hali ile bir direng ve kondansatérden olugsmaktadir.
Cinkii iletilen bilgi aynen bir kondansatdriin sarj ve
desarj durumu gibidir. Boylece aksiyon
potansiyellerinin kleft’teki iletimi bir kondansatoriin
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sarj ve desarj durumuna benzetilebilir (Savtchenko, Poo,
and Rusakov 2017; Singh and Bal 2017).

3. Bulgular (Results)

Elde edilen noro-sinaptik haberlesme modeli
kullanilarak Sekil 7.a’dan gériildiigi tizere ilk-sinaptik
ndéronun girisine sintizoidal bir giris verilmis ve Sekil
7.b’de gorildigh gibi farkli frekanslarda aksiyon
potansiyelleri ilk-sinaptik noronun ¢ikisinda elde
edilmistir. lk-sinaptik noronun ¢ikis1 son-sinaptik
néronun girisine baglaninca ¢ikista Sekil 7.c’de
goriildigii tizere kiigiik bir zaman kaymasi ve kayip ile
son-sinaptik noéronun akson terminalinde aksiyon
potansiyelleri tekrar elde edilmistir. Girise 1 V DC
eklenmis genligi 0.5 V olan kare dalga verilince ise Sekil
8’den gorildigl iizere cikista kare dalganmn sadece
pozitif tepe degerlerinde (esik degerini gecen
degerlerde) esit frekansli aksiyon potansiyeller elde
edilmigtir.

Bu baglamda, ilk olarak literatiirde bir Ornegi
olmayan elektronik tabanli soma, akson ve néro-sinaptik
haberlesme modelleri tasarlanarak ger¢ek bir néronunun
olusturdugu aksiyon potansiyeline en yakin potansiyel
elde edilmis ve elde edilen bu veriler daha sonra Matlab
benzetim programui ile analiz edilmistir. Bu bakis agist
ile ilk olarak ndron hiicrelerinin bilgi transferinde
kullandig1 aksiyon potansiyeli elektronik tabanli olarak
tasarlanan bir model ile elde edilmis ve daha sonra bu
aksiyon potansiyeli yine elektronik tabanli olarak
tasarlanan modelinin uglarma basarili bir sekilde
iletilmistir. Uretilen aksiyon potansiyelin gercek bir
ndron hiicresinin irettigi aksiyon potansiyele yakin
olabilmesi igin literatiirdeki elektronik modellerde
kullanilan elemanlar incelendikten sonra bdyle bir
sistem gelistirilmis ve bu sistemde kullanilan
parametrelerin  degeri de yine flretilen aksiyon
potansiyelin benzerligini arttiracak sekilde uzun siiren
denemeler sonunda hassas bir gekilde tespit edilmistir.
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Sekil 7. a) Noron modelinin girisine 0.5 V genlige sahip bir siniizoidal dalga verilince b) pre-sinaptik néron modelinin ¢ikis1 ve c)
post-sinaptik noron modelinin ¢ikist (a) When a sinusoidal wave with an amplitude of 0.5 V is given to the input of the neuron model b) the
output of the pre-synaptic neuron model and c) the output of the post-synaptic neuron model)
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Onerilen  noro-sinaptik  haberlesme  modelinde
kullanilan sistem parametreleri Tablo 1°de verilmistir.

Tablo 1. Elektronik tabanli néro-spike haberlesme modelinde
kullanilan sistem parametreleri (System parameters used in the
electronic based neuro-spike communication model)

Parametre Degeri

R1 2.2 kQ

R2 100 Q

R3 100 kQ

R4, R, R7, R 1kQ

Rs 10 k@

C1 10 uF

Ca 2 uF

C3,C4,Cs5,C 1nF

Ly, L2 10 uH

Vbe Vv

VCRs 17.2 kQ ~ 65 kQ

Vac 1sin(2m0.4)+1
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Sekil 8. N6ron modelinin girigine 1 V DC degere 0.5 V
genlige sahip bir kare dalga eklenerek verilince néron
modelinden elde edilen ¢ikis grafigi (Output graph obtained
from the neuron model when given by adding a square wave with 0.5
V amplitude to 1 VV DC value at the input of the neuron model)

4. Sonuglar (Conclusions)

Yapay zeka alanindaki son gelismeler, insanlar gibi
ogrenen ve diisiinen sistemler (YB) olusturmaya olan
ilgiyi arttirmistir. Bu alanda yapilan c¢aligmalar,
egitilmis derin sinir aglarinin nesne tanima, Video
oyunlar1 ve masa oyunlari gibi gérevlerde bazi agilardan
insanlara esit hatta onlar1 yenen performansa sahip
sistemlerin gelistirilmesi ile giiniimiizde arastirmacilar
tarafindan giderek artan bir sekilde caligilmaktadir.
Biyolojik esinli ve performans basarilarina ragmen, bu
sistemler birgok yonden insan zekasindan farklidir
(Lake et al. 2017). insan duyusal algilarii daha iyi
kopyalayabilen  alanlardaki ~ makine  bilincinin
ozellikleri, makine ve derin Ogrenme teknikleri
yardimiyla son yillarda giderek daha fazla

gelistirilmektedir. Bilincin, felsefe temeli kullanilarak
makinelere doniistiiriilebilecegine inanilmaktadir.

Bu baglamda, elektronik tabanli olarak tasarlanan
noro-sinaptik haberlesme modelinin bilingli bir yapay
zeka modeli gelistirmek i¢in gerekli asamalari bu
calismada sunulmustur. Onerilen elektronik tabanli
néron modeli sadece UJT ve BJT gibi basit devre
elemanlar1 kullanilarak tasarlanmis ve sonugta gercek
bir néronun iirettigi aksiyon potansiyeline ¢ok yakin bir
aksiyon potansiyeli iireten devre tasarlanmig ve
sonuglar1 burada verilmistir. Daha sonraki ¢calismalarda
ise tasarlanan modelin bilingli hale getirilmesi iizerine
caligmalar yapilacaktir.
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