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Comparison of Two Different Circular Diaphragm Models with 

Central Mass for MEMS Based FPI Pressure Sensor Performance Based on 

Sensitivity and Frequency Response 

 

Fikret YILDIZ*1 

 

Abstract 

The sensitivity and the fundamental frequency of circular membrane with a central mass 

(embossment) were analytically evaluated for Fabry- Pérot interferometers (FPI) based pressure 

sensor. Two different previously developed model (named as M1 and M2, respectively in this 

study), which includes a diaphragm with center embossment, were considered to obtain results 

and performance of models were compared. Thickness of diaphragms were 5 µm and 10 µm 

with the radius of 300 µm, 500 µm,600 µm and 700 µm, respectively. According to the results, 

it was noted that diaphragm considering M1 model shows higher sensitivity and displacement 

compared to diaphragm considering M2 model. 155.15-102.87 nm/kPa and 149.5-39.7 nm/kPa 

sensitivity range were calculated for the diaphragm based on the M1and M2 model, respectively 

when 300 µm in radius and 5 µm thick diaphragm was used. Moreover, frequency response of 

diaphragm considering two different model is slightly different for thinner embossment; 

however, same frequency response was calculated for thicker embossment. For example, 

frequency range of 700 µm in radius and 10 µm was changes between 42-22.7 kHz and 42.2-

22.7 kHz when M1 and M2 model was considered.   It was understand that compared with the 

conventional circular diaphragm (CD) model, non-uniform diaphragm with a central mass 

provides more geometrical parameters to tune the device performance (sensitivity) and it 

provides design flexibility on the sensor structure. 

 

Keywords: central embossment, FPI pressure sensor, MEMS, sensitivity analyze  

 

1. INTRODUCTION 

Pressure is a fundamental parameter and 

significance for different applications [1-4]. It has 

studied intensively for years [5]. Pressure sensors 

based on piezo resistive/piezoelectric effects have 
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dominantly used in this field. However, 

electromagnetic interference still is an issue such 

type of devices [6,7]. Fiber optic pressure sensors 

are the alternative to the conventional piezo 

resistive/piezoelectric based sensors [8].  Some of 

them are Mach-Zehnder interferometers and 

Fabry-Pérot interferometers (FPI) [9-14]. FPI-

Sakarya University Journal of Science 25(3), 619-628, 2021
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based sensors have various superiorities among 

the other fiber optic sensors [14-17]. Reflecting 

parallel mirrors separated by a gap (cavity) are the 

main component of the FPI-based pressure sensor 

[3]. Extrinsic cavity with a diaphragm is 

commonly used for variety applications [5], 

[18,19]. An extrinsic Fabry-Pérot interferometer 

is placed between a fiber end face and a reflective 

membrane [20]. Thus, the choice of diaphragm 

material and geometry is a key factor for pressure 

sensor design [21]. Some of the studies related to 

MEMS based FPI pressure sensors are 

summarized below.  

Rectangular, square or circular shape flat 

diaphragm have extensively used in the MEMS 

based pressure sensor technology. In one study, 

the design guidelines of pressure sensors with a 

square shape diaphragm have presented by 

considering the relationships between diaphragm 

thickness, side length, sensitivity and resonant 

frequency [22]. Another study of different 

research group used a piezoresistive pressure 

sensor with polysilicon piezoresistors and a 

square shape diaphragm for high temperature 

applications in the desired operation range (0–30 

Bar). Fabricated sensor results show good 

sensitivity and linearity [23]. In the different 

work, a micro piezoresistive pressure sensor was 

designed, fabricated using wet etching technology 

and tested for Tire Pressure Measurement System 

(TPMS) [24]. Another previous study designed, 

fabricated, and tested the micro pressure sensor 

with a square diagram made of silicon and bossed 

diaphragm. 11.098 μV/V/Pa sensitivity was 

measured in the operating range of 500 Pa and it 

was confirmed that the sensor enables to measure 

the absolute micro pressure lower than 500 Pa 

[25]. More studies are available and can be found 

in literature [26].  

Square diaphragm as a pressure sensor commonly 

used due to better sensitivity than rectangular 

diaphragm or circular diaphragm under same 

conditions [23]. However, advantages of 

compatibility with standard fiber components 

make circular geometries more use in literature 

for numerical and analytical modeling [27-30]. 

Moreover, the sensitivity and the frequency 

response of the circular diaphragm are tuned by 

less geometric parameters compared to square or 

rectangular shape geometry [22-28]. However, 

one of the disadvantage of flat diaphragms is 

pressure induced large deflections and thus, 

undesired volatility effects to the output of the 

sensor [21]. Hence, many innovative sensor 

designs have been widely explored in the past 

decades with the aim of fabrication of high 

performance pressure sensors. Placing a center 

mass on diaphragm is an effective method to 

improve sensor characteristics by increase the 

stiffness of the diaphragm and reduce the 

nonlinear effects [21]. 

In this paper, two different model of center-

embossed circular diaphragm, which were 

previously developed and available in literature 

[26,33], were used to determine performance and 

behaviors of the circular diaphragm with a center 

embossment (mass). These two models explained 

in the following section of study. The sensitivity 

and frequency response as a function of 

embossment thickness and radius at a given 

pressure were obtained. Then performance of 

pressure sensors based on embossed diaphragm 

results were compared and discussed considering 

the two different circular diaphragm models with 

a central mass. 

2. SENSOR DESIGN 

In general, a fiber optic EFPI (Extrinsic Fabry-

Pérot Interferometer) system composed of a 

sensor probe, a fiber optic coupler, a light source, 

and a detector [31,32] as illustrated in Figure 1. 

Membrane is the main part of the sensing probe, 

which sense the acoustic signal. In this system, the 

light emitted by the source passing through the 

fiber optic coupler is reflected from two different 

surface: fiber optic coupler and diaphragm. 

Detection of incoming pressure waves is 

measured by comparison of light intensity of 

reflected light from first and second surface 

(membrane). The membrane structure is 

deformed under pressure and, thus, change the 

cavity length, which results in the phase 

differences between collected light from the 

consecutive surfaces [28,31]. Therefore, the 

membrane deflection due to the acoustic pressure 

determines the performance of FPI system in 
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terms of the sensitivity and linear range. 

Frequency response also an important parameter 

to evaluate sensor characteristic. Two of FPI 

sensor designs, (a) conventional circular 

diaphragm and (b) center embossment 

diaphragm, are illustrated in Figure 2. 

 

Figure 1 Schematic of a FPI pressure sensor 

components 

 

 

Figure 2 Schematic of FPI pressure sensor. (a) Cross-

sectional and (b) top view of conventional circular 

diaphragm sensor. (c) Cross-sectional and (d) top 

view of embossed diaphragm 

Analysis of FPI pressure sensor, thus, can be 

initiated by considering its diaphragm geometry. 

Different kind of diaphragms have been designed 

in literature [22,23], [27-29]. One approaches is 

the use of non-uniform membrane by adding a 

mass on the geometrical center of vibrating 

membrane [26,33,34]. Under the small deflection 

approximation, the equation governing 

deflection, w(r), of a thin flexible circular plate 

with radius, 𝑅, under a uniform loading, P, is 

given as [35-37] 

∇2𝑤∇2𝐷 =P (1) 

𝐷 =
𝐸ℎ3

12(1 − 𝑣2)
 

(2) 

Here, P is the applied pressure, D is the flexural 

rigidity of the plate, E is the Young’s modulus, h 

is the diaphragm thickness, and ν is the Poisson’s 

ratio. The differential operator (∇) in cylindrical 

coordinates is given by Eq.3. When substitution 

Eq.3 into Eq.1 and considering D is constant 

through  the plate, Eq.4 is obtained. 

∇2=
𝜕

𝜕𝑟2
+

1

𝑟2

𝜕2

𝜕∅2

+
1

𝑟

𝜕

𝜕𝑟
 

(3) 

∇2𝑤 =P/D  

The vertical deflection w (𝑟) is obtained as 

𝑤(𝑟) =
𝑃𝑟4

64𝐷
{1 − (

𝑟

𝑅
)

2

}
2

  

𝑤(𝑟 = 0) = 𝑤𝑚𝑎𝑥 =
𝑃𝑟4

64𝐷
  

(4) 

Eq.4 describes the deflection of clamped circular 

diaphragm (CD) (Figure 2 (a-b)). Deflection 

profile of non-uniform membrane as illustrated in 

Figure 2 (c-d), can be re-established using above 

equation of clamped thin circular membrane [33]. 

In this study, two different model of central 

embossment membrane were considered for 

calculation of frequency response and sensitivity.  

In the first model named as M1 in this study, 

deflection of center embossment membrane (Y0) 

is analytically expressed as in Eq.5 as described 

previously in [26]: 

𝑌0 =
𝐴𝑝𝑎4𝑃

𝐸𝐻3
    

(5) 
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𝐴𝑝 =
3(1 − 𝑣2)

16
 (1 −

𝑏4

𝑎4
− 4

𝑏2

𝑎2
 log

𝑎

𝑏
) 

(6) 

 where H is the thickness of membrane, b is the 

radius of embossment and a is the radius of 

membrane.  

To obtain simplified analytical model of the 

center-embossed diaphragm, it is divided into two 

parts [33], which is named as  as M2 in this study. 

First part is referring to a thin round plates expect 

that there is a circular hole in the center. Second 

part defines the circular plates with a sum of 

thickness of a central mass and diaphragms.  More 

details can be found about analytical model of 

center-embossed membrane in [33]. Center 

deflection and structural sensitivity of embossed 

membrane under constant pressure is expressed as 

Eq.7-8 [33]; 

𝑤0

= (
[𝐷0𝑟1

4 + 𝐷1(𝑟0
4 − 𝑟1

4)]

64𝐷0𝐷1

+
(𝐷1 − 𝐷0)(𝑟0

2 − 𝑟1
2)𝑟0

2𝑟1
2 ln

𝑟1
𝑟0

16𝐷0 [𝐷1(𝑟0
2 − 𝑟1

2) + 𝐷0(
1 − 𝑣
1 + 𝑣 𝑟0

2 + 𝑟1
2)]

) 𝑃 

(7) 

𝑆 =
𝑤0

𝑃

=
[𝐷0𝑟1

4 + 𝐷1(𝑟0
4 − 𝑟1

4)]

64𝐷0𝐷1

+
(𝐷1 − 𝐷0)(𝑟0

2 − 𝑟1
2)𝑟0

2𝑟1
2 ln

𝑟1
𝑟0

16𝐷0 [𝐷1(𝑟0
2 − 𝑟1

2) + 𝐷0(
1 − 𝑣
1 + 𝑣 𝑟0

2 + 𝑟1
2)]

 

(8) 

where D0 and D1 denote the flexural rigidities of 

first and second part, respectively, which can be 

expressed as below and H is the thickness of 

central mass, r0 is  the radius of the membrane and 

r1 is the radius of embossment. 

𝐷0 =
𝐸ℎ3

12(1 − 𝑣2)
 𝑎𝑛𝑑    𝐷1

=
𝐸(ℎ + 𝐻)3

12(1 − 𝑣2)
   

(9) 

When the central embossment ignored, in other 

word H = 0 or r0 = r1, sensitivity equals to r0/64D0 

same as the clamped round shape plate [33]. The 

resonance frequency of a circular and fixed 

diaphragm is expressed as Eq.10 [38]; 

𝑓 =
1

2𝜋
√

𝑘𝑚

𝑚𝑚 + 𝑚𝑎
  

(10) 

here, km is elastic coefficient of the membrane,  

mm is mass of the membrane, ma any additional 

mass on the surface of the membrane. The elastic 

coefficient, km, of the membrane depends on its 

shape and can be calculated using Hooke’s law, 

having a circular shaped membrane with a radius 

of am 

𝑘𝑚 =
188𝐷

𝑎𝑚
2

  
(11) 

where D is the flexural rigidity of membrane. In 

this study, FPI diaphragm with a central mass was 

analytically evaluated using the previously 

developed two different models and these models 

are available in literature [26,33].  Sensitivity and 

frequency response were calculated and results of 

diaphragm with a central mass considering two 

different models were compared. 

3. RESULTS AND DISCUSSION 

Two different model of center-embossed 

membranes were used to obtain analytical results 

in terms of sensitivity and frequency response. 

Displacement profile of first model (M1) is not 

include effect of embossment thickness [26]. On 

the other hand, thickness of embossment is 

considered for analytical results for second 

model(M2) [33]. Performance of these two model 
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was evaluated in terms of sensitivity and 

frequency response of center embossed 

diaphragm. Moreover, results were also compared 

with the conventional circular design (CD). 

3.1. Frequency Response  

Different geometrical values were selected for 

frequency response analysis; membrane radius 

(r0), embossment radius (rem) and thickness of 

embossment (tem). Calculations were performed 

for the 5 μm and 10 μm thick membranes, 

respectively. SiO2 was selected as diaphragm and 

embossment material (E=73 GPa, υ=0.17 and 

ρ=2200 kg/m3 [39]). The fundamental frequency 

of diaphragm considering the M1 model and M2 

model was calculated using Eq.10 and the results 

were presented in Table 1. Figure 3 shows the 

fundamental frequency of diaphragm considering 

M1 and M2 model as a function of thickness of 

central embossment (tem) and radius (rem) when 

the thickness of diaphragm is 5 µm. Maximum 

thickness of embossment was selected up to 10 

times of membrane thickness. Similarly, 

embossment radius (ri in Fig.3) was selected as 

10%, 30% and 50% of membrane radius. It has 

been observed that as the embossment thickness 

increases fundamental frequency of structures as 

expected based on the Eq.10. Comparatively, the 

embossment radius has an obviously impact on 

the fundamental frequency.  

Table 1  

Frequency (kHz) response of diaphragm considering CD, M1 and M2 model for different membrane thicknesses 
r0 (µm) tm (µm)=5 tm (µm)=10 

 CD M1 M2 CD M1 M2 

  tem=5-50 (µm) 

rem= r0 /2 (max.) 

tem=5-50 (µm) 

rem= r0 /2 (max.) 

 tem=10-100 (µm) 

rem= r0 /2 (max.) 

tem=10-100 (µm) 

rem= r0 /2 (max.) 

300 152.34 114.3-61.7 114.8-61.7 304.67 228.6-123.4 229.5-123.4 

500 54.84 41.1-22.2 41.3-22.2 109.68 82.3-44.4 82.6-44.4 

600 38.08 28.6-15.4 28.7-15.4 76.17 57.1-30.8 57.4-30.8 

700 27.98 21-11.3 21.1-11.3 55.96 42-22.7 42.2-22.7 

 

 

Figure 3 Comparison of frequency response for the diaphragm using M1 and M2 model, respectively. (a) tm=5 µm 

and r0=300 µm, (b) tm=5 µm and r0=500 µm,(c) tm=5 µm and r0=600 µm and (d) tm=5 µm and r0=700 µm

Fundamental frequency results of diaphragm with 

a central mass was very close when both the M1 

and M2 model were considered.  It was seen form 

the Figure 3 that the diaphragm with same 
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embossment thickness and radius have almost 

same frequency response when M1 and M2 

models were considered separately. For example, 

fundamental frequency of diaphragm based on 

M1 and M2 models are 105.9 kHz and 109.9 kHz, 

respectively with a 5 µm thick embossment and 

radius of 90 µm (30%xr0). However, when thicker 

embossment selected, this differences is vanished 

as shown in Fig.3. From the Table 1 and Fig.3, the 

fundamental frequency of CD is constant and 

higher than M1 model and M2 model. This is the 

results of increased membrane mass due to 

embossment as in Eq.10. It can be concluded that 

pressure sensor diaphragm with a central 

embossment is suitable for low frequency and 

wide frequency bandwidth applications compared 

to CD structure. 

3.2. Sensitivity 

As mentioned in the design section, the 

sensitivity, S, of pressure sensor is defined as ratio 

of center displacement to pressure. To obtain the 

sensitivity values of diaphragm, first membrane 

deformation was calculated under acoustic 

pressure ranging from 1 Pa to 10 kPa [20]. Then, 

the sensitivities for different cases depending on 

the embossment thickness and radius were 

obtained for the CD, M1 and M2 model. The 

results are listed in Table 2. Figure 4 shows the 

sensitivity of diaphragm with a thickness of 10 

µm. From these results, diaphragm considering 

M1 model has higher sensitivity than its M2 

model based diaphragm counterparts.  

Table 2 

Sensitivity (nm/kPa) performance of CD, M1 and M2 models for different membrane thicknesses 

r0 (µm) tm (µm)=5 tm (µm)=10 

 CD M1 M2 CD M1 M2 

  tem=5-50 (µm) 

rem= r0 /2 (max.) 

tem=5-50 (µm) 

rem= r0 /2 (max.) 

 tem=10-100 (µm) 

rem= r0 /2 (max.) 

tem=10-100 (µm) 

rem= r0 /2 (max.) 

300 161.63 155.15-102.87 149.5-39.7 20.20 19.39-12.86 18.7-5 

500 1247.13 1197.12-793.76 1153.4-306.2 155.89 149.64-99.22 144.2-38.3 

600 2586.05 2482.35-1645.94 2391.7-634.9 323.26 310.29-205.74 299-79.4 

700 4790.98 4598.86-3049.32 4431-1176.1. 598.87 574.86-381.16 553.9-147 

 

 

Figure 4 Comparison of diaphragm sensitivity (nm/kPa) considering the M1 model and M2 model. (a) tm=10 µm 

and r0=300 µm, (b) tm=10 µm and r0=500 µm,  (c) tm=10 µm and r0=600 µm and (d) tm=10 µm and r0=700 µm
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Moreover, sensitivity of diaphragm considering 

M1 model changes only with radius of 

embossment. This results can be explained when 

considering Eq.5-6. The narrower the width of 

embossment is, the larger the sensitivity. On the 

other hand, diaphragm sensitivity based on M2 

model changes with both embossment thickness 

and radius. Analytical results of central 

displacement and sensitivity of diaphragm based 

on M2 model showed lower values compared to 

CD and M1 model based diaphragm. Sensitivity 

of M2 model based diaphragm is decreases, when 

the embossment thickness increases. Therefore, it 

was founded that sensitivity values of FPI 

diaphragm based on M1 and M2 models are not 

agrees well and there is discrepancy between 

these two models in terms of sensitivity. It is 

suggested that more experimental and numerical 

studies are required to find best model of 

embossment membrane and eliminate the 

differences between two models in terms of 

sensitivity. 

4. CONCLUSION 

The frequency response and sensitivity of MEMS 

based fiber optic pressure sensor diaphragm with 

a central embossment were analytically 

investigated and compared using two different 

models. These models were developed previously 

and available in literature [26,33].  As a result of 

these analyses, the following conclusions are 

reached. M1 model based diaphragm structure 

show better sensitivity than M2 model based 

diaphragm structure and however, this model 

ignores the effect of embossment thickness on 

sensor performance. From these results, 

differences between diaphragm sensitivities were 

calculated. For example, 149.64-99.22 nm/kPa 

and 144.2-38.3 nm/kPa sensitivity range were 

calculated for the diaphragm based on the M1 and 

M2 model, respectively when 500 µm in radius 

and 10 µm thick diaphragm was used for 

calculations. On the other hand, these two 

diaphragm model show very close frequency 

values. For example, frequency range of 600 µm 

in radius and 5 µm thick diaphragm was changes 

between 28.6-15.4 kHz and 28.7-15.4 kHz when 

M1 and M2 model was considered, respectively. 

M2 model based diaphragm not only includes 

more geometrical parameters for determination of 

sensitivity and but also provides stiffer membrane 

compared to M1 model based diaphragm due to 

lower membrane deformation under same 

pressure conditions. This provides more 

flexibility to tune sensitivity response of sensor. 

From the point of view of frequency response, 

both of M1 and M2 model based diaphragm show 

slight differences between the fundamental 

frequencies for thinner and wider embossment. 

 As a conclusion, we hoped that the results 

obtained from this study will be used as a 

comparative study and help the obtain more 

accurate theoretical and practical models of 

embossed diaphragm for the future studies.  
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Turkish Sentiment Analysis on Social Media 

 

Nazan KEMALOĞLU*1, Ecir Uğur KÜÇÜKSİLLE2, Muhammed Emin 

ÖZGÜNSÜR3 

 

Abstract 

The number of social media users has increased significantly as internet access and internet 

usage has grown all over the world. As it is the case in any other field, raw data collected from 

social media platforms are now being transformed into information. Millions of pieces of 

content are posted every day on platforms such as Twitter, Facebook, and Instagram. Moreover, 

the ability to extract meaningful information from such content has become an important field 

of research. This study reports a system for sentiment analysis, based on the data made available 

on Facebook, Twitter, Instagram, YouTube along with RSS data. Logistic Regression, Random 

Forest and deep learning algorithm such as Long Short-Term Memory (LSTM) are used to 

develop the classification model used in the system built as part of this study. Dataset is a new 

dataset that included data collected from Twitter, used was created and labeled by us. It was 

found that LSTM model provided the highest accuracy among the models generated using the 

training dataset. The final version of the model was tested on five different social media 

platforms and results are communicated. 

Keywords: Artificial Neural Network, Turkish Natural Language Processing, Social Media 

Analysis, Sentiment Analysis 

 

1. INTRODUCTION 

In our modern world, global internet usage has 

grown rapidly, making it an indispensable part of 

our daily lives. According to 2018 statistics, 79 of 

the internet users are also actively using social 

media [1]. The fact that the number of internet 

users, and therefore social media users has grown 
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so drastically make it necessary for the academia 

to conduct sentiment analysis, relationship 

analysis, etc. on social media. Contents shared on 

social media platforms, communicating users’ 

ideas and opinions, show distinctive 

characteristics. Therefore, these contents need to 

be transformed using natural language processing 

methods if we want to process them. Literature 
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review showed that Twitter is the go-to social 

media platform for social media analysis. 

Literature review further showed that natural 

language processing (NLP) is used for analyses 

performed in order to identify questions [2], to 

calculate ratings [3], to track stock exchange 

trends [4], and to define side effects of 

pharmaceuticals [5]. The main purpose of 

sentiment analysis is to explore individuals’ 

moods, behaviors and ideas using textual 

documents [6]. With the increasing number of 

social media users today, there is an abundance of 

texts including ideas which calls for studies on 

sentiment analysis. In [7], used tweets classified 

under 4 categories. Authors developed separate 

Word2Vec models using product sum method. In 

their study, authors first classified 4 categories 

(Banking, Football, Retail, Telecom) based on 

their positive and negative characteristics; then, 

they reclassified the combined data, again based 

on their positive and negative characteristics. 

Authors used Random Forest and SVM 

classification algorithms. The results of the study 

showed that the classification based on the 

cumulative dataset offered more accurate results 

when compared to the results obtained using 

separate categories. Moreover, it was found that 

the Word2Vec model with sum symbol offers 

better results when compared to the Word2Vec 

model with product symbol. In [8], analyzed the 

tweets obtained from Twitter API. Authors 

defined the features based on BoW (Bag of 

Words) model and N-gram model at the character 

level from the tweets collected. The features 

obtained were then reduced using CfsSubset 

algorithm and the most useful ones were selected. 

Boolean, TF and TF-IDF were used to define the 

weights of the features obtained. Among the 

classification algorithms, SVM, Naive Bayes, 

KNN (K Nearest Neighbour) and Multinominal 

Naive Bayes were used. It was found that, among 

these algorithms, Multinominal Naive Bayes 

resulted in the highest success rate with 66.06%. 

It was further found that, in the feature extraction 

process, N-gram model gives better results when 

compared to BoW model. In [9], extracted 

features from the dataset obtained from Twitter 

API using n-gram model. Author extracted seven 

different N-gram features at the word level, 

namely 1-gram and 2-gram, 1-gram and 3-gram, 

2-gram and 3- gram, 1-gram - 2-gram - 3-gram, 1-

gram, 2-gram, 3-gram. SVM, Naive Bayes and 

Logistic Regression classification algorithms 

were used. Assessment of the study results 

showed that the highest accuracy was obtained 

from the dataset which combines 1-gram and 2-

gram features using Naive Bayes algorithm with 

a 77.78% success rate. In [10], collected data from 

the Twitter API for 9 different categories. Authors 

used word-based method and N-gram model for 

the feature extraction from the dataset. Firstly, 

authors classified the dataset for 9 categories 

based on positive, negative and neutral 

characteristics and then reclassified the whole 

dataset based on positive, negative and neutral 

characteristics. According to the results of the 

study, the highest success rate, 89.5%, was 

obtained using Random Forest Algorithm as part 

of Word-based methods, while the success rate of 

the n-gram method for field-specific classification 

using SVM algorithm was found to be 90%. 

However, the same level of success couldn’t be 

obtained using field independent methods. In 

[11], explored supervised and unsupervised term 

weighting methods for tweets posted in Turkish 

language. Authors weighted the features obtained 

using n-gram and word-based method with the 

help of six different weighting equations –which 

are commonly used in the literature– and the 

traditional TF and TF-IDF methods. Naive Bayes, 

SVM, Decision Tree (J48), Random Forest and 1 

k-nearest neighbours algorithm were used in the 

study. Authors observed that supervised term 

weighting methods consistently yield more 

successful results. Nevertheless, it was noted that 

N-gram model is more successful than the word-

based method. In [12], developed a system to 

automatically tag tweets –posted in Turkish– as 

positive, negative and neutral. Using both the 

positive and negative words in tweets based on a 

dictionary generated as part of the study, and 

based on 2-grams, 3-grams, and 4-grams, authors 

tested the tagging success rate of the system. 

Analyses showed that the system yields the 

highest success rate using the dictionary-based 

method. Moreover, it was found that, among the 

n-gram models used, 3-grams yield more accurate 

results when compared to the others. In [13], 

explored the political involvement of Twitter 

users based on tweets posted in Turkish. Focusing 
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on the tweets posted with regards to 2013 Gezi 

Park protests, authors first divided the dataset into 

two, namely objective/nonobjective and neutral; 

and then divided the objective/non-objective 

group into pro-protest and anti-protest categories. 

After creating a tweet-word matrix using the 

tweet dataset, authors classified the most effective 

features using chi-square test. According to the 

results of the study, it was found that SVM had 

the best performance in the first stage of 

classification with k=100, while Random Forest 

algorithm had the best performance in the second 

stage of classification as k-value did not have a 

significance in this stage. In [14], collected data 

from book reviews, movie reviews and shopping 

reviews posted by Turkish users and analyzed the 

collected data. Authors developed a multi-

classifier system in the classification process. 

SVM and Naive Bayes algorithms were run with 

several ensemble methods and it was possible to 

achieve levels of accuracy up to 86.1 In [15], 

created a dataset of shopping and film reviews. 

They studied positive, negative sentiment 

analysis on this dataset. After preprocessing step, 

features were extracted from the data set with TF-

IDF method and used in Naive Bayes and Logistic 

Regression Algorithms. In addition to these two 

machine learning algorithms, a specialized RNN 

architecture; LSTM, was used. For the LSTM 

word embedding method used. During the 

training of the LSTM model, different 

combinations of learning ratio, loss function, 

LSTM layer count, LSTM units number, batch 

size and optimizer parameters were tested. In 

total, over 10 hours of training, the LSTM model 

for positive-negative labels achieved success of 

83.3% and resulting in a more acceptable result 

than the LR and NB algorithms. In [16], worked 

on 6 different datasets. The main aim of the study 

is to examine the success of different 

segmentation methods on classification. For this 

reason, after the data were divided into sentences 

using Zemberek library, used a total of 13 

different segmentation methods on sentences. In 

the study, it was argued that the areas containing 

more than one sentence were reduced to a single 

sentence and that giving one sentence as an 

introduction to the model was more accurate in 

terms of emotion analysis. The features, obtained 

after the applied segmentation process were 

classified by LSTM. The results show that BPE-

5k segmentation method is the most appropriate 

segmentation method in terms of accuracy and 

performance. In this study, a model which is able 

to perform sentiment analysis (positive, negative 

and neutral) was developed using the data 

collected from Twitter. This model was then 

assessed for its performance on Facebook, 

Twitter, Instagram, YouTube platforms and RSS 

data. In addition to BagofWords and TF-IDF 

methods, word indexing method was used in the 

term weighting process. As an feature extraction 

method which offered high performance in 

English [17], but failed to match that performance 

in Turkish [10,11], word indexing method was 

used in the system which was developed for 

Turkish, a language known with its challenging 

structure. The features extracted using the 

aforementioned method were then modeled using 

Logistic Regression, Random Forest and LSTM 

classification algorithms and the highest success 

rate was obtained from LSTM model at 84.46%. 

The data set used in the study; It is a unique data 

set that contains 3 tags that we label positive, 

negative and neutral. While using the data 

collected through Twitter for training the model; 

The model is used for 5 different social media 

platforms: Twitter, Instagram, Youtube, RSS and 

Facebook. Supported with the high success rate 

obtained in this study, the model was used for 

sentiment prediction on a large social media 

analysis interface. Logged into this system, users 

were able to correct any erroneous tags. After 

being corrected, these tags were saved on a 

MySQL database in order to be added to the 

dataset. The model automatically updated daily 

with the new data.   

2. MATERIAL AND METHODS 

2.1. Dataset 

Data was collected from five social media 

platforms using their APIs in order to be used as 

an input in the system developed. In the first 

stage, only the data obtained from Twitter was 

used for the training of the system as the data 

tagging is a time-consuming process. A total of 

28189 data were tagged by the specialist. Dataset 

included 5712 positive, 11567 negative, and 
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11247 neutrals tweets. The data set is divided into 

30% test and 70% training data.  

2.2. Data Pre-Processing 

As the data obtained from social media represents 

an individual idea of a user or a group, such data 

do not follow a certain pattern or rule. Data 

obtained from social media include abbreviations 

(internet slang), emoji’s (i.e., pictorial icons that 

generally display a sentiment) and web links 

(URL), etc. Thus, a number of data preprocessing 

steps are used in order to have the social media 

data ready for processing. In this study, the 

following data preprocessing steps were taken: – 

Usernames starting with @ symbol (mention) 

were removed. – Statements starting with # 

symbol (hashtag) were removed. – Numerical 

terms were removed. – Repeated letters were 

removed. – URLs (https:/, www, etc.) were 

removed. – Punctuation marks (“.”, “,” ,”’”, etc.) 

were removed. – All the uppercase letters were 

turned into lowercase letters. Following the 

preprocessing, all the remaining words were 

reduced to their root words using Zemberek 

Library [19]. Finally, data obtained were 

subjected to numeric vectorization. 

2.3. Word Representation 

After preprocessing, data need to be transformed 

into numeric data in order to be processed in the 

classification stage. Vector representation of 

words was first used by Bengio et al. [19]. This 

method allows for integer representation of words 

and word groups [21]. Literature offers several 

methods developed for this purpose. Among the 

methods explored for this study were 

BagofWords, TF-IDF and Word Indexing.   

2.4. Bag of Words (BoW) 

A text is represented as the words it includes (n-

gram) [20]. N-gram modeling is a segment of the 

character string which includes n characters [21]. 

In the BoW model, each word available in a text 

is considered to be a property, while the frequency 

of such word is the value of this property. 

Moreover, it is assumed that the order of words in 

a text has no statistical significance [23]. 

According to BoW model, words are represented 

as unigram and bigram n-gram series. Term 

weights, on the other hand, were used separately 

with binary methods. In the binary method, an n-

gram takes the value of 1 if it exists in the text, 

and it takes the value of 0 if it doesn’t exist in the 

text.    

2.5.  Term Frequency - Inverse Document 

Frequency (TF-IDF) 

TF-IDF is a weighting method based on the term 

frequency multiplied by inverse document 

frequency. This value is obtained following 

Equation (1), as follows:   

𝑡𝑓 ∗ 𝑖𝑑𝑓 =  
𝑓(𝑡,𝑑)

𝑁
∗𝑙𝑜𝑔 𝑙𝑜𝑔 (

𝑁

1+𝑛𝑡
)                (1) 

Here; t represents the relevant n-gram term, d 

represents the relevant text, 𝑓(𝑡,𝑑) represents the 

term frequency of n-grams in the text, N 

represents the total number of words in the 

document, 𝑛𝑡 represents how many different 

documents the term t (n-grams) occurs in [21].  

2.6. N-Gram Modelling 

N-gram modeling is one of the most commonly 

used methods in document classification. N-gram 

is a segment of the character string which includes 

n characters [9]. 1-gram, 2-gram, 3-gram 

representations at the word level are given below 

for the sentence, “Bug¨un hava ¸cok g¨uzel” (The 

weather is very nice today).  

– 1-gram model: “Bugün” , “hava”, “¸cok” , 

“güzel”.  

– 2-gram model: “Bugün hava”, “hava ¸cok”, 

“¸cok güzel”  

– 3-gram model: “Bugün hava ¸cok”, “hava ¸cok 

güzel”   

2.7. Creating a Word-Sentence Matrix Using 

Indexing Method 

A corpus was generated using all the data as part 

of the word indexing method. In this corpus, each 

unique word was represented with an integer. 
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Thus, a wordsentence matrix was created for each 

tweet. Then, a word-sentence matrix is created for 

each test data based on the sequence of the words 

available in the corpus. In the feature extraction 

stage, a total of 5 datasets were created. These 

datasets are shown in Table 1. 

Table 1 Datasets 
Dataset Method N-Gram 

Dataset 1 TF-IDF Unigram/bigram(1-2– 

gram) 

Dataset 2 BoW Unigram/bigram(1-2– 

gram) 

Dataset 3 Word 

Indexing 

Unigram (1-gram) 

2.8. The Used Libraries 

The software for this study was developed using 

Python programming language. In the 

development stage, numpy, pandas, keras and 

scikit-learn libraries were used in addition to 

Phyton’s built-in libraries.  

2.9. Classification 

Several methods were used for different vectors 

of words for classification as part of this study. 

Logistic Regression and Random Forest 

algorithms were used for BoW, TF-IDF and 

Indexing methods, while LSTM (Long Short 

Term Memory) deep learning algorithms, were 

also used for Indexing method. 

2.10. Multinomial Logistic Regression (MLR)  

Multinomial Logistic Regression (MLR) is a 

machine learning algorithm commonly used for 

the classification of feature vector belonging to a 

class among a number of possible classes. A 

function set is created from the feature vector, and 

each function stands for the probability of a 

feature vector to belong to a certain class. 

Parameters to complete these functions are 

obtained after the training process using the 

known class tags and feature vector. When these 

parameters are compared to a new feature vector 

similar to those compared in the training, 

Multinomial Logistic Regression is arrange in a 

way that the new vector has a high probability of 

belonging to the same class. Multinomial Logistic 

Regression converts the binary logistic regression 

procedure into a multi-class format. Each one of 

the classes has its own parameter vector which is 

applied to the feature vector in order to define the 

probability of feature vector [23]. Multinomial 

Logistic Regression is explained in Equation (2): 

𝑃(𝑥𝑖 , 𝑤) =  
𝑒𝑥𝑝 (𝑤(𝑘)ℎ(𝑥𝑖))

∑ 𝑒𝑥𝑝 (𝑤(𝑘)ℎ(𝑥𝑖)𝐾
𝑘=1 )

 (2) 

Here, h(x) is the vector of constant functions of 

input, 𝑤(𝑘)  is logistic regression with K-means 

clustering (aka. feature vector) and 𝑤 =

[𝑤(1)𝑇
, … , 𝑤(𝐾−1)𝑇

]𝑇. It equals zero w(k) = 0, 

when the density does not depend on w(k) 

regressors [24]. 

2.11. Random Forest Classifier 

Random Forest Classifier is one of the most 

successful crowd learning techniques used in 

pattern recognition and machine learning, and it is 

commonly used for large-scale classification and 

skewness problems. Random Forest Algorithm is 

a system consisting of multiple decision trees 

[19]. Among its disadvantages related to the tree 

classifier is its inherently high variability. In 

practice, it is common that training dataset would 

lead to a whole different tree with the smallest of 

change. The reason behind this is the fact that tree 

classifiers have a hierarchical background. If an 

error occurs at a node closer to the root of the tree, 

then it disperses up to the farthest parts of the 

leaves. A decision forest methodology was 

developed with the purpose of stabilizing the tree 

classification. This methodology was first 

suggested by Ho [26], Amit & Geman [27] and 

later on by Breiman [28] in an integrated manner 

(as “random forest”). In Random Forest, each 

decision tree makes its own decision and the class 

with the majority vote in the decision forest is 

deemed as the decision class [21]. All the new 

data added to the classification are classified by 

each tree in the forest. Thus, each tree offers a 

classification result. As a rule, decision forest 

would select the classification with the majority 

vote of the trees in the forest. Random forest 

methodology includes Breiman’s “bagging” idea 

and random selection of features, introduced first 

by Ho. Refers to bootstrap aggregation, bagging 
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is a type of crowd learning which was developed 

to improve the accuracy of a poor classifier 

creating a set of classifiers. If the number of 

samples in a dataset is N, then approx. 2/3 of the 

original sample size is randomly selected N times 

using preloading in order to be used in training. 

Remaining samples, on the other hand, are 

assessed “out-of-bag.” Out-of-bag set consists of 

observations which are used for testing and those 

not selected to build the subtrees [29]. A random 

forest training is performed for each decision tree. 

Learning system creates a classifier from the 

sample and it adds all the classifiers obtained from 

different tests together in order to create the 

ultimate classifier. In order to classify a sample, 

each classifier casts a vote for the class that it 

belongs to and the sample is tagged as the member 

of the class with majority vote. In case of multiple 

classes with majority vote, one of them is selected 

randomly [29]. 

2.12.  Recurrent Neural Networks (RNN) 

Recurrent Neural Network (RNN) is an artificial 

neural network model which can utilize long 

sequences of inputs which is not possible with any 

other neural network [17]. RNN is especially 

preferable in Natural Language Processing (NLP) 

as it offers sequence processing abilities [32]. 

Basically, RNN learns also taking old data into 

account. However, such training is not possible 

due to gradient loss/exploding gradients during 

the training which is also considered a long-term 

dependency [17]. The RNN architecture shown in 

Figure 1 makes use of basic sequential 

information. In a classic neural network, all the 

inputs and outputs are assumed to be independent. 

The term “recurrent” used in RNN as each 

member of a sequence performs the same task in 

accordance with the previous outputs [31]. 

 

Figure 1 Classic RNN Architecture [22]  

2.13. Long Short-Term Memory (LSTM) 

LSTM models were developed with the aim to 

eliminate the exploding gradient issue in RNNs. 

LSTMs include a ‘Forget’ layer which is not 

available in recurrent neural network model [32]. 

The main idea behind LSTM models is to decide 

whether or not to store the information in the 

memory. LSTM have a custom architecture as 

shown in Figure 2. 

 

Figure 2 LSTM Model [22] 

Memories, aka. cells, available in LSTM decide 

which information will be stored and which will 

not be stored. Following this decision, the model 

combines previous state output, current memory 

information and current input in a smart way to 

produce instant state output of the cell [17]. In the 

developed system, softmax activation function is 

used in all layers. In the model, “adam” 

optimization was used and 20 epochs were run. 

3. EXPERIMENTAL RESULTS 

Dataset obtained for this study was first 

vectorized separately using BoW, TF-IDF and 

Word Indexing and then tested using five 

different classifiers. Table 2 shows the 

classification success rates. 

Table 2 Classification Success Rates 
Dataset/Alg

orithm 

Precesion Recall F1-

Score 

Accuracy 

Dataset1/ 

MLR 

0.85 0.81 0.82 83.07 

Dataset1/ 

RF 

0.86 0.83 0.84 84.24 

Dataset2/ 

MLR 

0.82 0.79 0.80 80.91 

Dataset2/ 

RF 

0.85 0.83 0.84 83.93 

Dataset3 

/LSTM 

0.84 0.84 0.84 84.46 
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According to Table 2, it is seen that Multinominal 

Logistic Regression algorithm shows less success 

on Dataset-1 and Dataset-2 than Random Forest 

algorithm. In addition, it was observed that the 

highest success on the created data sets was the 

LSTM model on the set created with the indexing 

method. The confusion matrices obtained as a 

result of the data sets created and the algorithms 

used are given in Figure 3. 

 

Figure 3 Confusion Matrixes of Models 

Analysis results showed that LSTM model which 

uses indexing method gave the highest accuracy. 

Following this procedure, the classification model 

which was trained using Twitter data was tested 

for Twitter, Instagram, YouTube, Facebook and 

RSS. 

4. SYSTEM 

LSTM model trained with Twitter data and the 

corpus generated with these data were used as 

output in order to be used for 5 different social 

media platforms. Figure 4 shows how the model 

was applied to the system. 

 

Figure 4 System Model 

After the model and the corpus, as output of the 

previously trained system, were uploaded to the 

system, data were collected from 5 different tables 

available in MySQL database. The data were then 

subjected to the pre-processing steps as defined in 

Section 2.2. The processed data were digitized 

using the indexing method as defined in Section 

2.3. Finally, digitized data were tested in the 

model and tags were extracted; then the database 

was updated using these tags. Figure 5 shows the 

change in users’ moods based on weekly data 

extracted from YouTube with regards to a 

selected subject. The graphic shows 6 negative 

and 1 positive results out of 50 different posts 

from January 3rd, 2019. Remaining contents were 

neutral. Neutral contents were not represented in 

the graphic as they are insignificant for the 

system. The same applies to Figures 6, 7, 8 and 9. 

 

Figure 5 Weekly mood graphic based on a subject 

selected for YouTube 

 

Figure 6 Weekly mood graphic based on a subject 

selected for RSS 

 

Figure 7 Weekly mood graphic based on a subject 

selected for Facebook 

 

Figure 8 Weekly mood graphic based on a subject 

selected for Instagram 

 

Figure 9  Weekly mood graphic based on a subject 

selected for Twitter 
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5. CONCLUSION 

Natural language processing in Turkish is 

considered a challenge given the complex 

structure of this language. This challenge doubles 

when the study focuses on a person’s or a group’s 

ideas as in sentiment analysis. Nevertheless, the 

fact that the use of proper language is no longer 

the main concern, as reported by studies on social 

media, brings about a number of problems. 

Complex nature of social media data, 

irregularities such as the use of abbreviations, 

emojis, URLs, and adding emphasis with the use 

of more than necessary letters require the data to 

be pre-processed. As a result of the analysis, the 

highest result was obtained from the LSTM model 

with a success rate of 84.46%. It is seen that the 

LSTM model chosen to be used for the developed 

system has achieved a very high rate compared to 

the studies in the literature. However, among the 

other algorithms used, it was observed that the 

Random Forest algorithm on Dataset 1 and 

Dataset 2 achieved a higher rate than the 

Multinominal Logistic Regression algorithm. 

When confusion matrixes (Fig 3) is examined, it 

is seen that the data with neutral labels are 

classified more accurately compared to the other 

two labels. However, positive data could be 

labeled with less success than the other two labels. 

The reason for this is thought to be the low rate of 

positive labeled data in the total dataset. In the 

following periods, studies will be continued by 

expanding the dataset. In addition, the same 

number of data from each label class will be 

studied so that inconsistencies between data 

labels do not negatively affect the model. Due to 

short data processing times and high success rates, 

LSTM model was selected to be used in 

combination with the system developed. Users 

can edit the wrong tags on the interface and save 

them, with the developed system. After the saved 

edits, the model is used in the update step. LSTM 

model is used by retraining with daily data. 
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Sentiment Classification Performance Analysis Based on Glove Word 

Embedding 
 

Yasin KIRELLİ*1, Şebnem ÖZDEMİR1 

 

Abstract 

Representation of words in mathematical expressions is an essential issue in natural language 

processing. In this study, data sets in different categories are classified as positive or negative 

according to their content. Using the Glove (Global Vector for Word Representation) method, 

which is one of the word embedding methods, the effect of the vector set based on the word 

similarities previously calculated on the classification performance has been analyzed. In this 

study, the effect of pre-trained, embedded and deterministic word embedding classification 

performance has analyzed by using Long Short-Term Memory (LSTM). The proposed LSTM 

based deep learning model has been tested on three different data sets and the results have been 

evaluated. 

 

Keywords: Sentiment classification, word embedding, word weight, glove word embedding. 

 

1. INTRODUCTION 

As a result of the widespread use of digital 

platforms, users share their feedback and opinions 

on social platforms, shopping sites, blogs, and 

many other channels. Sentiment analysis has been 

a research subject of interest in extracting the 

outputs produced from texts in this respect not 

only in data mining but also in natural language 

processing. The perspective of users can be 

expressed mathematically by using their own 

shared words. Those statements can be positive, 

negative or neutral, and the theme of any outcome 

can be calculated in this sense [1]. For this reason, 

sentiment analysis, idea mining and text analysis 

can often be used interchangeably in this field. 
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The main research subject of sentiment analysis is 

to make sentiment classification according to the 

stored text data on the platforms and to discover 

the idea based information accordingly. Not every 

comment gives a positive or negative opinion, 

finding the appropriate data set for better analysis 

is an important detail at this point. It is crucial to 

analyze opinions as areas of use: It is frequently 

preferred in primary sectors such as e-commerce, 

banking, advertising management [2,3]. 

In Natural language process research, words are 

represented vectorially with word embedding [4]. 

Word embedding allows words with the same 

meaning to be represented in a similar way. The 

aim is to create a coordinate system in which the 

relevant words are shown closer to each other. 

Word embedding is generally divided into two 
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different groups, frequency-based and prediction-

based. It has been observed that probability based 

methods give more successful results in 

expressing similar words with close vectors 

compared to deterministic methods in word 

vector determination. Glove (Global Vectors for 

Word Representation) is a predictive word 

embedding techniques and is an unsupervised 

learning algorithm applied to obtain vector 

representations [5]. This technique has been 

developed by Stanford University. With this 

method, which consists of the synthesis of matrix 

factorization and skip-gram methods, a co-

occurrence matrix is obtained. This matrix is 

based on the use of real corpus in subsequent 

estimates [1,6]. 

Long Short Term Memory is a deep learning 

methodology that created idea of having a 

memory for the learning process. Unlike CNN 

(Convolutional Neural Network), while 

extracting only the features in that state, LSTMs 

also remember previous entries [7,8]. It is a 

method that makes decisions according to this 

situation and is therefore more applicable in text 

processing [9,10]. In this study, LSTM and CNN 

models have been applied for the extraction of 

text  

features. After the LSTM phase, inputs are 

provided to the CNN layer for convolution. Thus 

the emotion classification model has been 

established with vectorial (Word Frequency 

Index) and global vector word embedding 

methods using LSTM. Three different datasets 

have been used, consisting of movie, restaurant 

and e-commerce order comments consisting of 

different categories.  Each dataset has 1000 

comments. The performance of embedding 

methods on classification has been evaluated by 

using three datasets. 

2.RELATED WORKS  

Extraction of information from text has been an 

area that has been frequently studied recently. 

Abel et al. discussed the similarity concept 

underlying these techniques based on word 

similarity in word embedding techniques such as 

Word2Vec or Glove, which are calculated using 

big data corpora, as a research topic. In a similar 

study, Mattyws et al. have presented a patent 

categorization method based on word embedding 

and LSTM (Long Short-Term Memory) in the 

process of classifying patents and subgroups of 

patents [11]. Ashik et al. have discussed the 

impact results of pre-trained word embedding 

models in languages other than English [12].  

Rafat et al. have discussed skip-gram, continuous 

bag-of-words (CBOW) and Glove model on 

105000 Bengali articles. The effects of 

embedding models in different languages have 

been observed [13]. Wang et al. have created a 

new LSTM model. They have designed a model 

on Chinese words using the classical frequency-

based word embedding technique [14]. 

3. MATERIAL AND METHOD 

3.1. Methodology 

In the study, three different experiments have 

designed. As shown in Figure 1, Glove and 

Frequency Index techniques, which are the 

vectors used for the representation of words, have 

been classified separately with three different 

datasets and their effect on the classification 

performance has been observed. In the following 

chapters, word embedding techniques and LSTM 

and CNN layers used in our model are explained. 

 

Figure 1 Experiment Model 
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3.1.1. Data Collecting and Pre-processing  

Three different datasets are used for the model. 

The data have been provided over the data 

provided in the UCI Machine Learning 

Repository [15]. The data has been collected from 

the customer comments made by users on the 

websites amazon.com, imdb.com and yelp.com, 

respectively. It consists of positive and negative 

comments made by users in three different 

categories as shopping, movie reviews and 

restaurant reviews. Each dataset consists of 1000 

comments and consists of 500 positive and 500 

negative comment sentences. Stopwords have 

removed for 3 different datasets previously, 

tagged to sentiment labels and word clouds in 

Table 1 have been obtained by considering the 

word frequency conditions according to sentiment 

labels.Pre-processing of the data is a vital step that 

affects model performance. In the preprocessing 

process, capital and small letters have been 

checked respectively and all have been converted 

to lowercase letters. Punctuations have been 

deleted and stop words that frequently used in 

sentences have been removed. Thus, an optimized 

data set process has been prepared for the model. 

Table 1 Wordcloud by sentiment label 

Yelp Dataset  Amazon Dataset  IMDB Dataset 

 

 

 

 

 

 

 

 

 

 

3.2. Word Embedding 

With the word embedding step, words are 

converted to numbers expressed in vectors. In an 

artificial neural network, the mapping process in 

the hidden layer is performed for the words and 

the number representing. With embedding, 

dimension reduction is performed by using 

vectors expressing words and at the same time, 

words with the same meaning similarity are 

represented by close vectors [16].  

 

3.2.1. Glove (Global Vector) Word Embedding 

It is a model proposed by Stanford researchers [5]. 

According to this model, the vector representation 

of words is based on the similarity of words. This 

model has developed based on Skip-Gram and 

CBOW (Continuous Bag of Words) models. 

Using these two model approaches, it can be 

calculated more quickly and is aimed to give 

accurate results. Unlike the Skip-Gram and 

CBOW models, it also calculates the usage 

statistics of words. In this way, semantic 

relationships are also calculated. A new cost 
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function is calculated for this problem solution 

[5].  

𝐽 = ∑ 𝑓(𝑋𝑖𝑗)(𝑤𝑖
𝑇𝑤𝑗  + 𝑏𝑖  + 𝑏𝑗  −  𝑙𝑜𝑔 𝑋𝑖𝑗)2

𝑉

𝑖,𝑗=1

 (1) 

‘Xij’ in Formula 1 is the number of occurrences 

of two words in the corpus. ‘V’ means our corpus. 

The weight function ‘f (Xij)’ must keep the 

following conditions. 

1. When f (0) = 0, terms should not converge 

to infinity. 

2. It should not decrease the weight function 

F (x) while giving low weight for word 

pairs that are less common together. 

3. For large values of Xij, which is the 

number of occurrences of two words in the 

dictionary, the weight function F (x) must 

be smaller [5].  

‘X’ is expressed word to word co-occurence count 

matrix. ‘Xij’ stores the number of occurrences of 

word j in the context of word ‘i’. ‘bi’ is the bias 

value added for ‘i’, symmetrically this case is 

added for ‘j’ as ‘bj’. It is known that how to 

calculate according to each word and gradient 

descent can be applied to minimize the cost 

function.  

3.2.2. Frequency Based Word Embedding 

If we consider Corpus (word dictionary) C and 

each sentence as expression {d1, d2…, dn}, we 

get N unique words (tokens) extracted from each 

document. N tokens refer to our dictionary. The 

dimension of M, which we accept as the Count 

Vector matrix, appears as DXN. Each row in the 

M matrix in Figure 2 shows the number of 

repetitions of each document (Di). 

 

Figure 2 Word vector-matrix reference [17]. 

3.3. Experiments and Analysis 

In this study, the model using three independent 

datasets, which are also specified in the flow 

diagram as Figure 1, has been implemented using 

two different word embedding techniques. All 

models have word embedding, text feature 

extraction and emotion extraction main 

components. In order to build a well organized 

classification by using LSTM based model, 

Python 3.8 and Keras deep learning library have 

been used. Unlike traditional neural networks, 

LSTM architecture can relate previous data to the 

existing one. It is a type of RNN (Recurrent 

Neural Network) that can learn long-term 

addictions and is widely used [18-19]. It has a 

repetitive neural network loop and each loop 

allows information to go back into the next neural 

network.  

Table 2 Number of parameters in a model 

Word 

Embedding 

Method Glove Word Embedding 

Dataset Layer (type) Parameter Count 

Yelp 

Embedding 196700 

LSTM 80400 

Dense 101 

Total params 277,201 

IMDB 

Embedding 305300 

LSTM 80400 

Dense 101 

Total params 385,801 

Amazon 

Embedding 179900 

LSTM 80400 

Dense 101 

Total params 260,401 

Word 

Embedding 

Method Frequency Based Word Embedding 

Dataset Layer (type) Param 
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Yelp 

Embedding 2000000 

LSTM 80400 

Dense 101 

Total params 2,080,501 

IMDB 

Embedding 2000000 

LSTM 80400 

Dense 101 

Total params  2,080,501 

Amazon 

Embedding 2000000 

LSTM 80400 

Dense 101 

Total params  2,080,501 

Our model has subjected to a classification 

process for 10 epochs on 3 different datasets with 

1000 pre-determined sentiment classes. 

Sentiment classification model, %80-%20 test 

and train set separation process has been 

performed. In three independent experiments with 

the Grove word embedding technique, higher 

accuracy results have obtained compared to the 

frequency index based word technique. The 

number of parameters in each model is shown in 

Table 2. The results showing the effect of the 

proposed models on accuracy are shown in Table 

3. Glove word embedding technique has been 

observed accuracy results compared to frequency 

index based word embedding technique in 3 

independent experiments. In addition, overfitting 

problems have been observed at early epoch 

levels when using frequency index based models. 

The main reason for this is that in the Gloveword 

embedding technique, vector representations that 

take into account more semantic associations are 

obtained by making use of external and larger 

datasets in the vector representation of words. On 

the other hand, the repetition frequency of the 

words on the dataset studied in frequency based 

word embedding and the tendency to memorize is 

higher because vector representations are formed 

over a narrow dataset. 

Table 3 Accuracy Epoch Graphics 

Dataset Accuracy Epoch Result Graphic Using Glove 
Accuracy Epoch Result Graphic Using 

Frequency 

Yelp 

  

Amazon 

  

IMDB 
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The vector representation of words in Natural 

Language Processing is an important factor in 

successful sentiment classification. In our study, 

the classification success of 2 different word 

embedding techniques has been observed with the 

LSTM convulutional model. In all three 

classification models, a maximum performance 

difference of 8% has been observed in 

classification with the proposed model according 

to the Glove word embedding and Frequency 

Based Word Embedding technique. 

 

Figure 3 Comparative results by embedding model 

In addition, when the Frequency model results 

have been observed, there is a high tendency to 

overfitting in the early steps, depending on the 

dataset and embedding technique. Although close 

classification rates are observed in Amazon and 

Yelp datasets as seen in Figure 3, a difference of 

8% has observed for imdb dataset and also 

classification outcomes are as in Table 4. 

 

Table 4 Precision, Recall and F-Score Rates 

  Precision Recall F-Score 

Amazon-Glove 0.8172 0.7917 0.8042 

Amazon-Frequency 0.7849 0.7935 0.7892 

Yelp-Glove 0.7292 0.7609 0.7447 

Yelp-Frequency 0.7813 0.7282 0.7538 

Imdb-Glove 0.8681 0.7315 0.794 

Imdb-Frequency 0.6703 0.7262 0.6971 

4. CONCLUSION 

The size and diversity of the corpus with the 

proposed model affect the classification 

performance and the pre-trained vectorized 

techniques that increase the success in 

classification. For this purpose, the effect of pre-

trained and model-dependent train word 

embedding methods on sentiment analysis has 

been observed in this study. 

Despite the different datasets with high word 

density, better results have been obtained with the 

Glove word embedding technique, which 
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emphasises word similarity. Besides, the model 

can be trained faster and scalable for the huge 

corpora. Since it contains a pre-trained vector 

matrix, it creates a disadvantage with high 

memory consumption. We are trying to expand 

our findings in our future work further. In 

particular, we want to examine the results with 

different predictive models such as “fastText” and 

“word2vec”. 
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Determination of Phenolic Compounds, Organic Volatile Molecules and 

Anti-Cancer Properties in Inula Viscosa L., Viscum Album L. and Raphanus 

Sativus L. 

 

Hafize DİLEK TEPE*1, Aslı UĞURLU2, İdris YAZGAN2 

 

 

Abstract 

 

The plants elecampane (Inula Viscosa L.), mistel (Viscum album L.) and black radish seed 

(Raphanus Sativus L.) have been used in the treatment of common diseases worldwide as part 

of traditional medicine for many years. Especially in Turkey, elecampane plant is commonly 

used as remedy of cancer. In this study, phytochemical components of these three plants were 

analyzed using liquid chromatography-mass spectrometer/mass spectrometer and gas 

chromatography-mass spectrometer techniques. Antioxidant activity of the characterized 

extracts were evaluated using DPPH assay, followed by biological properties were studied 

using MDA-MB-231 breast cancer line. Differences in the chemical compositions of the 

extracts resulted in alteration in antioxidant potentials, where elecampane gave the highest 

antioxidant activity while black radish seed extracts did not provide any meaningful results 

within the test period. Cytotoxicity studies showed that chemical composition is of the most 

prominent factor that defined the IC50 value of each extract, where pro-oxidant and antioxidant 

affects were observed in relation to presence of flavonoids. Mistel extract was further tested for 

wound healing and apoptosis tests, and the extract was obtained as a trigger for both apoptosis 

and wound-healing. The findings can be a basis for refinement as fractionation of the mistel 

and elecampane extracts so as to obtain the best mixture that can serve as strong anticancer 

agent mixture.   
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1. INTRODUCTION 

Cancer is a multifactorial and genetically 

complex disease. Biological mechanisms such as 

genetic/epigenetic mutations, continuous 

proliferative signals, overexpression of 

oncogenes, inactivation of tumor suppressor 

genes, inhibition of apoptosis, increased 

angiogenesis, and metastasis cause cancer 

development and progression [1]. Among the 

cancer types, breast cancer is one of the most 

common types of cancer that affects more than 1 

million women worldwide. Breast cancer 

includes a heterogeneous population of cells. 

Based on histological and molecular analyzes, 

five different breast cancer subtypes have been 

identified as Luminal A (estrogen receptor ER+, 

progesterone receptor PR+, human epidermal 

growth factor receptor 2 Her2-), Luminal B (ER+, 

PR+, HER2+), TNBC (ER-, PR-, HER2-), Her2+ 

(ER-, PR-, Her2+) and normal breast-like [2]. 

These different subtypes of breast cancer respond 

differently to treatment. Nowadays, surgery, 

chemotherapy, targeted chemotherapy, hormonal 

therapy and radiotherapy are used in breast cancer 

treatment and these treatments provide a 

significant decrease in mortality rates. However, 

the heterogeneous nature of breast cancer is an 

obstacle for the treatment. Furthermore, cancer 

recurrence, metastasis and drug resistance may 

develop [3,4]. This reveals the need for more 

effective treatment strategies with less side effects 

for breast cancer. Bioactive components isolated 

from natural sources are capable of inhibiting 

DNA damage, cell proliferation, angiogenesis and 

metastasis, and stimulating apoptosis and 

autophagy [5]. Some preclinical studies showed 

that natural components increase the 

susceptibility of resistant cancers to existing 

chemotherapy drugs [6]. In addition, existing 

chemotherapy drugs usually have a single target 

effect, while natural components can target many 

signaling pathways altered in cancer cells [7]. 

Natural compounds are of great interest because 

they are less toxic than synthetic drugs and can 

also affect cancer stem cells. In vitro and in vivo 

studies have shown that a large number of plants 

and their bioactive compounds exert an inhibitory 

effect on breast cancer by reducing estrogen 

receptor expression, inhibiting cell cycle and 

proliferation, stimulating caspase-mediated 

apoptosis, reducing anti-apoptotic factors, 

inhibiting angiogenesis and metastasis [2], [8-13]. 

The genus Inula (Elecampane) belongs to the 

chamomile family and has different species (Inula 

viscosa L., I. racemosa, I. helenium L., and I. 

Britannica L.) with very high medicinal value. 

Inula grows in Africa, Asia and Europe, 

especially in the Mediterranean region. 

Traditional uses of Inula plant species were first 

used in Roman and Greek medicine. It is also used 

in traditional Chinese medicine in Ayurveda and 

Tibetan medicine to treat various diseases such as 

bronchitis, diabetes, fever, hypertension and 

inflammation [14]. In Turkey, flowers, leaves and 

roots of I. viscosa are consumed as food raw or 

cooked [15]. I. viscosa has attracted great interest 

in recent years as a natural source of bioactive 

compounds in its structure. The anti-

inflammatory [16], anti-cancer [17] and 

antimicrobial [18] studies of this plant have been 

conducted. Due to the polyphenols in the structure 

has been shown to have strong antioxidant 

properties [19]. A complex mixture of secondary 

metabolites was already identified in I. viscosa, as 

flavonoids, sesquiterpenes lactones and acids, 

phenolic acids derivatives, glycolipids and 

triterpenoids [16], [20-23]. 

Viscum album L. is generally known as mistel and 

grows as a semi-parasite plant on different host 

trees in Europe and Asia. Mistel, with the help of 

the fringe roots, is coniferous like fir, pine, 

spruce; apple, plum, apricot, cherry-like fruit and 

poplar, chestnut, alder, oak, willow shed leaves in 

winter grows as semi-parasites on trees or shrubs 

[24]. Mistel is used in many different diseases in 

traditional medicine. These are cardiac diseases, 

hemorrhoid, diabetes, anxiety, headache, 

epilepsy, hyperactivity in children, anticancer, 

toothache, tonsillitis and throat ache, headache, 

asthma, prostatitis, hypercholesterolemia, 

hypertension, tachycardia, bronchitis, ulcer, 

gastritis, cough, hypercholesterolemia, 

atherosclerosis, splenopancreases diseases, 

sterility (woman) and brain tumor. V. album has 

remarkable popular usage in Turkish folk 

medicine as a remedy for cardiac diseases [25-
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35]. To date, numerous studies have been carried 

out to determine the biological potential of the 

plant [36-38]. Various clinical studies reported 

the improvement in survival and quality of life, 

after using mistel extracts, underling the ability of 

the plant to support the conventional medicine 

[39]. It has been shown that the mistel extracts 

reduce the harmful and mutagenic effects of free 

oxygen radicals produced during radio and 

chemotherapy [40,41]. Extracts from subspecies 

have been shown to contain viscotoxins [42], 

phenylpropanoids [43] and flavonoids [44] in 

different concentrations depending on the 

subspecies. 

Raphanus sativus L. (Brassicaceae), commonly 

known as radish, is used in the world as a 

vegetable or spice in human nutrition [45]. The 

roots, seeds and leaves of the radish plant show a 

variety of medicinal properties. In traditional 

Korean medicine, the seeds are used as degassing, 

diuretic, expectorant, laxative, stomach-

strengthening anti-cancer and anti-inflammatory 

agents [46,47]. Radish has anti-carcinogenic 

activity because it contains phytochemicals, 

glucosinolates (GLS), phenolics, vitamins and 

their metabolites. In addition, vitamin C, a 

powerful antioxidant in its structure, prevents 

DNA and tissue damage caused by free radicals 

[48,49]. Many studies have been made in different 

species of radish. However, there are not many 

publications related to black radish seeds. 

These three plant species mentioned above are 

used in similar diseases in Turkish and world 

traditional medicine. Therefore, in these three 

plants volatile biological molecules were scanned 

with gas chromatography- mass spectrometer 

(GC-MS) and 32 phenolic compounds were 

screened with liquid chromatography- mass 

spectrometer / mass spectrometer (LC-MS/MS) in 

this study. These scans were identified as some 

plant-specific phyto-component molecules. Thus, 

the antioxidant and anti-cancer properties of these 

three plants could be compared with each other.  

2. MATERIAL AND METHODS 

2.1. Extraction Process  

Before the extraction process, elecampane (1), 

mistel (2), and black radish seeds (3) samples 

were washed in pure water and dried in an oven at 

80 °C. For analysis, dried samples were 

pulverized in high-speed plant mill and prepared 

for extraction. 2 g of powdered plant samples 

were extracted in 40 mL of 80% methanol and 

ethanol in ultrasonic bath for 30 min then left at 

room temperature. The final extraction 

concentrate was then adjusted to 50 mg / mL. 

2.2. Determination of volatile organic 

molecules by GC-MS  

Volatile molecules in the extract were 

qualitatively analyzed in electron ionization (EI) 

mode with Agilent Technology 7890A Gas 

Chromatography (GC) Mass spectrometer (MS). 

Chromatographic column Agilent HP-5MS, 

capillary column (30 m* 0.25 mm, film thickness 

of 0.25 mm). The furnace temperature was started 

at 40 0C, followed by standing for 5 min, then at 

5 0C. min-1 at 280 0C. and held for 5 min. Helium 

gas (99.999%) was used as the carrier gas. The 

constant flow rate was 1.5 mL min-1 and the 

injector temperature was 250 0C. The extract was 

injected in splitless mode with 1 mL. 

Interpretation of the mass spectrum was 

performed according to the National Institute of 

Standards and Technology (NIST) database. 

2.3. Determination of phenolic compounds by 

LC-MS/MS 

Determination of phenolic profiles of plants, high 

performance liquid chromatography mass 

spectrometer - mass spectrometer (Agilent 1260 

Triple Quadrupole MSMS) was used. Each 

analysis was performed with 3 replications. 

HPLC column C18 ODS used in the analyzes (25 

x 4.6 mm x 5µ) was used. Injection amount for 

analysis: 2 µL. Water / 0.1% formic acid (A), 

methyl alcohol (B) was used as carrier phase. The 

gradient method as follows: 3 min 2% B, 6 min 

25% B, 10 min 50% B, 14 min 95% B, 17.5 min 

2% B. Flow rate: 0.4 mL / min. In the 

identification of compounds was performed in 

positive and negative modes [50]. The 

chromatogram peaks of the standards and sample 

were shown in figure 1. 
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2.4. Antioxidant Test 

DPPH (2,2-diphenyl-1-picryl-hydrazyl-hydrate) 

assay is based on electron-transfer from anti-

oxidant molecule to the free radical DPPH 

molecule that produces a violet solution in 

ethanol, whose intensity is monitored optically 

[51], [52]. 0.1, 0.5,1.0 and 5.0 mg/mL DPPH 

solutions in ethanol, and 1.0, 5.0 and 10.0 mg/mL 

ascorbic acid prepared in ethanol were used to 

draw standard graphic. All the tested extracts 

were used as 1/10th and 1/100th dilutions of the 

stock to reveal antioxidant capability.  

2.5. Cell Culture and Cell Viability Assay 

Triple negative MDA-MB-231 breast cancer cells 

were grown in Dulbecco’s Modified Eagle’s 

Medium (DMEM) containing 10% fetal bovine 

serum (FBS), 1% non-essential amino acid 

(NEAA), 0.1% penicillin/streptomycin, and 0.01 

mg/mL human insulin. The cells were incubated 

at 37°C in a humidified 5% CO2 incubator. The 3-

(4,5-dimethylthiazol-2-yl)-2,5-diphenyl 

tetrazolium bromide (MTT) assay was performed 

to analyze cytotoxic effects of the extracts. 104 

MDA-MB-231 cells/well were seeded in 96-well 

plates and grown for 24 h. The cells were exposed 

to each test extract at different concentrations 

(0.25, 0.5, 1, 2.5, 6.25, 12.5, 25 mg/mL) and 

incubated for 24 h. After extract treatment, 0.5% 

FBS and 0.5 mg/mL MTT containing DMEM was 

added and incubated for 4 h at 37°C. Formazan 

crystals were dissolved in 40 mM 

HCl/isopropanol and 3% SDS, and the optical 

density was measured at 570 nm using Multiskan 

Go (Thermo Scientific). IC50 values were 

calculated using GraphPad Prism software. 

2.6. Gene Expression Analysis 

Subconfluent MDA-MB-231 cells were treated 

with Mistel extract at doses of IC50 values for 24 

h. GeneJET RNA Purification Kit (Thermo 

Scientific) was used for RNA isolation and DNase 

treatment was performed for 30 min at 37°C. 

RevertAid First Strand cDNA synthesis kit 

(Thermo Scientific) was used to convert total 

RNA (2 μg) into cDNA according to instructions. 

qPCR reaction mixture was prepared with 10 μL 

of SYBR Green (Biorad), 1 μL of forward and 

reverse primer (5 μM), 1 μL of cDNA and 7 μL of 

dH2O were. Primer sequences were as follows: 

human Bax: forward 5’-

CCCGAGAGGTCTTTTTCCGAG-3’, reverse 

5’-CCAGCCCATGATGGTTCTGAT-3’, human 

Bcl-2: forward 5’-

GGTGGGGTCATGTGTGTGG-3’, reverse 5’-

CGGTTCAGGTACTCAGTCATCC-3’, human 

GAPDH (internal reference gene): forward 5’-

GGAAGGTGAAGGTCGGAGTC-3’; reverse 

5’-AACATGTAAACCATGTAGTTGAGGT-3’. 

Amplifications were carried out in Rotor Gene-Q 

(Qiagen) with denaturation at 95°C for 5 min and 

40 cycles of denaturation at 95°C for 10 sec, 

annealing 

and elongation at 57°C for 30 sec. Relative 

transcript levels were analyzed using ΔΔCt 

method. 

2.7. Wound Healing Assay 

2.5x105 MDA-MB-231 cells were seeded into 6-

well plates and grown until confluency. The next 

day, the cells were treated with 10 µg/mL 

mitomycin for 2 h to inhibit cell proliferation and 

then a wound was formed with a 200 µL pipette 

tip on the monolayer. The cells were treated with 

Mistel extract at IC50 value. The images of the 

wound were obtained after 24 h and 48 h 

incubation periods using an inverted microscope 

(Leica). Wound width was measured for analysis. 

Statistical analysis 

Data were subjected to Analysis of Two-way 

ANOVA using GarphPad Prism. Means were 

separated from each other by Bonferroni post-

tests (p<0.05). The analysis was performed in 

triplicate. 
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3. RESULTS AND DISCUSSION

 

Table 1 GC-MS characterization of the extracts. Molecules given in the table were chosen based on 90% or higher 

similarity.

Extract Identified molecule (similarity%) 

Elecampane 1-Dodecene (97);  ylangene (98); Copaene (98); Caryophyllene (99); Neoisolongifolene (95); 

2(4H)-Benzofuranone, 5,6,7,7a-tetrahydro-4,4,7a-trimethyl- (98); trans-Caryophyllene (95); 

Hexadecane (96); 1-Hexacosene (95); Squalene (99); 3-Hexenoic acid, (E)- (91); Nerolidol 2 (91); 

Caryophyllene oxide (91); Selina-6-en-4-ol (91); Cycloheptane,4-methylene-1-methyl-2-(2-

methyl-1-propen-1-yl)-1-vinyl (91); 11,11-Dimethyl-spiro[2,9]dodeca-3,7-dien (90); 4',5-

Dihydroxy-7-methoxyflavanone (91) 

Mistel 1-Dodecene (96); methyl linoleate (99); alpha-linolenic acid (95); 9-Tricosene, (Z)- (96); 

Heptadecane (97); 9-Octadecenamide, (Z)- (98); Eicosane (96); Pentacosane (96); Octadecane 

(96); Octacosane (98); Nonacosane (99); Vitamin E (99); Beta.-Sitosterol (96); 1-Di(t-

butyl)silyloxypropane (90); 1-(2-hydroxy-4,6-dimethoxyphenyl)ethanone (90); 3,5,7-Trimethyl 

[1,2,4] triazolo [1,5-a]pyrimidinium-2-thiolate (90); Phytol (91); 3,10,10-trimethyl-6-methyliden-

1-oxa-spiro(4.5)dec-3-ene (91); 6-fluoro-4,6-cholestadien-3-ol (91);  

Black  

Radish Seeds 

1-Dodecene (98); 1-Hexadecene (95); Oleic Acid (95); 2(1H)-Naphthalenone, octahydro-4a- (95); 

Squalene (98); Gamma-Tocopherol (95); Gamma-Sitosterol (97); 2,6-dimethyl-3-

(methoxymethyl)-p-benzoquinone (90); Dimethyl-(1,2,3,4,5,6,7,8-octahydro-carbazol-9-yl)-

amine (90); 1-Oxaspiro[2.5]octane, 5,5-dimethyl-4-(3-methyl-1,3-butadienyl)- (93); 1,2-

Longidione (91); Diepicedrene-1-oxide (91); Lup-20(29)-en-3-ol, acetate, (3.beta.) (91); Pyridine-

3-carboxamide, oxime, N-(2-trifluoromethylphenyl) (90); Campesterol (91) 

 

3.1. Phytochemical profile (Volatile 

compounds content) 

GC-MS results revealed that all three extracts do 

not have many molecules in common while 

characteristic molecules for each extract were 

more common. Elecampane extract gave 

sesquiterpenoids and furanone that show strong 

biological activities. For example, copaene shows 

strong anti-oxidant and anti-genotoxic effect [52] 

while caryophyllene can alter 

PI3K/Akt/mTOR/S6K1 and STAT3 to inhibit 

cancer growth and increase apoptosis in different 

cancers [53]. Similarly, presence of squalene, 

ylangene, β-caryophyllene oxide and trans-

nerolidol are strong resource for antioxidant [54] 

and anti-cancer source [55] including breast 

cancer [56]. Besides, presence of benzofuranone 

derivatives [57] gave strong anticancer capability 

of elecampane extract. A similar chemical content 

from guava leaves extract showed regulatory 

effect on AKT/mTOR/ribosomal p70 S6 kinase 

(S6K1) and MAPK to suppress cancer growth for 

prostate cancer [58]. Extracts containing 4',5-

Dihydroxy-7-methoxyflavanone gave potent anti-

proliferation activity for human breast, colon and 

melanoma cell lines [59]. 

 

3.2. Phenolic Compouns Content 

 

According to the data obtained from the 

determination of phenolic compounds, chloregic 

acid, hyperoside and protocathuic acid were 

found high in elecampene and mistel plants. In 
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addition, quercetin ratio (125.73 µg/g DW) in 

elecampene plant was higher than mistel plant and 

black radish seed. The reason why quercetin has 

various biological activities is that it has 

antioxidant properties [60]. With the depletion of 

this molecule, a link has been found between 

reducing the risk of cancer and cardiovascular 

diseases. These findings indicate that this 

phenolic compound can be used as a protective 

nutraceutical compound [61]. The amount of 

sinapic acid (43.70 µg/g DW)  in black radish 

seed is higher than elecampene and mistel (Table 

2). 

 

 
 

 

Figure 1 LC-MS/MS chromatograms of phenolic compounds. A: Total chromatogram, B: Elecampene, C: Mistel, 

D: Black radish seed. Chromatogram peaks:1:Protocathuic acid, 2:Chlorogenic acid, 3:2,5 Dihydroxybenzoic acid, 

4: Hyperoside, 5: Quercetin, 6: 4-Hydroxybenzoic acid, 7: Sinapic acid. 
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Table 2 Phenolic compound content of Elecampane, Mistel and Black Radish Seed 
Data represents the means ± SE, *, p ˂ 0.05, nd:not detected., Rt: retention time of phenolic compounds, DW: Dry weight 

 

 

The great interest in phenolic compounds has 

been rapidly grown in recent years, due to the 

increased evidence of their attractive nutritional 

properties on human health. Phenolic compounds 

have high antioxidant activity, and the 

consumption of food with abundant phenolic 

compounds might reduce the risk of coronary 

heart disease, certain types of cardiovascular 

disease and cancer [62]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.3. Antioxidant Test Results 

Ascorbic acid (AA) at 10 mg/mL concentrations 

were used as a reference reducing agent in DPPH 

assay as described elsewhere [63]. Antioxidant 

activity of the extracts were calculated as 

percentage decrease in DPPH absorbance 

(Equation 1). 

Phenolic compound Elecampene Mistel Black Radish Seed 

Rt µg/g DW Rt µg/g DW RT µg/g DW 

Gallic acid 8.816 1.23±0.08 8.833 7.29±0.18* 8.825 0.12±0.00 

Protocatechuic acid 10.643 46.21±1.18** 10.643 22.45±0.38** 10,634 9.24±0.50* 

3,4-Dihydroxyphenylacetic acid 10.981 0.54±0.03 10.981 0.32±0.03 10.914 0.07±0.05 

Pyrocatechol 11,124 0.27±0.03 11.074 0.23±0.06 11.049 0.22±0.01 

(+)-Catechin 11.286 0.06±0.02 11.444 0.23±0.02 11.319 0.27±0.02 

Chlorogenic acid 11.735 844.82±15*** 11.727 173.79±7.11*** 11.727 1.05±0.01 

4-Hydroxybenzoic acid 12.198 13.86±0.06* 12.181 4.12±0.08 12.189 17.53±0.25** 

2,5-Dihydroxybenzoic acid 12.366 64.11±0.6*** 12.391 1.34±0.12 11.954 0.36±0.03 

(-)-Epicatechin 12.428 0.02±0.01 12.512 0.03±0.00 12.369 1.08±0.07 

Vanillic acid 12.608 4.48±.0.09 12.583 2.58±0.08 12.617 1.23±0.11 

Caffeic acid 12.699 9.90±0.20* 12,658 5.56±0.25* 12.683 0.68±0.06 

Syringic acid 12.806 0.84±0.01 12.790 2.51±0.05 12.748 0.20±0.01 

3-Hydroxybenzoic acid 12.97 0.24±0.01 12.97 0.14±0.02 12.962 0.15±0.00 

Vanillin 13.148 0.25±0.02 13.131 1.33±0.02 13.148 1.26±0.17 

Verbascoside 13.492 0.07±0.00 13.492 0.07±0.00 13.459 0.04±0.00 

Taxifolin 13.745 7.80±0.18* 13.745 0.04±0.01 13.628 nd 

p-Coumaric acid 13.859 0.14±0.02 13.834 7.00±0.30* 13.859 12.49±0.6** 

Ferulic acid 13.998 0.21±0.01 13.958 3.15±0.11 13.973 3.65±0.12* 

Sinapic acid 14.039 0.07±0.00 13.873 0.31±0.02 13.881 43.70±08** 

Luteolin 7-glucoside 14.247 0.27±0.06 14.23 0.12±0.02 14.304 nd 

Hesperidin 14.452 21.97±0.18** 14.411 23.23±0.42** 14.444 0.22±0.01 

Hyperoside 14.487 59.49±3.20*** 14.687 20.73±0.38** 14.512 0.07±0.00 

Rosmarinic acid 14.498 2.12±0.05 14.632 0.42±0.03 14.514 0.11±0.00 

Apigenin 7-glucoside 14.705 4.67±0.15 14,81 0.15±0.00 14.738 0.16±0.00 

Pinoresinol 15.001 1.24±0.02 14.984 6.28±0.40* 14.825 0.44±0.02 

Eriodictyol 15.127 1.05±0.11 15,103 0.72±±0.01 15.12 0.01±0.00 

2-Hydroxycinnamic acid 15.171 0.06±0.02 14.76 0.06±0.00 15.222 0.09±0.01 

Quercetin 15.611 125.73±6.00*** 15.635 3.26±0.02 15.603 0.23±0.01 

Luteolin 15.825 29.43±0.33** 15.816 0.41±0.03 15.833 nd 

Kaempferol1 16.138 6.54±0.30* 16.155 0.10±0.01 16.138 0.46±0.03 

Kaempferol 16.138 15.90±0.09** 16.262 nd 16.138 nd 

Apigenin 16.251 4.50±0.09 16,276 0.40±0.02 16.276 nd 
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 % 𝑅𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 =  [
(𝐴𝑏𝑠0−𝐴𝑏𝑠𝑖)

𝐴𝑏𝑠0
]𝑋100   (1)

  

where Abs0 refers to the absorbance of DPPH at 

0 µM vitamin C concentration and Absi is the 

absorbance of remaining DPPH (unreduced) 

absorbance at the tested vitamin C concentration. 

Elacampane extract revealed the highest 

antioxidant activity as 0.5 mg/mL extract reduced 

DPPH that is equivalent to 1 mg/mL AA mediated 

DPPH reduction. Mistel extract at 10 mg/mL 

reduced DPPH that is equivalent to 1 mg/mL AA 

mediated DPPH reduction while black radish seed 

extract at 10 mg/mL did not provide a meaningful 

reduction of DPPH within 3-min assay period.  

3.4. Cell Viability 

MTT analysis was performed in order to 

determine the cytotoxic effects of elecampane, 

mistel and black radish seed extracts on MDA-

MB-231 cells. There was an inverse correlation 

between elecampane concentration and cytotoxic 

effect on MDA-MB-231 cells. The highest 

cytotoxic activity of elecampane extract was 

observed at the lowest tested concentration 

(Figure 2). For detailed analysis of elecampane 

extract, 0.25, 0,5 and 1 mg/mL concentrations 

were also evaluated with MTT analysis. The 

highest cytotoxic activity of elecampane extract 

was detected at 1 mg/mL concentration. The 

cytotoxic activity has decreased whether the 

elecampane concentration is lower or higher than 

1mg/mL (Figure 3). This trend has been 

overwhelmingly reported for flavonoid extracts, 

where they behave as antioxidants and pro-

oxidants depending on the concentration and 

physiological conditions [64]. It is possible that 

the elecampane extract behaved like flavanoids. 

Mistel extract showed the highest reduction in 

MDA-MB-231 cell viability (92%) at 12.5 

mg/mL concentration (Figure 2). IC50 values of 

mistel treatment were calculated as 4.84 mg/m L 

for 24 h and 3.5 mg/mL for 48 h. Mistel extracts 

had higher amount of fatty acid and fatty acid 

esters as shown in Table 1. Methyl linoleate and 

9-octadecenamide were reported as antioxidants 

[65,66]. Beta-sitosterol has anticancer properties 

against  wide range of cancers such as breast 

cancer, prostate cancer, colon cancer, lung cancer, 

stomach cancer, ovarian cancer, and leukemia 

[67]. Vitamin E  has also anticarcinogenic 

activities [68]. These compounds present in mistel 

extract might synergistically reduce MDA-BM-

231 cell viability.  Radish extract did not have 

cytotoxic effect against MDA-MB-231 cells 

(Figure 2). 
   
 

 

 

 

Figure 2 MTT results. MDA-MB-231 cells were treated with extracts at different concentrations for 24 h (A) and 

48 h (B). Data represents the means ± SE, *, p ˂ 0.05. 
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Figure 3 Concentration dependent cytotoxicity of Elacampane extract on MDA-MB-231 cells. The cells were 

treated with Elecampane extracts at different concentrations for 24 h and 48 h. Data represents the means ± SE, *, p 

˂ 0.05. 

3.5. Apoptotic Marker Gene Expression 

 

Apoptosis is a programmed cell death mechanism 

that eliminate dysfunctional cells. Evasion of 

apoptosis is one of the hallmarks of cancer cells 

[1]. Apoptosis can be triggered by various 

intracellular and extracellular stimuli, and many 

anticancer drugs target apoptosis. In mammals, 

there are two main apoptosis pathways, 

mitochondria-mediated (intrinsic) and death 

receptor-mediated (extrinsic). DNA damage, 

oxygen deficiency, and oxidative stress stimulate 

the initiation of the intrinsic pathway. When the 

intrinsic pathway is activated, the permeability of 

the mitochondria is increased and cytochrome-c is 

released into the cytoplasm. This pathway is 

regulated by B-cell lymphoma 2 (Bcl-2) family 

proteins. Bcl-2 family proteins are divided into 

two groups; pro-apoptotic and anti-apoptotic 

proteins. Pro-apoptotic proteins initiate apoptosis 

by inducing cytochrome-c release while anti-

apoptotic proteins inhibit cytochrome-c release 

[69].  

 

 
 

Figure 4 Apoptotic markers. MDA-MB-231 cells 

were treated with Mistel extract at IC50 concentration 

(3.5 mg/mL) for 48 h. Marker gene expressions were 

analyzed by qPCR. *, p< 0.05. 

In order to analyze whether mistel extract 

treatment induce apoptosis on MDA-MB-231 

cells, pro-apoptotic marker gene (Bax) and anti-

apoptotic marker gene (Bcl-2) levels were 

analyzed by qPCR. Bax levels were not changed, 

however, there was a significant decrease in Bcl-

2 level (45%) with mistel extract treatment 

(Figure 4). Increased Bax/Bcl-2 ratio (1.76) has 

demonstrated that apoptosis of MDA-MB-231 is 

stimulated with mistel extract treatment. 

Compounds found in mistel extract beta-sitosterol 

and vitamin E has been associated with apoptosis 

induction in several studies. Beta-sitosterol has 

been shown to inhibit proliferation and stimulate 
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apoptosis of MCF-7 and MDA-MB-231 breast 

cancer cells [67,70,71]. In vitro and in vivo studies 

have proven the pro-apoptotic effect of T3, a 

compound from vitamin E family, on several 

cancer types as breast, prostate, lung, bladder, 

liver, colorectal and pancreas [72,73]. The 

apoptosis induction observed with mistel extract 

treatment on MDA-MB-231 cells might be due to 

combined pro-apoptotic effect of beta-sitosterol 

and vitamin E.  

3.6. Wound Healing Assay 

 

Figure 5 Effect of Mistel extract treatment on cell migration. MDA-MB-231 cells were treated with Mistel extract 

at IC50 concentration for 48 h. The images were obtained with inverted microscope. Cell migration was quantified 

according to relative distance in each wound. 

 

Cancer cell migration is necessary for 

development of malignancies. Metastasis begins 

when cancer cells in the primary tumor site cross 

the extracellular matrix and join the blood vessels 

and lymph system and spreads out to the body. 

Wound healing assay was performed to analyze 

whether mistel extract treatment can inhibit 

MDA-MB-231 cell migration. For the control 

group, approximately 40% and 60% of wound 

closure was achieved after 24 h and 48 h 

respectively. Migration capacity of the MDA-

MB-231 cells were decreased with mistel extract 

treatment compared to control group for both time 

points (Figure 5). Several studies have 

demonstrated that vitamin E family derivatives 

inhibit cancer cell migration. T3 has been reported 

to reduce migration of non-small-cell lung 

carcinoma cells and gastric cancer cells based on 

wound healing assay  [73,74]. γ-Tocotrienol has 

significantly reduced migration and invasion of 

mammary cancer cells by inhibiting 

Rac1/WAVE2 signaling pathway [75]. It is 

suggested that vitamin E found in mistel extract 

might be responsible for the inhibition of MDA-

MB-231 cell migration. 

 

4. CONCLUSION 

Natural compounds exert anticancer effect by 

regulating cell cycle, triggering apoptosis, and 

stimulating various signaling pathways. Current 

chemotherapy agents target both cancer and 

normal cells. Plant-derived natural compounds 

reduce the side effects of cancer treatment. In this 

study, we identified biochemical components of 

elecampane, mistel and black radish seed and 

investigated the anticancer activity of these 

extracts on MDA-MB-231 breast cancer cells.  

Mistel and elecampane extracts decreased the 

percentage of viable MDA-MB-231 cells. The 

increased Bax / Bcl2 ratio after mistel treatment 

has indicated that MDA-MB-231 cell death is 

induced by apoptosis. Besides, mistel extract 

treatment inhibit the MDA-MB- 231 cell 

migration. The observed anticarcinogenic 
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properties might be due to the presence of 

bioactive compounds such as methyl linoleate and 

9-octadecenamide, beta-sitosterol and Vitamin E. 

These findings have suggested a new biological 

activity for mistel extracts. 
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Effects of Climate Change on Distribution Areas of Formerly Endemic Plant 

Species Campanula lyrata Lam. 

 

Behlül GÜLER*1 

 

Abstract 

Species distribution models (SDMs) are useful tools for future potential distribution patterns of 

species in the face of climate change. Turkey is expected to be affected considerably from 

climatic change i.e., up to 6°C increase in temperature and 50% decrease in precipitation by 

2070. Therefore, there is an urgent need for conservation and management practices for future 

patterns of species. It is aimed current and future (using CMIP5 projected to 2070) potential 

distribution areas of Campanula lyrata Lam., which is formerly an endemic species. To do this, 

presence-only data was used, which is obtained from the Global Biodiversity Information 

Facility (GBIF). Bioclimatic data from was downloaded from WorldClim dataset with 10 km2 

resolution. Species distribution modelling was performed using R program. Two regression 

techniques and two machine learning techniques namely Generalized Linear Models (GLMs), 

Generalized Additive Models (GAMs), Support Vector Machine (SVM) and Random Forest 

(RF), were used, respectively. The bootstrapping method as partitioning resampling was also 

used for all analysis. Considerably high model performances as well as AUC values for all 

possible models were found. Significant range shifts between current and future climatic 

conditions were found. The most relevant relative importance variables were precipitation 

seasonality and precipitation of the wettest month. This study reveals the importance of the 

future distributional areas of species. 

Keywords: Biology, Botany, Vascular plant, Species distribution models. 

 

1. INTRODUCTION 

Climatic change is one of the most important 

environmental issues in the world. Future 

projections for climatic events reveal that 

considerable increase in global temperature, 

decrease in precipitation and a rise in extreme 

weather events is expected. [1]. Therefore, 

distribution patterns of the biological organisms 
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are also expected to change [2]. Biodiversity loss 

may occur [3] and therefore ecosystem functions 

might be affected [4]. Projections for distribution 

areas based on changing global environmental 

conditions clearly contribute to conservation 

strategies for the biological organisms [5]. 

According to projections Turkey is expected to be 

significantly affected by climate change [6]. It is 

expected that precipitation will be decreased by 
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up to 50% by 2070 projections. Temperatures will 

also increase by up to 6°C according to the 2070 

projections based on HadGEM2-ES/RCP 8.5 

scenario [6, 7]. The future trend towards 2100 

continues up to 5°C based on ICTP-RegCM3 

climate projections [8]. 

Species distribution models (SDMs) are based on 

statistical inferences and powerful tools for 

investigating potential distribution patterns of 

current and future times [9]. In general presence-

only data, presence-absence and abundance data 

are used for SDMs as species patterns data, while 

a line of environmental data is used as explanatory 

data [10]. A number of machine learning methods 

such as MAXENT, Artificial Neural Networks 

(ANN), Genetic Algorithm for Rule set 

production (GARP), Boosted Regression Trees 

(BRT), Gradient Boosting Machines (GBM), 

Random Forest (RF) and Support Vector 

Machines (SVM), and regression methods such as 

Generalized Linear Models (GLMs), Generalized 

Additive Models (GAMs) and Multivariate 

Adaptive Regression Splines (MARS) are used in 

SDMs statistical inference. These methods could 

be performed using the sdm [11], MaxEnt [12], 

DOMAIN [13], BIOCLIM [14]. 

Biological organisms are considerably affected by 

climate change. In particular, plants and plant 

communities are significantly affected by 

changing weather events. These effects strongly 

depend on the type of climatic event climatic 

event type and its magnitude [15]. The effects of 

climate can be as follows: negative effects on 

community stability [16], extinction of species 

and plant communities [17], permanent changes 

on community [18], effects on individuals [16], 

shifts on ecotones [19], negative effects on 

amount of photosynthesis, productivity, carbon 

uptake, biotic interactions such as fine scale 

community assembly and functionality [20]. 

Vascular plant diversity in Turkey is quite rich in 

terms of richness for taxa [21]. Geological and 

topographical diversity have resulted in a diverse 

ecosystem for vascular plants. In addition to this 

Turkey has considerable mountainous regions, 

and therefore it results in unique habitats for 

endemic species richness [21-23]. At the same 

time, Turkey is dramatically affected from the 

climate change [8]. However, future response of 

the species and communities in Turkey still 

remain unclear. Since there may be numerous 

responses of the species, it should be taken into 

account to get more information about future 

responses of species as well as communities.  

Campanula lyrata, which I investigated to species 

distribution modelling in this study, belongs to the 

Campanulaceae family. It is a hemicriptophyte 

herbaceous vascular plant species, which mostly 

grows in stony places, cliffs, river banks. It is a 

biennial or perennial species and flowering period 

is between April and July. It could grow up to 50 

cm tall and up to 1700 m elevation. Campanula 

lyrata is formerly an endemic species as reported 

in Flora of Turkey [24, 25, 26] as Campanula 

lyrata subsp. lyrata. It distributes across most 

sub-regions of Western Turkey. However, it is no 

longer endemic in the current Plant List of Turkey 

[21]. Therefore, I aimed to reveal current and 

future potential distribution areas of Campanula 

lyrata, which is projected to 2070 in this study. 

2. MATERIALS AND METHODS 

2.1. Data compilation 

I searched for occurrence data of Campanula 

lyrata from the Global Biodiversity Information 

Facility (GBIF, https://www.gbif.org/, accessed 

on February 2021). It resulted in 283 records in 

GBIF. The basis of the records was fossil 

specimen 1, human observation 29, living 

specimen 3, preserved specimen 247 and 3 

unknown. I extracted geolocated occurrences, 

which was finally resulted in 127 occurrences. I 

performed further analysis using geolocated 

occurrences.  

I downloaded 19 bioclimatic variables from 

WorldClim database [27-28] with 10 km2 spatial 

resolution. These variables were: bio1, Annual 

Mean Temperature; bio2, Mean Diurnal Range 

(Mean of monthly (max temp - min temp)); bio3, 

Isothermality (bio2/bio7) (×100); bio4, 

Temperature Seasonality (standard deviation 

×100); bio5, Max Temperature of Warmest 

Month; bio6, Min Temperature of Coldest Month; 

bio7, Temperature Annual Range (bio5-bio6); 
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bio8, Mean Temperature of Wettest Quarter; 

bio9, Mean Temperature of Driest Quarter; bio10, 

Mean Temperature of Warmest Quarter; bio11, 

Mean Temperature of Coldest Quarter; bio12, 

Annual Precipitation; bio13, Precipitation of 

Wettest Month; bio14, Precipitation of Driest 

Month; bio15, Precipitation Seasonality 

(Coefficient of Variation); bio16, Precipitation of 

Wettest Quarter; bio17, Precipitation of Driest 

Quarter; bio18, Precipitation of Warmest Quarter; 

bio19, Precipitation of Coldest Quarter. 

2.2. Data analysis 

Before starting the distribution modelling, I 

performed multicollinearity analysis among 

bioclimatic variables. I detected multicollinearity 

using Variance Inflation Factor [29] through a 

stepwise procedure. I limited the current 

distribution range including European terrestrial 

zone by cropping the map and therefore limiting 

the area (as same range in Fig. 2a) to be able to 

obtain more effective collinearity results. 

Multicollinearity analysis showed that 12 

variables from the 19 input variables had 

collinearity problem. Therefore, VIFs of the 

remaining variables were without collinearity: 

bio2, 3.81; bio4, 2.01; bio8, 1.41; bio9, 4.91; 

bio14, 4.42; bio15, 2.54; bio19, 2.95. 

Before fitting the model, I created pseudo-

absences on the data. To do this I created 1000 

geographically random selected pseudo-absences. 

Thus, I turned data into presence-background data 

then presence-only data. Regarding species 

distribution modelling, I fitted four methods 

namely Generalized Linear Models (GLMs), 

Generalized Additive Models (GAMs), Support 

Vector Machine (SVM) and Random Forest (RF). 

Each model was evaluated using 10 runs of 

bootstrapping replications taking 30 percent as a 

testing data in terms of partitioning methods.  

Regarding prediction I fitted both current and 

future projected analysis. I fitted current potential 

distribution with ensemble using weighted 

averaging based on TSS statistic and set optimum 

threshold criterion as 2 optimization thresholds. 

For the future projection I used bioclimatic 

(CMIP5) for the year of 2070 as a resolution of 10 

km2. I ensembled this data as the same method 

with current data. Further, I revealed 

distributional change between current and future 

model based on probability of occurrence. I 

obtained mean variable importance (and 

confidence interval) for multiple models based on 

training dataset. Furthermore, I evaluated the 

results of each fitted model using accuracy and 

thresholds. I used the mean values of the 

thresholds as a parameter to determine extinction, 

persistence and colonization. I performed the 

analysis using R program [30]. I used 

reproducible and extensible sdm method [11] for 

species distribution modelling. 

Receiver operating characteristic (ROC) curve is 

used for evaluation the performance of the models 

using area under the curve. This is calculated from 

the specificity (false-positive error) rate and the 

sensitivity (true positive rate) on the x and y axis, 

respectively [31]. The AUC values are important 

to understand model performances. In general, 

high performance models have >0.9 AUC, 

moderate performance models have 0.7–0.9 AUC 

and poor models 0.5–0.7 AUC values [31]. 

However, 0.8 AUC value is a critical threshold for 

a model, which could be considered a necessary 

value [32]. 

3. RESULTS 

All four models result in high accuracy values, 

which range from 0.98 to 0.99 (Table 1). The 

results show four models successfully processed 

and provide considerable patterns. The 

correlation of the models ranges from 0.91 to 

0.95, while TSS values from 0.95 to 0.98. GLMs, 

GAMs and RF models have higher accuracy 

values than SVM model. ROC-AUC curves using 

specificity and sensitivity values of four models is 

presented in Figure 1. These curves show that all 

models have quite high AUC values in terms of 

both training and testing data. Training AUC 

values is always higher than testing AUC as 

expected. However, the difference between 

training and testing data is slightly higher in 

GLMs, GAMs and SVM than RF. Since I used 

30% as a bootstrapping partition testing data is 

almost predicted in RF as much as training data. 

This pattern is clearly an effect of model 
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performance. Predictions for current time and the 

future time as for the year 2070 is presented 

Figure 2a, b. Projected distributions of 

Campanula lyrata differs from current 

distribution especially across the Europe as well 

as in West America. The change of distribution, 

which is presented Figure 3, clearly shows that the 

species have potential to distribute not only in 

Europe and the America’s but also Africa and on 

Asian continents. Figure 4 presents the potential 

areas of colonization and extinction for 

Campanula lyrata based on mean values of 

thresholds. Relative Variable Importance (RVI) 

of four models in terms of bioclimatic variables 

are presented in Figure 5. However, these 

variables are used after the multicollinearity 

check for the analysis. 

 

Figure 1 ROC-AUC curves of four models which bootstrapping method is used. The models are Generalized 

Linear Models (GLMs), Generalized Additive Models (GAMs), Support Vector Machine (SVM) and Random 

Forest (RF).

Table 1 Mean performance of the fitted models using 

bootstrap partitioning (Generalized Linear Models 

(GLMs), Generalized Additive Models (GAMs), 

Support Vector Machine (SVM) and Random Forest 

(RF)). 

Methods AUC COR TSS Deviance 

GLMs              0.99 0.91 0.95 0.29 

GAMs              0.98 0.91 0.96 0.82 

SVM              0.99 0.92 0.96 0.11 

RF              0.99 0.95 0.98 0.06 

4. DISCUSSION 

Four models in my analysis have quite high AUC 

values. GAMs model has slightly lower 

performance than GLMs, SVM and RF. However, 

correlation of RF was the highest while deviance 

is the lowest. 

Current potential distribution of Campanula 

lyrata is mostly in the Mediterranean climate zone 

in Anatolia. It has slightly greater distribution in 

Aegean region than along the Mediterranean 

seashore. There is also some distributional range 

from southeast Anatolia to Mesopotamia. For the 

future time distributional patterns are rather 

similar to those along the Mediterranean seashore 

and to Mesopotamia. However, it considerably 

increases in mid and north Aegean parts and the 

Marmara region. This shows a clear increase in 

south Turkey to north Turkey. With regard to 

Europe, a strong increase of distribution potential 

is in West Spain. Following this pattern 

distribution areas increase in Greece, Italy and 

Croatia as well as partly rise across Europe. In 

addition, few areas appear for potential 

distribution in the west part of the Caspian Sea. 

Regarding global scale distribution areas 
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considerably increase in west America as well as 

India and mid Africa. No significant pattern 

appears except from this area across five 

continents. Regarding colonization potential of 

Campanula lyrata. It occurs in the areas ranged 

from west America to Asia including Australia. 

However, extinction appears in the region of 

northern pole and especially Greenland.   

Regarding relative importance variables GLMs 

model result with annual mean temperature, 

minimum temperature of coldest month, mean 

temperature of warmest quarter, mean 

temperature of coldest quarter, precipitation of 

wettest quarter performed best. GAMs result with 

the best variables are temperature seasonality, 

mean temperature of warmest quarter, mean 

temperature of coldest quarter, precipitation of 

wettest quarter, temperature annual range. SVM 

model shows precipitation seasonality is 

significantly important than other variables. 

Following this, mean diurnal range, precipitation 

of wettest month, precipitation of coldest quarter 

and precipitation of warmest quarter are also 

important bioclimatic variables. According to RF 

precipitation of wettest month performed the best. 

Variables of precipitation of coldest quarter, 

precipitation seasonality, precipitation of wettest 

quarter and precipitation of warmest quarter also 

more important than other variables. Obviously, 

precipitation seasonality and precipitation of 

wettest month performed quite high performance 

than others in terms of overall variable 

importance results. 

 

Figure 2a Potential distribution of Campanula lyrata for the current time on the left side and for the future 

(projected as 2070) time on the right side across Turkey and Europe. 

 

Figure 2b Potential distribution of Campanula lyrata for the current time on the left side and for the future 

(projected as 2070) time on the right side across the world. 
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For species distribution modelling topographic 

and biotic variables as well as geologic data are 

significantly important in addition to bioclimatic 

variables. Especially biotic relations such as 

plant-plant interactions and species coexistence 

patterns constantly affect distribution modelling 

[33] as well as AUC values of the models [34]. 

During the modelling process it is important to 

select highly relevant variables by performing 

multicollinearity analysis. It might sometimes 

differ when modelling species is endemic because 

endemic species could have specific habitat 

requirements. Therefore, such an important 

predictor for an endemic species could be 

eliminated in multicollinearity analysis. This 

point needs to be considered during variable 

selection. 

 

Figure 3 Change of distribution between current and future (projected to 2070) time. 

 

Figure 4 Potential areas of colonisation (blue) and extinction (red) of Campanula lyrata.  
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Figure 5 Relative Variable Importances (RVI) of four models in terms of bioclimatic variables. 

In conclusion, I found that potential distribution 

area of Campanula lyrata is expected to be 

increase in Turkey in the future. Climate change 

would likely affect distribution of the species. 

However, regarding global scale significant 

increase does not occur. Instead, potential 

distribution areas shift from North pole to lower 

latitudes. Regarding bioclimatic variables 

precipitation related predictors play an important 

role for the distribution. Species distribution 

modelling for Campanula lyrata has revealed 

valuable information about distributional 

patterns. The method should be performed for 

various endemic species for Turkey, where the 

rate of endemic richness is quite high [21]. 
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An Adaptive Ant Colony System Memorizing Better Solutions (aACS-MBS) For 

Traveling Salesman Problem 

 

Dursun EKMEKCİ*1 

 

 

Abstract 

Choosing the optimal one among the many alternatives that meet the criteria is one of the 

problems that occupy life. This kind of problem frequently encountered by commercial 

companies in daily life is one of the issues that operators focus on with care. Many techniques 

have been developed that can provide acceptable solutions in a reasonable time. However, one 

of the biggest problems with these techniques is that the appropriate values can be assigned to 

the algorithm parameters. Because one of the most important issues determining algorithm 

performance is the values to be assigned to its parameters. The Ant Colony System (ACS) is a 

metaheuristic method that produces successful solutions, especially in combinatorial 

optimization problems (COP). The Ant Colony System Memorizing Better Solutions (ACS-

MBS) algorithm is an ACS version developed to associate the pheromone value more with the 

solution success. In this study, an Adaptive ACS-MBS (aACS-MBS) method is presented that 

updates the q0 parameter dynamically, which balances the exploitation and exploration 

activities of the ACS-MBS. The method has been tested on the traveling salesman problem 

(TSP) of different sizes, and the obtained results are evaluated together with the change in the 

q0 parameter, and the solution search strategy of the algorithm is analyzed. With the pheromone 

maps formed as a result of the search, the effect of transfer functions was evaluated. Results 

obtained with aACS-MBS were compared with different ant colony optimization (ACO) 

algorithms. The aACS-MBS fell behind the most successful solution found in the literature, by 

up to 3.83%, in large-scale TSP benchmarks. As a result, it has been seen that the method can 

be successfully applied to the COP. 

Keywords: ant colony optimization, ant colony system, ant colony system memorizing better 

solutions, adaptive ant colony system memorizing better solutions 
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1. INTRODUCTION 

One of the main factors that determine the 

performance of swarm intelligence-based 

optimization algorithms, which are generally 

designed inspired by nature, is the model that the 

algorithm imitates. In this context, the most 

similar simulation of the problem characteristic 

should be preferred in the selection of the 

algorithm. While the model in nature is designed 

as a computer algorithm, the behaviors of the 

model are determined as procedures, and the 

components that affect these behaviors are 

determined as algorithm parameters. If the model 

whose algorithm is designed is a swarm that living 

as a colony, in general, the individual activities of 

the colony members determine the exploration 

ability of the algorithm, while collective activities 

affect the exploitation ability [1]. Another factor 

affecting the success of the algorithm is the 

appropriateness of the values assigned for the 

algorithm parameters. Researchers focusing on 

metaheuristic methods in the field of operational 

research have recently developed online and 

offline techniques that determine the appropriate 

values for the control parameters of these 

algorithms. 

Ant Colony Optimization (ACO) is a swarm 

intelligence-based metaheuristic method that 

imitates the adventure of an ant colony in foraging 

and determining the shortest path between the 

food and the nest [2]. In real life, when ants, who 

leave the nest in search of food, come across a 

food source, they try to find the shortest path to 

move the food from that source to their nest. Ants 

emit an evaporating secretion called pheromone 

in the process of carrying food between the source 

and the nest, and the other ants following them 

continue their journey by following the more 

intense secretion. In this way, the shortest path is 

determined after a few tours. Even if the path used 

is no longer the shortest path due to different 

factors, this approach makes it easy for ants to 

find the shortest path. The shortest path 

determination behavior of the colony members 

participating in the food collection is illustrated in 

Figure 1. 

 

Figure 1 The shortest path finding prototype of 

artificial ants 

The synergy, based on this collective behavior of 

the ant colony, inspired the development of ACO 

algorithms with strong exploitation ability, which 

is especially successful in solving the 

combinatorial optimization problem (COP) [3]. 

Although different ACO algorithms, versions, 

and extensions have been developed concerning 

this approach, the pheromone chemical is the 

basic component for all methods [4]. An effective 

metaheuristic algorithm should provide an 

appropriate balance between maximum 

utilization of the search experience so far, and the 

exploration of relatively unexplored search 

regions. The variation in ACO algorithms is based 

on differences in the approach in managing the 

pheromone trail to reach this targeted balance. 

The pheromone level induces a probability 

distribution in the search space and determines 

which regions of the field are sampled effectively, 

in other words, in which parts of the field the 

solutions constructed are concentrated. In this 

regard, the most successful performing ACO 

algorithms use strategies where the best solutions 

found during the search strongly contribute to 

pheromone updating [3]. In line with this 

understanding, the Ant Colony Optimization 

Memorizing Better Solutions  (ACO-MBS) which 

uses "Edge Matrix" to directly correlate the 

correlation between solution components with 

solution success, was developed [5]. In the 

literature, suggestions for pheromone control [6] 

focus more on determining the evaporation rate 

[7], assigning pheromone value [8], and limiting 

the pheromone level [9]. 
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After analyzing the correlations between solution 

components correctly, it can be said that the 

second important issue affecting the algorithm 

performance is the determination of the 

pheromone trail. Because ants will continue their 

journey by considering the pheromone density in 

the environment. Within the scope of the 

algorithm, turning to the components where the 

pheromone secretion is most intense increases the 

exploitation capability of the algorithm while 

decreasing the exploration capability. In Ant 

System (AS) [10], which is the first ACO 

algorithm, the roulette wheel approach based on 

pheromone concentrations is applied for the node 

selection, while in Ant Colony System (ACS) 

[11], the q0 parameter is added to the algorithm. 

(These methods are explained in detail in the next 

section.) Although many metaheuristic methods 

use different operators for exploitation and 

exploration conformance, the ACS combines this 

balance in only one parameter. In the study, the 

Adaptive Ant Colony System Memorizing Better 

Solutions (aACS-MBS) method, which 

dynamically controlled the q0 parameter of the 

ACS-MBS, which is improved to associate the 

pheromone value of the ACS with the solution 

success more, is proposed. The method has been 

tested on the traveling salesman problem (TSP), 

which is one of the popular examples of 

combinatorial optimization problems (COP), and 

the results obtained proved that the proposed 

method increases the exploratory ability of the 

ACS. 

The remainder of the article is designed as 

follows: Section 2 describes ACO with its general 

features, the AS and the ACS. Next, the ACS-

MBS, an improved version of ACS, is explained. 

In the section, finally, the proposed method is 

introduced. In Section 3, TSP, and selected TSP 

benchmarks are explained. In Section 4, the 

results obtained with the proposed method and 

different versions of the ACO are presented. In 

Section 5, the study has been concluded in all 

aspects. 

2. BACKGROUND OF THE PROPOSED 

METHOD 

In this section, the AS algorithm that applies the 

ACO approach in its basic form, and the ACS, 

developed with the updates in the algorithm, are 

explained in detail. Later, the ACS-MBS, which 

was developed to reflect the solution success 

directly to the correlation between the 

components, and the proposed aACS-MBS 

method is introduced to update the search 

orientation of the method in the study process. 

2.1. Ant System (AS) 

The first ACO algorithm developed inspired by 

the real ant colony is the AS algorithm. The main 

steps of the algorithm, the first versions of which 

are tested on TSP, are shown in Figure 2. 

 

Figure 2 General steps of ACO 

As seen in Figure 2, in the first step, values for the 

AS parameters, and the initial pheromone levels 

are determined. For the initial solutions, to 

equalizing the selection probabilities of all 

components, initial pheromone values should be 

kept as low as 0.1 as possible [7]. 

While solutions are constructing with m 

determined artificial ants, the first item of the next 

solution is the node selected randomly. The 

solution array is then expanded by adding a node 

from the set of possible neighbors. This process 

continues until the solution is constructed. The 

node to be added to the solution array is 

determined by a probability calculation. In a 

problem that has V nodes, for the ant k which 

Dursun EKMEKÇİ

An Adaptive Ant Colony System Memorizing Better Solutions (aACS-MBS) For Traveling Salesman Problem

Sakarya University Journal of Science 25(3), 673-689, 2021 675



coming to node i, the selection probability (𝑝𝑖𝑗
𝑘 ) of 

node j is determined by (1). 

𝑝𝑖𝑗
𝑘 =

(𝜏𝑖𝑗)
𝛼

(𝜂𝑖𝑗)𝛽

∑ (𝜏𝑖𝑢)𝛼(𝜂𝑖𝑢)𝛽
𝑢∊𝑉𝑖

𝑘  
                                        (1) 

In (1), τij represents the pheromone level between 

i-j, and 𝑉𝑖
𝑘 represents the possible nodes that ant k 

can visit after node i. δij is the distance between i-

j and ηij is the inverse of this distance (1/δij). α and 

β are the heuristic parameters of the algorithm. 

After solutions are constructed, some problem-

specific calculations may be required before 

pheromone updates. These operations, called 

"daemon actions" are operations that facilitate 

local search. In the pheromone updating process, 

firstly the pheromone levels between the 

components are evaporated at the set ratio, and 

then the pheromone is added between the 

components in proportion to the solution success 

the ants obtain [12]. For these operations, (2) is 

used. 

𝜏𝑖𝑗 ← (1 − 𝜌). 𝜏𝑖𝑗 + ∑ 𝛥𝜏𝑖𝑗
𝑘𝑚

𝑘=1                           (2) 

In (2), ρ is the evaporation rate assigned in the 

range of (0, 1], and 𝛥𝜏𝑖𝑗
𝑘  is the amount of 

pheromone to be added between i-j in proportion 

to the solution cost (Lk) of the ant k. The amount 

of this pheromone to be added is calculated by (3). 

𝛥𝜏𝑖𝑗
𝑘 = {

1

𝐿𝑘
 𝑖𝑓 𝑎𝑛𝑡 𝑘 𝑢𝑠𝑒𝑑 𝑒𝑑𝑔𝑒 (𝑖 − 𝑗)

0                                  otherwise
              (3) 

2.2. Ant Colony System (ACS) 

The ACS includes the updates made for the AS 

algorithm to be greedier in generating new 

solutions. In this context, the updates are based on 

increasing the amount of pheromone between the 

components that make up the more successful 

solution and taking more consideration of the 

pheromone level in constructing solutions. 

Two alternative methods are applied in deriving 

new solutions in ACS. If the value of q randomly 

selected in the range of [0,1] is bigger than q0, the 

node j after i is determined by (1). Otherwise, the 

node who has the highest pheromone 

concentration between node i is selected. 

Pheromone updating process in ACS is divided 

into two categories: The operations in (2) and (3) 

are defined as "local pheromone update" and are 

applied for all ants in each iteration. "Global 

pheromone update" is applied with (4) for the 

most successful ant route in the iteration. 

𝜏𝑖𝑗 ← (1 − 𝜌). 𝜏𝑖𝑗 + 𝜌. 𝛥𝜏𝑖𝑗
𝑏𝑒𝑠𝑡                         (4) 

2.3. Ant Colony System Memorizing Better 

Solutions (ACS-MBS) 

The ACS-MBS is one of the ACO versions that 

developed to reflect the solution success directly 

among the components that make up the relevant 

solution array and thus establish the correlation 

between the components more accurately. While 

the algorithm takes advantage of the ACS 

transition rules, it uses transfer functions in 

pheromone updating. Compared to other popular 

algorithms of ACO for TSP, the method produced 

more successful solutions than many of the 

algorithms [5]. 

In the ACS-MBS, apart from the pheromone 

matrix (PM), an edge matrix (EM) is used. In each 

cycle, after the solutions are constructed by 

artificial ants, the values in the cells 

corresponding to the solution components in the 

EM are compared with the cost of the new 

solution. If a lower cost solution (Sm) is 

constructed by using any edge, the cell (𝐸𝑀𝑆𝑚𝑖𝑆𝑚𝑗
) 

corresponding to this edge in EM is updated as the 

new solution cost. Then the relevant update is 

reflected in the PM. If the solution obtained is the 

best one so far "global update" is applied, if not 

"local update". In local updating, firstly, the 

normalization value in the range (0.1 - 1) of the 

solution cost is calculated with (5). 

𝑛𝑜𝑟𝑚𝑎𝑙𝑆𝑚
= 1 −  

[𝑐𝑜𝑠𝑡(𝑆𝑚)−min(𝐸𝑀)]∗0.9

[𝑚𝑎𝑥(𝐸𝑀)−min(𝐸𝑀)]
            (5) 

The pheromone level of the relevant edge is 

calculated with the specified transfer function for 

the normalization value obtained by (5). The 
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pheromone update process in the ACS-MBS is 

illustrated in Figure 3. 

 

 

Figure 3 Pheromone updating process in ACS-MBS 

 

Within the scope of the algorithm, different types 

of transfer functions can be used for the 

pheromone update, depending on the problem's 

estimated solution space, problem complexity, 

and parameter characteristics. 

2.4. Proposed Method: Adaptive Ant Colony 

System Memorizing Better Solutions (aACS-

MBS) 

In AS and ACS, the amount of pheromone 

accumulated at the edges can reach values greater 

than 1, depending on the use of the relevant edge. 

In the ACS-MBS, the values in PM are limited to 

0-1. Therefore, the change in PM in each cycle 

contains more objective information about the 

searching of the algorithm. With the proposed 

method, exploitation/exploration mobility of 

ACS-MBS is followed over the change in PM, 

and the value of q0 is dynamically assigned for 

the balance between these two. 

Firstly, the total amount of change in pheromone 

levels retained in PM in each cycle is calculated 

with (6). 

𝑐ℎ𝑎𝑛𝑔𝑒 = ∑ ∑ |𝑜𝑙𝑑(𝑃𝑀𝑖,𝑗) − 𝑛𝑒𝑤(𝑃𝑀𝑖,𝑗)|

𝐷

𝑗=1

𝐷

𝑖=1

 

(6) 

Then (7) is used to determine the value to be 

assigned to the q0 parameter. 

𝑞0 = 0.8 +  𝑐ℎ𝑎𝑛𝑔𝑒 ∗ 𝐷𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛                   (7) 

Equation (7) is formed by considering the results 

of the experiments obtained with different 

parameter values. Experiments have shown that 

when values less than 0.8 are assigned for the q0 

parameter, the algorithm fails to produce good 

results, and when bigger values are assigned, the 

algorithm loses its exploration ability. For the 

algorithm not to lose its exploitation ability, the 

minimum value assigns to q0 is set as 0.8. As seen 

in (7), the value to be assigned to q0 is calculated 

by considering the amount of change in PM. The 

value calculated by (6) is multiplied by the 

number of dimensions (nodes) in the problem and 

added to 0.8. 

In this context, the aABC-MBS algorithm is 

shown in Figure 4 with its main steps.
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Algorithm: aACS-MBS 

Set parameters {α, β, Transfer Function} 
// Initialization phase 
For i=1 To m 

 Construct solution Si randomly 

End For 

Set EMi,j=max(S) 

Set PMi,j=0 

// Update EM 
For i=1 To m 

 For j=1 To n 

  If (Si < EMSi,Sj) 

   EMSi,Sj=Si 

  End If 

 End For 

End For 

// Update PM 
For i=1 To n 

 normalSn=1-(cost(Sn)-min(EM))*0.9/(max(EM)-min(EM)) 

 For j=1 To n 

  // Calculate f(normalSn) according to the transfer function 

  If (f(normalSn) > PMi,j) 

   PMi,j=normalSn 

  End If 

 End For 

End For 

While termination conditions not met do 

 For k=1 To m 

  Select node i randomly   i={1, 2, 3, …, n} 

  While solution Sk not completed 

   Select q randomly 

   If (q ≤ q0) 

    Next node=max(τi,j) 

   Else 

    Select next node according to Eq. (1) 

   End If 

   // Update EM 

   For i=1 To m 

    For j=1 To n 

     If (Si<EMSi,Sj) 

      EMSi,Sj=Si 

     End If 

    End For 

   End For 

   // Update PM and calculate the change value 

   change=0 

   For i=1 To n 

    normalSn=1-(cost(Sn)-min(EM))*0.9/(max(EM)-min(EM)) 

    For j=1 To n 

     // Calculate f(normalSn) according to the transfer function 

     If (f(normalSn)>PMi,j) 

      change =abs(PMi,j - normalSn) 

      PMi,j=normalSn 

     End If 

    End For 

   End For 

   q0=0.8+change * n 

  End While 

End While 

Output: best(S) 

Figure 4 The aACS-MBS algorithm 
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3. TSP 

As one of the most popular examples of COP, 

TSP is one of the first benchmarks in which the 

methods developed by operations researchers 

were tested. The basic principle in the problem, 

the first examples of which were put forward in 

the 1800s, is to try to obtain a closed graph with 

the shortest length. In a network model with n 

nodes to visit, the salesman starts its travel from 

any node and returns to the starting node, 

provided they visit all nodes [13]. Solution cost is 

directly dependent on route distance. Since the 

shortest Hamilton tour is searched in G(V, E) 

closed graph, where V is the set of nodes, and E is 

the set of edges between these nodes, the problem 

is in the NP-hard class [14]. The distance matrix 

(D) is associated with V, and in many instances of 

TSP the distances between nodes are symmetrical 

(dij=dji). The Euclidean formula is usually used to 

calculate distances. In this context, the total route 

cost is calculated with equation (8). 

𝑓(𝑥) = (∑ 𝑑𝑖𝑗
𝑛−1
𝑖=1 ) + 𝑑𝑛1                                  (8) 

4. EXPERIMENTAL STUDY 

The proposed method was run on the .net 

platform, coded with C # programming language, 

and on a machine with i7-5600U CPU 2.60 

processor, 8 GB RAM, and 64-bit Windows 8 

Operating System. The performance of the aACS-

MBS algorithm and its searching strategy has 

been tested on different sizes of TSP benchmarks. 

In this section, the results obtained with the 

algorithm are presented, and the analyzes are 

discussed. 

4.1. TSP Benchmarks 

The application has been tested on TSP samples 

taken from the TSPLIB library 

(http://elib.zib.de/pub/mp-

testdata/tsp/tsplib/tsp/index.html). Selected 

benchmarks are eil51, kroA100, kroA150, 

kroA200, pr299 and pr439. The numbers of nodes 

in the problems and the best results known to date 

[15] [16] are presented in Table 1. 

 

Table 1 

Selected TSP benchmarks 

Name Number of Nodes Best Result 

eil51 51 417 

kroA100 100 21282 

kroA150 150 26524 

kroA200 200 29368 

pr299 299 48191 

pr439 439 107217 

4.2. Parameter Settings 

The AS, ACS, ACS-MBS, and aACS-MBS 

algorithms have been run independently 30 times 

with a maximum cycle number (MCN) is 1000 for 

the selected test problems. For parameter settings, 

parameter analysis for the ACS-MBS was 

considered. In this context, the values in [5] have 

been assigned to the algorithm parameters. The 

parameter values assigned for the algorithms are 

shown in Table 2. 

Table 2 

Algorithm parameters 

  AS ACS ACS-MBS aACS-MBS 

Colony Size 20 20 20 20 

α 1 1 1 1 

β 5 5 5 5 

ρ 0.1 0.1 - - 

q0 0.95 0.95 0.95 - 

Transfer 

Function 
- - linear linear 

In order to analyze the searching strategy and 

convergence performance of the aACS-MBS in 

detail, the algorithm was also run by using the 

“linear”, “sigmoid” (9), and “v-shaped” (10) 

transfer functions. Transfer functions are drawn in 

Figure 5. Algorithm was run independently 30 

times with these transfer functions, and MCN was 

1000 in all experiments. 

𝑠𝑖𝑔𝑚𝑜𝑖𝑑 = 𝑓(𝑥) =
1

1+𝑒
−10∗(𝑛𝑜𝑟𝑚𝑎𝑙𝑆𝑖

−0.5)            (9) 

𝑣 − 𝑠ℎ𝑎𝑝𝑒𝑑 = 𝑓(𝑥) = {
1   𝑖𝑓(𝑥 ≤ 0.1)

𝑥3   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
          (10) 
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Figure 5 Transfer Functions 

4.3. Results 

The results obtained by the algorithm are 

presented in two categories. In the first category, 

the effect of transfer functions on the algorithm is 

analyzed. In the second category, aACS-MBS 

results are compared with solutions obtained with 

other ACO versions. 

4.3.1. Searching Strategy Analysis of aACS-

MBS 

For the best solutions obtained by aACS-MBS 

with different transfer functions, the results in 

each iteration and the current q0 values are shared 

in graphics (Figures 6-23). The figures also show 

the pheromone map that was obtained at the end 

of the searching process. 

 

 

Figure 6 Results, change of q0, and pheromone map obtained in eil51 solution with linear transfer function 

 

 
Figure 7 Results, change of q0, and pheromone map obtained in eil51 solution with sigmoid transfer function 
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Figure 8 Results, change of q0, and pheromone map obtained in eil51 solution with v-shaped transfer function 

 

 
Figure 9 Results, change of q0, and pheromone map obtained in kroA100 solution with linear transfer function 

 

 
Figure 10 Results, change of q0, and pheromone map obtained in kroA100 solution with sigmoid transfer function 
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Figure 11 Results, change of q0, and pheromone map obtained in kroA100 solution with v-shaped transfer function 

 

 
Figure 12 Results, change of q0, and pheromone map obtained in kroA150 solution with linear transfer function 

 

 
Figure 13 Results, change of q0, and pheromone map obtained in kroA150 solution with sigmoid transfer function 
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Figure 14 Results, change of q0, and pheromone map obtained in kroA150 solution with v-shaped transfer function 

 

 
Figure 15 Results, change of q0, and pheromone map obtained in kroA200 solution with linear transfer function 

 

 
Figure 16 Results, change of q0, and pheromone map obtained in kroA200 solution with sigmoid transfer function 
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Figure 17 Results, change of q0, and pheromone map obtained in kroA200 solution with v-shaped transfer function 

 

 
Figure 18 Results, change of q0, and pheromone map obtained in pr299 solution with linear transfer function 

 

 
Figure 19 Results, change of q0, and pheromone map obtained in pr299 solution with sigmoid transfer function 

 

Dursun EKMEKÇİ

An Adaptive Ant Colony System Memorizing Better Solutions (aACS-MBS) For Traveling Salesman Problem

Sakarya University Journal of Science 25(3), 673-689, 2021 684



 
Figure 20 Results, change of q0, and pheromone map obtained in pr299 solution with v-shaped transfer function 

 

 
Figure 21 Results, change of q0, and pheromone map obtained in pr439 solution with v-shaped transfer function 

 

 
Figure 22 Results, change of q0, and pheromone map obtained in pr439 solution with v-shaped transfer function 
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Figure 23 Results, change of q0, and pheromone map obtained in pr439 solution with v-shaped transfer function 

4.3.2. Comparisons 

The best and worst results obtained by the 

algorithms for test problems, the means and 

standard deviation (SD) values of the results 

obtained in 30 trials are presented in Table 3. 

Table 3 also includes the average CPU time as 

second, and the ratio of the best results to the best-

known (GAP) calculated by (11). 

𝐺𝐴𝑃 =
100∗𝑡ℎ𝑒 𝑏𝑒𝑠𝑡−𝑘𝑛𝑜𝑤𝑛

𝑡ℎ𝑒 𝑏𝑒𝑠𝑡(𝑆)
                               (11) 

The results produced by the algorithms were 

evaluated with statistical analysis. In this context, 

the Wilcoxon signed-rank method was selected to 

determine whether the difference is statistically 

significant. The value used is 0.05. The symbols 

''+'', ''='' and ''-'' indicate that the aACS-MBS 

performance is significantly “better”, “equal”, or 

“worse” than the compared algorithm, 

respectively. Notice that aACS-MBS is the 

control algorithm. 
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Table 3 

Results of the algorithms for TSP benchmarks 
    AS ACS ACS-MBS aACS-MBS 

eil51 

Best 457 444 431  426 

GAP (%) 91.25 93.92 96.75 97.89 

Worst 499 475 452 434 

Mean 477.1 461.05 440.65 430.68 

SD 13.56 9.36 6.35 2.4 

p 0.0034(+) 0.0066(+) 0.0087(+)  

Time 6.90 7.2 7.38 7.23 

kroA100 

Best 23055 21846 21282 21282 

GAP (%) 92.31 97.42 100 100 

Worst 25275 23251 21287 21695 

Mean 24313.18 22634.46 21773.73 21492.69 

SD 686.98 422.34 302.46 140.82 

p 0.16354(=) 0.05155(=) 0.03836(+)  

Time 26.02 26.47 26.27 27.56 

kroA150 

Best 30222 28936 26530 27212 

GAP (%) 87.76 91.66 99.98 97.47 

Worst 33088 30842 27798 27746 

Mean 31610.54 29736.15 27044.14 27486.39 

SD 816.96 544.06 394.9 172.42 

p 0.00001(+) 0.00084(+) 0.22363(=)  

Time 72.41 76.07 71.19 68.57 

kroA200 

Best 31844 30137 29377 29532 

GAP (%) 92.22 97.45 99.97 99.44 

Worst 34859 32060 30758 29967 

Mean 33543.95 31109.64 30108.25 29760.11 

SD 943.53 570.55 405.26 151.17 

p 0.02169(+) 0.11507(=) 0.30153(=)  

Time 121.56 125.41 120.53 119.17 

pr299 

Best 53761 54001 51242 50112 

GAP (%) 89.64 89.24 94.05 96.17 

Worst 58677 57359 53598 51073 

Mean 55639.12 55497.73 52481.16 50614.59 

SD 1552.51 1038.08 683.69 284.02 

p 0.41294(=) 0.08851(=) 0.05592(=)  

Time 361.86 365.79 357.11 353.91 

pr439 

Best 119388 121460 113690 110961 

GAP (%) 89.81 88.27 94.31 96.63 

Worst 130285 129728 119029 114112 

Mean 124467.36 125753.55 115943.09 113121.85 

SD 3163.9 2557 1732.17 669.84 

p 0.00001(+) 0.00001(+) 0.00006(+)  

Time 1051.44 1100.56 1035.79 1047.81 

 

4.4. Discussing 

When the results obtained by the aACS-MBS 

algorithm (Figures 6-23) are examined, it is seen 

that the fluctuation in the q0 value decreases as 

the problem size increases. For linear and sigmoid 

transfer functions, it can be said that the change in 

q0 has similar fluctuation as the results. When a 

better solution is constructed, the variation in PM 

increases and this is reflected in the q0 parameter. 

When the v-shaped transfer function is used, this 

fluctuation produces an impulse for q0. After 
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iterations obtaining a better solution, the q0 value 

can be reduced to its previous level. 

When pheromone maps are examined, it is seen 

that with the v-shaped transfer function, a more 

homogeneous pheromone distribution is formed 

compared to other transfer functions. When using 

the v-shaped transfer function, levels of 

pheromone trails at the edges are almost limited 

in the range of 0.8-1. Therefore, it can be 

considered that the algorithm constructs solutions 

using all edges in the searching process. 

Examining Table 3, aACS-MBS produced better 

solutions compared to other ACO variants in 4 out 

of 6 benchmarks. The algorithm has the best mean 

value in 5 out of 6 problems. aABC-MBS 

achieved a statistically significant difference in 4 

problems from AS, in 3 problems from ACS, and 

in 3 problems from ACS-MBS, however, it was 

not significantly behind in any problem. aACS-

MBS also reached the best solution in 2 problems. 

aACS-MBS has produced solutions closer to the 

best solutions in the literature, falling behind 

these results by up to 3.83%. 

Since TSP instances are NP-hard class problems, 

the larger the size of the problem, the more 

difficult it is to interpret the correlation between 

nodes. Given that the pheromone approach 

collects agents around good solutions, it can be 

more clearly understood that ACO algorithms are 

insufficient for exploration. Thus, the aACS-MBS 

is mostly failed to obtain the best solutions for 

large-scale problems. In this context, different 

transfer functions that make the exploitation-

exploration balance more effective, or different 

dynamic approaches that determine q0 can be 

developed. However, the fact that the algorithm 

results have lower mean and SD values prove that 

the algorithm can consistently generate successful 

solutions, not accidentally. 

5. CONCLUSION 

The pheromone approach, which can successfully 

analyze the correlations between solution 

components, provides an advantage to ACO 

algorithms, especially in COP solutions. 

Developing a more successful ACO version 

depends on a more accurate assignment of the 

pheromone trail and more accurate interpreting. 

Developed in parallel with this thought, ACS-

MBS makes use of transfer functions to determine 

the pheromone value. Thus, the amount of 

pheromone is limited to 0-1. In this study, a 

solution proposal that dynamically updates the 

exploitation exploration balance of ACS-MBS 

using the q0 parameter was introduced. The 

method has been tested on different sizes of TSP 

samples and has proven its applicability for COP 

solutions. 
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CFD Investigation of Different Flow Field Designs for Efficient PEMFC 

Performance 
 

Safiye Nur ÖZDEMİR1, İmdat TAYMAZ*1,  

 

Abstract 

Proton exchange membrane (PEM) fuel cell performance depends substantially on the 

geometry, configuration of the flow channels, and size. A right gas flow field pattern requires 

a homogeneous reactant distribution, low-pressure drop, and good water management. This 

paper outlines a numerical study, investigated the influence of the U-type, Z-type, and 

serpentine flow field configuration on the steady-state cell performance using the CFD 

technique ANSYS FLUENT PEMFC module. The main goal of this study focuses on a novel 

perspective for enhancing the design of the PEMFC resulting in better performance. The results 

indicate that the PEMFC with serpentine flow field configuration yields a significantly higher 

power density compared to the other designs.  

Keywords: CFD, PEM Fuel Cell, Flow Field Design, Cell Performance, MPPT 

 

1. INTRODUCTION 

High efficiency, high power density, non-high 

operating temperatures, and environmental 

adaptability advantages significantly increase 

PEMFC’s usability in the automotive industry 

compared to other fuel cells. Toyota Mirai, Honda 

Clarity, MAN Siemens, GM Opel, and Hyundai 

Nexo produce electric vehicles that run on fuel 

cell systems in the automotive industry, are a few 

of them [1]. However, some events such as 

reactant distributions, heat and mass transfer, and 

water flooding, which are directly related to the 

gas channel design, create problems in PEMFC 

[2]. Fuel cell flow field, is a main component of 

the fuel cell, which is of vital importance in the 

distribution of fuel gas and air, thermal 
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management, and removal of the water formed as 

a result of the electrochemical reaction from the 

fuel cell stack, shows diversity in the literature 

such as parallel, zigzag, pin type, serpentine and 

interdigitated design [3,4]. Figure 1 shows the 

schematic representation of the various flow 

patterns. There are lots of experimental and 

numerical studies on flow field design in the 

literature. Many studies focus on the 

improvement of reactant transport [5-7], cross-

sectional geometry and dimensions of the channel 

[8,9], the number and geometry of the blockages 

located in the flow channel [10-12]. In recent 

years, there have been many studies based on flow 

field design. Yoon, Y.G. et al. examined four 

different rib widths of the flow field structures by 

keeping the channel width constant to get optimal 
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cell performance based on experimental work. 

Increasing the flow field width results in higher 

current density regardless of full or less 

humidification. As a result of a conclusion drawn 

from this study, the best performance was 

achieved at a rib width is 0.5 mm, as narrow rib 

widths offer a wider gas flow area [13]. At first, a 

3D PEMFC model based on a steady-state regime 

was developed, investigating the effect of the 

blockage rate of the baffle plate located in the 

center of the cathode gas channel on the cell 

performance. It was found that the power density 

obtained from baffle plate with a blockage ratio of 

1 raised by 5.54 % percent compared to the 

straight flow field. In the second stage, the 

number of baffle plates is 1, 3, 5, and 7, 

respectively, and the effect of the baffle plate 

number on the power output has been examined 

in all cases the blockage rate keeping constant at 

0.8. The peak performance was achieved when 

the number of the baffle plates was 5. The net 

power increase was measured as 9.39 % 

compared to the flow field without baffle plate 

[14]. Limjeerajarus and Charoen-amornkitt 

simulated 3-D, non-isothermal PEMFC models 

with six different flow field designs based on 

ANSYS FLUENT PEMFC module to evaluate 

the cell performance and transport phenomena. 

Optimal performance was obtained in the single 

serpentine flow area while the worst performance 

was obtained in the parallel flow area. However, 

the most important defection of the single 

serpentine flow field design was that the power 

needed to meet for the pressure-drop is nearly ten 

times greater than the 3PIS (three-channel parallel 

in series) and 3S (three-channel serpentine) flow 

field designs and nearly twenty times greater than 

the 5PIS and 5S flow fields [15]. Shen et al. 

developed PEMFC with three different flow field 

structures (parallel, pressurized parallel, and 

single-serpentine) to explain that flow field 

design is a backbone that affects the fuel cell 

efficiency. Numerical simulations were carried 

out for three different flow fields at 338 K 

operating temperature and 1 atm operating 

pressure. The ratio of the Sherwood number, 

which expresses mass transfer, and the Euler 

number that describe the pressure drop, is a key 

factor in determining the fuel cell efficiency. In 

this study, the most suitable flow field design was 

found using this factor. Although the cathode gas 

flow channel of the serpentine flow field design 

has a large pressure loss, better performance was 

achieved compared to the parallel flow field [16]. 

Shimpalee et al. tested the different number of gas 

flow channels on non-isothermal PEMFC with 

200 cm² active area to investigate the reactant 

distribution and cell performance. Numerical 

simulations were realized using a commercial 

solver STAR-CD to specify and compare the 

current density distribution, membrane water 

content, and temperature distributions. It was 

recorded that the multi-channel PEMFC offers the 

most homogeneous current distribution [17]. Zhu 

and Zheng proposed a novel flow field 

configuration good at low-pressure drop, high 

power output, and much better water management 

compared to traditional gas flow field patterns. 

Rib width, channel depth, and channel width were 

analyzed numerically for the novel flow field 

design. It was discovered that the effect of the 

channel depth on cell performance compared to 

other parameters was not important. It was 

concluded that the radial gas flow field was more 

functional for maximum cell performance than 

parallel and serpentine flow field patterns [18].  

Lots of studies based on flow field structure and 

optimization have been conducted in the 

literature. There are many numerical studies about 

the single-channel structure, but in reality, the 

PEMFC has many gas flow channels. There are 

few numerical publications available regarding 

different patterns in the bipolar plate with square 

geometry. In this study, a PEMFC model with 

different flow field designs was developed, and 

then the best flow field design that gives the 

highest cell performance using maximum power 

point tracking (MPPT) was determined and 

investigated.  

2. MATERIALS AND METHODS 

2.1. Model Description and Assumptions 

In this study, numerical models of the PEMFC 

with 4.41 cm² active area for three different flow 

configurations were generated using a CAD 

software SolidWorks program. The numerical 

models consist of 10 number of flow channels in 
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both the cathode and anode. Figure 2 shows the 

flow directions of the fluid supplied to the cathode 

and anode channels of the PEMFC. The total 

length of the gas flow channels is 210 mm. The 

fluid and solid domains of the three different 

geometries were defined in ANSYS Design 

Modeler. Table 1 shows the geometric 

dimensions of the three different designs. 

 
Figure 1 Schematic representation of different flow 

field designs (a) Z-type, (b) serpentine, (c) U-type, 

(d) pin-type 

 

Figure 2 Flow directions in anode and cathode gas 

flow fields for (a) U-type (b) serpentine (c) Z-type 

Table 1 Geometric dimensions 

Parameters  Values  Units 

Channel width 1 mm 

Channel height 1 mm 

Rib width 1 mm 

Electrode width 21 mm 

Electrode length  21 mm 

Active area 4.41 cm2 

Gas diffusion layer thickness 0.37 mm 

Catalyst layer thickness 0.02 mm 

Membrane thickness 0.178 mm 

Mesh structures of the models were created in 

ANSYS Meshing 19.2. The most precise 

numerical solution is obtained from improved 

grid structure. The computation time is increased 

when the mesh is divided into very small 

elements. Therefore, mesh independence work 

has been carried out in numerical models. The 

most crucial requirement to obtain an accurate 

numerical solution in PEMFC is to construct the 

hexahedral mesh structure which is generated 

after mesh independence work. Three different 

geometries were discretized into 6 million cells 

and then, numerically solved. Figure 3 shows the 

grid structure of the numerical model with a 

serpentine flow field. 

 
Figure 3 Mesh structure 

Iteration independence study was carried out, and 

then, a convergent solution was obtained as a 

result of 500 iterations. 

2.2. Boundary Conditions 

After constructing the PEMFC geometry and 

mesh, boundary conditions should be defined for 
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each of the model domains. The input velocity of 

the hydrogen supplied to the anode channel, the 

input velocity of the air supplied to the cathode 

channel, and the mass fractions of the chemical 

species were calculated and defined in the 

FLUENT software. The hydrogen velocity 

entering the anode gas flow field is obtained as the 

following equation, 

ua,in = ζa
I

2F
AMEA

1

XH2,in

RTa,in

Pa,in

1

Ach
  (1) 

The air velocity entering the cathode gas flow 

field is obtained as the following equation, 

uc,in = ζc
I

4F
AMEA

1

XO2,in

RTc,in

Pc,in

1

Ach
  (2) 

where AMEA is the active area of the membrane 

electrode assembly, I is the mean current density, 

𝜁 is the stoichiometric flow rate and X is the molar 

fraction of hydrogen/oxygen. The outlet boundary 

condition of the anode and cathode flow fields 

typically was assigned as pressure. Since the 

outlet surfaces of the gas flow fields are exposed 

to the atmospheric pressure, they are assigned 1 

atm. The operating pressure was selected as 

303.975 kPa. The cathode terminal plate of the 

PEMFC is the surface on which current density 

values are obtained. The boundary conditions 

defined for the numerical solution are as in Table 

2.  

Table 2 Boundary conditions 

Zone Type Unit Value 

Anode 

Inlet 

Inlet velocity  m/s Calculated 

 Stoichiometry - 2 

 Temperature K 343 

 H2 mass fraction - 0.495 

 H2O mass fraction - 0.505 

 Relative humidity - 100% 

Cathode 

Inlet 

Inlet velocity  m/s Calculated  

 Stoichiometry - 2 

 Temperature K 343 

 O2 mass fraction - 0.217 

 H2O mass fraction - 0.0664 

 Relative humidity - 100% 

Outer 

Face 

Electric potential 

(anode) 

V 0 

 Electric potential 

(cathode) 

V Cell 

potential 

All 

Zones 

Operating pressure kPa 303.975 

2.3. Solution Process 

Numerical simulations were realized using 

ANSYS FLUENT 19.2 PEMFC add-on module 

to evaluate the performance. In order to find the 

answer to which gas flow channel design will 

result in the best performance, the same boundary 

conditions are defined for three different designs. 

For numerical solutions, three-dimensional, 

parallel processing, and double-precision were 

chosen. Biconjugate gradient stabilization 

(BCGSTAB) method and F-cycle were used for 

the solution of the consecutive governing 

equations system. Relaxation parameters were 

entered into the program as 0.95, 0.95, 0.7, and 

0.3 for protonic potential, water content, pressure, 

and momentum, respectively to avoid the unstable 

numerical solution. Numerical simulations were 

performed on Intel(R) Core(TM) i7-7700HQ 

CPU (2.80 GHz, 16 GB RAM). 

3. RESULTS AND DISCUSSION 

In the present work, three different flow field 

configurations were analyzed numerically based 

on computational fluid dynamics (CFD) code. 

Overall assumptions and boundary conditions 

were the same to reveal the optimal flow area 

design. Reactants were fully humidified, CFD 

simulations were actualized at a constant 

temperature of 343 K. More precise results were 

obtained using a very small grid size. A numerical 

model was verified with experimental results of 

Wang et al. [19] with a straight flow field 

available in the literature. Figure 4 shows the 

numerical results are in good harmony with the 

experimental results. It has been observed that the 

current densities obtained at low cell potentials 

are higher than the experimental results. Water 

flooding, which significantly limits oxygen 

transport, will occur especially at high current 

densities, and since this situation is not taken into 

account in single-phase modeling, it is common 

to have inconsistencies at this point between the 

experimental results [20]. 
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Figure 4 Experimental validation of the numerical 

results 

Three different designs were compared on 

polarization and power curves. According to the 

polarization and power curves, the top 

performance was obtained from the serpentine 

flow field pattern, and the worst performance was 

obtained from the U-type flow field pattern. After 

the required boundary conditions of the PEMFC 

were defined, the program was run numerically 

for all three various flow field patterns. The open-

circuit voltage is 1.1 V, starting from 0.45 V to be 

less than this value, the cell potentials have been 

assigned to the program with 0.05 increments up 

to 0.90 V. The current density values obtained for 

each cell potential defined on the cathode current 

collector plate wall were recorded. The current 

density-based cell potential (I-V) polarization 

curve and current density-based power density (I-

P) power curve were shown in Figure 5. 

Numerical results show that the highest power 

density was obtained as 7772 W/m2 at 0.55 V cell 

voltage for serpentine flow field configuration. 

The maximum current densities are 9964 A/m², 

13811 A/m2, and 16071 A/m² for the U-type, Z-

type, and serpentine designs at 0.45 V operating 

voltage.  

 

 

Figure 5 Polarization curve for (a) and power curve 

for (b) of the three different simulated arrangements 

(T=343 K, ε=0.8) 

Figure 6 shows the oxygen concentration 

distribution at the interface of the GDL/CL 

(catalyst/gas diffusion layer) on the cathode side 

at operating voltage and operating temperature 

0.65 V and 343 K, respectively. The oxygen mass 

fraction is high at the inlet of the cathode gas 

channel, decreasing gradually towards the 

channel outlet. The contours show that the most 

uniform oxygen distribution among the three 

designs is in the serpentine flow field. It results in 

the highest power income for the serpentine flow 

pattern compared to the other patterns. 

Maldistribution of the oxygen fraction negatively 

affected the performance of the U-type flow field. 

The reduction of the oxygen in the cathode gas 
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flow field is due to its consumption in the 

electrochemical reaction. 

 

Figure 6 Oxygen concentration distribution at the 

interface of the GDL/CL on the cathode side at 0.65 

V for (a) U-type, (b) Z-type, and (c) serpentine 

Figure 7 shows the temperature distribution of the 

serpentine flow field configuration at the interface 

of the GDL/CL on the cathode side. The contours 

illustrate that as the cell potential decreases, 

current densities will increase, which will cause 

an increase in temperature. The non-uniform 

temperature distribution in the active area is 

observed more clearly at low cell potentials. It 

was discovered that the temperature gradually 

decreased from the PEMFC’s inlet section to the 

outlet section because of the water accumulation.  

 

Figure 7 Temperature distribution for various 

operating voltages 
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It is concluded that the maximum temperature 

differences are 6.52 K, 3.79 K, 1.79 K, and 1.09 

K at 0.30 V, 0.50 V, 0.70 V, and 0.80 V cell 

voltages, respectively. Figure 8 shows the water 

concentration distribution at the interface of the 

GDL/CL layer on the cathode side at operating 

voltage and operating temperature 0.65 V and 343 

K, respectively. The water mass fraction 

increased towards the cathode gas flow field 

outlet section because of the oxygen reduction 

reaction. A certain level of humidification is 

essential for the fuel cell to operate at optimum 

performance. Water accumulation will adversely 

affect the power output if not kept at a certain 

level. The water produced from the channel inlet 

to the outlet section has increased. The most 

important criterion to be considered in the 

PEMFC gas flow field is the pressure drop. 

Pressure loss in the gas flow channel can be 

compensated by the use of a compressor. The 

pressure loss, which tends to decrease towards the 

gas flow channel outlet, is the highest in the inlet 

section of the gas channel. The difference 

between the outlet and inlet sections of the 

cathode gas channel gives the pressure drop. 

Average flow velocity is increased with 

increasing pressure drop. Peak levels of pressure 

drop in U-type, Z-type, and serpentine flow fields 

are 25.81 kPa, 0.060 kPa, and 0.405 kPa, 

respectively. The main cause of pressure loss in 

gas flow channels is friction, however, it is caused  

by the places where the flow maneuvers. 

 

Figure 8 Water concentration distribution at the 

interface of the GDL/CL on the cathode side at 0.65 

V for (a) U-type, (b) Z-type, and (c) serpentine 

4. CONCLUSION 

A full three-dimensional PEMFC with an active 

area of 4.41 cm² (2.1 cm × 2.1 cm) was 

generated. Numerical work was carried out to 

investigate the impact of U-type, Z-type, and 

serpentine flow field configurations on cell 

performance. Model validation was performed for 

a PEMFC with a single straight flow field, and it 

was found that the simulation results and 

experimental data were matched with each other. 

When the cell potential is 0.70 V or above, the gas 
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flow field design is Z-type or serpentine, as can 

be seen from the polarization and power curves, it 

is observed that it creates any change in its effect 

on cell performance. When the cell potential was 

less than 0.70 V, Z-type and serpentine flow field 

designs substantially affected the cell 

performance. On the other hand, the worst cell 

performance was obtained in the U-type flow 

field pattern. In this study, the model that gives 

the superior cell performance among three 

different numerical models developed 

numerically was determined. This work can guide 

fuel cell stack manufacturers in terms of optimum 

flow field configuration. Design, operating 

parameters can be examined in detail for the best 

geometry in future work. 
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Inoculation of Capsicum annuum L. and Lactuca sativa L. Plants with Local 

Bacillus Species for Evaluating the Protein Amount 

 

Büşra ÇİĞDEM1, Semih YİLMAZ*2, Aysun ÇETİN3 

 

Abstract 

Bacteria with plant growth promoting activity can produce metabolites for facilitating nutrient 

availability and uptake in plants. Bacillus species can colonize in root regions and form 

symbiotic relationships. They provide benefits as binding free nitrogen, dissolving 

phosphorus, and producing hormones for growth promotion. Local isolates of Bacillus 

thuringiensis, B. subtilis, B. niratireducens and B. paramycoides were coated to seeds of 

pepper and lettuce plants in greenhouse conditions according to randomized complete block 

experimental design with five replications in pots with five kg soil. Bacteria were incubated 

overnight in Luria Bertani medium at 37° C at 180 rpm until reaching 1x108 CFU/ml. 

Subsequently, coated to surface sterilized seeds through incubating at 100 rpm for 30-45 min. 

The plants were harvested and kept at 65-70 °C until drying. Samples were pulverized for 

determining the amount of N using the Kjeldahl method. The amount of total protein content 

was also estimated by proportioning the amount of N. The N% in the roots of pepper was 

found to be 5.00 in control group, while the respective values were 6.14 and 6.04 in Bt 

SY49.1 and Bs PSY1 treated groups with considerable increase. Likewise, while the N % in 

shoot samples of pepper was 5.34% in control, it was 6.26 % in Bt SY49.1, 6.29 % in Bn 

PSY1, and 8.26 % in Bp PSY1 treated groups. For root samples of lettuce, the amount was 

6.64% in control, however, in Bt PSY1 and Bs PSY1 treated groups the results were around 

8.00%. In lettuce shoot samples, N% was 12.42 in control, and 13.17, 12.87, and 13.12 % in 

groups treated with Bn PSY1, Bt PSY1, Bs PSY1, respectively. It is known that, nearly all N 

incorporate into protein structure in food, and can be deduced that the applied bacterial 

species cause considerable increase in protein amounts in plants. 

Keywords: Bacillus thuringiensis, Bacillus subtilis, Bacillus paramycoides, B. 

nitratireducens, Nitrogen 
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1. INTRODUCTION 

In recent years, the interest in sustainable 

agriculture has increased thanks to the realization 

that all kinds of resources, including soil, used in 

nourishing living things, are not endless and 

inexhaustible, and thus, residue-free production 

is aimed. PGPR bacteria, which is the 

abbreviation of 'Plant Growth Promoting 

Rhizobacteria', is important for sustainable 

agriculture in terms of promoting plant growth or 

being used as a biocontrol agent [1]. 

Bacteria that colonize the roots of plants and 

increase plant growth after inoculation into the 

seed are called 'rhizobacteria promoting plant 

growth' (PGPR) [2]. These bacteria include the 

species in Bacillus, Lactobacillus, Paenibacillus, 

Arthobacter, Streptomyces, Pseudomonas, 

Burkholderia, Comamonas, Hydrogenophaga, 

Agrobacterium, Alcaligenes, Enterobacter, 

Pantoae, Enterobacter, Xanthomonas, Serratia, 

Rhizotobium, Bradyrbium bacterium, Azizobium 

genera [3]. Among these, the most important 

bacterial groups are included in Pseudomonas, 

Bacillus, Enterobacter and Erwinia [2]. 

Plant pathogens originating from fungi or 

bacteria exist in the rhizosphere and can cause 

various plant diseases by obtaining nitrogen, 

which is essential for their survival, from the 

plant. PGPR bacteria mostly colonize in plant 

roots [3].  These bacteria live on the root surface 

and in the rhizosphere, stimulating plant growth 

directly or indirectly. They benefit the plants 

directly with their properties like nitrogen 

fixation, plant hormone production (Gibberellin 

and Cytokinin), reducing the effect of ethylene 

hormone, increasing phosphate solubility, 

increasing iron intake by binding iron to the 

plant root and indirectly benefit the plants 

through reducing the effect of harmful 

microorganisms [4]. In addition, Indoleacetic 

Acid (IAA) produced by bacteria can increase 

the effects of plant auxin and directly affect root 

growth by stimulating the plant's cell division 

and elongation [2]. 

It is known that Bacillus species constitute the 

majority of bacteria in the rhizosphere. İmriz et 

al. [5] reported in a study that the first 

commercial preparation was produced from the 

strain of Bacillus subtilis A-13 in the USA in 

1985 as a biological control agent. Bacillus type 

of bacteria show antagonistic effect against plant 

pathogens as well as stimulating plant growth 

[6]. 

One of the crucial nutritional elements that 

plants need is nitrogen, as it is included in the 

building units of proteins. It is also found in 

enzymes, chlorophyll and vitamins. Although 

nitrogen is the main component of the 

atmosphere, plants can directly use very few of 

it. In order for living beings to use nitrogen; it 

must reduce the triple bond in the nitrogen 

molecule to the double bond and the nitrogen 

must combine with oxygen and hydrogen. This 

phenomenon is called nitrogen fixation. Only 

bacteria, blue-green algae and some fungi can 

directly use nitrogen in nature. Bacillus type of 

bacteria are among such kind of organisms [7]. 

Within the scope of this study, it was aimed to 

examine the effect of local Bacillus species on 

the uptake and utilization efficiency of N in root 

and shoot samples of Lettuce and Pepper plants. 

Also correspondingly estimating the protein 

contents in those samples. 

2. MATERIALS AND METHODS 

Pepper (Capsicum annuum L.) (BATEM Özge 

Hibrit Sivri Biber) and lettuce (Lactuca sativa 

L.) (Yedikule M5701 variety) seeds were used as 

experimental material. Local isolates of Bacillus 

thuringiensis, Bacillus subtilis and Bacillus 

paramycoides species were used to determine 

their effects on these plants. 

2.1. Activation of bacteria from stock culture 

B. nitratireducens PSY1, B. thurungiensis PSY1, 

B. subtilis PSY1 and B. paramycoides PSY1 

isolates were activated from the stock culture by 

incubating them in LB agar medium for 

overnight at 37 ° C at 180 rpm.  Then they were 

transferred to LB medium and incubated 
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overnight at the same conditions till obtaining 

1x108 CFU / ml. 

2.2. Surface sterilization and inoculation of 

seeds 

For coating trials, Pepper and Lettuce seeds were 

surface sterilized with 70% ethanol and 1% 

sodium hypochlorite. After drying, the seeds 

were kept at 100 rpm in a shaking incubator for 

30-45 minutes in a bacterial solution containing 

0.1% sucrose.  Seeds were dried on a blotter 

paper in laminar flow for 1 hour and planted in 

pots.   

2.3. Trial pattern 

The trials were carried out under greenhouse 

conditions in 5 replicates for B. thuringiensis 

SY49.1, B. nitratireducens PSY1, B. 

thuringiensis PSY1, B. subtilis PSY1, and B. 

paramycoides PSY1 and control group. The 

experimental soil was composed of 1/2 garden 

soil, ¼ peat and ¼ pumice (sandy-loam; pH 7.83, 

1: 2.5v / v; organic matter 1.86; lime 1.59%; 

P2O5 kgP2O5 / da EC 0.104). The experiments 

were carried out under greenhouse conditions. 

Plants were watered periodically as needed. To 

the plants in each pot 6 g of 15-15-15 composite 

and 4 g of ammonium nitrate were applied. 

Lettuce and pepper samples were harvested 

when they reached a certain volume. The roots 

and stems of the harvested samples were 

separated and dried in the oven at 65-70 °C. The 

dried samples were ground and powdered for 

protein determination. Photos of the trials are 

given in figure 1 below. 

Figure 1 Growing plants in greenhouse conditions 

   

C: Transplanting seeds into pots D: Pepper in pots F: Lettuce in pots 

2.4. Total protein determination with 

Kjeldahl method 

Three basic steps are applied in the Kjeldahl 

method [8]. 

1. Incineration 

2. Distillation 

3. Titration 

1g of sample was weighed into the incinerator 

tubes of the Kjeldahl device. 20 ml of sulfuric 

acid was added to kjeldahl tablet and burned in 

the device until there was no turbidity and 

particles for 1 hour. The incinerator tubes were 

then removed and cooled. After adding 50 ml of 

distilled water on it, the distillation phase was 

started. Nearly 70 ml NaOH solution is taken 

into incinerator tubes during distillation stage. 

Then, for the titration stage, 60 ml of 3% boric 

acid with (pH, 4.65) was added into 100 ml 

beakers. Subsequently the whole amount of 

distilled solution was added onto the boric acid 

in the beaker. In the titration stage, the mixture 

in the beaker was titrated with 0.1 M sulfuric 

acid till the pH comes to 4.65. During this 

process the amount of sulfuric acid used for 

titration stage was recorded. The amount of 

nitrogen percentage was calculated according to 

the following equation, and subsequently 

multiplied by the pre-determined factor 6.25 for 

estimating the percentage of protein amount in 

samples [3]. 
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% 𝑁 =
(𝑉1 − 𝑉0) × 𝑁 × 0.014

𝑚
× 100 

% 𝑷𝒓𝒐𝒕𝒆𝒊𝒏 = % 𝑵 × 𝑭 

V1: The amount of sulfuric acid consumed in 

titration 

V0: The amount of sulfuric acid spent in blank 

trial titration 

N:  The normality of sulfuric acid solution used 

in titration 

m:The amount of food sample taken (g) 

F: General protein coefficient of foods (6.25) 

2.5. Statistical analysis 

Analysis of variance (ANOVA) for the data were 

conducted using SPSS 13.0 (SPSS inc, 2001). 

Post-hoc analyses were performed with Duncan 

and Dunnett’s T3 tests. P<0.05 was considered 

as significant [9]. 

3. RESULTS AND DISCUSSION 

The Kjeldahl method is a well-known procedure 

for estimating the amount of nitrogen in the 

samples. Since almost all of the nitrogen in foods 

is added to the protein structure, the percentage 

of nitrogen is considered to be equivalent to the 

protein amount [8]. The protein amounts of the 

dried and ground pepper and lettuce samples 

estimated by the Kjeldahl method in the root and 

stem parts are given in Table 1. 

Table 1 Percentage of protein content in root and 

shoot samples of pepper and lettuce 

Bacillus spp. isolates 
Pepper (protein%)  Lettuce (protein%) 

Root Stem Root Stem 

Control 5±0,06a* 5±0,34a 6±0,64b 12±0,42bc 

B. thuringiensis SY49.1 6±0,14b 6±0,26b 4±0,59a 7±1,33a 

B. nitratireducens PSY1 5±0,58a 6±0,29b 5±0,36ab 13±0,17c 

B. thuringiensis PSY1 3±0,45- 6±0,34b 8±0,32c 12±0,87bc 

B. subtilis PSY1 6±0,04ab 5±0,14a 8±0,23c 13±0,12c 

B. paramycoides PSY1 5±0,49a 8±0,26c 6±0,95b 9±0,45ab 

*Values indicated by different letters in the same column 

are statistically different. 

As seen in Table 1, the protein content of root 

samples of pepper treated with B. thuringiensis 

SY49.1 (P=0.038) and B. subtilis PSY1 

(P=0.043) was considerably high compared to 

the control group. In the samples treated with B. 

nitratireducens PSY1, and B. paramycoides 

PSY1, there was no difference compared to the 

control. B. thuringiensis SY49.1 (P=0.031), B. 

nitratireducens PSY1 (P=0.030), B. 

thuringiensis PSY1 (P=0.031), B. paramycoides 

PSY1 (P=0.00) caused remarkable increase in N 

amount in stem samples compared with control. 

There was no significant difference in B. subtilis 

PSY1 treated samples compared to the control 

group. 

In root samples of lettuce, it was clear that, B. 

thuringiensis PSY1 (P=0.029), and B. subtilis 

PSY1 (P=0029) isolates caused an increase in 

percentage of N and consequently the protein 

amount compared to control group.  

In stem samples of the same plant B. 

nitratireducens PSY1 (P=0.26), and B. subtilis 

PSY1 (P=0.26) isolates resulted in higher N 

content compared to control. PGPR is known to 

increase enzyme and hormone levels in plants. 

Thus, the increase in protein amount is related 

with enzyme and hormone production. In present 

study, it was clear that the corresponding 

increases in N and protein amounts were directly 

related with the PGPR activity of bacterial 

species. The differences in nitrogen content in 

root and stem samples is the indication of high 

protein synthesis in vegetative parts and thus 

growth promotion. 

The protein contents of sources from vegetables 

were specified and indicated that green leafy 

vegetables contain high amount of protein [10]. 

Li et all. [11] stated that the protein content of 

lettuce samples was between 18-26% of dry 

weigh. In another study Yardım [12] reported 

that the amount of nitrogen in soil and plant 

samples were around 3.06% in tomato leaf and 

2.92% in peach leaf. In a study carried out with 

Tribulus terestris L., the total amount of protein 

was estimated as 14.48% using the Kjeldhal 

method. For producing bacterial cellulose from 

the peels of various fruits and vegetables, it was 

reported that cucumber, melon, kiwi, tomato, 

apple, quince, and pomegranate contained 21.25, 

4.93, 10.14, 13.46, 2.43, 3.12, 4.18% protein, 
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determined with Kjeldhal method, respectively 

[13].  

Breedt et al. [14] examined the yield 

improvement efficiency of five different 

bacterial isolates in corn plant in different soil 

types and reported that nitrogen fixation and 

consequently the yield was improved [14]. When 

the corn plants under salinity stress and normal 

conditions were treated with Serratia 

liquefaciens KM4, total free amino acids, soluble 

proteins and proline amounts were significantly 

increased [15]. In another study, cyanobacteria 

and PGPR were applied to rice in field 

conditions and caused 73% increase in N 

content. In the same study, Providencia sp. PW5 

caused 25% increase in N content in wheat [16]. 

In conclusion, the local bacterial isolates 

harboring the genes for plant growth promoting 

activity can be used for developing new 

formulations after testing in field conditions and 

on other plant species.   
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The Essential Oils of Laurus nobilis L. and Molecular-Spectroscopic Analysis for 

1,8-Cineole 

 

Omer ELKIRAN*1, Mustafa KARAKAYA2 

 

Abstract 

In the present study, the chemical composition of the essential oils obtained from leaves of 

Laurus nobilis naturally grown in Turkey were evaluated using by GC and GC-MS and 

chemical differences were depated in means of chemotaxonomy. The leaves of the plant 

samples were hydro-distilled. Twenty components were identified representing 99.3% of the 

oils, The main compounds in the essential oils were; 1,8-cineole (%48.47), β-pinene (%14.45), 

linalool (%8.15) and α-pinene (%5.97). In addition, the complexation energies, chemical shifts 

of the carbon and hydrogen atoms in the 1,8-cineole structures were calculated by ab initio 

theoretical approaches. The performances of the B3LYP and M06 functionals were tested on 

carbon and hydrogen complexation energies of the investigated compound. The 

electronegativity effect of oxygen and solvent effect on complexation energy of the carbons 

and hydrogens were evaluated with the results obtained. 

Keywords: Laurus nobilis, Essential oils, 1,8-cineole, GC-MS, Complexation energy, Density 

functional theory 

 

1. INTRODUCTION 

Essential oils are one of the important work areas 

of the pharmaceutical and cosmetic industry [1]. 

The L. nobilis is also plant that has cineolic 

essential oils content. 1,8-cineole is the chemical 

components present in high proportions in the 

essential oil content of this plant. The other names 

of the 1,8-cineole molecule are eucalyptol or 1,8-

epoxy-p-menthane in literature [2]. This 

compound is used as food flavoring because it has 
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a sharp aroma and as pharmaceutical chemical [3-

6]. 

As a result of our detailed literature search, the 

following areas have been carried out in on the 

quantum computations of this molecule. The 

molecular orbital’s, eigenvalues and symmetry 

for each orbital [7], vibration frequencies [8,9] 

have been reported for the 1,8-cineole by density 

functional theory (DFT) calculations. Molecular 

docking and binding energies have been 

computed β-cyclodextrin inclusion complex with 

five essential oil compounds (linalool, eugenol, 

Sakarya University Journal of Science 25(3), 705-713, 2021



methyl eugenol, estragole, and eucalyptol) 

modeled by DFT both in the gas phase and in the 

aqueous phase using polarizable continuum 

methods [10].                   

Theoretical IR Frequencies, shifting of bands, 

second order perturbation energies of hydrogen 

bonds and interactions for 1,8-cineole + o-, m- 

and p-cresol binary mixtures at 298.15 K analyzed 

by using (DFT) with B3LYP hybrid functional 

[11]. In addition, DFT and experimental studies 

on cycloaddition reactions of C.N-disubstituted 

nitrones [12], 2, 4, 6-trimethyl phenol [13] and 

nickel (II) complexes [14] are recently available 

in the literature. We wish to investigate the 

complexation energies, chemical shifts of the 

carbon and hydrogen atoms in the 1, 8-cineole 

structures and to comment the results from 

approximation methods in this study. According 

to the literature, leaves of L. nobilis have not been 

the subject of any investigation for this region and 

this paper is the first such phytochemical study on 

this plant of Central Black Sea region. 

2. EXPERIMENTAL 

2.1. Plant materials 

L. nobilis specimens were collected in June 2016 

from Sinop. The specimens were studied Sinop 

University, SUBITAM, Sinop, Turkey.  

2.2. Isolation of the essential oils 

The leaves (100g) were subjected to hydro 

distillation using a Clevenger-type apparatus for 3 

h to yield essential oil. 

2.3. Gas chromatography (GC) analysis 

The essential oil was analyzed using HP 6890 GC 

equipped with a FID detector and an HP-5 MS 

column (30m×0.25mm i.d., film thickness 

0.25 m) and the capillary column were used. The 

column and analysis conditions were the same as 

in GC-MS. The percentage composition of the 

essential oils was computed from GC–FID peak 

areas without correction factors. 

2.4. Gas chromatography/mass spectrometry 

(GC-MS) analysis 

The oil samples were analyzed by GC-MS, using 

a Hewlett Packard system. HP-Agilent 5973N 

GC-MS system with 6890 GC. HP-5 MS column 

(30m×0.25mmi. d., film thickness 0.25 m) was 

used with helium as the carrier gas. Injector 

temperature was 250 0C, split flow was 1ml/min. 

The GC oven temperature was kept at 700C for 2 

min and programmed to 150 0C at a rate of 10 0C 

/ min and then kept constant at 1500C for 15 min 

to 240 0C at a rate of 5 0C/min. Alkanes were used 

as reference points in the calculation of relative 

retention indices (RRI). MS were taken at 70 EV 

and at a mass range of 35–425. Component 

identification was carried out using 

spectrometries electronic libraries (WILEY, 

NIST). The components of the essential oils were 

in Table 1 and the chromatograms were shown in 

Figure 1. 

2.5. Computational details 

Quantum calculations on the structural 

optimizations, the complexation energies and 

chemical shifts were performed using DFT [15], 

Becke’s three-parameter (B3) exchange function 

[16] along with Lee-Yang-Parr correlational 

functional (LYP) [17] and M06-2X empirical 

exchange correlation functionals [18]. M05 and 

M06 functionals are taken into account for 

medium-range electron correlation, indirectly, to 

describe the dispersion interactions [19,20]. “6-

311G” was selected as the basis set level with 

“d,p” polarization functions and “++“ diffuse 

functions [21]. Inputs on the atomic coordinates 

of the 1,8-cineole compound were created by 

Gauss View program [22] and optimizations and 

the complexation energies and chemical shift data 

were obtained by using Gaussian 09W software 

database [23]. The complexation energies were 

computed by basis set superposition error (BSSE) 

and counterpoise (CP) corrections [24]. The water 

as a solvent, and polarizable continuum model 

(PCM) were selected for the calculations of 

solvent effects in CP approach. NMR chemical 

shifts computings were completed by the Gauge 

independent atomic orbitals (GIAO) method [25] 

with the chloroform solvent. Tetramethylsilane 
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(TMS) was used as a reference molecule in 

computing of the 1H and 13C isotropic magnetic 

shielding (IMS) of carbon or hydrogen atoms. 

3. RESULTS and DISCUSSION 

3.1. Essential Oil Composition 

In this study, the chemical composition of the 

volatile metabolites of L. nobilis collected during 

the flowering period of Turkey. Essential oil of 

dried aerial parts of L. nobilis were evaluated by 

GC and GC-MS.  The analysis results of essential 

oils of L. nobilis are shown in Table 1 and in 

Figure 1. 21 compounds were identified, 

representing 99.3% of the L. nobilis, essential oil 

(Figure 1.). At the end 1,8-cineole (48.47%), β-

pinene (%14.45), linalool (%8.15) and α-pinene 

(%5.97) were also determined as the major 

compounds (Table 1). 

 

Figure 1 GC chromatogram of essentials oil of L. 

nobilis 

 
Table 1 Chemical composition of essential oil of L. 

nobilis 

  

RT 

(min) 
RRI RRI* Compounds 

Peak 

area (%) 

1 

11.97

9 

111

2 

1114a 

α-Pinene 
5.97 

2 

12.47

0 

112

3 

1122-1169b 

3-Carene 
1.35 

3 
13.16

7 

113

8 

1147a 

1085-1130b β-Pinene 
14.45 

4 

14.53

1 

116

8 

1154-1195b 

1188c α-Terpinene 
0.61 

5 
15.20

7 

118

3 

1186-1231b 

1,8-Cineole 
48.47 

6 

15.89

0 

119

8 

1261-1300b 

Terpinolene 
1.25 

7 

17.15

6 

122

6 

1148d 

1302a Linalool 
0.66 

8 
20.11

5 

129

1 

1209d 

4-Terpineol 
3.81 

9 

20.53

8 

130

0 

1215e 

α-Terpineol 
3.31 

1

0 

23.72

1 

137

0 

1259-1284b Bornyl 

acetate 
1.97 

1

1 

24.67

7 

139

1 

1391c (Z)-3-

Hexenol 
0.41 

1

2 

25.80

2 

141

6 

1329-1358b α-Terpinyl 

acetate 
8.15 

1

3 

26.04

9 

142

1 

1411-1465b 

1-Octen-3-ol 
1.06 

1

4 

27.36

5 

145

0 

1394-1410b Methyl 

eugenol 
1.44 

1

5 

33.09

3 

157

6 

1562-1590b 

Spathulenol 
1.22 

1

6 

33.32

2 

158

1 

1563-1595b Caryophylle

ne oxide 2.06 

1

7 

34.05

4 

159

7 

1532-1643b β-Guaiene, 

trans- 
0.3 

1

8 

34.75

7 

161

3 

1584e Ledene 

oxide 
1.14 

1

9 

35.18

1 

162

2 

1611-1655b 

β-Eudesmol 
1.07 

2

0 

39.65

2 

172

0 

1740f Cycloisolon

gifolene, 

8,9-dehydro-

9-formyl- 

0.6 

 Oxygenated monoterpenes                                         

72.10 

 Sesquiterpenes hydrocarbons                                     

20.81 

 Oxygenated sesquiterpenes                                          

6.39 

 Total identified                                                           

99.30 

RT: Retention time, RRI: Relative retention 

index, RRI*: RRI from literature (a (26); b (27); c 

(28) d (29); e (30); f (31)) 

In the literature as 1.8-cineole, terpineol, β-

pinene, α-pinene, p-cymene, β-caryophyllene as 

the main constituents of the essential oil of L. 

nobilis leaves are referred to. The acyclic 

monoterpenes (linalool and myrcenol) may also 

be present, as well as, dimethyl styrene, eugenol, 

methyl eugenol and carvacrol [32-36]. In our 

study, the first major compound is 1,8-cineole 

similar to other studies in Karadeniz region and 

different countries [37-40]. Also, another studies 

using L. nobilis essential oils from Brazil 

isoeugenol (53.5-57.0%) as first major 
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compounds [32, 41]. In addition, our study major 

compounds of L. nobilis essential oils are show 

similarity and diversity with other studies. There 

are lots of factors affecting the production of 

secondary metabolites in plants. It can be 

explained as an environmental, geographical, 

physiological, genetic, political and social factors 

[37, 42]. 

3.2. Density Functional Theory Analysis 

We have optimized the 1,8-cineole molecule with 

B3LYP hybrid functional, M06 functional 

approaches and Møller–Plesset second-order 

perturbation theory (MP2) to reveal the minimum 

energy structure. Optimized structure of the 1,8-

cineole and relative energy diagram between the 

ab initio theoretical approaches is given in Figure 

2. Total SCF energy is equal –467.263 a.u. in 

DFT/ restricted-B3LYP calculation method, 6-

311++G (d,p) level. Relative energy of M06-2X 

functional approach (5.78 eV) is fairly smaller 

than MP2 method (38.49 eV). We are focused on 

the complexation energy calculation (for the 

carbons and hydrogens) between the B3LYP and 

M06-2X functional approaches. 1,8-cineole has 

cyclohexyl ring. The direction, position and 

dipole interaction of the dipole moment for the 

1,8-cineole with Cs symmetry are reported in a 

previous DFT study [8]. We have calculated the 

dipole moment (field-independent basis) with the 

values of 1.5520 (RB3LYP), 1.5448 (RM06-2X), 

2.3382 (RM06-2X solvent=water), 1.6882 Debye 

(RMP2-FC) by the 6-311++G (d,p) basis set. 

 

Figure 2 Optimized structure of the 1,8-cineole and 

relative energy diagram between the    ab initio 

theoretical approaches 

Table 2 shows to us the raw and corrected 

complexation energies with the BSSE energies of 

the total carbon and hydrogen atoms. The 

performances of the B3LYP and M06 functionals 

are tested in Table 2 for the carbon and hydrogen 

complexation energies of the investigated 

compound. Uncorrected and CP corrected energy 

are lower in the calculations of the B3LYP hybrid 

functional. However, the complexation energies 

of the total carbon and hydrogen are also lower at 

M06 functionals. When comparing the 

complexation energies of hydrogen and carbons 

in the same methods and basis sets, the hydrogens 

have of course weaker complexation energies. 

The atomic radius of hydrogen is much smaller. 

Because of the electronegativity effect of oxygen, 

the complexation energies of the carbons bonded 

to oxygen can be stronger than the others. The 

complexation energy (corrected) of the carbons 

are  ̶ 1996.94 (in gas phase) and  ̶ 1996.71 

kcal/mol (in water solvent using PCM method) at 

M06-2X approach, B3LYP/6-311G (d, p) levels. 

The corrected complexation energy of the 

hydrogens are   ̶ 1906.90 (in gas phase) and   ̶ 

1906.13 kcal/mol (in water solvent using PCM 

method) at M06-2X approach, B3LYP/6-311G 
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(d, p) levels. It can be said that the solvent effect 

weakens the binding energy of the carbons and 

hydrogens and intramolecular interaction. 

Binding energies of inclusion complexes with 

eucalyptol are  ̶ 2.86 (in water using PCM 

methods, ̶ 2.01 (as corrected in gas phase) and  ̶ 

5.45 kcal/mol (as uncorrected in gas phase) at 

DFT/B3LYP/6-31G (d) levels in another study  

[11].  

Table 2 Energy values of the 1,8-cineole by ab initio 

calculations and 6-311++G(d,p) level 

 

The computed 1H and 13C NMR chemical shifts 

of 1,8-cineole are listed in Table 3. The computed 

data are compared with the experimental ones 

[43] obtained from the literature. Mean absolute 

errors (MAE) are narrow and indicate that the 

calculations are consistent with the experimental 

results. The carbon and hydrogen atoms in the 

table are numbered and symbolized according to 

the model in Figure 2. The chemical shifts of the 

carbons are calculated to be 76.735 ppm 

(B3LYP), 72.618 ppm (M062X) in 1 and 81.141 

ppm (B3LYP), 76.903 ppm (M062X) in 7. When 

compared to the others, these values are the 

highest values. The chemical shifts are also lowest 

in 3 and 5. There is a deshielding effect of oxygen 

due to electronegativity. Due to the 

electronegative effect, carbons close to the 

oxygen atom have higher chemical shifts. We can 

conclude that the deshielding effect is higher on 

the carbon 1 and 7. The previous studies have 

emphasized that the electron-withdrawing groups 

made smaller the shielding [44, 45]. 

Table 3 Computed 13C and 1H NMR Chemical Shifts 

(δ) of 1,8-cineole by ab initio calculations 

 

Labeled 

Atoms 

δ*calculated 

(ppm) 

δ*calculated 

(ppm) 

δ**experimental 

(ppm) 
 

(B3LYP 

approach) 

(M06-2X 

approach) 

C1 76.735 72.618 73.62 

C2 35.937 35.662 31.57 

C3 28.711 28.052 22.90 

C4 38.407 34.916 33.00 

C5 28.714 28.037 22.90 

C6 35.937 35.685 31.57 

C7 81.141 76.903 69.77 

C8 30.544 33.203 28.92 

C9 30.544 33.226 28.92 

C10 30.167 33.575 27.61 

H2(α) 1.555 1.4255 1.50 

H2(β) 1.605 1.6303 1.661 

H3(α) 1.493 1.5396 1.50 

H3(β) 2.066 2.0485 2.022 

H4 1.302 1.0695 1.41 

H5(α) 1.492 1.5394 1.50 

H5(β) 2.066 2.0484 2.022 

H6(α) 1.555 1.4292 1.500 

H6(β) 1.605 1.6302 1.661 

H8(α) 0.944 0.9411 1.239 

H8(β) 1.505 1.4163 1.239 

H8(γ) 1.154 1.1994 1.239 

H9(α) 0.944 0.943 1.239 

H9(β) 1.506 1.4157 1.239 

H9(γ) 1.154 1.2004 1.239 

H10(α) 0.859 0.8823 1.050 

H10(β) 1.056 1.1848 1.050 

H10(γ) 1.056 1.1829 1.050 

MAE 1.71378571 1.615775  

*solvent=chloroform and Polarizable Continuum 

Model. 

**Taken from Ref. [23] 

4. CONCLUSION 

The findings showed that the L. nobilis had a low-

level variation in essential oil composition and 

this study demonstrates the occurrence of 1,8-

cineole (eucalyptol) chemotype of L. nobilis in 

Central Black Sea region of Turkey. In general, 

the essential oil composition of L. nobilis patterns 

from the different region showed that, the species 

                             Table 2. Energy values of the 1,8-cineole by ab initio calculations and 

6-311++G(d,p) level 

 Total carbon atoms Total hydrogen atoms 

Energies B3LYP M06-2X B3LYP M06-2X 

Uncorrected energy (a.u) -467.2629 -467.0505 -467.2629 -467.0505 

CP corrected energy 

(a.u.) 

-467.2489 -467.0323 -467.2510 -467.0334 

BSSE energy (a.u) 0.0141 0.0182 0.0120 0.0172 

Raw complexation energy 

(kcal/mol) 

-1884.77 -2008.39 -1801.62 -1917.68 

Corrected complexation 

energy (kcal/mol) 

-1875.94 -1996.94 -1794.12 -1906.90 
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has sabinene, myrcene, camphene were the major 

and predominant compounds.  

The complexation energies, chemical shifts of the 

carbon and hydrogen atoms in the 1,8-cineole 

structures are computed by B3LYP hybrid 

functional and M06 functional approaches in our 

theoretical work. The calculations by M062X 

functional approach have provided the effective 

results to us for the raw and corrected 

complexation energies. The solvent effect 

weakens the complexation energy of the carbons 

and hydrogens and intramolecular interaction. 

The complexation energies of the carbons bonded 

to oxygen are strong due to the electronegativity 

effect of oxygen. The calculated 1H and 13C NMR 

chemical shifts of 1,8-cineole are consistent with 

the experimental results. Due to the 

electronegative effect, carbons close to the 

oxygen atom have higher chemical shifts. 
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An Efficient Synthetic Approach for The Transition Metal-Free Preparation of 2-

Bromo-3-(Bromomethyl)Naphthalene from Naphthalene 

 

Musa Erdoğan*1 

 

 

Abstract 

Herein, a new efficient method for the synthesis of 2-bromo-3-(bromomethyl)naphthalene is 

reported. The synthesis is based on (1) preparation of 1,4-dihydronaphthalene via Birch 

reduction with mild conditions from the reaction of naphthalene, and (2) the reaction between 

1,4-dihydronaphthalene and dichlorocarbene formed in situ from chloroform and potassium 

tert-butoxide (t-BuOK), and (3) access to the key intermediate 1H-cyclopropa[b]naphthalene 

from the reaction of 1,1-dichloro-1a,2,7,7a-tetrahydro-1H-cyclopropa[b]naphthalene with t-

BuOK, followed by ring-opening of the cyclopropane via bromination with molecular bromine 

(Br2). This synthetic sequence allows simple preparation of 2-bromo-3-

(bromomethyl)naphthalene in higher yields compared to the two previously reported syntheses. 

The synthetic approach is modular, low cost, and rapid, and can be utilized to synthesize 

building blocks of naphthalene derivatives.  

Keywords: Metal-free synthesis, Easy synthesis, Naphthalene, Naphthocyclopropane, 2-

Bromo-3-(bromomethyl)naphthalene 

 

1. INTRODUCTION 

Naphthalene and its derivatives are some of the 

most functional polycyclic aromatic compounds 

(PAHs) made up of a large number of aromatic 

rings [1]. Due to its excellent physicochemical 

and spectroscopic properties, naphthalene 

scaffolds found application in various fields of 

scientific chemistry fields, such as synthetic, 

materials, medicinal, structural, macromolecular, 
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supramolecular, and fluorescence chemistry; and 

as backbones or functional devices [1-5]. They 

have found widespread use as sensors and a 

marker chromophore unit in biological systems. 

[6]. Additionally, these materials are an important 

chemical building block in materials science, as 

their load-bearing properties and stability make 

them unique in the fields of organic 

optoelectronics. [7]. It is also very important that 

halogenated naphthalene derivatives are 

synthesized by efficient means. The halogenated 

naphthalenes are important synthetic derivatives 
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because the existence of a halogen affords an 

opportunity for further derivatization. They have 

established agents for a variety of bond-forming 

reactions and also serve as a key starting material 

for synthetic chemistry. The high utility of 

halogenated organic scaffold has led to the 

improvement of numerous transformations that 

place the carbon-halogen motif [8]. Naphthalene 

derivative 4 has significant synthetic potential, 

and has been used as a key building block or 

starting material for the synthesis of the important 

skeletons such as complex molecules [9], 

benzolactams with various Pd-catalyzed coupling 

reactions [10], functionalized chalcogen 

isochromene-fused chalcogenophene derivatives 

[11], hydroacenes [12], pharmaceuticals and 

bioactive products [13], chiral polyaryl 

cyclophanes [14], and fluorescent π-expanded 

oxepins [15]. These are just a few examples of 

their reported synthetic application. In 1986, 

Smith and his research group reported for the first 

time the synthesis of 2-bromo-3-

(bromomethyl)naphthalene (4) [16]. For this, 2-

bromo-3-methylnaphthalene (3) was synthesized 

by bromination of the commercially available 

cyclopentadiene derivate 5 adduct of 2-

methylnaphthalene (6) (Figure 1) [16]. In the next 

step, the synthesis of the product 4 was obtained 

via radical bromination with NBS of the product 

3.

Figure 1 Reported synthesis methods of naphthalene derivative 4 
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Figure 2 Some reported approaches for preparing 3-methylnaphthalen-2-ol (1) 

 

In 2016, Dorel and co-workers reported the 

synthesis of 2-bromo-3-

(bromomethyl)naphthalene (4) in three steps 

(Figure 1) [12]. According to Dorel's approach, 

starting material 3-methylnaphthalen-2-ol (1) 

should be purchased commercially or obtained by 

the synthetic methods given in Figure 2 [17-23]. 

The development of impressive synthetic 

approaches to obtaining substituted naphthalene 

and anthracene remains an attractive goal in 

organic chemistry. To the best of our knowledge, 

other than these two methods [12,16],  no other 

synthesis method of naphthalene derivative 4 has 

been reported. These approaches several have 

certain handicaps including harsh reaction 

conditions, low reaction yield, and the necessity 

of using excess and expensive catalysts and 

ligands. Therefore, it is important to develop new 

method metal-free and an inexpensive methods.  

Herein, an useful transition metal-free and 

inexpensive method for the preparation of 

naphthalene derivative 4 starting from 

naphthalene (1) has been developed, and reported. 

2. MATERIALS AND METHODS 

2.1. Materials 

The reactions were accomplished under N2 gas 

atmosphere and followed by thin-layer 

chromatography (TLC). All reagents were used as 

purchased and used without further purification 

unless otherwise stated. Column chromatography 

was achieved with silica gel (60 mesh, Merck) or 

on neutral alumina. TLC was carried out on silica 

gel 60 HF254 aluminum plates (Fluka). The 1H 

and 13C NMR spectra were recorded on a Varian-

400 or a Bruker-400 spectrometer in CDCl3 using 

TMS as the internal reference. All spectra were 

measured at 25 °C and coupling constants (J 

values) are given in Hz. Chemical shifts are given 

in parts per million (ppm). 

2.2. Experimental procedure  

2.2.1. Synthesis 
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Dihydronaphthalene 8 [31], the product 9 [29], 

and the product 10 [30] were synthesized 

according to a previously reported method. The 

spectral data are identical with those reported in 

the literature.  

1,4-Dihydronaphthalene (8): 1H NMR (400 MHz, 

CDCl3) δ 7.33-6.96 (m, 4H), 5.92-5.87 (m, 2H), 

3.39-3.35 (m, 4H). 

1,1-Dichloro-1a,2,7,7a-tetrahydro-1H-

cyclopropa[b]naphthalene (9): 1H NMR (400 

MHz, CDCl3) δ 7.10 (s, 4H), 3.22 (ddd, J = 17.0, 

5.4, 2.7 Hz, 2H), 2.80 (d, J = 17.0 Hz, 2H), 2.14-

1.97 (m, 2H). 13C NMR (100 MHz, CDCl3) δ 

133.77, 128.50, 126.12, 66.27, 27.25, 24.77. 

1H-cyclopropa[b]naphthalene (10): 1H NMR 

(400 MHz, CDCl3) δ 7.93-7.86 (m, 2H), 7.53-7.41 

(s, 2H), 7.46 (m, 2H), 3.53 (s, 2H).  

2.2.2. Synthesis of 2-bromo-3-

(bromomethyl)naphthalene (4) 

To a stirred solution of 1H-

cyclopropa[b]naphthalene (10) (0.25 g, 1.78 

mmol) in dry CCl4 (15 mL) under N2 atmosphere 

was added dropwise Br2 (0.314 g, 0.10 mL, 1.96 

mmol) in the CCl4 (10 mL). The reaction mixture 

was refluxed for 1 h, and then cooled to rt. After 

evaporation of the solvent, the solid product was 

recrystallized from CH2Cl2 to give the 2-bromo-

3-(bromomethyl)naphthalene (4) as white 

crystals. Yield 0.52 g (97%). The spectroscopic 

data were consistent with those previously 

reported [12].  

2-Bromo-3-(bromomethyl)naphthalene (4): 1H 

NMR (400 MHz, CDCl3) δ 8.10 (s, 1H), 7.95 (s, 

1H), 7.84-7.77 (m, 1H), 7.7.76-7.67 (m, 1H), 

7.59-7.42 (m, 2H), 4.78 (s, 2H). 

3. RESULTS AND DISCUSSION 

The chemistry of benzocyclopropenes dates back 

to ancient times [24]. Nowadays, the science of 

chemistry owes its development and finding 

different applications to these ancient synthetic 

approaches. However, synthetic chemistry has 

begun to give way to applied chemistry, and 

interest in compounds with high synthetic 

potential has decreased. Naphthocyclopropenes’s 

chemistry is interesting chemistry for synthetic 

applications and may be useful in the synthesis of 

crucial skeletons to applied chemistry [25,26]. 

There are a limited number of studies on benzo- 

or naphthocyclopropenes and its derivatives in the 

literature [25-27]. 

 
Figure 3 The chemical structure of 

benzocyclopropenes and naphthocyclopropene 

The easy cleavage of the three-member 

benzocyclopropene ring by electrophiles such as 

bromine, iodine, HCl, and AgNO3 in the presence 

of ethanol and aniline previously reported, is of 

interest both in mechanism and synthesis [26]. 

 

 

Figure 4 General reactivity of 2-bromo-3-(bromomethyl)naphthalene (4) 
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Figure 5 Four-step efficient synthesis of 2-bromo-3-(bromomethyl)naphthalene (4) 

 

 

Figure 6 A plausible mechanism for the synthesis of naphthalene derivative 4 
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Figure 7 1H-NMR (400 MHz, CDCl3) spectrum of 4 

However, presumable and selective activation 

and derivatization of naphthalene derivative 4 can 

be achieved under different conditions. This fact 

gives naphthalene derivative 4, which contains 

the carbon-halogen bond (C-X), important tasks 

in synthetic organic chemistry. The naphthalene 

scaffold 4 has particularly significant potential for 

coupling and substitution reactions (Figure 4). 

 

In the current study an easy, economical, four-

step protocol for synthesis of the product 4 is 

announced (Figure 5). Firstly, 1,4-

dihydronaphthalene (8) was obtained via Birch 

reduction with mild conditions starting from 

naphthalene which is selectively reduced from the 

1,4 positions, according to a method previously 

reported in the literature [28]. In the next step, the 

reaction between 1,4-dihydronaphthalene (8) and 

dichlorocarbene which generated in situ from 

CHCl3 and t-BuOK gave the previously reported 

the dichlorocyclopropane derivate 9 [29]. Then, 

treatment of the dichlorocyclopropane derivate 9 

with t-BuOK gave the naphthocyclopropene 10 

[29]. The naphthocyclopropene 10 became the 

starting material that allowed us to prepare 2-

bromo-3-(bromomethyl)naphthalene (4) with 

ring-opening of the three-membered 

cyclopropane by bromination. The product 4 was 

obtained by treatment with Br2 under refluxing 

dry CCl4 for 1 h in excellent yield (97%) (Figure 

5). Figure 6 shows the possible reaction 

mechanism for synthesis of the product 4. 

 

This synthetic approach allows simple 

preparation of the product 4 in higher yields 

compared to the two previously reported 

syntheses [12,16]. Consequently, the preparation 

of 2-bromo-3-(bromomethyl)naphthalene (4) by 

the method described herein is experimentally 

easy and effective. The simplicity, rapidity, and 

low cost of this procedure make it useful for the 

synthetic organic chemistry community. The 

chemical structures of synthesized compounds in 

this study were determined only by NMR analysis 

since there are previously reported compounds. 

(Figure 7). The spectroscopic data were consistent 

with those previously reported (see experimental 

section). 
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4. CONCLUSION 

As a result of an economical and practical point 

of view, an efficient and easy-to-handle metal-

free procedure was developed using inexpensive 

starting material such as naphthalene. The aimed 

product was synthesized in four steps with high 

yields. A synthetic sequence to the 2-bromo-3-

(bromomethyl)naphthalene core has been 

developed, which could be approved for the 

synthesis of variously substituted naphthalene 

derivatives with this skeleton. The synthesis 

represents a new approach to the 2-bromo-3-

(bromomethyl)naphthalene nucleus and 

particularly presented an approach for the easy 

preparation of differently substituted naphthalene 

derivatives. 
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Developing A Process Parameter Based Performance Monitoring and 

Evaluation System for Power Plant 

 

Mehmet BULUT*1 

 

Abstract 

Today, there are many electricity production methods. Thermal power plants are still widely 

used for electricity production from hydrocarbon sources as one of the electricity generation 

options. Due to their complex structure, thermal power plants are composed of sections that 

interact with each other, and they are called units. A change in the performance of any unit or 

equipment affects the operation of the entire plant positively or negatively. Therefore, 

performance monitoring and evaluation systems are designed to support the measurement and 

monitoring of the performance of plant and equipment.  In order to increase the availability of 

the plant, equipment-based maintenance plans should be prepared according to the maintenance 

needs of the equipment. In this study, a power plant performance monitoring and evaluation 

system has been developed and designed using process parameters approach for the parameters 

affecting the performance of plant. In order to monitor and evaluate the performance of thermal 

power plants, the requirements of the system were revealed and the efficiency and performance 

increases to be achieved by designing and using this system specific to a natural gas power 

plant were examined and results are given. 

Keywords: Performance monitoring, Electricity, Power generation, Evaluation, Thermal 

power generation 

 

1. INTRODUCTION 

It is of utmost importance that electrical energy is 

obtained continuously and efficiently under the 

most optimum conditions. Power plants are 

facilities consisting of equipment combined to 

convert other forms of energy (thermal, nuclear, 

hydropower, geothermal, solar, wind, tidal, etc.) 

into electrical energy. Electricity generating 

hydraulic and thermal power plants consist of 

many large industrial equipment. Regardless of 

the type, most of power plants basically has a 

 
*Corresponding author: mehmetbulut06@gmail.com  
1Electricity Generation Co. Inc., Headquarter of General Management, Ankara, Turkey 

ORCID: https://orcid.org/0000-0003-3998-1785 

moving device, an alternator and a conversion 

station. The electrical energy obtained in thermal 

power plants based on hydrocarbon sources is 

more than half of all electrical energy produced in 

the world. Power plants based on thermal energy 

currently meet 65% of global electricity, and in 

some countries, electricity generation is provided 

by thermal power plants with higher electricity 

percentage. In 2018, 38% of the electricity 

produced in the world was obtained from coal, 

23% from natural gas and 4% from oil [1].  
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Monitoring performances of thermal power 

plants, which have a very important place in the 

production of electrical energy, evaluating the 

performance by monitoring the efficiency in the 

power plants, and determining the reasons that 

lead to inefficiency and how to increase the 

capacity is much important. There are many 

parameters which have an impact on the 

performance of each of plant elements that need 

to be found out. For maximum power uptake from 

the plant, the interaction between the plant 

equipment should be monitored and their negative 

impact on each other should be minimized. For 

example, a problem that may occur in the air 

filters of a natural gas-fired combined cycle 

power plant does not only affect the compressor, 

but also changes in the performance of all 

elements up to the cooling tower and leads to 

losses in power generation.  

In power plants, instantaneous values are taken 

and transmitted to the control room by data 

collection systems like supervisory control and 

data acquisition (SCADA) and  distributed 

control system (DCS) for control purposes. 

However, when we look at the combined cycle 

power plant, it is seen that there are much 

parameters that should be followed for even only 

a single unit. Automation systems are geared 

towards power plant operation and aim to 

facilitate the operation, especially to reduce the 

workload of the operator and to minimize the 

human factor. However, by measuring and 

monitoring the performance of the plant elements 

and equipment, it is possible to support the 

preparation of maintenance programs according 

to the maintenance needs of the equipment and 

thus to perform the maintenance on-site and on 

time and increase the availability [2,3]. For this 

purpose, performance monitoring and evaluation 

systems are designed. These systems 

continuously monitor and evaluate the data 

obtained during operation of the plant, calculate 

the required performance parameters for the units 

and equipment and compare them with their 

actual values[4,5]. 

There have been several previous studies to 

analyze the behavior of thermal power plant 

(TPP) using optimization techniques. Konrad 

Swirski proposed using statistical data analysis to 

improve the features of existing performance 

monitoring systems in their study [6]. Process 

performance monitoring and evaluation; It is a 

process that needs to be done to measure, 

maintain and improve the thermal efficiency, 

maintenance planning of the power plant [7]. In 

the study of Özdemir et al., the performance of the 

plant was examined in four main parameters as 

thermal efficiency, pipe efficiency, turbine 

efficiency and boiler efficiency in the light of the 

data received from the thermal power plant. In the 

five-year period of a system operating under high 

temperature and pressure, contamination, wear, 

fatigue, etc. that occur in the system elements. 

performance changes due to reasons have been 

identified [8]. For the variation of each of the 

operational parameters in a thermal power plant, 

performance calculations are made to configure 

the energy variation database. These can then be 

used as assessment criteria based on detecting 

deviations from a reference system updated 

during plant performance tests. Balaram et al, 

they aimed to identify the operational gaps 

associated with the operation of operational 

parameters in the power plant process [9]. 

It is of great importance to define the operational 

gaps associated with the operational parameters in 

the power plant process [10] and calculate key 

performance indicators for the management of 

power plants [11]. Blanco in their study, aims to 

identify and monitor the semi-stable conditions 

associated with measurements in the time series 

of the power plant process [12]. The models are 

then used for performance monitoring by 

comparing the calculated measured value with the 

reference value. The data-based migration plant 

system modeling method ensures that the model, 

which can provide a higher accuracy in 

performance monitoring, is constantly updated.  

By using the real-time operating data of the plant, 

the system monitoring study can be done by 

creating the mathematical models of the plant 

components [13]. The maintenance priorities [14] 

required for the power plant can be made by 

performing performance modeling [15] of a 

thermal power plant or by using the simulation 

and parametric optimization of thermal power 

[16]. Similarly, it can be evaluated as a decision 
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support system [17] about the plant as a tool for 

safer operation in the plant. In recent years, many 

studies have been done in the literature to improve 

both the operating conditions of thermal power 

plants and to reveal their performances. In this 

sense, the approach proposal for temperature 

distribution control in thermal power plant boilers 

[18], using of modern information technologies to 

increase energy efficiency of thermal power plant 

operation [19], quality assessment of fuel 

preparation production process in thermal power 

plants [20] and fault detection and diagnosis in 

power plants methods in Indian electricity 

generation sector [21] studies were conducted. 

Most facility performance evaluation systems 

monitor the data obtained during the operation of 

the facility and evaluate the data obtained 

according to the design model during the first 

installation of the facilities. However, due to the 

aging of the equipment over the years, etc., the 

capacity decrease is considered normal. In this 

study, the performance of the facility, the current 

operating curves of the enterprise are extracted 

and a performance evaluation is made according 

to the parameter changes that occur accordingly. 

In other words, the model curves for the unit and 

equipment are extracted and compared with the 

real performance by calculating the new data 

according to the changing conditions, not the 

performance parameters that should be in the first 

installation. 

In this study, it is aimed to continuously monitor 

the current performances and performance losses 

of units and equipment in order to determine 

operational problems of power plant operators 

and managers, to improve unit performance, to 

accomplish maintenance plans and to make 

economic decisions in all these studies by 

developing system-specific performance 

monitoring and evaluation system. In order for a 

performance monitoring and evaluation system to 

be successful and efficient, it should indicate the 

amount of change in unit and equipment 

performances and the share of equipment in total 

performance loss. In this way, power plant 

operators can estimate the amount, location and 

economic losses resulting from this loss. In 

addition to providing an economic enterprise with 

continuous monitoring of performance, it will 

also improve future operational conditions and 

increase safety via helping to predict future 

problems. 

2. PERFORMANCE MONITORING 

SYSTEMS  

One of the most important factors affecting 

efficiency in thermal power plants is the issue of 

maintenance and revisions. If a modern 

monitoring system is used in a plant, maintenance 

and revision costs and times will be reduced since 

the plant will be kept under nominal operating 

conditions and the equipment forming the system 

will be operated without difficulty, so the effects 

of improvements in control systems on efficiency 

can be clearly monitored. The heat cycle should 

be kept under constant control in the thermal 

power plants. The correct operation of all 

measurement and control systems and measuring 

instruments, their correct value, and the healthy 

operation of automation systems are vital for 

power plant efficiency as well as the safety of the 

power plant. 

Steam and water losses in the cycle should be 

eliminated as soon as possible, the boiler and 

steam turbine should be operated at nominal 

loads, keeping the temperature, pressure, flow, 

level and other measurements and percentage 

rates as close as possible to the operating 

conditions in which the unit's efficiency tests are 

performed. There are many difficulties in 

determining the most appropriate one from the 

existing performance monitoring and evaluation 

systems of which with different aims and abilities, 

to the needs of the plants. The practices show that 

these generic software programs do not provide 

the expected benefits in general. Therefore, 

designing performance monitoring and evaluation 

systems according to the structure and needs of 

the plants will provide much more benefits than 

using a package program. 

As mentioned earlier, coal, natural gas and oil are 

mostly used as fuel in thermal power plants. In 

many thermal power plants for electricity 

generation, there is no Plant performance 

monitoring system for monitoring and evaluating 
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the performance as a complete system, on the 

basis of the unit or on the equipment forming the 

units, but only some parameters (temperature, 

flow, pressure, etc.) is measured. These 

parameters, measured by the plant control system, 

can be used to determine the performance of a part 

of the plant and its elements, but they do not 

represent the current situation. In thermal based 

power generation plants that have only control 

system and do not have performance monitoring 

system, the change and decrease in the 

performance of the facilities and units in the 

power plant are evaluated by the power plant 

operators and plant operation personnel. Even if 

they are very experienced, it is very difficult for 

the operators to fully evaluate the performance 

results due to the excess of parameters in the 

power plant and its elements and the lack of 

reference performance values in different 

operational and environmental conditions. 

However, due to the changing power demands 

and falls of the turbine and other plants in the 

power plant, power plants should always operate 

under non-design or partial load conditions, 

which in time leads to a loss of performance of the 

equipment [22]. 

The fact that each plant has a separate design and 

technology makes it difficult to make human-

based assessments healthy. Aside from the 

personnel knowledge and experience, an 

additional system that can evaluate the power 

plant performance is needed. Therefore, 

performance monitoring and evaluation systems 

that compare the actual value with the reference 

performance value and determine the economic 

size of it contribute to achieving healthier results 

for the power plants. 

Thermal power plants should be operated at 

maximum efficiency and profitability due to their 

high production income and economic size. In 

this sense, great importance is given to 

performance monitoring systems and studies 

show that these systems increase energy 

efficiency. Depending on the development of 

automation and computer systems and the 

increasing importance of efficiency as much as 

production with energy crises in the world, it has 

come to the fore that the operation of the power 

plants is not sufficient and the performance 

should be monitored also. Therefore, plant 

equipment manufacturers have developed plant 

monitoring systems with or after the 

plant.  Diagnosis procedures are often tested on 

data obtained through simulators [23,24]. 

A schematic diagram of a plant efficiency under 

different operating conditions can be shown as in 

the figure 1. The graph reveals the efficiency of 

the facility in terms of the combination of 

uncontrollable and controllable losses depending 

on time. The upper curve shows the achievable 

efficiency of a power plant in design values before 

aging or deterioration occurs. The lower curve 

shows its true efficiency due to the degradation 

and aging of materials in a power plant. The status 

of the plant at a specific point in the lower curve 

can be captured by performance testing or 

monitoring. To move from a point in the real 

efficiency curve to a point in the achievable 

efficiency curve with the same working condition, 

uncontrollable losses can be avoided by changing 

or maintaining the components [25,26]. 

 
Figure 1 A schematic diagram of a plant efficiency 

under different operating conditions 

2.1. Establishing a Data Management System 

The Plant Information (PI) system was 

established to form the infrastructure of the 

evaluation and monitoring system in the a 

combined cycle power plant. PI is used to 

describe all the information (data) generated by a 

process consisting of electrical or mechanical 

equipment. In general, the PI system is used to 

collect, save and manage data in a process or 

business. The PI system is capable of gathering 

processes and enterprises from multiple points 
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(established in different geographical locations) 

in one place. In this way, all systems can be 

observed in one place and all data required for 

analysis can be collected. The operation of the 

system is simply as follows: Data received from a 

data source comes to the PI system via an 

interface, which can be reported by the user in any 

desired format [27]. 

The information generated by the PI system for an 

industrial enterprise can be low in availability and 

large in capacity. For this reason, there are several 

commercial programs called “PI Management 

Systems" which are developed to make this 

information usable and meaningful, and to 

convert it into data that can be saved and stored. 

The PI system is basically a computer-based 

system and is capable of communicating with the 

interfaces of open platform communication 

(OPC) with other industrial devices that collect 

sensor data and status messages from intelligent 

machines is shown in Figure 2. 

 

Figure 2 Typical PI system network connection and 

basic structure (OSIsoft) 

2.2. Data Processing and Filtering 

The PI system is capable of receiving all 

parameter data from the OPC machine at regular 

intervals. Raw state of these data may be too bulk 

for a healthy observation of the process. It is also 

possible that unnecessary data is saved and stored 

for years. In order to prevent this, some of the 

observed data in the PI system can be compressed 

with the name Exception and archived data with 

the name Compression. In this way, unnecessary 

data is not stored and system performance can be 

kept high, resources can be used more efficiently. 

In PI data processing stage; All data from the OPC 

server connected to the SCADA system is 

observed and recorded depending on a particular 

algorithm to be meaningful and give an idea. The 

collected parameters are stored in archive files, all 

data between each start and end time. 

3. DETERMINATION OF POWER PLANT 

PERFORMANCE PARAMETERS 

Dynamic behavior of power plants is 

predominantly; it depends on inlet and outlet 

distortions and changes in set points. This is 

especially the case in large coal-fired power 

plants. It is expected from the power plant to keep 

up with fast operating conditions in case of 

sudden and sudden load changes, switching in and 

out. In terms of control engineering, it is very 

difficult to control a switchboard representing a 

time-varying and non-linear multivariable 

process or a system with multiple inputs / outputs 

(MIMO, multi input multi output). 

Increasing competition and fuel costs in the 

electricity generation sector have led power plant 

operators to focus on efficiency, availability and 

reliability. For this purpose, power plant 

managers should be able to assess the status of 

their power plants. As a result of these 

evaluations, it is necessary to understand how 

much of the targeted performance is realized in 

the plant operation. For this purpose, long-term 

monitoring of all the values obtained during the 

operation of a power plant, performance analysis 

and comparison with past performance values is 

very important in detecting the degradation of the 

unit or equipment. All these reasons reveal the 

need for performance monitoring and evaluation 

systems. There are many novel on-line 

monitoring performance methods of thermal 

power unit [28-30]. 

However, since performance losses due to 

operating and environmental conditions are not 

within the scope of degradation, the calculation 

should not take this into account. In order to make 

the necessary comparisons in order to evaluate the 

actual performance, the design and off-design 

performance values of the unit where the 

performance monitoring and evaluation system 

will be installed are needed. Design and off-

design values are often used in acceptance tests of 
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the unit and are therefore given to managers by 

manufacturers. However, in cases where these 

curves cannot be obtained from manufacturers, 

design and off-design performance values that 

can be obtained through performance analysis 

with appropriate physical modeling software are 

used in performance monitoring and evaluation 

systems. In many of the SCADA or other 

monitoring systems used in today’s power plants, 

especially in Turkey, performance analysis either 

cannot be accomplished or intended to. Therefore, 

it is difficult to interpret the changes in the 

performance of the units in a power plant where 

measurements are made only for control 

purposes.  

In this study, it is aimed to design and implement 

a thermal power plant performance monitoring 

and evaluation system that will monitor and 

measure the parameters affecting the power 

plant's performance. With this system to be 

installed, the operator can be informed about the 

performance levels of the equipment.  

Table 1 Parameters and performance indicators 

affecting the performance of the plant 
Model Name Parameter Affecting  

Performance 

Performance 

Outputs 

Gas Turbine 

Outdoor Temperature 
Air pressure 

Relative humidity 

GT Filter Pressure Loss 
GT Drop Pressure Loss 

IGV Angle 

Fuel Lower Heating 
Value 

Net Power  
Heat Rate  

GT Exhaust Flow  

GT Exhaust 
Temperature 

HRSG  

GT Exhaust Flow  

GT Exhaust 

Temperature  

HP Steam Flow  

HP Steam 

Temperature 
LP Steam Flow 

LP Steam 

Temperature 

Steam Turbine 
and Water Cycle 

HP Steam Flow  

HP Steam Temperatu re 

LP Steam Flow 
LP Steam Temperature 

Coolant (Water) 

Temperature 

Net Power 

  

Condenser Pressure 

All Cycle 

Outdoor Temperature  

Coolant(Water) 

Temperature 

Net Power  

Heat Rate 

GT : Gas turbine 

IGV  : Inlet guide vane 

HRSG : Head Recovery Steam Generator 

LP : Low pressure 

HP : High pressure 

In addition, by providing the operator with 

flexibility of movement to determine the 

parameters that cause performance failure and to 

identify and solve the problem, to contribute to 

the solution of the problem quickly, easily and as 

independently of the human factor as possible. 

Within the scope of the study, natural gas 

combined cycle power plant (CCPP) was selected 

as the application area of the project. When 

monitoring the performance of a unit, the 

performance degradation of both the unit and the 

equipment must be determined separately. Total 

degradation indicates the current state of the unit, 

while equipment degradation indicates where the 

total degradation stems from. Once the 

equipment-based degradations are identified, it is 

also possible to plan the work required for 

performance recovery [31]. Therefore, first of all, 

CCPP Power Plant was divided into 3 main 

sections and the parameters and performance 

indicators affecting the performance of these 

sections were determined in Table 1. 

In general, there are two different methods used 

to evaluate the performance parameters 

determined by the performance monitoring 

system and to reveal the performance status of the 

plant. These methods are; 

1- Curve-based method (Performance and 

correction curves method) 

2- Model based method 

The curve-based method used to determine the 

level of performance uses correction factors 

derived from correction curves prepared by the 

manufacturer for parameters affecting 

performance or made as a result of simulations 

and analyzes. The expected power calculation for 

the gas turbine made using correction factors is 

given in (1) as an example. Another method is the 

model based method. In this method, computer 

simulation including physical models of the 

equipment is operated with data measured from 

the plant and expected performance values are 

obtained. 

Nexpected =  Nmeasured ∏ DFi
n
i=0       (1) 

The curve based method was used in the 

application to be made at selected a CCPP Plant. 

For this reason, performance curves supplied by 

the producer at the plant were investigated and 

correction curves were obtained with the help of 

the curves found. However, as a result of the 
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evaluations, it was seen that the number of 

performance curves obtained from the units of 

selected CCPP Plant was insufficient to calculate 

many of the performance indicators. 

For this reason, in order to obtain the required 

performance curves, the three main sections 

forming the power plant were simulated with the 

GateCycle ™ program and performance curves 

were obtained and the results obtained were 

reported in the relevant sections of the report. In 

addition, the simulation model of the whole cycle 

was created by combining these sections 

validated with the design values, and the effects 

of the parameters affecting the whole cycle were 

examined and the results were presented. With the 

GateCycle ™ program, the heat-equilibrium and 

mass-equilibrium equations of the equipment that 

can be found in the thermal power plant can be 

established. The configuration of a steam power plant 

on Gate Cycle is shown in Figure 3. 

 

Figure 3 The configuration of a steam power plant on 

Gate Cycle [32] 

Off design simulation models are used to examine 

the operation of the equipment that is 

dimensioned according to design values with the 

design mode under different operating conditions. 

Thus, with the parametric studies, the effects of 

various operating values on power plant 

performance can be seen. It is possible to obtain 

designs close to the actual design by entering the 

known design information into the program in the 

current system. In addition, the obtained design 

sizes can be verified by comparing them with the 

actual design information. In addition, the effect 

of equipment-based degradation on the power 

plant can be examined in the prepared models. In 

the studies, it is determined that some additional 

measurements are needed besides the measured 

data in the plant to calculate the performance 

indicators of selected CCPP.  

4. COMBINED CYCLE POWER PLANT 

PERFORMANCE ANALYSIS 

Performance parameters on the basis of unit and 

equipment, degradation, degradation costs and 

trends in a given time period will be followed and 

an important historical database will be created 

for the plant in the future. Necessary 

measurements and performance parameters of the 

power plant have been determined on the basis of 

equipment and total power in order to perform 

performance calculations. The PI system, which 

forms the infrastructure of the evaluation and 

monitoring system, was established at the power 

plant where the project will be implemented.  

Thirdly, the necessary measurements and 

performance parameters of the plant for 

performance calculation are determined on the 

basis of equipment and total plant. In order to 

calculate the determined performance parameters, 

the necessary additional measurements (pressure, 

temperature, flow rate, etc.) and measurement 

locations were determined by the project and 

power plant team. Fourthly, the actual working 

situation is simulated in computer environment 

and the design working conditions are verified 

and correction curves are obtained for the 

equipment (pump, gas turbine, waste heat boiler, 

etc.).  

While the plant was simulated, it was examined 

as 3 main sections, and finally the entire cycle was 

simulated by combining these 3 main sections and 

parametric analyzes were completed. After this 

process, parametric analyzes were performed on 

verified simulation models, and performance 

correction curves were obtained on the basis of 

equipment. The three main sections that make up 
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the CCPP cycle are: gas turbine, waste heat boiler 

and steam turbine and water cycle. Parametric 

analyzes for the gas turbine group are listed 

below: 

− Change in GT net power according to outdoor 

temperature 

− Change in GT net power according to outdoor 

air pressure 

− Change in GT net power relative to relative 

humidity 

− Change of GT net power according to GT inlet 

filter pressure loss 

− Change in GT net power according to GT 

output pressure loss 

− Change in GT net power according to natural 

gas lower heat value 

− Change in GT net power relative to change in 

Inlet Guide Vane (IGV) angle 

The parameters affecting the gas turbine 

performance are the parameters affecting the 

compressor inlet air and the values (pressure, 

temperature and flow) affecting these weather 

conditions and fuel properties (LHV- lower 

heating value). According to the changes in these 

parameters, the efficiency of the gas turbine 

(power, outlet temperature and pressure) varies. 

The parametric analyzes were performed to verify 

the off-design simulation model and the results 

are as example in Figure 3. 

 
(a) change in relative humidity (15 ° C) 

 
(b)  change in natural gas lower heat value (LHV) 

 
(c) change outdoor temperature 

 
(d) change in air pressure 

Figure 3 Change in GT net power relative to a) 

change in relative humidity (15 ° C), b) change in 

natural gas lower heat value (LHV) c) change 

outdoor temperature and d) change in air pressure 

By using the correction factors obtained from the 

correction curves obtained from the 

measurements based on the parameters 

determined in the power plant, the status of the 

total unit and equipment (pump, gas turbine, 

waste heat boiler, steam turbine etc.) can be 

monitored.  For selected Natural Gas Combined 
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Cycle Power Plant, a special software has been 

developed that includes performance parameters 

of the unit and equipment, degradations, the share 

of equipment in total degradation, hourly cost of 

equipment degradation and impact and solution 

analysis. 

When graphs in Figure 3 are examined, the 

highest difference between the power calculated 

according to the reference correction curves and 

the simulation model was calculated as -6% in the 

outdoor temperature change curve. This 

difference occurs in sections where the outdoor 

temperature is 45 ° C. The difference between -15 

° C and 30 ° C is the highest -2%, which is within 

the acceptable limits for simulation studies. 

Considering the weather conditions in Istanbul, it 

is a very rare event that the air temperature 

reaches 45 ° C. Therefore, the simulations made 

were verified by comparison with the design and 

non-design values taken from the plant. 

5. CONCLUSION 

In order to increase the performance of thermal 

power plants, this system has been designed to 

design and implement a power plant performance 

monitoring and evaluation system that will 

measure all the parameters affecting the 

performance by measuring them on a unit basis 

and compare them with the required reference 

performances. Outputs targeted from the 

performance monitoring and evaluation system; It 

is aimed to monitor the performance of the plant 

with easy-to-understand graphics depending on 

time, to provide the operator with the opportunity 

to monitor performance on the basis of units and 

equipment, to compare the performances of the 

equipment with the current performance values, 

to diagnose the problem before the problem 

occurs, and to provide solutions to the root of the 

problem and to provide solutions. All modules 

(performance indicators, distortions, decay costs, 

trends, etc.) in the software were followed for a 

certain period of time and the detected errors were 

corrected. With this software, performance 

parameters, distortions, decay costs and trends in 

a certain period of time can be tracked on a unit 

and equipment basis, and an important historical 

database for the plant can be created in the future. 

In addition, these data will assist the switchboard 

team both in operating the switchboard well and 

in predictive maintenance of the switchboard. 

Thus, the condition of the units and equipment in 

the power plant can be evaluated more efficiently 

and possible performance losses can be 

minimized. 
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Microstructures and Phase Transformations of Melt-Spun Ti-V-Al high 

Temperature Shape Memory Alloys with Addition of Zr 

Öznur BAĞ*1, Fikret YILMAZ1, Uğur KÖLEMEN2, Semra ERGEN1 

Abstract 

In this study, the effects of Zr addition on phase transformation temperatures, microstructure of 

Ti-12V-4Al (wt. %) high temperature shape memory alloys (HTSMAs) manufactured using 

melt-spinning technique were investigated. During heating, differential scanning calorimetry 

(DSC) curves showed that austenite transformation temperature of Ti-12V-4Al (wt. %) melt-

spun ribbon was single-stage transformation and Ti-12V-4Al-0.5Zr (wt. %) melt-spun ribbon 

was two-stage transformation.  In the scanning electron microscopy (SEM) and X-ray 

diffraction (XRD) analyzes, unveiled that the melt-spun ribbons consisted of martensite, 

austenite and R phases. Transmission electron microscopy (TEM) analysis showed that the 

thickness of martensite plates in ribbons was thinned by the addition of Zr.  

Keywords: High temperature, shape memory alloys, phase transition 

 

1. INTRODUCTION 

Shape memory alloys (SMAs) can recover their 

deformed shape are smart materials. The driving 

forces of this reversible deformation are; there 

may be load, temperature and magnetic effect. 

The reason for this feature, which is not seen in 

traditional metals and alloys, is the solid-solid 

phase transformations, which are defined as 

thermo-elastic martensitic phase transformation 

[1]. Thanks to these reversible phase 

transformations, shape memory alloys can regain 

their original state after being deformed. 

Furthermore, shape memory alloys show 

superelastic properties and are highly they can 

remain elastic under stresses. Shape memory 

 
*Corresponding author: oznurbag@gmail.com 
1Gaziosmanpaşa University, Faculty of Arts and Science, Department of Physics, 60240,Tokat. 

E-mail: oznurbag@gmail.com; fikretyilmaz79@gmail.com; semraergengop@gmail.com 

ORCID: https://orcid.org/0000-0002-9944-8221; https://orcid.org/0000-0002-1835-4961; https://orcid.org/0000-

0002-5515-0933 
2Yozgat Bozok University, Faculty of Arts and Science, Department of Physics, 66100, Yozgat. 

E-mail: ugur.kolemen@bozok.edu.tr 

ORCID: https://orcid.org/0000-0001-9858-8823 

alloys are materials that can be used in many 

fields such as vibration damping, noise reduction, 

sensors, building, biomedical due to their shape 

memory and superelasticity properties. NiTi 

alloys come into prominence due to their good 

functional and mechanical properties such as 

ductility, fatigue strength and deformation rate. 

However, as the transformation temperatures of 

NiTi alloys are below 100 oC, high temperatures 

such as aerospace, automobile and oil industry its 

use is limited in areas that require [2]. Therefore, 

researchers are working to develop materials with 

transformation temperatures above 100 oC. 

As a result of the researches, many high 

temperature shape memory alloys have been 
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found by adding the third element to the binary 

alloys.  

Ti-based alloys are one of the best examples for 

high temperature shape memory alloys 

(HTSMAs). Ti-V-Al alloys, which are Ti-based 

alloys, have low density and have high heat 

resistance, strength, flexibility, toughness, 

processability, weldability, corrosion resistance 

and biocompatibility. Therefore, it is 

advantageous for use in many high temperature 

applications, especially in aviation applications. 

Among the alloying elements added to titanium, 

the most well-known elements such as Al, Sn, Ga 

and Zr perform well at high temperatures. 

The Zr element, which is generally considered to 

be a neutral element and compatible with the Ti 

group, is often added to improve mechanical and 

shape memory properties [3, 4, 5, 6]. 

Melt-spinning is the most adopted technique 

among rapid solidification techniques owing to its 

high cooling rate (105–107 °C/s) and simple 

application. This technique is typically used to 

create thin metal or alloy ribbons of a certain 

atomic structure. The melt spinning technique 

produces a fine-grained microstructure, 

increasing the solubility of alloying elements and 

reducing levels of dissociation [7, 8]. These 

effects can lead to advancements in shape 

memory alloy systems in terms of shape memory 

capabilities and superelasticity [9]. 

In this study, Zr was added to Ti-12V-4Al (wt. %) 

alloy for the first time and Ti-12V-4Al-0.5Zr (wt. 

%) ribbon alloy was produced by melt spinning 

technique. The aim of this work is to investigate 

the effect of Zr addition on the microstructural 

evolution and phase transformation temperature 

of Ti-12V-4Al (wt. %) high temperature shape 

memory alloy. The microstructure, phase 

formation, chemical composition and 

transformation temperatures were examined by 

using differential scanning calorimetry (DSC), X-

ray diffraction (XRD), optic microscope (OM), 

scanning electron microscopy (SEM) and 

transmission electron microscopy (TEM). 

2. MATERIAL AND METHODS 

Firstly, elemental Ti (99.9 % purity), V (99.999 % 

purity), Al (99.9 %) and Zr (99.9 %) were used to 

prepare the alloy of nominal composition Ti-12V-

4Al and Ti-12V-4Al-0.5Zr. In this study, all 

percentages are wt. % unless otherwise stated. 

The alloys were first melted under an argon 

atmosphere by an arc-melter system. In order to 

ensure homogenization, the alloys were 

repeatedly melted three times and then annealed 

at a temperature of 950 °C for 6 h in vacuum-

sealed quartz crucibles. And then was quenched 

in ice water by breaking the crucible. Afterward, 

the master alloys were cut into small pieces for 

rapid solidification by melt-spinning. Then 

rapidly solidified counter part of the master alloys 

were prepared using an Edmund Buhler SC melt-

spinner. For the melt-spinning process, Ti-12V-

4Al (wt. %) and Ti-12V-4Al-0.5Zr (wt. %) master 

alloys with a weight of about 3 g were prepared 

and the alloys were placed in the quartz crucible. 

Then, the quartz crucible, including the master 

alloys, was mounted in the chamber surrounded 

by spiral springs inside the glass-covered 

chamber. The distance between the wheel and the 

nozzle was adjusted to be 0.2 mm and the lid of 

the chamber was closed. Before pouring the melt 

on the disc, after the chamber containing the disc 

and crucible was vacuumed up to about 4x10-2 

bar, the chamber was filled with argon gas and the 

disc velocity was set to 25 m/s.  The master alloys 

were then melted and sprayed onto the copper disc 

with a pressure of about 300 mbar and ribbon 

alloys were obtained. As-received melt-spun 

ribbons were 6–10 mm in width and 40–60 μm in 

thickness. 

The crystallization behaviors and the 

corresponding dynamics of the as-received Ti-

12V-4Al (wt. %) and Ti-12V-4Al-0.5Zr (wt. %) 

melt-spun ribbons were examined by differential 

scanning calorimetry (Seteram, DSC 131) with 

the different heating and cooling rate in the 

temperature range of 50-530 oC. The 

crystallization state and phase constituents were 

identified by the X-ray diffraction (Pixcel3D) 

using CuKα radiation. Microstructures of ribbon 

samples were observed on optical microscope 

(Simadzu DUH-W201S). Samples for OM 
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observation were prepared by etching with a 

mixed solution of 10 ml HF, 20 ml HNO3 and 40 

ml H2O after mechanical grinding and polishing. 

The surfaces of the melt-spun ribbons were 

observed by means of a scanning electron 

microscope (Quanta 200 FEG). The 

microstructural characterizations were carried out 

by transmission electron microscopy 

(JEM100SX) operating at an accelerating voltage 

of 200 kV. The samples for TEM observation 

were prepared by twin-jet electro-polishing in an 

electrolyte of 6 % perchloric acid, 60 % methyl 

alcohol and 34 % n-butyl alcohol by volume at 

about −30oC. 

3. RESULTS AND DISCUSSION 

Figure 1 shows DSC curves of the Ti-12V-4Al 

(wt. %) and Ti-12V-4Al-0,5Zr (wt. %) melt-spun 

ribbons at the temperature range 50–530 °C. DSC 

curves of the at heating / cooling rates of 30 oC / 

min are displayed in Figure 1. 

 

 

Figure 1 The DSC curves of Ti-12V-4Al (wt. %) and 

Ti-12V-4Al-0.5Z (wt. %) melt-spun ribbons 

In Figure 1, Ti-12V-4Al (wt. %) ribbon shows 

single-stage transformation. The martensite phase 

of the Ti-12V-4Al (wt. %) ribbon directly 

converts to austenite during heating (B19ˈ 

martensite → B2 austenite). The endothermic 

peak is clearly visible at about 127 oC upon 

heating, which ends at 158 oC for Ti-12V-4Al (wt. 

%) ribbon. The DSC curve of Ti-12V-4Al-0.5Zr 

(wt. %) ribbon exhibits two endothermic peaks in 

heating, indicative of two-stage transformation 

(B19ˈ martensite → R-phase → B2 austenite). 

Some Zr added alloys (such as Ti-Ni-Zr) [10] also 

show typical reversible phase transformation 

behavior of HTSMAs on heating or cooling, 

where the martensite phase transformation from 

B19ˈ martensite to B2 austenite occurs in a two-

stage process. The first stage is attributed to the 

B19ˈ martensite → R-phase and the second stage 

is for the R-phase → B2 austenite transformation 

[11]. Furthermore, the high cooling rate leads to 

high solid solubility and grain orientation 

preference in the suction-cast alloy during rapid 

solidification. It is believed that the Zr addition on 

quaternary HTSMAs results in the change of 

structural features and lattice distortion during 

martensitic transformation, which has an 

important role to play in terms of controlling the 

transformation temperature and phase transition 

behavior during the temperature change [12]. Its 

origin cannot be identified by DSC alone. To 

explain the phenomena mentioned above, in situ 

XRD was applied to Ti-12V-4Al (wt. %) and Ti-

12V-4Al-0.5Zr (wt. %) ribbons at room 

temperature, and the results are shown in Figure 

2. 

 

Figure 2 The XRD pattern of Ti–12V-4Al (wt. %) 

and Ti-12V-4Al-0.5Zr (wt. %) melt-spun ribbons 
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The Ti-12V-4Al (wt. %) and Ti-12V-4Al-0.5Zr 

(wt. %) ribbons are mainly at martensite state with 

B19ˈ structure. The Ti-12V-4Al (wt. %) ribbon 

has a martensite phase indexed by (111) with a 

very strong peak at 39.89 degree and the Ti-12V-

4Al-0.5Zr (wt. %) sample has a martensite phase 

indexed by (101) at 26.18 degree. In Ti-12V-4Al-

0.5Zr (wt. %) ribbon, it can be seen that the 

intensity of B2 austenite peaks at diffraction angle 

of 56.12 and 73.56 degreeses become. As seen in 

the graphic, R phases appeared at 27.84 and 46.34 

degrees in the Ti-12V-4Al-0.5Zr (wt. %) ribbon. 

This is compatible with the phase transformations 

occurring in the DSC analysis and helps explain. 

 

 

Figure 3 Optical images of Ti-12V-4Al (wt. %) and 

Ti-12V-4Al-0.5Zr (wt. %) melt-spun ribbons 

Figure 3 shows the typical optical morphologies 

of the Ti-12V-4Al and Ti-12V-4Al-0.5Zr ribbons. 

Although Ti-12V-4Al ribbon is more pronounced 

in both samples, typical lath-shaped or thin 

acicular martensite phases are seen. The 

orientations of these martensite phases formed in 

the Ti-12V-4Al-0.5Zr ribbon differ in each grain. 

Compared to the Ti-12V-4Al ribbon produced, 

these phases are stacked finer, softer and more 

dispersed in the Ti-12V-4Al-0.5Zr ribbon. In 

addition, it is seen that the grain boundaries of Ti-

12V-4Al-0.5Zr ribbon emerge more clearly. 

Figure 4 shows the SEM images taken at 10000 

magnification of the ribbons. It is seen that the 

microstructures of the ribbons consist dominant 

martensite phases. A small amount of austenite 

phases are seen in the Ti-12V-4Al-0.5Zr (wt. %) 

ribbon. It is estimated that Zr element 

accumulates in grain boundaries in Ti-12V-4Al-

0.5Zr (wt. %) ribbon. The XRD result of Ti-12V-

4Al (wt. %) ribbon reveals only B19ˈ martensite 

phase and no additional peak corresponding to 

was observed. In addition, in Ti-12V-4Al-0.5Zr 

(wt. %) ribbon, B2 phase is clearly seen and these 

results are considered to be compatible with XRD 

analysis.       

 

 

Figure 4 SEM images of the Ti-12V-4Al (wt. %) and 

Ti-12V-4Al-0.5Zr (wt. %) melt-spun ribbons 

TEM images of melt-spun ribbons are depicted in 

Figure 5. The microstructure is featured with the 

parallel martensite plates with the width of 100-

300 nm in Figure 5a. And various martensite 

variants distribute in mutually intersecting 

directions. In Figure 5b, the thickness of the 

martensite plates is slimmed and become obscure 
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with Zr amount in the ribbon, which can be 

ascribed to a decrease in the grain size [13, 14]. 

    

  (a) Ti-12V-4Al           (b) Ti-12V-4Al-0.5Zr 

Figure 5 TEM images for (a) Ti-12V-4Al (wt. %) and 

(b) Ti-12V-4Al-0.5Zr (wt. %) melt-spun ribbons 

4. CONCLUSION 

In this research, we have examined the effects of 

Zr addition on the microstructure and shape 

memory properties Ti-12V-4Al and Ti-12V-4Al-

0.5Zr melt-spun ribbons. The obtained results 

were as follows:  

DSC results show that there is a two-stage B19ˈ 

martensite → R-phase → B2 austenite 

transformation in Ti-12V-4Al-0.5Zr ribbon, 

while a single-stage B19ˈ martensite → B2 

austenite transformation occurred in the Ti-12V-

4Al ribbon. 

In the optical microscope results, it was observed 

that the microstructure of the melt-spun ribbons 

contained martensite structures with a lath-shape, 

grain boundaries were clearly observed in the Ti-

12V-4Al-0.5Zr ribbon. 

SEM and XRD analyses confirmed that while the 

Ti-12V-4Al-0.5Zr ribbon consisted of B19ˈ 

martensite B2 austenite and R phases, the Ti-12V-

4Al was composed solely of a B19ˈ martensite 

phase. 

It was found from TEM observations that the size 

of martensite plates decreased with an increasing 

Zr amount. 
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Comparison of Statistical Methods for Obtaining Image from Video Frames Based 

on Development of Quality Metric 

Murat Alparslan GUNGOR*1 

 

 

Abstract 

Digital images obtained from the video frames have an important role in different areas. Many 

image processing techniques have been applied to digital images for different purposes such as 

edge detection. For a better image processing application, it is very important to obtain images 

with less oscillation from the video. However, the factors such as camera and environment 

cause differences among the consecutive frames. These differences cause images with 

oscillation. Statistical methods can be used to obtain images with less oscillation from multiple 

frames. In this paper, we developed a quality metric to compare the frames or images in 

accordance with the quantity of oscillation. A comparative study of statistical methods used to 

obtain the images with less oscillation from the video frames was presented. Images were 

obtained by using four statistical methods for the different numbers of frames. This study also 

focuses on evaluating how the statistical method choice affects the oscillation of images using 

the proposed quality metric and comparing the processing times of the methods.  

Keywords: Video frame, statistics, image quality assessment 

 

 

1. INTRODUCTION 

Today, many researchers are analyzing videos for 

their researches [1]. Video is considered as the 

collection of frames. Digital images obtained 

from the video frames are used for many 

applications. However, such encountered factors 

as the environment, transmission channels and 

imperfections in the video acquisition system –

especially due to cheap cameras– cause a decrease 

in image quality [2, 3]. To date, many techniques 
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have been developed to improve video quality. 

The techniques proposed by Jasmine and 

Annadurai [4] introduced the particle 

optimization with adaptive cumulative 

distribution based on histogram enhancement 

technique (PACDHE); Okuhata et al.  [5] 

proposed a novel adaptive real-time video image 

enhancement based on a variational model of the 

Retinex theory; Tan et al. [6] improved the 

denoising capability of pixel similarity weighted 

frame averaging (PSWFA); Anbarjafari et al. [7] 

proposed a new video resolution enhancement 
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technique using wavelet transform and an 

illumination compensation technique; Singh et al. 

[8] introduced a novel framework for speckle 

noise removal and contrast enhancement of real 

ultrasound videos. These are some of the 

techniques used to improve the video quality. 

Each technique has its own feature to improve the 

video images.  

The performance of a technique is evaluated by 

using the quality metrics. In this paper, we 

proposed a quality metric to measure the 

differences between consecutive frames of the 

same scene without movement because the 

above-mentioned problems also cause differences 

between consecutive frames. Measuring these 

differences is very important for image 

processing applications. The images with less 

oscillation give better results for image 

processing applications. For instance, a researcher 

uses the edge detection algorithm to find the 

differences between two objects. The researcher 

obtains the images of the first and second objects 

respectively. If one of the above-mentioned 

problems is encountered, i.e., if there are 

differences between consecutive frames of the 

same scene without movement, the fake 

differences can be seen between the images of 

objects after the edge detection algorithm. Thus, 

the accuracy of the algorithm is reduced. In the 

light of this example, less oscillation between 

frames means a better edge detection algorithm.  

As mentioned above, some factors cause 

differences between consecutive frames. In this 

paper, the effect of light on the image was 

analyzed with the proposed metric. Different 

statistical methods were used to reduce the 

differences between the images obtained from the 

consecutive frames. Four statistical methods were 

applied to obtain images with less oscillation from 

the frames. The developed quality metric was 

used to measure the oscillation between the 

obtained images. The effects of the light, frame 

number and method on the oscillation between the 

images were analyzed. Then, the effect of image 

complexity on oscillation was studied. Finally, 

the processing times of the methods were 

compared. 

This paper is organized as follows. In Section 2, 

an overview of the statistical methods is given. 

The developed quality metric is explained in 

Section 3 and its performance is discussed in 

Section 4. Finally, the conclusions are presented 

in Section 5. 

2. STATISTICAL METHODS 

We used four statistical methods: arithmetic mean 

[9], geometric mean [10], harmonic mean [11], 

and median [10]. These methods are very popular 

in many image and video processing applications 

such as denoising [12], text detection in video 

frames [13, 14], coding and transmission for 

conversational HD video service [15]. In this 

paper, we used these methods to obtain images 

with less oscillation from the video frames.  

The arithmetic mean method determines the value 

of a pixel in the obtained image as follows: 

O(x, y) =
∑ fi(x,y)k

i=1

k
                                             (1) 

where (x, y) represents the coordinates of the 

pixel, k is the number of frames, O (x, y) and f (x, 

y) are the pixel values at the (x, y) coordinates of 

the obtained image and frame, respectively. 

Equation (1) is repeated to determine the values 

of all pixels in the obtained image.  

For other methods, the same procedure is repeated 

except Equation (1). Instead of Equation (1), 

Equation (2), Equation (3) and Equation (4) are 

used in geometric mean, harmonic mean and 

median methods, respectively. 

O(x, y) = (f1(x, y)f2(x, y)f3(x, y) … fk(x, y))
1

𝑘  (2) 

O(x, y) =
k

∑
1

fi(x,y)
k
i=1

                                                (3) 

O(x, y) =
median{f1(x, y), f2(x, y), f3(x, y), … fk(x, y)}    (4) 

While these methods are applied to a group of 

pixels on an image for conventional image 

processing applications such as noise reduction, 

in this paper we applied these methods to pixels 

that have the same coordinates in different frames. 
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3. DEVELOPED QUALITY METRIC 

In this study, we developed a quality metric to 

compare the frames or images according to the 

amount of oscillation. The more above-mentioned 

problems are encountered, the greater the 

difference between the consecutive frames of the 

same scene without movement will be. As a 

result, more oscillation between the digital images 

obtained from these frames is created. The aim is 

to obtain images with less oscillation. The 

developed metric, Oscillation Assessment Index 

between Images or Frames (OAIBIF), uses the 

variance between the images or frames because 

the maximum oscillation occurs in the maximum 

variance. OAIBIF metric is defined as follows: 

OAIBIF = (
mean variance

maximum variance
) . SP                         (5) 

where SP is defined as the sensitivity parameter. 

This parameter is determined by the user to 

achieve the most sensitive results. To calculate the 

OAIBIF metric for the images or frames of sizes 

of m * n, first, the variances between pixels with 

the same coordinates in different images or 

frames are calculated. Thus, for the images or 

frames of sizes of m*n, m*n variances are 

obtained. Equation (6) is used to calculate the 

mean variance in Equation (5). 

mean variance =
[variance (1,1)+variance (1,2)+⋯+variance (2,1)+variance (2,2)+⋯+variance (m,n)]

m∗n
  (6) 

where variance (1,1), variance (1,2) … and 

variance (m, n) are defined as variances between 

the pixels whose coordinates are (1,1), (1,2) … 

and (m, n), respectively. 

The maximum variance in Equation (5) for the 

different number of images or frames is shown in 

Table 1.       

 

 

 

 

 

Table 1  

The maximum variance for different number of 

images or frames       
Number of images or frames The maximum 

variance 

3 21675 

4 21675 

5 19507.5 

6 19507.5 

7 18578.57143 

8 18578.57143 

9 18062.5 

10 18062.5 

11 17734.09091 

12 17734.09091 

13 17506.73077 

14 17506.73077 

15 17340 

The minimum and maximum values of the pixel 

are considered to calculate the maximum 

variance.  For example, for seven images, the 

maximum variance value is calculated for four 0 

and three 255 pixel values. 

Larger OAIBIF indicates the images or frames 

with more oscillation. If OAIBIF is equal to zero, 

this means that there is no difference between 

consecutive images or frames, the camera has 

excellent performance and the above-mentioned 

problems do not affect the images or frames.  If 

the mean variance is equal to maximum variance, 

then there is too much difference between 

consecutive images or frames of the same scene 

without movement.  

4. RESULTS AND DISCUSSION 

We used the experimental setup shown in Figure 

1 to obtain the consecutive frames. 
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Figure 1 The experimental setup used in the study 

Our experimental setup has three parts: a camera, 

platform, and object. The images of the object 

were obtained from the camera with the Matlab 

program and the program is shown in Figure 2. 

 

Figure 2 Screenshot of image obtainment with the 

camera 

We obtained one hundred and fifty frames for 

each application. These frames were divided into 

groups of fifteen. One or more frames in each 

group were used to form an image. To obtain the 

frames, “Take Frames” button shown in Figure 2 

is used. When the "Take Frames" button is 

clicked, the processing time is very short. This 

means that the time duration from acquiring the 

first frame of the first image to the last frame of 

the last image is short. The aim is to ensure that 

there is no difference between the frames by 

keeping the time duration very short; but the 

above-mentioned problems affect the frames. The 

calculated OAIBIF values between the frames for 

an application are shown in Table 2. 

Table 2  

OAIBIF values between the frames for each image 
 OAIBIF 

for image 1 3.589054258 

for image 2 3.569613997 

for image 3 3.461656048 

for image 4 3.550260042 

for image 5 3.473456519 

for image 6 3.511795775 

for image 7 3.564171021 

for image 8 3.518609685 

for image 9 3.504872528 

for image 10 3.55007135 

Table 2 shows OAIBIF values between the fifteen 

frames for each image. In this study, the value of 

SP shown in Equation (5) was selected as 10000. 

For excellent performance, the value of OAIBIF 

is desired to be zero. If Table 2 is analyzed, it can 

be seen that the values of OAIBIF between the 

frames are about 3.5; meaning that the above-

mentioned problems affect the frames.  

Digital images are obtained from the video 

frames. This process is random. In this paper, 

instead of performing a random process, a group 

of fifteen frames was created for each image. 

When an image was to be obtained using a single 

frame from each group, the first frame in each 

group was selected. Thus, 10 images for 10 

groups were obtained. Then, images were 

obtained using the different number of frames -

k=3,7,11,15- and four statistical methods -

arithmetic mean, geometric mean, harmonic mean 

and median- to reduce the oscillation between 

images. For example, if an image is obtained from 

three frames using the arithmetic mean method, 

the first three frames in the group are taken into 

account. Ten images were obtained for each 

number of frame and statistical method. Table 3 

shows OAIBIF values between the images 
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obtained by using the different number of frames 

and methods. 

Table 3  

OAIBIF values between the images for different 

number of frames and methods 
Number of Frames and Method OAIBIF 

k=1 3.525118949 

k=3, arithmetic mean method 1.318378861 

k=3, geometric mean method 1.326692989 

k=3, harmonic mean method 1.345553437 

k=3, median method 1.315705976 

k=7, arithmetic mean method 0.667631561 

k=7, geometric mean method 0.674031323 

k=7, harmonic mean method 0.690851358 

k=7, median method 0.699185843 

k=11, arithmetic mean method 0.456831202 

k=11, geometric mean method 0.462280189 

k=11, harmonic mean method 0.475101222 

k=11, median method 0.489580957 

k=15, arithmetic mean method 0.352821858 

k=15, geometric mean method 0.357759934 

k=15, harmonic mean method 0.367979849 

k=15, median method 0.382907986 

As shown in Table 3, the value of OAIBIF 

between ten images obtained for k = 1 is 3.525. 

The different number of frames and statistical 

methods were used to reduce this value. When 

Table 3 is analyzed, it is observed that the 

OAIBIF value decreases as the frame number 

increases. While the result obtained from the 

median method is slightly better than the result 

obtained from the arithmetic mean method for 

k=3, the arithmetic mean method gives the best 

results for higher values of k for the first 

application. 

The OAIBIF values between the images shown in 

Table 3 depend on the OAIBIF values between 

the frames shown in Table 2. Using the same 

camera, platform and object, we performed 

another application. The results of the second 

application are shown in Table 4 and Table 5.  

Table 4 

For the second application, OAIBIF values between 

the frames for each image 
 OAIBIF 

for image 1 3.190312897 

for image 2 3.186761742 

for image 3 3.200678401 

for image 4 3.20506631 

for image 5 3.184293296 

for image 6 3.169900469 

for image 7 3.166245347 

for image 8 3.177909462 

for image 9 3.17651831 

for image 10 3.172085197 

 

Table 5  

For the second application, OAIBIF values between 

the images for different number of frames and 

methods 
Number of Frames and Method OAIBIF 

k=3, arithmetic mean method 1.088438566 

k=3, geometric mean method 1.092957229 

k=3, harmonic mean method 1.105049987 

k=3, median method 1.081353732 

k=7, arithmetic mean method 0.509540425 

k=7, geometric mean method 0.512815249 

k=7, harmonic mean method 0.523121221 

k=7, median method 0.533838721 

k=11, arithmetic mean method 0.351981108 

k=11, geometric mean method 0.354413779 

k=11, harmonic mean method 0.362532798 

k=11, median method 0.378225662 

k=15, arithmetic mean method 0.277658029 

k=15, geometric mean method 0.279574858 

k=15, harmonic mean method 0.2860909 

k=15, median method 0.302458874 

Comparing Table 2 and Table 4, the amount of 

oscillation between the frames obtained in the 

second application is less than the amount of 

oscillation between the frames obtained in the 

first application. As a result, Table 3 and Table 5 

are compared, it is shown that the images obtained 
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in the second application have less oscillation 

than the images obtained in the first application. 

Table 5 shows that while the very close results of 

the arithmetic mean and median methods are the 

best results for k=3, the arithmetic mean method 

is the best method among the four methods to 

reduce the oscillation between the images for 

higher values of k, as in the first application. 

One of the problems affecting the oscillation 

between the images is the effect of light. In this 

study, we performed three applications -third, 

fourth and fifth applications- to analyze the effect 

of light on oscillation. In these applications, the 

fifth application has the brightest environment, 

while the third application has the least bright 

environment. OAIBIF values between the frames 

for the third, fourth and fifth applications are 

shown in Table 6. 

Table 6  

For the third, fourth and fifth applications, OAIBIF 

values between the frames for each image 
OAIBIF for 

 
the third 

application 

the fourth  

application 

the fifth 

application 

for image 1 0.531858708 2.261232577 3.025993026 

for image 2 0.528763299 2.268105204 3.014552717 

for image 3 0.525337575 2.13092498 3.014812282 

for image 4 0.527548782 2.187285716 3.027073588 

for image 5 0.527707412 2.18979657 3.023207776 

for image 6 0.529436853 2.130556246 3.015490315 

for image 7 0.526602452 2.141309735 3.022219283 

for image 8 0.54445621 2.192560209 3.018972695 

for image 9 0.525800341 2.185371059 3.01752655 

for image 10 0.526528894 2.129599413 3.014587508 

Table 6 shows that more bright environment 

causes a greater amount of oscillation between the 

frames. While OAIBIF values are about 0.5 for 

the third application with the least bright 

environment, OAIBIF values are about 3 for the 

fifth application with the brightest environment. 

The images with the highest oscillation are 

obtained from the fifth application as shown in 

Table 7. 

Table 7  

For the third, fourth and fifth applications, OAIBIF 

values between the images for different number of 

frames and methods 

 

OAIBIF for 

Number of 

Frames and 

Method 

the third 

application 

the fourth  

application 

the fifth 

application 

k=3, arithmetic 

mean method 
0.20789316 0.765139939 1.011931214 

k=3, geometric 

mean method 
0.21333897 0.763563836 1.013906202 

k=3, harmonic 

mean method 
0.220275313 0.769359909 1.018262637 

k=3, median 

method 
0.242142202 0.948115851 0.961466518 

k=7, arithmetic 

mean method 
0.114512857 0.359958343 0.465117995 

k=7, geometric 

mean method 
0.120120805 0.360405159 0.466137095 

k=7, harmonic 

mean method 
0.127880561 0.36461776 0.469996057 

k=7, median 

method 
0.133036902 0.478495225 0.459825836 

k=11, 

arithmetic 

mean method 

0.085669837 0.268136341 0.315076324 

k=11, 

geometric 

mean method 

0.09262416 0.268963015 0.315831138 

k=11, 

harmonic mean 

method 

0.095315794 0.272629301 0.318677491 

k=11, median 

method 
0.098329569 0.35570909 0.318922497 

k=15, 

arithmetic 

mean method 

0.071289613 0.207260595 0.244772046 

k=15, 

geometric 

mean method 

0.078451364 0.208771333 0.245430966 

k=15, 

harmonic mean 

method 

0.081223405 0.211895532 0.247664665 

k=15, median 

method 
0.080994457 0.276369585 0.251377186 
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Table 7 shows that the arithmetic mean method is 

the best method for the third application with low 

oscillation frames. For the brighter environment, 

while the arithmetic mean method is less effective 

for the smaller number of frames, this method is 

the best method among methods mentioned in this 

paper as the number of frames increases. For more 

bright environments and a smaller number of 

frames, the median method can be used to have 

images with low oscillation as shown in the fifth 

application. 

The main scope of this paper is to develop a 

quality metric to measure the oscillation between 

the images or frames without movement. After 

analyzing the effect of light on oscillation, we 

analyzed the effect of image complexity on 

oscillation using OAIBIF. To make this analysis, 

we used two images; basic image and complex 

image, shown in Figure 3. 

 

(a) 

 

(b) 

Figure 3 (a) Basic image (b) Complex image 

As shown in Figure 3, the complex image has 

more objects than the basic image. OABIF values 

between the frames for the basic and complex 

images are shown in Table 8. 

Table 8 

OAIBIF values between the frames for the basic and 

complex images shown in Figure 3 

While OAIBIF values between the frames are 

about 0.6 for the complex image, these values are 

about 0.27 for the basic image. Table 8 indicates 

that more image complexity causes higher 

oscillation between the frames as expected. When 

the basic and complex images obtained from the 

frames with the different methods are compared, 

it is seen that the complex images have higher 

oscillation than the basic images for all methods 

as shown in Table 9. Comparing the methods, the 

arithmetic mean method gives the best results for 

both the basic and complex images as in previous 

applications. 

 

 

 

 

 

OAIBIF for 

 the basic image the complex 

image 

for image 1 0.264177891 0.610616396 

for image 2 0.273002471 0.606499729 

for image 3 0.275166205 0.593290857 

for image 4 0.281117924 0.570233579 

for image 5 0.2536753 0.603319578 

for image 6 0.280907443 0.621834299 

for image 7 0.278978147 0.623157961 

for image 8 0.284807853 0.618820925 

for image 9 0.262726809 0.631207604 

for image 10 0.287779072 0.592809232 
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Table 9  

For the basic and complex images shown in Figure 3, 

OAIBIF values for different number of frames and 

methods 

 

Finally, we compared the processing times of the 

methods shown in Table 10. 

Table 10  

The processing time of the methods for different 

number of frames 

We obtained Table 10 using 480 images. We used 

30 images and averaged the sum of the acquisition 

time of each image for each k and method. Among 

these methods, while the shortest processing time 

belongs to the arithmetic mean method, the 

median method has the longest processing time. 

As the number of frames increases, processing 

time increases as expected. 

5. CONCLUSIONS 

Video is considered as the collection of frames 

and digital images obtained from the video frames 

are used for many applications. The differences 

between the consecutive frames of the same scene 

without movement affect the accuracy of the 

applications such as edge detection. Using the 

developed metric, OAIBIF, the oscillation 

between the frames or images can be assessed. In 

this paper, we obtained frames from different 

bright environments and compared the oscillation 

between the frames using OAIBIF. Higher 

oscillation between the frames means higher 

oscillation between the images. We used multiple 

frames with different statistical methods to obtain 

images with less oscillation. Using OAIBIF, we 

analyzed the oscillation between the obtained 

images. Significant results are attained from the 

analysis providing valuable information to obtain 

the images with the least oscillation. The 

arithmetic mean method gives the best results for 

the less bright environments and this method 

performs in the shortest time among the methods 

mentioned in this study. Although the processing 

time of the harmonic mean method is close to the 

processing time of the arithmetic mean method, 

OAIBIF for 

Number of 

Frames and 

Method 

the basic 

image 

the complex 

image 

k=3, arithmetic 

mean method 
0.137656504 0.227283693 

k=3, geometric 

mean method 
0.139932036 0.231430786 

k=3, harmonic 

mean method 
0.142562325 0.238988103 

k=3, median 

method 
0.149680735 0.272631404 

k=7, arithmetic 

mean method 
0.081331162 0.126619403 

k=7, geometric 

mean method 
0.082615391 0.130542197 

k=7, harmonic 

mean method 
0.085034682 0.136442148 

k=7, median 

method 
0.08954046 0.155499102 

k=11, arithmetic 

mean method 
0.056900569 0.09681204 

k=11, geometric 

mean method 
0.057782053 0.100964218 

k=11, harmonic 

mean method 
0.059020403 0.105030167 

k=11, median 

method 
0.063103314 0.118166461 

k=15, arithmetic 

mean method 
0.049324521 0.08145526 

k=15, geometric 

mean method 
0.049868557 0.08530483 

k=15, harmonic 

mean method 
0.050267312 0.088548303 

k=15, median 

method 
0.05413561 0.098442251 

Processing time (sec) 

arithmetic 

mean 

method 

geometric 

mean 

method 

harmonic 

mean 

method 

median 

method 

k=3 0.600838 0.653749 0.62164 7.22081 

k=7 1.398986 1.529841 1.426312 8.40238 

k=11 2.33623 2.53114 2.395979 9.400916 

k=15 3.339206 3.555974 3.3489842 10.62196 
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the images with less oscillation are obtained with 

the arithmetic mean method. The geometric mean 

method gives less favorable results than the 

arithmetic mean method, both in terms of the 

processing time and in the performance of 

reducing oscillation between images. Although 

the median method reduces oscillation between 

images more than the arithmetic mean method for 

the brighter environment and the smaller number 

of frames, the processing time of the median 

method is much greater than the arithmetic mean 

method. As the number of frames increases, 

problems such as storage may occur.  Therefore, 

if the processing time is not taken into account, 

the median method can be used for brighter 

environments and the small number of frames to 

obtain images with less oscillation. Considering 

both oscillation reduction performance and the 

processing time, while the arithmetic mean 

method is less effective for the smaller number of 

frames and the brighter environments, this 

method is the best method among the methods 

mentioned in this paper as the number of frames 

increases.  

After the effect of light on oscillation, the effect 

of image complexity on oscillation was analyzed 

by using OAIBIF. The results show that more 

image complexity causes a higher oscillation 

between the frames. As in previous applications, 

the arithmetic mean method gave the best results 

for both the basic and complex images presented 

in this study. 

The developed metric, OAIBIF, is used to assess 

the oscillation between the frames or images.  The 

closer this metric to zero means the frames or 

images with less oscillation are obtained. 

Although we analyzed the effects of the light, 

frame number and method, this metric can be used 

to analyze the effect of any factor on the 

oscillation between the frames or images. 
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Comparison of Object Detection and Classification Methods For Mobile 

Robots 

 

Önder ALPARSLAN*1, Ömer ÇETİN2 

 

Abstract 

As one of today's popular research field, mobile robots, are widely used in entertainment, search 

and rescue, health, military, agriculture and many other fields with the advantages of 

technological developments. Object detection is one of the methods used for mobile robots to 

gather and report information about its environment during these tasks. With the ability to detect 

and classify objects, a robot can determine the type and number of objects around it and use 

this knowledge in its movement and path planning or reporting the objects with the desired 

features. Considering the dimensions of mobile robots and weight constraints of flying robots, 

the use of these algorithms is more limited. While the size and weight of mobile devices should 

be kept relatively small, successful object classification algorithms require processors with high 

computational power. In this study, to be able to use object detection information for mapping 

and path planning, object detection and classification methods were examined, and for the usage 

in low weight and low energy consuming platforms through developer boards, detection 

algorithms were compared to each other. 

Keywords: Object Detection and Classification, Mobile Robots, Convolutional Neural 

Network, Deep Learning. 

 

1. INTRODUCTION 

An autonomous mobile robot is a kind of robot 

which is not bounded to a physical location and 

has the ability to move around. The travel of the 

vehicle can be provided by the help of guidance 

devices which allow the robots to go through pre-

defined trajectory or the robot itself has the 

capability to understand its environment and 
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move around the obstacles and plan a route to the 

target. This route can be updated in every step by 

controlling the robot’s position and surrounding 

objects.  

Creating a robust mobile robot depends on a 

reliable and effective path planning strategy [1]. 

This problem was solved by the algorithms which 

take the robot to the target in secure with the help 
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of a well-known pre-defined map [2-4]. A 

wheeled robot can follow a trajectory with an 

odometer and internal/external sensors [5]. 

Nevertheless, these methods are only available 

when there is a pre-defined map. If the robot is to 

go into an obscure vicinity, it needs to determine 

its position and be aware of its surroundings by 

itself. For these kinds of cases various mapping 

and path planning algorithms have been proposed 

also [6].  

The problem of understanding the surrounding 

environment and robot’s current position is 

figured out with SLAM (Simultaneous 

Localization and Mapping). SLAM is a method 

that builds up a consistent map and locates the 

robot on the created map [7,8]. While SLAM or 

the other known methods are used effectively for 

robot navigation, these methods are not interested 

in what are the surrounding objects and obstacles. 

An object can be classified as an obstacle or as a 

crossing way and both classifications may be used 

in path planning. If a robot is to use some specific 

crossing points or some objects as a temporary 

target, there is a need for another mapping 

algorithm including the capability of defining 

objects. This competence can be provided by 

object detection algorithms with the help of 

computer vision technologies. 

Object detection and classification is a technology 

consisting of image processing and computer 

vision. The main purpose is to identify the objects 

in an image by associating them with a dataset. 

The recent methods have additionally started to 

look for semantic information to understand the 

scene. One of the biggest challenges for computer 

vision was processing time. Developers had to 

whether work on archived data and wait for the 

results for a while or use supercomputers for real-

time application. For this problem, researchers 

have started to use data preprocessing and some 

useful methods to shorten processing time. The 

most notable contributions came from the 

convolutional neural networks (CNN) and GPU 

based computing power. Since convolutional 

neural networks produce very accurate results for 

detecting and classifying objects, it has become 

reliable. Moreover, parallel graphic processors 

work together to run neural network faster, so it is 

possible to use applications in real world even on 

developing boards. Besides, researchers have 

started to seek new mechanisms which speed up 

the CNN to work with less memory and fewer 

computational resources, such as compression 

and quantization of the networks [9].  

A mobile robot which requires to determine its 

route in an unknown environment by using the 

particular objects nearby needs to have an object 

detection integrated SLAM method. This has not 

been used in any research according to the recent 

inquires. But it would be very useful for certain 

tasks such as creating a path using doors, 

windows, or stairs.  

In this study, for mobile robot navigation in an 

unknown environment, to be able to use the object 

classification with SLAM, the usage of object 

detection algorithms has been inquired. As it can 

be seen from various studies, today’s object 

detection and classification methods can be 

implemented in robots for real-time tasks. It is 

considered by detecting the crossing points indoor 

environment, a better understanding of the 

environment can be provided and robot’s 

navigation can be planned with this information.  

By means of using object classification in 

navigation, a new contribution to path planning 

algorithms is targeted. However, running both 

algorithms simultaneously demands huge 

processing power which is not so easy to have in 

an indoor aircraft or a small mobile device. For 

this, it is crucial to find an accurate and fast 

method to perform in this limited capacity. 

Having knowledge of the advantages, drawbacks 

and limits of the detection algorithms, one can 

choose a proper method for new research. The 

solutions for robot positioning indoor, 

development of object detection and 

convolutional neural networks are reviewed in 

section two. In section three, the criteria to 

measure object detection algorithms’ accuracy is 

explained and the best-known detection methods 

are compared to each other for their speed, 

processing power needs and detection accuracy 

considering implementing them on small 

developer boards. Detection algorithms’ accuracy 

with the well-known datasets, their advantages 

and drawbacks are evaluated in the following 
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section. It is explained what has been learned, 

acquired and what is to be done in future works in 

the last section. 

2. LITERATURE REVIEW 

The appreciation of robots across the world and 

the latest research in robotics have started to make 

robots more apparent in daily life. Among the 

different types of modern robots, industrial robots 

and service robots promise a brighter future for 

now. One of the most basic and important skills 

for robots that we will see frequently in our near 

future, self-driving cars [10] and cleaning robots 

[11], is path planning and autonomous routing. 

The way the moving robots move from their 

current position to the target position with their 

own sensors and decision-making mechanisms 

has been tried in many different areas with 

different studies. It has been investigated how the 

robot can move on different types of surfaces like 

ground vehicles [12,13], underwater robots 

[14,15], wall-climbing robot [16] and aircrafts 

[17,18]. 

 

Figure 1 Autonomous robot's life cycle 

Mobile robots usually have a similar life cycle 

which starts with taking data from the sensors 

(LIDAR, camera, IMU, etc.), extracting 

meaningful information from these data which 

results in having a local map. Next, it starts to 

model the unknown environment fostered with 

more sensor data which makes it possible to locate 

itself on the global map. Subsequently, it starts to 

draw a pathway to the target and sends commands 

to the moving parts of the robot to go further. This 

cycle keeps going until the robot’s ultimate 

position. When the robot realizes that there is 

another obstacle or crossing point, it requires to 

update its route.  

For robot navigation, many various methods have 

been proposed until. Patle et al. classified path 

planning algorithms into two categories [6]. The 

traditional methods comprised of Cell 

Decomposition [19], Roadmap Approach [20] 

and Artificial Potential Fields [21] and on the 

other hand, reactive methods consist of Genetic 

Algorithms, Fuzzy Logic [22], Neural Networks 

[23], Particle Swarm Optimization [24], Ant 

Colony algorithm [25] and the other biological 

modeling algorithms. In recent years, due to the 

capacity of exploring the environment, efficient 

calculation, rapid reaction, resiliency in the 

operation and capability to decide by itself, 

reactive methods are generally preferred [6]. 

While it is very possible to locate a robot by 

Global Positioning System, it is not robust in the 

buildings. An autonomous mobile robot in a 

building needs to obtain its position, map the 

environment, update it simultaneously to ensure 

loop closures and abstain from wasting time. In an 

unknown environment, the problem of building 

up a map and localization simultaneously with the 

help of sensors is known as SLAM [7,8]. Modern 

SLAM approaches’ architecture can be seen in 

Figure 2. Following the sensor data was fused and 

processed, the graph structure is constructed. 

After the controlling of data connections and loop 

closures, the graph optimization is made, and 

metric and topologic maps are built up. In the 

closed areas, LIDAR has been the primary sensor 

for SLAM and robot navigation [26]. Besides, 

low-cost mono and stereo optic cameras have also 

been preferred for SLAM under the name of 

VSLAM [27,28]. 
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Figure 2 A typical SLAM architecture for generating 

metric or topologic maps 

Apart from SLAM, detection, and classification 

of objects through images, videos and live 

cameras have been attracting so much interest in 

recent years thanks to its increasing success rate 

and practical applications. The methods and 

algorithms are in the scope of research fields in 

academic communities and companies working 

with computer vision related technologies. There 

have been many technological developments in 

the last decade for this common interest and 

making it very effectively usable in real world 

applications. Without a doubt, robotic researchers 

benefit from the advantages of computer vision 

and object detection. The latest developments 

made it possible to use them for security 

applications, robotic vision, analysis of territories, 

medical diagnoses and many independent 

categories including even for finding the rotten 

potato in a factory.  

The first steps of computer vision came up with 

the projects in the 1960s which tried to mimic 

human visual using artificial intelligence [29]. 

Studies in the 1970s included current methods 

such as extraction of edges, motion prediction and 

optical flow [29]. As a major successful work, 

Fischler [30] achieved to detect roughly certain 

shapes such as faces with template matching in 

the 80s. Following researches generally had used 

geometric representations for object detection 

until the 1990s [31], which later evolved into 

statistical methods (Artificial Neural Networks 

[32], SVM [33], Adaboost [34]). This period is to 

be considered until 2012 when convolutional 

deep neural networks were successfully 

implemented [35]. 

A Convolutional Neural Network (CNN or 

ConvNet) is a class of deep neural networks, most 

commonly applied to analyzing visual imagery 

[36]. Convolutional Neural Network (CNN) was 

first proposed for image recognition in computer 

vision by LeCun et al. [37] in 1989 to recognize 

handwritten postal codes and later used widely in 

image recognition and classification tasks. There 

is also an important study of Kunihiko who used 

a similar model with a different name in 1980 

[38]. Later, CNN has been used in classifying 

handwritten numbers [39], recognizing address 

numbers [40], determining traffic signs [41] and 

in various other studies. However, the high 

computational cost and memory consumption of 

deep neural networks prevented its use in small 

memory devices and latency sensitive 

applications. Especially the emergence of SVM 

and Bayesian models and the fact that they can 

work with smaller data sets (MNIST, Caltech-

101) with fewer parameters has reduced the use of 

CNN. With the use of much larger data sets after 

the 2000s, the use of deep networks has become 

feasible.  

The great success of Krizhevsky et al. [35] for 

object classification in ILSVRC 2012, has been 

another milestone. The success of Krizhevsky's 

classification by labeling 1.2 million images in the 

Imagenet dataset with the benefit of data 

augmentation techniques led to the wide use of 

CNN. Realizing the potential of CNN in image 

classification, many researchers have studied to 

understand CNN and apply it to traditional 

computer vision tasks. The achievements and 

lessons learned in these studies have contributed 

to CNN and computer vision science.  

Many models have been proposed with the use of 

convolutional neural networks for object 

recognition and classification. R-CNN [42-44], 

one of the two-level algorithms, divides the image 

into regions by means of the features in the image 

and performs the object classification and 

bounding process on these regions. Mask R-CNN 

[45] is a convolutional network model reinforcing 

R-CNN. There are other studies to enhance the 

performance of R-CNN such as the Faster R-CNN 

[44] which increases the number of frames per 

second (fps) to be processed. However, although 
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these two-level models have a good detection 

success, the detection speed is relatively low and 

the memory consumption is high. This fact makes 

two-level detection algorithms almost impossible 

to use in mobile robots considering the existing 

processor technologies especially on small 

platforms that can carry very limited load.  

To have a lower computation cost and faster 

results, one level models have been proposed. 

Compared to the two-level models, YOLO [46-

48], SSD [49], DSSD [50] and RetinaNet [51] 

algorithms appear to be able to detect objects 

much faster. This relatively high speed comes 

from the simpler and shorter algorithms.  

While conventional convolutional networks have 

N connections for each N layer, the network of 

DenseNet has N(N+1)/2 direct connections. The 

former layers’ feature maps are used as inputs for 

subsequent layers. In this way, it considerably 

reduces the number of parameters and provides 

higher performance results. [52]. SSD model is 

quite simple compared to methods that need 

object proposals, since it completely eliminates 

the proposal stage, feature resampling phase and 

covers all computations in a single network. This 

model ensures to be easy for training and 

compatible with detection systems [49]. 

RetinaNet is comprised of two task-specific 

subnetworks and one backbone network which 

are united in a single network. Backbone network 

computes feature maps for input image while 

subnet networks are responsible for classifying 

objects and bounding with a box. It provides a 

simple, one-stage model detection [51]. YOLO 

ignores the wide pipeline which optimizes 

individual components. It focuses on directly 

being faster without giving up detection accuracy 

and it succeeds to be fast by its structure [53]. The 

simple network provides 45 frames per second, 

while the fast version can reach more than 150 

fps. YOLO takes the input image as a whole both 

in training and test and thereby it figures out 

contextual information about categories. As it is 

said highly generalizable [53], when applied to 

new domains or unexpected inputs, it is still 

successful.   

These new methods use CNN architectures as the 

network backbone which determines the depth of 

the network, the number of layers and parametric 

values of the network structure. Although the 

depth of the network directly affects the 

calculation performance, it seems the trend in 

recent years is on deepening the network. While 

AlexNet [35] has 8 layers, GoogleNet [54] 

announced in 2015, has 22 layers, ResNet and 

DenseNet [57,52] are over 100 layers. Another 

popular network Darknet, which is frequently 

engaged with YOLO, has two versions with 19 

and 53 layers [47,48]. 

Open source deep learning tools such as Caffe 

[58], TensorFlow (from Google) [59], CNTK 

(from Microsoft) [60], Torch [61] have also been 

offered for CNN, which are successfully used 

today in topics such as object recognition [54], 

image classification [35,56], motion detection 

[55] and natural language processing [62,63]. 

Looking to the usage of computer vision for 

mobile robots’ navigation, in numerous works, 

visionary data has been used for path planning. 

Moghadam et al. [64], combined the 2-

dimensional laser data with stereo camera data. In 

this way, they succeeded to perceive 3-

dimensional buildings. Sabe et al. [65], benefited 

from the stereo camera to avoid obstacles and 

move around on different surfaces. However, to 

be successful, it must have sufficient texture 

knowledge. The biggest disadvantage of using the 

camera as a sensor is there may be deviations in 

distance data on homogeneous environments such 

as a flat wall and in low light environments. In 

such cases, texture validation and surface 

validation techniques are applied [66]. Pomerleau 

handled path tracking as a classification problem 

and succeeded in detecting the deviation of the 

vehicle from the road line with the system he 

trained with artificial neural networks [67]. Ran et 

al. trained the images using CNN which are 

gathered with a spherical camera and they ensured 

that the robot turned to the correct route by 

determining how many degrees it was traveled 

from the desired direction [68]. Hadsell and his 

friends labeled the environment by dividing it into 

5 classes in order to provide a pathway on off 

roads [69]. Surfaces such as trees and buildings 

are classified as obstacle or super obstacle, 

surfaces such as soil and asphalt as ground or 
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super-ground, and navigation is planned on the 

land where the robot can go between obstacles. In 

[70], a digital surface model is created using the 

images taken by an unmanned aerial vehicle to 

identify the vine rows and inter-row terrain. This 

model is then used to generate a path plan for 

unmanned ground vehicle Many other methods 

also successfully classified the environment as 

obstacles, targets or corridors, yet they didn’t look 

for what exactly is the surrounding objects. 

Understanding what the crossing point is and 

moving to that point in accordance with this 

information may be helpful for the robot’s 

navigation. 

3. COMPARISION OF OBJECT 

DETECTION METHODS 

In the context of the study, the most popular 

object detection methods are inquired and 

compared for their success, performance and 

working principles. To be able to compare 

successfully, there is a need to use standard 

datasets and measuring tools which are also 

defined below.  

3.1. How to measure accuracy and error 

One of the most important steps in designing 

artificial neural networks is to evaluate the 

performance of the system or in other words to 

measure errors to be able to minimize them. The 

final goal of all detection algorithms is reducing 

the loss. The loss value has to be calculated before 

various strategies are implemented to diminish it. 

A basic loss function (Mean Absolute Error) in a 

classification or regression operation can be 

calculated using Eq.1 when the loss function of a 

single training data is Ɩ and the dataset is x.  

𝐿(𝑥, 𝑊) =
1

𝑁
∑ Ɩ(𝑥𝑖 , W)𝑁

𝑖=1   (1) 

Mean squared error as one of the most known 

methods to measure the error calculates the sum 

of the differences between expected output and 

actual output as seen in Eq.2. 

𝐿 =
1

𝑁
∑ ||𝑜𝑖 − 𝑦𝑖||2𝑁

𝑖=1  (2) 

Softmax. is a method that is usually used for 

multiclass problems and frequently preferred in 

image classification. It receives input data from 

the preceding fully connected layer and uses it to 

classify. It takes probabilistic input data and 

determines belonging value to a certain class [71]. 

Below loss function calculates the cross- entropy 

of softmax with the output of the neural network 

where yj is output and pj is the estimated 

probability vector: 

𝐿 = − ∑   𝑦𝑗− 𝑙𝑜𝑔𝑝𝑗𝑗  (3) 

The success of object recognition and 

classification algorithms is measured with their 

accuracy and speed. However, there is more than 

one metric used for the concept of accuracy. 

These metrics are important for a proper 

understanding of the success to be considered 

separately. TP (True Positive), truely located 

targets; FP (False Positive), mistakenly detected 

objects; FN (False Negative), undetected objects; 

β (threshold), the probability of the prediction; 

Recall, the proportion of correctly found objects 

to all real objects; Precision refers to the 

sensitivity of the true detections in total 

predictions. To calculate Precision and Recall 

Eq.4 can be used as shown below. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP

TP+FP
, 𝑅𝑒𝑐𝑎𝑙𝑙 =

TP

TP+FN
 (4) 

The proportion of overlapping predicted 

bounding box with the actual minimum bounding 

box gives IOU (Intersection Over Unit) value and 

can be obtained for the predicted bounding box b 

and the expected box bg by the Eq.5: 

            IOU(𝑏, 𝑏g) =
area(𝑏∩𝑏g)

area(𝑏∪𝑏g)
             (5) 

For object recognition algorithms, TP, FP and FN 

values are determined according to the IOU value. 

According to the threshold value of the datasets or 

the one determined by the researcher, when the 

IOU value is higher than the given threshold the 

case is accepted as a TP. Average Precision (AP), 

calls for the use of Precision and Recall together 

for a category, whereas mean Average Precision 

(mAP) refers to the accuracy value for all 

categories. FPS, which is the number of frames 

that can be processed per second, is also used as 
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an important metric for real time detection 

algorithms. 

3.2. The Role of Datasets 

In research of object detection, datasets played a 

vital role. They helped to solve both the complex 

problems and measuring and comparing the 

different detection algorithms’ performances. 

Looking the datasets used for detection methods, 

4 significant datasets outshine: PASCAL VOC 

(proposed by Everingham et al. in 2010 and 

upgraded in 2015 [72,73]), MS COCO [74], 

ImageNet [75] and Open Images [76]. In Table 1, 

it is possible to see the main features of these 

datasets and highlights. Moreover, many other 

studies have played an important role in the object 

detection field, such as Caltech [77] and KITTI 

[78]. 

PASCAL VOC dataset has the most faced 20 

categories of daily life. The number of image 

counts for every class is high and possible to use 

it in real-life applications. It contains more than 

one object with different features in an image and 

also uncommon examples. ImageNet outshines 

with the high number of categories and images. 

MS COCO is developed for real life applications 

and has more categories and images than VOC. In 

every image, there are many images and it is 

available for segmentation which is not 

comprised in ImageNet. Lastly, Open Images 

dataset released in 2017 and it supports big scale 

object detection, object extrication and visual 

correlation.  

Table 1 

The comparison of well-known datasets 

Dataset 

Number 

of Input 

Data 

Number of 

Category 

Object 

number in 

each image 

Image 

Size 

Release 

Date 

PASCAL 

VOC 

(2012)  

11540 20 2.4 470×380 2005 

ImageNet  
More than 

14 million 
21841 1.5 500×400 2009 

MS COCO 328000+ 91 7.3 640x480 2014 

Open 

Images  

More than 

9 million 
6000++ 8.3 Various 2017 

3.3. The Comparison of Methods for Using in 

Robot Navigation 

Considering mentioned criteria for mobile robots 

and calculations of the object detection 

algorithms, when the most known object 

detection algorithms have been compared, the 

results in Table 2 have been acquired.  

From numerous detection algorithms, R-

CNN[42] is the first one in which CNN was 

integrated into RP (Region Proposal) methods 

and it came up with considerably better results. 

However, calculation cost is high, training and 

test time are long. SPPNet [79], is the first usage 

of SPP (Spatial Pyramid Pooling) in CNN and it 

provided speeding up of R-CNN. Nevertheless, it 

has similar drawbacks with R-CNN. The first 

method training the network end-to-end without 

region proposal is Fast R-CNN [43] in which one 

pooling layer is suggested. By the way like its 

name it is much faster than SPPNET and quite 

successful. However, external RP calculation 

creates a bottleneck and it is still too slow for real-

time applications. 

With Faster R-CNN [44], the RPN (Region 

Proposal Network) was suggested instead of 

selection sort to create high quality and zero cost 

RPs. Convolution layers were shared and RPN 

and Fast R-CNN were merged in a single 

network. It showed a processing speed of 5 FPS 

with VGG16 network model. Speaking of 

disadvantages, the training process is quite 

difficult and it doesn’t have enough speed for real 

time applications. 

Authors use an insignificant region generation 

scheme, constant for each image in R-CNN-R 

[80] method. Combined with SPP, this provides a 

fast detector that does not require processing an 

image with algorithms other than the CNN itself. 

It showed the community that it is possible to use 

simple and fast algorithms with CNN. However, 

its detection speed is lower than 5 FPS and it is 

still inadequate for real-time applications and it 

sometimes has unsatisfactory detection results 

owing to the failure of detecting regions. RFCN 

[81] used a fully connected convolutional neural 

network. Without sacrificing detection accuracy, 
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detection speed is raised (~10 FPS). Its 

shortcomings are training process is long and 

difficult and yet not satisfactory for real-time 

applications. Mask RCNN [45] is announced as a 

simple, resilient and efficient object 

segmentation. The common usage of bounding 

box was attached with object mask by upgrading 

Faster RCNN. Anyway, its detection speed was 

around 5 FPS which is not suitable for real-time 

applications. 

YOLO [46] is the first efficient single layer object 

detection algorithm. It totally abolishes the RP 

process which results in high speed and makes it 

possible to use it in real-time applications. Its 

biggest disadvantages are the detection accuracy 

which is lower than modern detection methods 

and being unsuccessful for small object detection. 

With YOLOv2 [47], A faster background 

structure, DarkNet19, was suggested which 

provided a more accurate and fast detection. 

Nonetheless similar to its preceding it is 

unsuccessful for detecting small objects.  

Table 2 

The comparison of popular detection algorithms 
Detection 

Method 

Backbone 

Structure 

Size of 

Input 

Image 

Results with Different Datasets FPS 

RCNN (2014) 

[42] 

AlexNet Constant 58.5 (PASCAL 

VOC07) 

53.3 (PASCAL VOC12) <0.1 

SPPNet (2014) 

[79] 

ZFNet Optional 60.9 (PASCAL VOC07) <1 

Fast RCNN 

(2015) [43] 

AlexNet 

VGGM 

VGG16 

Optional 70.0 (PASCAL 

VOC07) 

68.4(PASCAL VOC12) <1 

Faster RCNN 

(2015) [44] 

ZFnet VGG Optional 73.2 (PASCAL 

VOC07) 

70.4 (PASCAL VOC12) <5 

RCNN⊖R 

(2015) [80] 

ZFNet +SPP Optional 59.7(PASCAL VOC07) <5 

RFCN (2016) 

[81] 

ResNet101 Optional 80.5 (07+12) 83.6 

(07+12+CO) 

77.6 (07++12) 82.0 

(07++12+CO) 

<10 

Mask RCNN 

(2017) [45] 

ResNet101 

ResNeXt101 

Optional 50.3 (ResNeXt101) (COCO Dataset) <5 

YOLO (2016) 

[46] 

GoogleNet Constant 66.4 (PASCAL 

VOC07) 

57.9 (PASCAL VOC12) <25 

YOLOv2 (2017) 

[47] 

DarkNet Constant 78.6 (PASCAL 

VOC07) 

73.5 (PASCAL VOC12) <50 

SSD (2016) [49] VGG16 Constant 76.8 (PASCAL 

VOC07) 

74.9 (PASCAL VOC12) <60 

YOLOv3(2018) 

[48] 

DarkNet Variable 79.26 (PASCAL 

VOC07) 

57,9 (MS COCO) <155 (Fast 

YOLO) 

YOLOv4(2020) 

[82] 

CSPDarknet

53 

Variable 65,7 (MS COCO) <120 

SSD [49] is a single layer successful detection 

method. It is both benefited from the ideas of 

YOLO and region proposal methods. By the way, 

multi-scale convolutional layers are extracted. It 

is faster (around 60 FPS, while it is lower than 50 

FPS in YOLOv2) and more accurate than 

YOLOv2. It is used in many studies and 

researches and obtained successful results. Yet, it 

is not proper to say it is successful for small 

objects.  

YOLOv3 [48], is quite faster than SSD (claimed 

to be 155 FPS) and lessened the weakness of 

YOLOv2 for detecting small objects. Even 

though approaching the claimed speed means 

sacrificing detection accuracy, it is quite accurate 

and fast compared to other single level models. 

The tests with the same datasets in the same 

processors produce highly superior results.  

In 2020, YOLOv4 [82] has been announced. The 

usage of CSPDarknet53 improved the learning 
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capability of the network. A spatial pyramid 

pooling block was added to CSPDarknet53 to 

enhance the perceiving of the area and extract the 

best context features. Instead of the Feature 

Pyramid Networks (FPN) used in YOLOv3 for 

detecting objects, PANet is used in various 

detection levels as adding parameters method. It 

is possible to see that YOLOv4, drives YOLOv3's 

success up especially in the field of detection rate. 

4. EVALUATION 

The object detection methods are scrutinized to be 

able to understand which one is more suitable to 

use in a small mobile robot particularly a flying 

one. Since one of the constraints of mobile robots 

is carriage limits, it is substantially important to 

use a smaller developer board for determining 

surrounding objects. Although parallel graphic 

processors help to have a better computing ability, 

it is crucial to limit the demands from the 

developer board. Therefore, when looking over to 

methods one of the biggest criteria is the speed of 

the algorithm which slows down with the limited 

computing capabilities. The other criterion, of 

course, is how accurate it is over well-known 

datasets. Lastly, another important figure is input 

size which is to be bigger if it is needed to detect 

small objects. While it costs more computing 

power, for a route searching robot the far distant 

objects might be crucial.  

For object classification, region proposal methods 

have offered the most accurate results and two-

stage models have shown promising outcomes. 

However, in small mobile robots such as UAVs 

and rovers, it seems quite impossible to use them 

due to their detection speed. In a mobile robot, the 

algorithm needs to work in real-time with 

successful classifications. The very first attempts 

of one stage models were promising with 

detection speed but not satisfactory for their 

detection accuracy. However, in recent years it 

seems one stage models like YOLO, SSD and 

RetinaNet have made the detection and 

classification possible to use in mobile robots. 

These methods and variations did have nearly 

%80 detection accuracy with MS COCO and 

PASCAL VOC datasets. Even if this is not 

satisfying for critical decisions for a single image, 

it could be plausible for using real-time vision on 

a mobile robot.  

A mobile robot equipped with a camera sensor 

displays the environment lively. When the robot 

is navigating, it approaches the objects from 

different angles and sometimes under various 

lightings. This is helpful to object detection if the 

method can't classify or falsely detects the object 

in the first frame. One of the disadvantages of 

recent fast algorithms, they have difficulties in 

detecting small-sized objects. Whereas it is quite 

advantageous making the neural network simpler 

and smaller, it is difficult to cope with small sized 

objects in the images. It is recommended to use a 

slower method or increase the input image size 

manually if sacrificing detection speed is 

possible.   

Having a good detection rate by using only one 

convolutional network, YOLO appears to be the 

fastest algorithm among the current detection 

algorithms. As stated by Bochkovskiy et al. [82], 

when YOLOv4 is compared to its peers, it does 

not fall short in detection success while showing 

a clear better performance in object detection 

speed. 

5. CONCLUSION 

In this study, it is aimed to research object 

detection algorithms to be able to use for mobile 

robot navigation. Even if various computer vision 

methods have been used for robot navigation, 

there is no certain work on using the classification 

data in path planning as a crossing point. This is 

not so easy particularly with the limited 

computing capacity of small developer boards on 

mobile robots. To find a robust solution, it is 

needed to dig into detection methods for their 

computing power requirements, real-time 

detection speed and detection accuracy as well.  

CNN and modified network models are popularly 

used by robotic researchers so as to determine 

what is surrounding the robot. These methods 

have been examined and their accuracy, speed and 

computational requirements have been compared 

in the context of the study. It can be inferred from 

the results that the latest algorithms show 
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dominance over older methods by detection 

speed. Among the contemporary methods, there 

are many superiorities, but the best method mostly 

depends on users’ expectations.  

For mobile robot navigation in an unknown 

environment, an algorithm running real-time on a 

developer board, though, it does not have the most 

precise detection rate, classifying various 

categories with a limited accuracy is satisfactory 

for using object detection in path planning. In the 

study, the results of methods have been obtained 

with standard datasets. It is a good way to 

compare algorithms, yet it cannot guarantee that 

one can take the exact same results in different 

environments. For this research, it was tried to 

specialize in the comparison of their usage in 

small mobile robots. Consequently, it is thought 

that the most appropriate method is YOLOv4 

which demands small computational power but 

easily classifies crossing points like windows, 

doors and ladders.  

It is probable that newer algorithms have already 

been proposed for object detection. Hopefully, 

they will produce more accurate results with less 

computational needs. While this superfast 

development is still in progress, it is planned to 

experience the latest algorithms in our flying 

robot during its journey for navigation according 

to detection information and it is quite possible to 

compare the methods after having experimental 

results. 
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Using Physical Parameters for Phase Prediction of Multi-Component Alloys by the 

Help of TensorFlow Machine Learning with Limited Data 

 

Kağan ŞARLAR*1 

 

Abstract 

In recent years developing new material and compounds have become more important because 

of the community’s needs. Material scientist and physicist great effort make significant changes 

in daily life. But nowadays it is important to make these changes in a short time. In this point 

of view, artificial intelligence and machine learning gives the scientist a great opportunity to 

predict the properties of new compounds before produced in the laboratory. In this study, the 

valence electron concentration (VEC), atomic size difference (δ), enthalpy of mixing (∆𝐻𝑚𝑖𝑥), 

the entropy of mixing (∆𝑆𝑚𝑖𝑥) and electronegativity difference (∆χ) values are calculated for 

each alloy and a dataset has been created. We use gradient boosted trees machine learning 

method with TensorFlow artificial intelligence program to explore phase selection using an 

experimental dataset consisting of 118 multi-component alloy system. We divide the whole 

dataset into two portions with training and evaluate dataset. The training dataset contains 73 

and evaluate dataset contains 45 multi-component alloy systems. We also show three of the 

predicted multi-component alloy system to examine which physical values are used 

predominantly during prediction. We look at the Receiver Operating Characteristic (ROC) of 

the results, which will give us a better idea of the tradeoff between the true positive rate and 

false positive rate. It has been observed that this learning method predicts the structure correctly 

in 95% of the results with limited data. 
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1. INTRODUCTION 

Since ancient times, humanity has discovered and 

developed new materials for the development of 

society [1]. In recent years, these materials cannot 

meet the needs of developing technology. 

Therefore, the development of new generation 

materials is of great importance for industrial and 

technological applications [2,3]. Multi-

component alloys offer a wide range of functional 

materials to be produced [4]. But scientists have 

to struggle with the rapid change of needs and 

long laboratory studies. Today, machine learning 

is used extensively in many other areas such as 

fraud prevention, risk analysis, better customer 

insight, and more complex solutions such as 

improving medical science [5]. Artificial 

Intelligence is the general name of the technology 

that tries to imitate human intelligence. Machine 

learning is also the application of computational 

methods that support this technology [6]. While 

machine learning imitates human intelligence, 

unlike other applications, it is a set of algorithms 

which do not need rules that we will interpret and 

define [7,8]. If we explain how to learn machine 

learning by comparing it with human learning, 

when a person learns new information, he/she 

does not need someone else to load this 

information into his/her brain. Similarly, in 

machine learning, the rules are not given 

beforehand (loading information to the brain), 

only information-containing datasets are given, 

and machine learning performs the desired task by 

understanding these datasets. [6]. TensorFlow is a 

free and open-source software library for data 

flow and differentiable programming in a variety 

of tasks [9]. It is a symbolic math library and is 

also used for machine learning applications such 

as neural networks. It is used for both research and 

production at Google. TensorFlow has been 

developed by the Google Brain team for internal 

Google use. It was released for free as open-

source under the Apache License 2.0 on 

November 9, 2015.  

Density functional theory (DFT) calculations are 

a technique used to predict the phase for multi-

component alloys. However, to simulate the DFT 

method, computers must operate for a very long 

time and have large simulation cells for each 

alloy. Also, the uncertainties in treating the d 

orbitals of transition-metal atoms that are often 

components of multi-component alloys make 

DFT calculations impractical [10]. 

Parametric approaches are widely used to predict 

the phase of multi-component alloys. Guo et al. 

proposed that the phase selection of multi-

component is determined by parameters such as 

the valence electron concentration (VEC), 

structure factor (δ), enthalpy of mixing (∆𝐻𝑚𝑖𝑥), 

the entropy of mixing (∆𝑆𝑚𝑖𝑥) and 

electronegativity difference (∆χ). Unlike the 

parametric approaches, machine learning (ML) 

provides a significant tool that offers insight from 

given data of relevant properties of alloys. 

Machine learning models, which give fast and 

accurate results, have been used increasingly in 

material design in recent years [11-14].  

In this study, the valence electron concentration 

(VEC), structure factor (δ), enthalpy of mixing 

(∆𝐻𝑚𝑖𝑥), the entropy of mixing (∆𝑆𝑚𝑖𝑥) and 

electronegativity difference (∆χ) values are 

calculated for each alloy and a dataset has been 

created. This dataset was trained by machine 

learning with Gradient Boosted Trees and it was 

predicted which amorphous or solid solution 

phase structure would be formed. Data collection 

is a long process. In this study, it was also aimed 

to make better estimation with fewer data by using 

the TensorFlow library with Gradient boosted 

trees method. 

2. METHODS 

2.1. Data collection and analysis 

We used the data from Guo's phase estimation 

article [15]. The given dataset contains 118 

entries. However, it should not be forgotten that 

we aim to make a phase estimation with a small 

amount of data. In Guo’s study different physical 

parameters are used for predicting the alloys’ 

phase amorphous or not. In this study phase 

estimation was made based on the five physical 

properties given below as input. Guo et al. [16-18] 

have used three parameters which are atomic size 

difference (δ), mixing enthalpy ( mixH ) and 
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mixing entropy ( mixS ). The δ, mixH  and mixS  

which are defined as follows: 

2

1

100 (1 / )
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i i

i

c r r
=

= −    (1) 

1,

n

mix ij i j
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where N is the number of components of the alloy, 

𝑐𝑖  is the atomic percentage of element i in the 

alloy. 
1

( )
n

i i

i

r c r
=

= , is the average atomic radius. ir  

is the atomic radius which found for all elements 

in ref [15]. ij (=
mix

ABH ) is the regular melt-

inter action parameter between
thi  and 

thj

elements, 
mix

ABH  is the heat of mixing [19], and 

R is the gas constant.  

Besides these values, valence electron 

concentration and electronegativity difference 

were added to the data to diversify learning. 

Electronegativity difference is defined as follows: 

2

1

( )
n

i i
i

C  
=
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where 
1

n

i i
i
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=

= , i  is the Pauling 

electronegativity for the ith element.  

Valance electron concentration (VEC) is 

calculated by  

1

( )
n

i i
i

VEC C VEC
=

=     (5) 

where ( )iVEC  is the VEC for the ith element.  

Before transferring the data of 118 multi-

component alloy to machine learning, we divide 

the whole dataset into two portions with training 

and evaluate dataset. The training dataset contains 

73 and evaluate dataset contains 45 multi-

component alloy systems. And statistical data 

analysis Pearson correlation coefficients were 

performed overall 118 multi-component alloy 

system. Pearson's correlation was calculated for 

each pair of features. It has been observed that 

there is no strong correlation (P~1.0) between any 

two features. As a result, we suggest that these 

five features can be used in machine learning. The 

data in this work can also be found at 

https://github.com/kaansarlar/Gradientboostedtre

es-article-data. 

2.2. Gradient Boosted Trees 

Gradient Boosted Trees is a machine learning 

technique, for regression and classification 

problems [20]. Boosting is a method of 

transforming a weak learner into a strong learner 

[21]. It does this gradually with iterations. 

Gradient Boosted Trees are calculated in four 

steps. First, the loss function is defined as 

( , ( ))iL y F x . iy  is observed value and ( )F x  is the 

predicted value. The loss function is a measure of 

how well the coefficients of the model fit the 

underlying data. In step two, the constant variable 

is determined. 0
1

F ( ) argmin ( , )
n

i
i

x L y



=

=   In the 

formula, the value in sigma is the loss function.   

is the predicted value. The loss function will be 

summed up for all observations and the minimum 

state of its value will be found. For this, the loss 

function is derivatized, the values added up and 

set to zero. As a result, there is the initial leaf. This 

value is equal to the average of all values in the 

target variable. Step three takes place in 4 stages 

and is a cycle that will be applied to all trees. 

Errors are calculated based on the previous 

estimate. 

1( ) ( )

( , ( ))
1,......,

( )
m

i i
im

i F x F x

L y F x
r i n

F x
−=

 
= − = 

 
 In the 

formula, r means residual. i observation number, 

m denotes the number of the established tree. It is 

a parenthetically differentiated loss function. 

When looked outside the parentheses, it is seen 

that the value of F (x) represents the output of the 

previous tree. With this formula, residues are 

calculated for all observations. Step four, a 
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decision tree is created for residuals and the value 

of each leaf is found. 

1argmin ( , ( ) ) 1...
i ij

jm i m i m
x R

L y F x j J


 
−



= + = . The 

formula minimizes the error for each leaf. In the 

same way, the derivation of the loss function is 

taken and the values are summed and equalled to 

the class. The number that comes out is the value 

of the leaf. Estimates are made for each 

observation. 1
1

( ) ( ) ( )
mJ

m m jm jm
j

F x F x I x R 
−

=

= +   when 

the formula is examined, it is seen that F (x) = 

results of the previous tree + learning rate * new 

tree. The cycle will continue like this. The flow 

chart of gradient boosted trees is shown in Figure 

1. 

 

 

Figure 1 Flow chart of the gradient boosted trees 

3. RESULTS AND DISCUSSION 

All code is written in python and TensorFlow's 

estimator is used. First, the data is divided into 

two parts. Firstly, 73 data were taught to the 

model as train data. The model was trained on the 

train data set. Then, the trained model was shown 

in the Evaluate data set with 45 data, and it was 

asked to predict whether the alloys were 

amorphous or solid solutions.  

 

 

 

 

Table 1 Results of the model after processing the 

trained data series. 

auc 0.951428 

auc_precision_recall 0.987701 

average_loss 0.377974 

label/mean  0.777778 

loss 0.377974 

precision 0.968750 

prediction/mean  0.691700 

recall  0.885714 

global_step 100.000000 

Table 1 shows the models’ result after training. 

Here auc is the percentage of correct number of 

classifications, auc_precision_recall is the 

percentage of relevant instances, among the 

retrieved instances, that have been retrieved over 

the total amount of relevant instances, 

average_loss is the average value of loss function 

given the current batches, the label/mean is the 

mean of the value labels, the loss is current value 

of the loss, precision is how many of the values 

we guess as positive are actually positive, 

prediction/mean is the value of the corresponding 

predictions. (two classes could give you a value 

between 0 and 1), recall computes the recall of the 

predictions with respect to the labels, global_step 

is the number of iterations. The models’ 

prediction accuracy is 95 %. In figure 2. we 

examined which physical values are used 

predominantly during the prediction of the alloy 

Al0.8CrCu1.5FeMnNi in solid solution form. Here, 

alloy Al0.8CrCu1.5FeMnNi is chosen at random. 

The prediction of our model for this alloy is 97% 
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for the solid solution and 3% for amorphous 

structure. To avoid any errors in the program, the 

d symbol is used instead of the Δ symbol. As seen 

in this prediction, the entropy of mixing and 

enthalpy of mixing contributed more than other 

physical parameters. 

 

Figure 2 Contribution of physical parameters in the 

prediction of the phase structure of 

Al0.8CrCu1.5FeMnNi. 

Figure 3 shows the prediction results of the alloy 

Zr41.2Ti13.8Cu12.5Ni10Be22.5 using the gradient boosted 

trees model. The prediction of our model for this 

alloy is 2% for the solid solution and 98% for 

amorphous structure. 

 

Figure 3 Contribution of physical parameters in the 

prediction of the phase structure of 

Zr41.2Ti13.8Cu12.5Ni10Be22.5. 

As seen in this prediction, electronegativity 

difference and entropy of mixing contributed 

more than other physical parameters. When 

Figure 2 and Figure 3 were compared, the model 

perceived positive contributions of physical 

properties as the solid solution and negative 

contributions as the amorphous phase. Not all 

predictions we make for multi-alloy systems have 

such high predictions. Figures 4 shows an 

example for the amorphous phase. 

 

 

Figure 4 Contribution of physical parameters in the 

prediction of the phase structure of Pd40Cu30Ni10P20. 

In Figure 4 the calculated probabilities for the 

Pd40Cu30Ni10P20. alloy is 87% for the amorphous 

phase and 13% for the solid solution, respectively.  

The accuracy of the phase estimation results of the 

Al0.8CrCu1.5FeMnNi, Zr41.2Ti13.8Cu12.5Ni10Be22.5, 

Pd40Cu30Ni10P20 alloy systems shown as an 

example out of 45 samples. In Table-2, the 

experimental results of these analysed alloy 

systems and machine learning phase predictions 

are compared. 

Table 2 Comparison of machine learning results with 

experimental results. 

Alloy System Experiment

al Phase 

Machine 

Learning 

estimatio

n 

(Solid-

State 

Phase) 

Machine 

Learning 

estimation 

(Amorpho

us Phase) 

Referenc

es 
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Al0.8CrCu1.5FeMnNi Solid-State 97 % 3 % [15] 

Zr41.2Ti13.8Cu12.5Ni10Be

22.5 
Amorphous 

Phase 
2 % 98 % [15] 

Pd40Cu30Ni10P20 Amorphous 

Phase 
13 % 87 % [15] 

The Receiver Operating Characteristic (ROC) 

curve arises from the ratio of sensitivity to 

precision in cases where the discrimination 

threshold differs in binary classification systems. 

ROC can be simply expressed as the fraction of 

true positives versus false positives. As with any 

classification process, the methods strive to strike 

the balance between precision (the ability to 

eliminate false positives) and sensitivity (the 

ability to detect correct positives). In figure 5 we 

can also look at the ROC of the results, which will 

give us a better idea of the tradeoff between the 

true positive rate and false-positive rate.  

 

Figure 5 Receiver Operating Characteristic curve 

4. CONCLUSION 

In this study, the phase prediction of multi-

component alloys has been tried to be made with 

limited data. The machine learning method 

chosen for prediction is Gradient boosted trees. 

The accuracy of the method is 95%. When the 

contribution of each physical property is 

examined, it is seen that the additive amounts for 

each alloy are different. With this method, it can 

be predicted in which phase group the alloy to be 

produced will be, before starting the experimental 

work, with a highly accurate prediction. Thus, a 

preliminary study can be done before the 

experiment is carried out. We expect this work to 

guide the design and phase prediction of new 

multi-component alloys. 
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Optimization of the Green Synthesis of Silver Nanoparticle with Box-Behnken 

Design: Using Aloe Vera Plant Extract as a Reduction Agent 

 

Nazan GÖKŞEN TOSUN*1 Özlem KAPLAN2 

 

Abstract 

Nowadays, many of plants are used as a reduction agent in biosynthesis of silver nanoparticles. 

In this study, green synthesis of silver nanoparticles (AgNPs) was aimed to optimize with Box-

Behnken design (BBD). Aloe vera plant extract was utilized as a reduction agent as it is the 

famous natural product in field of cosmetic and skin health care. The synthesized AgNPs using 

Aloe vera plant extract solution was optimized by Box-Behnken design using the influence of 

different factors such as microwave power, time, AgNO3 concentration, and ratio of volume of 

Aloe vera plant extract solution to volume of AgNO3 and the percentage yield of particle 

formation as a response. Quadratic polynomial model was used to carry out mathematical 

modelling and response surface analysis was performed to determine the independent variable-

response relationship. The optimized silver nanoparticles were characterized using FTIR 

spectroscopy and UV-VIS spectrophotometry. The antibacterial activity of optimized AgNPs 

was determined by testing against Gram positive (Staphylococcus aureus, Enterococcus 

faecalis) and Gram negative (Pseudomonas aeruginosa and Klebsiella pneumoniae) bacteria. 

Briefly, the trials interpreted successful synthesis of the AgNPs along with comprehension of 

the related factors affecting their quality characteristics and remarkably developed antibacterial 

activity as helpful impact. 

Keywords: silver nanoparticles, Box-Behnken design, Aloe vera plant  

 

1. INTRODUCTION 

Recently, nanoparticle-based studies are 

sustained widely due to their potential 

applications, especially in the interdisciplinary 

sciences and nanotechnology field [1]. The 

synthesis of nanoparticles can be performed by 

physical, chemical and biological methods. All 

these methods have advantages and 

disadvantages. For example, chemical methods 
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are expensive because of using special chemical 

agents and very toxic [2]. The physical methods 

could be required high temperature or pressure.  

On the other hand, plant extracts used in 

biological methods have low toxicity or no and 

the reaction can realize at room temperature. 

Therefore, the biological methods can be applied 

in microbiology because the plant extracts are 

safe, eco-friendly and cheap [3]. In this respect, 
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numerous plant extracts have been utilized as a 

biological reduction agent in the synthesis of 

nanoparticles [4–7]. As an antimicrobial agent, 

the AgNPs are utilized important applications like 

in cosmetics, water purification, and medical 

diagnostic and textile [8]. The AgNPs are 

significant biomaterials due to their antimicrobial 

activities because they can help overcome 

antimicrobial resistance [9].  

Aloe vera is botanically known as Aloe 

barbadense miller and it has been frequently used 

in cosmetic as a natural product for years [10]. 

Aloe vera plant was studied also wound healing 

and burn healing and health of skin[11–13]. Like 

many of other plants, Aloe vera has been utilized 

in the green synthesis of AgNPs as biological 

reagent because of its antimicrobial activity 

[14,15].  

In this research, optimizing of green synthesis of 

AgNPs using Aloe vera plant extract solution was 

aimed. These nanoparticles are known to have 

been synthesized from literature before, but the 

synthesis procedure has not been optimized using 

any program. In the literature, some researchers 

have reported using the BBD to optimize the 

synthesis of AgNPs [16]. The BBD has been 

widely used in many sciences of fields like 

formulation development and analytical 

chemistry [17–20]. We decided to optimize the 

synthesis of AgNPs utilizing BBD. Therefore, in 

this experimental study, effective parameters for 

optimization of AgNPs using Aloe vera extract 

solution were identified and AgNPs were 

optimized, then the results of AgNPs were 

comprehensively given to support the theory of 

the study based on the green synthesis of AgNPs. 

2. METHODS 

2.1. Materials 

Aloe vera plant was obtained from 

Gaziosmanpasa University Faculty of Agriculture 

(Tokat, Turkey). Silver nitrate (AgNO3) (Carlo 

Erbaa), sodium hydroxide (NaOH), the filter discs 

and nutrient agar were purchased from Sigma 

Aldrich Chemicals (Istanbul, Turkey). Deionized 

water was used in all stages from the synthesis of 

the nanoparticle to its purification. The sterilized 

water was used for antimicrobial studies. 

2.2. Preparation of Aloe vera Extract 

Aloe vera plant was washed with deionized water 

and a certain amount (5 g) of washed Aloe vera 

were boiled in 50 mL of distilled water for 20 

minutes at 60 °C.  After that the extract was 

filtered to remove leaves and the filtrate was 

stored at 4 °C. 

2.3. Optimization of the AgNPs 

The optimization of AgNPs was realized via BBD 

by using Design Expert® ver. 12.0 software. Four 

effective factors including power of microwave, 

time, AgNO3 concentration and ratio of volume of 

Aloe vera leaves extract solution to volume of 

AgNO3 were chosen as independent factors for 

optimization at three different levels which were 

changed dependent of the factors. A total of 29 

experiments calculated by the design were 

recommended as shown in Table 1. Synthesized 

AgNPs of absorbance value were calculated as % 

yield at range of 350-450 nm and these values 

were placed in BBD as responses. After placing 

the data in the BBD, mathematical modeling was 

created to evaluate the results. Quadratic model 

was determined by ANOVA along with other 

parameters such as correlation coefficient (r2), 

adjusted r2, predicted r2, and predicted residual 

squares. Ideal circumstances for synthesis of 

AgNPs have been optimized by numerical 

desirability function and graphical optimization 

techniques. 

2.4. Synthesis of AgNPs using Aloe vera plant 

extract 

For the synthesis of AgNPs, a certain volume of 

AgNO3 (5-10 mM) solution was added to a certain 

volume of plant extract so that the AgNO3 ratio of 

the plant extract was within a certain range (0.1 - 

0.5) and the solution was stirred with the help of 

a magnetic stirrer.  Finally, the solution was 

diluted with 0.1 M NaOH solution to adjust the 

pH of the medium to 7.5. The solution was heated 

by microwave for certain seconds (10-60) and in 

the certain power range of 150 -800 watts.  
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Table 1 The Box-Behnken Design of matrix illustrating trial runs carried out for optimization of synthesized AgNPs using Aloe vera plant extract solution. 

Run Concentration of AgNO3 (mM) Volume of extract / Volume of AgNO3 Power of microwave (Watt) Time (sec.) %Yield 

1 7.5 0.3 800 60 38.7661 

2 10 0.3 800 35 40.5157 

3 7.5 0.3 800 10 57.2744 

4 5 0.3 800 35 47.1455 

5 7.5 0.1 150 35 0 

6 10 0.5 475 35 69.7974 

7 7.5 0.1 800 35 0 

8 7.5 0.5 475 10 83.0571 

9 7.5 0.3 475 35 90 

10 10 0.3 475 10 71.8232 

11 7.5 0.5 475 60 57.1823 

12 7.5 0.5 150 35 57.1823 

13 10 0.1 475 35 0 

14 7.5 0.3 475 35 90 

15 5 0.3 475 60 52.7624 

16 7.5 0.5 800 35 75.6906 

17 10 0.3 475 60 47.6059 

18 7.5 0.3 475 35 90 

19 5 0.1 475 35 0 

20 5 0.3 150 35 38.1215 

21 7.5 0.3 475 35 90 

22 5 0.3 475 10 52.302 

23 7.5 0.3 150 10 51.105 

24 7.5 0.3 475 35 90 

25 7.5 0.1 475 60 0 

26 7.5 0.3 150 60 43.6464 

27 7.5 0.1 475 10 0 

28 10 0.3 150 35 58.7477 

29 5 0.5 475 35 71.9153 
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The reduction process of silver ions was observed 

by the color change from yellowish to brown 

based on the reaction conditions. The synthesized 

AgNPs were centrifuged at 15000 rpm for 15 

minutes and washed twice with deionized water, 

dried and stored at 4 ° C in the dark. 

2.5. Characterization of optimized AgNPs 

using Aloe vera plant extract 

AgNPs were characterized by scanning the 200-

500 nm range using a Nanodrop DeNoVIX 

spectrophotometer (Wilmington, USA) for UV-

VIS spectrum savingin room conditions. The 

AgNPs were also analyzed to characterize 

chemically via FTIR spectroscope (Jasco FT/IR 

4700, Germany). 

2.6. Antibacterial activity testing of Aloe vera 

extract and silver nanoparticles  

The optimized AgNPs were done testing of 

antibacterial activity using Enterococcus faecalis 

(E. faecalis) Staphylococcus aureus (S. aureus), 

Pseudomonas aeruginosa (P. aeruginosa) and 

Klebsiella pneumoniae (K. pneumoniae) strains. 

The antibacterial activity of produced AgNPs 

against the strains were tested utilizing disc 

diffusion method. The strains were seeded in 

medium and incubated overnight at 210 rpm, 

37°C. The cultured bacterial suspension was 

adjusted to 1x108 CFU / mL and the bacterial 

suspension was seeded on nutrient agar loaded 

petri dish and then the sterile blank discs, which 

are used generally for disc diffusion method, were 

placed on petri dish. One of the discs was loaded 

with 20 μL of Aloe vera extract and the other was 

loaded with 20 μL of Aloe vera& AgNPs solution 

then incubated overnight at 37°C. After that, the 

zones caused by inhibition were measured.   

2.7. Minimum inhibitory concentration (MIC) 

of Aloe vera extract and AgNPs 

The MIC values were determined using 96-well 

plates. Firstly, the preparing AgNPs solution (1 

mg/ mL) was added to wells then serial dilution 

was carried out. The bacterial suspension was 

adjusted to 1x108 CFU / mL and seeded to wells. 

after that, the plates were incubated overnight at 

37°C and MIC values were measured by using 

Plate Reader. 

3. RESULTS AND DISCUSSION 

3.1. Synthesis of AgNPs using Aloe vera plant 

extract 

In the last few years, many of plants are studied 

for the green synthesis of AgNPs using by 

bioreduction method [21–23]. In this study, 

AgNPs were synthesized using Aloe vera plant 

extract via biological reduction method. Aloe vera 

plant extracts were used as a reduction agent in 

this synthesis of AgNPs because of its important 

biological molecules which are treated various 

diseases [24]. 

3.2. Optimization of AgNPs 

The BBD method of the Design Expert® ver. 9.0 

software (Stat-Ease Inc., Minneapolis, USA) was 

used to optimize the synthesis procedure of 

AgNPs. These AgNPs of absorbance values were 

measured to calculate the percentage yield of 

particle formation by UV-Vis at 350-500 nm and 

then optimized as responses. Power of 

microwave, time, AgNO3 concentration, and ratio 

of volume of Aloe vera leaves extract solution to 

volume of AgNO3 were decided as factors at three 

different levels which were changed dependent of 

the factors. A total of 29 experiments calculated 

by the design were recommended. The acquired 

data coincided with the quadratic polynomial 

model and various statistical parameters were 

used to fit the analysis. After data modeling which 

is demonstrating the existence of interaction and 

curvature effect was performed, polynomial 

equation was generated for response factor. The 

parameter of coefficient of correlation were 

calculated as perfectly in the range between 

0.9915, along with great values of predicted and 

adjusted r2, and low values of PRESS. 

Additionally, model diagnostic graphs for 

response are shown in Figure 1, showing that the 

data is parallel to the selected model. 

%Yield = 90.00 + 2.19 ∗ A+34.57 ∗
B + 0.8824 ∗ C − 6.30 ∗ D − 0.5295 ∗ AB −
6.81 ∗ AC − 6.17 ∗ AD + 4.63 ∗ BC − 6.47 ∗

Nazan GÖKŞEN TOSUN, Özlem KAPLAN

Optimization of the Green Synthesis of Silver Nanoparticle with Box-Behnken Design: Using Aloe Vera P...

Sakarya University Journal of Science 25(3), 774-787, 2021 777



BD − 2.76 ∗ CD − 18.43 ∗ A2 − 35.42 ∗ B2 −
23.75 ∗ C2 − 17.84 ∗ D2  (1) 

3.3. Factor-response relationship and response 

surface mapping 

Response surface analysis (RSA) was obtained 

using 3D response surface plots and 2D contour 

plots, which elucidated the existence of 

interactions among the factors and their impacts 

on the response factor. The RSA plots for percent 

of yields of AgNPs are shown in Fig.2. The 

relationship between AgNO3 concentration and 

values of the ratio between volume of Aloe vera 

plant extract solution and AgNO3 volume is 

shown in Fig. 2(A). In cases where the ratio 

between extract volume and AgNO3 volume is 

particularly low at 0.1, the percentage yield of 

particle formation tends to be minimal even if the 

AgNO3 concentration is high. However, at the 

high level of the ratio between extract volume and 

AgNO3, the increase in AgNO3 concentration 

showed a curvilinear trend with a first medium 

level, followed by a sharp rising pattern to high 

levels. In addition, the effect of the ratio between 

extract volume and AgNO3 volume on the particle 

formation efficiency of AgNPs showed an 

increasingly decreasing trend in the values of 

particle formation efficiency from nearly 0.2 to 

0.5 levels of the factor. The 3D graph and 2D plot 

of relationship between AgNO3 concentration and 

microwave power were indicating in Fig 2(B). 

When the relationship between AgNO3 

concentration and microwave power were 

evaluated both effect on yield of particle 

formation is lower at low and high levels than 

middle levels, yield of particle formation tends to 

increase at middle levels. Moreover, the 

relationship between AgNO3 concentration and 

the time is like the relationship between AgNO3 

concentration and microwave power and its 3D 

response surface plots and 2D contour plots are 

depicted in Fig. 2(C). The relationship between 

power of microwave and value of the ratio 

between volume of Aloe vera plant extract 

solution and AgNO3 volume is indicated as a 3D 

response surface plots and 2D contour plots in Fig 

3(A). At the low levels of the ratio between 

volume of Aloe vera plant extract solution and 

AgNO3 volume, the increase in power of 

microwave did not cause increase in the yield of 

particle formation and the particle formation yield 

percentage tended to remain at very low levels. 

The yield of particle formation is remained at low 

levels, even if the AgNO3 concentration increase 

while the ratio is at low levels. 

In addition, the relationship between value of the 

ratio between volume of Aloe vera plant extract 

solution and AgNO3 volume and the time is like 

the relationship between power of microwave and 

value of the ratio between volume of Aloe vera 

plant extract solution and AgNO3 volume. Their 

graphs are shown in Fig 3(B). The last 

relationship between time and power of 

microwave is like the relationship between 

AgNO3 concentration and the time and their 

graphs seen into Fig 3(C). At low and high levels 

of power and time, the percentage of particle 

formation efficiency tends to remain middle 

levels. At the middle levels of power and time, 

percentage of particle formation efficiency 

indicated an increasing trend. The lowest of 

percentage of yields were determined at low 

AgNO3 concentration and power of microwave, 

low and high time interval, and low value of the 

ratio between volumes of Aloe vera plant extract 

solution and AgNO3 volume.
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Figure 1 The graphs indicating ‘Predicted vs. Actual plot’, perturbation chart and interaction plot for response values 
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Figure 2 The graphs indicating the impact of factors like A: AgNO3 concentration, B: ratio, C: Power of microwave 

and D: time volume on percentage of particle formation (%Yield) of synthesized AgNPs using Aloe vera plant 

extract solution as the response factor. 
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Figure 3 The graphs indicating the impact of factors like B: ratio, C: Power of microwave and D: time volume on 

percentage of particle formation (%Yield) of synthesized AgNPs using Aloe vera plant extract solution as the 

response variable. 
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3.4. Search for the optimized AgNPs 

The AgNPs were optimized and then their values 

were evaluated to identify with numerical 

optimization. It was seen that the desirability 

function value was close to 1.0 and the goal for 

the response variable were achieved. As the 

optimized AgNPs synthesis setting, the overlay 

plot showed the yellow color area as the 

optimized area along with the flagged point 

displaying 7.5 mM concentration of AgNO3, 

microwave power at 475-watt, time at 35 seconds 

and 0.3 of the ratio (Fig.4). 

 

Figure 4 The graphs showing yellow color area as the 

optimized area and flagged point as the optimized 

synthesized AgNPs using Aloe vera plant extract. 

3.5. Characterization of optimized AgNPs 

using Aloe vera plant extract 

3.5.1. UV-VIS spectrophotometry 

The AgNPs obtained as a result of optimization 

were characterized by UV-VIS 

spectrophotometry producing absorption spectra 

and the result was shown in Fig.5. Optimized 

AgNPs were synthesized by adjusting parameters 

such as microwave power, time, AgNO3 

concentration and volume of the Aloe vera plant 

leaf extract solution to optimum values. The 

spectrum indicating the peak was observed at 478 

nm and this result was fitting with brownish color 

of the nanoparticles. 

 

Figure 5 UV-Visible spectra of optimized 

AgNPs using Aloe vera plant extract 

At the same time, the study was realized by 

changing the volume of Aloe vera plant extract 

solution, AgNO3 concentration and microwave 

power. When ratio of Aloe vera plant leaf extract 

solution to total solution was 0.1, AgNPs were not 

produced. It was decided that AgNP synthesis was 

not carried out in the trials where the ratio of the 

volume of Aloe vera plant leaf extract to the total 

solution volume was 0.1 value, as there was no 

peak in the 300-700 nm range. However, when the 

ratio was higher than 0.3, absorption peaks shift 

towards the higher wavelength and it was 

observed that the wavelength range of the peak 

increased. 

3.5.2. FTIR spectroscopy 

FTIR spectrum of the optimized AgNPs using 

Aloe vera plant extract was shown in Fig.6.  The 

significant absorption bands for AgNPs were 

observed at 2903.3, 1633.41 and 1389.46. The 

optimized AgNPs were exhibited a wide 

absorption band of –OH groups at 3270.68. The 

absorption band at 2903.3 was associated with C–

H stretching of aliphatic –CH, –CH2 groups. The 

absorption peaks at 1633 and 1389 was assigned 

to the asymmetrical and symmetrical –COO 

stretching of carboxylate compounds in Aloe 

vera. The absorption peak at 1077 was associated 

with C–O stretch. 
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Figure 6 FTIR spectra of optimized AgNPs using 

Aloe vera plant extract 

3.6. Antibacterial activity of AgNPs  

3.6.1. DISC Diffusion Method 

It has been known that the AgNPs have an 

antibacterial effect. They have effect on both of 

Gram-positive bacteria and Gram-negative 

bacteria [25–27]. The antibacterial mechanism of 

AgNPs has not been clearly explained, but a 

variety of possible mechanisms have been 

proposed. AgNPs can completely release Ag + 

ions and these ions can adhere to the cell wall and 

damage the cell membrane, as well as increase the 

permeability of the membrane and free silver ions 

taken into the cell can damage DNA by inducing 

reactive oxygen production. For these reasons, 

they can exhibit antibacterial activity by 

inhibiting the growth of bacteria[28–30]. Aloe 

vera is used in wound healing treatment or as a 

cosmetic product [31]. In this study, AgNPs 

optimized using Aloe vera plant were examined 

antibacterial effect on S. aureus, E. faecalis, K. 

pneumoniae and P. aeruginosa by using Disc 

Diffusion Method (Fig.7). However, the 

antibacterial effect of Aloe vera plant extract on 

the same bacteria were studied to compare with 

the AgNP form and inhibition zones were 

measured and shown in Table 2. 

 

 

Table 2 Inhibition zones diameter (mm) AgNPs 
determined by DISC Method. 

Microorganisms  
Inhibition zones 

diameter (mm) 

K. pneumoniae 12 

P.aeruginosa 11 

E. faecalis 13 

S. aureus 13 

 

A 

                            

                         B 

  

C                          D 

  

Figure 7 Antibacterial activity assay of Aloe vera 

plant extract and optimized AgNPs using Aloe vera 

plant extract against K. pneumoniae (A), P. 

aeruginosa (B), E. faecalis (C), and S. aureus (D). 

Since the standard antimicrobial blank discs have 

diameter of 6.0 mm, the inhibition zone value 

should be higher than 6.0 mm to prove the sample 

has antimicrobial activity. As the results of DISC 

assay were evaluated while optimized AgNPs 

using Aloe vera plant extract exhibited 
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antibacterial effect, it was observed that Aloe vera 

plant had no antibacterial effect on the any 

bacteria. 

3.6.2. Minimum inhibitory concentration 

(MIC) of Aloe vera extract and silver 

nanoparticles 

The MIC method is used to determine the 

minimum inhibition concentration value of the 

active component [32]. In this study, MIC values 

of the AgNPs was measured by Plate Reader and 

the results were shown in Fig.8. Moreover, the 

percentage of inhibition curve of optimized 

AgNPs were seen into Fig. 9 and the inhibition 

values of Aloe vera plant extract solution was 

tested to determine the AgNPs effectiveness and 

shown in Fig 10. Both graphs also were plotted by 

using MIC data. 
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Figure 8 MIC value of optimized AgNPs using Aloe 

vera plant extract 

MIC analysis was also analyzed for Aloe vera 

plant extract to determine the minimum inhibitory 

concentration of only optimized AgNPs. In this 

study, while optimized AgNPs using Aloe vera 

plant extract exhibited antibacterial effect even at 

minimum concentration, it was observed that 

Aloe vera plant extract has no antibacterial effect 

on any the bacteria even at maximum 

concentration.   

 

Figure 9 %Inhibition values on the bacteria of 

synthesized AgNPs using Aloe vera plant extract 

The optimized AgNPs at concentration of 125 

µg/mL completely inhibited all the bacteria 

strains (Fig.8). However, Aloe vera plant extract 

at concentration of 500 µg/mL inhibited just 30 % 

of the P. aeruginosa strain, 27.8 % of S. aureus 

strain, 18 % of K. pneumonia strain and there was 

no influence on E. faecalis strain (Fig.10). 
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Figure 10 %Inhibition values on the bacteria of Aloe 

vera plant extract 

4. CONCLUSION  

In summary AgNPs were synthesized by using 

Aloe vera plant extract solution as a biological 

reduction agent. The synthesized AgNPs were 

systematically optimized with BBD utilizing by 

Design Expert® ver. 12.0 software depending on 

the influence of different factors. The optimized 

AgNPs and Aloe vera plant extract solution were 

tested against Gram negative and Gram-positive 

bacteria strains. The optimized AgNPs using Alo 

vera plant have exhibited antibacterial 
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effectiveness. The results of DISC assay were 

supported MIC data. As a result, this study tried 

to optimize the factors affecting the production 

efficiency of AgNPs synthesized using Aloe vera 

plant, which has the possibility to take place as a 

prospective antibacterial agent in cosmetic and 

therapeutic applications. 
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Experimental 70% Hepatectomy Model: Apoptotic Index, Proliferative 

Index and Mitotic Index 

 

Şamil ÖZTÜRK *1 Latife Ceyda İRKİN2 

 

Abstract 

Liver regeneration is known to begin after experimentally induced liver resection. At first 24-

48 hours, DNA synthesis reaches the maximum level after resection and significantly 

regeneration known to occur on the first 10 days. In this study, we were examined the 

regeneration of liver on the 1st and 14th days after the resection.   

In experiment 21 Wistar albino male rats were used. The rats were randomly divided into three 

groups. The first group was the control, the second group was sacrificed one day after 

hepatectomy, and the third group was sacrificed 14 days after hepatectomy. All experimentally 

groups realized midline incision with laparotomy for resection of liver. Pedicles of the left 

lateral and median lobes of the liver were applied 70% hepatectomy by 4/0 silk binding. At the 

end of 1st and 14th days, liver tissue removed for light misroscobic analysis. 

No histopathological findings were found in the control group. The tissue of all experimentally 

groups were showed some histopatological changes such as sinuzoidal dilatation, vacuolization 

in the hepatocytes. This histopatological findings were seem to increase at grup II more than 

group III and group I with routin H&E staining. 

Mitotic index, apoptotic index and proliferation index of values at group II was reached the 

maximum level. Group III dramatically reduced the value of these index and were seem to reach 

near to values of the control group. Relative liver weight that determined each of experimentally 

groups were statistically significant differences compared to the control group.  

As a result, in this study, liver regeneration was shown in liver transplants without any agent 

that would contribute to the clinic. 

Keywords: Partial hepatectomy, TUNEL, apoptosis, immunohistochemistry, PCNA. 

 

 

1. INTRODUCTION 

The liver is the largest organ of the body that 

secretes both endocrine and exocrine, plays a 
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major role in regulating metabolic functions, 

and also weighs approximately 1,5 kg and has 

the largest gland feature in the body [1]. It has 

a central role in many fundamental 
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physiological events such as bile acid synthesis 

and secretion, blood-glucose balance and 

lipoprotein synthesis, storage of vitamins (A, 

D, E, K, and B12), biotransformation, 

detoxification and expression of endogenous 

and exogenous compounds [2]. A disfunction 

that may occur in the liver affects all systems 

of the body. Many factors such as drugs, 

chemicals, accidents, alcohol, liver tumors, 

liver diseases of viral origin and surgical 

interventions (partial hepatectomy) can cause 

damage in the liver tissue. When the liver is 

damaged due to various reasons, replication 

and proliferation may begin to complete its 

functional mass [3,4]. This feature is extremely 

important for hepatocytes that normally divide 

rarely. This proliferative capacity and 

adaptation ability is maintained against 

different metabolic conditions. These events 

reveal the loss and increase of liver tissue [3]. 

The liver has a tremendous interaction between 

cells and a complex mediator network that can 

repair itself in a few weeks in situations such 

as significant tissue loss, and is the only organ 

that goes to tissue regeneration quickly after 

resection or injury [5]. 

It is one of the most important stages in modern 

surgery that liver regeneration has become a 

common and controllable procedure. For 

cancer treatment or transplantation, 60-70% of 

the liver volume can be safely removed to be 

used as a liver donor graft [6]. Today, in 

studies conducted with methods such as 

computed tomography, angiography and 

scintigraphy, it has been shown that the liver 

reaches its original size in 3-6 months in adults 

and less than 3 months in children after liver 

resection. In the presence of cirrhosis, this 

period can be up to 9-15 months [7,8]. It has 

been reported that the human liver can tolerate 

even resections up to 80-85% [9]. 

Regeneration occurs even if the resection is 

less than 10% [10]. It has been shown that 

regeneration in the remaining liver tissue after 

partial hepatectomy starts from the first day 

and DNA synthesis reaches its maximum in the 

first 24-48 hours after hepatectomy [11]. 

Hepatocytes normally show very rare mitosis 

activity. However, active cell replication 

begins within 24 hours after partial 

hepatectomy and continues until the organ 

reaches its normal weight. Significant 

regeneration occurs within the first 10 days and 

this event is completed in 4-5 weeks. The 

excised lobes do not take the same shape. 

Regeneration mostly occurs in the form of new 

lobules and the growth of residual lobules 

[12,13]. Endocrine, paracrine and autocrine 

interactions are required for regeneration and 

liver restructuring after experimental partial 

hepatectomy in humans and animals [14,15]. 

Necessary stimuli for hepatic regeneration are 

the pancreas, other extrahepatic organs and 

humoral factors originating from the 

regenerating liver itself [12,13]. 

It has been observed that hepatocyte 

proliferation increases in cases such as surgical 

removal of a part of the liver lobes or damage 

of hepatocytes from viruses or chemicals. 

However, studies have shown that after liver 

resection, the regenerative activity is increased 

as a result of giving a more stimulus. In 

addition, various drug applications are used to 

heal the medically damaged liver more 

quickly. However, as with many chemical drug 

treatments, side effects are inevitable in these 

studies. Therefore, we conducted this study in 

order to reveal the regeneration occurring as a 

result of hepatectomy in the liver tissue 

without any stimulus or chemical medication 

on the days of 1 and 14 with 

immunohistochemical staining and TUNEL 

method. 

2. MATERIAL AND METHOD 

This study, 21 adult male Wistar Albino rats in 

Trakya University Experimental Animal 

Research Unit, weighing between 250-300 g 

and having the same biological and 

physiological characteristics were used. 

During the duration of the experiment, all our 

subjects were fed daily drinking water and 

pelleted feeds (Purina) containing 21% crude 

protein under optimum laboratory conditions 

(22 ± 10C, 12 hours light/dark cycle). Cage 

maintenance was done regularly. A total of 3 

groups were created in the experiment. 
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Approval for the study was obtained from 

Trakya University Ethics Committee on 

09.06.2011. 

2.1. Hepatic resection method  

Ketamine (Ketalar®, 10ml, 50mg/ml, Pfizer, 

USA) (25mg/kg, intramuscular) 50mg/ kg/ip, 

xylazine (Rompun® 50ml, 23,32mg / ml, 

Bayer, Germany) 5mg/kg/General anesthesia 

was applied with a rope. Before laparotomy in 

order to prevent bacterial translocation 

intramuscularly at 25 mg/kg of cefazolin vial 

(MN Pharmaceutical Inc., Istanbul, Turkey) 

were performed [16]. Laparotomy was 

performed with an upper midline incision. The 

left lateral and median lobe pedicles of the liver 

were tied with 4/0 silk and 70% hepatectomy 

was performed as defined by Higgins and 

Anderson [17]. After the surgical procedure, 

the fascia was closed with 3/0 vicryl and the 

skin with 4/0 silk and cleaned with povidone 

iodine. Oral intake of water and diet was 

allowed from the 24th post-operative hour 

[18]. 

2.2. Experimental design 

The rats were divided into 3 groups, one 

control and two experiment groups, with 7 

animals in each group. 

Group I: Control group (n=7): The rats were 

not applied to the hepatectomy. 

Group II: Study group (1 day) (n=7): The rats 

in this group were sacrificed 1 day after 

hepatectomy. 

Group III: Study group (14 days) (n=7): The 

rats in this group were sacrificed 14 days after 

hepatectomy. 

After resection, the subjects of each group 

were sacrificed as planned and the livers of the 

rats were completely removed. Liver samples 

taken were detected in Bouin fixative (75 cc 

picric acid + 25 cc formalin + 5 cc Acetic acid) 

for light microscope and 

immunohistochemical examination. 

2.3. Relative liver weight 

The remaining liver weight after partial 

hepatectomy was subtracted from the liver 

weight at autopsy and the ratio of this value to 

the whole liver weight was calculated. The 

liver regeneration rate was found by 

multiplying the obtained value by 100 [19]. 

Whole liver weight was accepted as 3-4% of 

the rat weight [20]. Results are expressed as 

per.  

Relative liver weight = [liver weight at 

autopsy- (whole liver weight-resected liver 

weight)/whole liver weight]×10 

2.4. Histopathological parameters 

2.4.1. Mitotic index 

After fixing in Bouin fixative for 4 days, liver 

tissue was blocked in paraffin after routine 

tissue follow-up and stained with 

Hematoxylin-Eosin (H&E) Mitotic index: The 

number of hepatocytes and total hepatocytes 

showing mitotic activity at 30 high-power 

fields was calculated and expressed as their 

ratio per 1000 cells [21]. 

Mitotic index = (number of mitotic cells)/(total 

number of cells)×100 

2.4.2. Proliferation index 

After fixing in Bouin fixator for 4 days, liver 

tissue was blocked in paraffin after routine 

tissue follow-up and stained with proliferated 

cell nuclear antigen (PCNA) from 

immunohistochemical stains. Proliferation 

index; PCNA stained cell number and total 

hepatocyte count at 30 high power fields were 

calculated. It was then defined as the ratio per 

1000 cells [21]. 

Proliferation index= (number of PCNA stained 

cells) / (total number of cells)×100 

2.4.3. Apoptotic index 

After fixing in Bouin fixator for 4 days, liver 

tissue was blocked in paraffin after routine 

tissue follow-up and stained with TUNEL kit, 
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which is an apoptosis marker. Apoptotic index; 

TUNEL stained cell count and total hepatocyte 

count were calculated in 30 large 

magnification fields. It was then defined as the 

ratio of every 1000 cells (114) [21]. 

Apoptotic index= (apoptotic cell number) / 

(total cell number) × 100 

2.5. Light microscopic inspection  

For this purpose, the liver tissues were fixed in 

Bouin fixator for 4 days, and then the washing 

process was started. The tissues were washed 

in 70% alcohol for 2 days and the dehydration 

process was started. Tissues were kept for 1 

hour in increasing alcohol series (70, 90, 96, 

100%). After the dehydration stage, the tissues 

were treated with toluol for 3 series 15 minutes 

for the transparency step. Before embedding, 

the tissues were kept in soft paraffin for 1 

night. The next day, liver tissues were removed 

from soft paraffin and kept in liquid hard 

paraffin for 1 hour and blocked. 5 μm thick 

sections were taken from these blocks using a 

Leica RM-2245 cylinder microtome. The 

sections taken were stained with H&E (Sigma-

Aldrich). in order to reveal the histological 

structural changes in the liver. Photographs 

were taken by a light microscope (Olympus 

CX31-Japan). 

2.6. Immunohistochemical analysis  

The sections lowered into water were boiled 

for 20 minutes in the microwave oven in 

antigen retrival. After allowing to cool for 20 

minutes at room temperature, the sections were 

washed with PBS. After this step, it was treated 

with 3% hydrogen peroxide (H2O2) prepared in 

methanol (Riedel-de Häen 24229) for 20 

minutes to remove the hydrogen peroxidase 

activity. Sections were washed with phosphate 

buffer solution (PBS; pH 7.6) by rinsing in 

distilled water. 1% Preimmune rabbit serum 

(Ultra V Block, LabVision, TA-015-UB) was 

applied to sections to block non-specific 

antibody binding. The sections were then 

incubated with primary antibody diluted 1/100 

in the moist chamber for 1 hour. The antibody 

used was mouse monoclonal anti-PCNA 

antibody (MS-106-B, Thermo LabVision, 

USA). Sections were kept in secondary 

antibody solution (Biotinylated Goat Anti-

Mouse, LabVision, TM-015-BN) for 20 

minutes after washing with PBS 3 times. 

Streptavidin peroxidase solution (Streptavidin 

Peroxidase, LabVision, TS-015-HR) was 

applied to the sections washed 3 times in PBS 

for 20 minutes. After washing the sections 3 

times with PBS, 3-amino 9 ethyl carbazole 

(AEC) chromogen solution (LabVision, TA-

002-HAC) was applied for 10 minutes.  

Proliferation index; the number of PCNA 

stained cells in 30 high-power fields and the 

total number of hepatocytes was calculated and 

defined as the ratio per 1000 cells (μm2), and 

the average number of PCNA positive cells 

was determined. 

2.7. Statistical analysis  

All data are expressed as mean (±) standard 

deviation (SD). The differences in the results 

between the groups were evaluated by 

Kruskal-Wallis analysis of variance. For 

comparisons between groups with significant 

differences, Mann-Whitney U test was used. If 

p <0.05, the difference was considered 

statistically significant. In addition, hepatocyte 

vacuolization and sinusoidal dilatation 

numbers were determined semiquantitatively 

in all groups. Semi-quantitative evaluation was 

done as follows; none (-), rare (±), low (+), 

medium (++), too much (+++), too much 

(++++). 

2.8. TUNEL staining 

The 5 μm sections taken from the paraffin 

blocks on the slide were kept in an oven at 

37°C for a night, then kept in toluol for 3x5 

minutes and then passed through the 

decreasing alcohol series (100%, 95%, 70%) 

for 3 minutes and lowered into distilled water. 

Proteinase K (20 μg/ml, Chemicon, 21627) 

was applied to the sections kept in distilled 

water for 5 minutes at room temperature for 15 

minutes for antigen recovery. Sections washed 

with distilled water were kept in 3% H2O2 

prepared in methanol for 5 minutes to block 
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endogenous peroxidase. After shaking with 

distilled water and PBS, the pool around the 

sections was drawn with hydrophobic pen 

(Zymed, 00-8899) and a pool was created for 5 

minutes at room temperature with equilibration 

buffer. Then the sections were kept at 37°C in 

terminal deoxynucleotidyl transferase (TdT) 

enzyme for a hour, then rinsed with stop/wash 

buffer for 15 seconds and kept at room 

temperature for 10 minutes. Conjugate of 

antidigoxigenin was applied to sections 

washed in PBS 3 times and kept at room 

temperature for 30 minutes. After washing the 

sections 3 times with PBS, diamino benzidine 

(DAB) chromogen solution (LabVision, TA-

002-HAC) was applied for 10 minutes. After 

washing the sections with distilled water, 

contrast staining was done by applying methyl 

green for 10 minutes. Sections rapidly passed 

through distilled water were also rapidly 

passed through 100% N-Butanol. After 

dehydrated sections were kept in toluol for 3x2 

minutes, the closure solution was placed and 

closed with coverslip and evaluated under a 

light microscope. 

3. RESULTS AND DISCUSSION 

3.1. Relative liver weight results  

The remaining liver weight after partial 

hepatectomy was subtracted from the liver 

weight at autopsy and the ratio of this value to 

the whole liver weight was calculated. The 

liver regeneration rate was found by 

multiplying the obtained value by 100. Whole 

liver weight was accepted as 3.4% of the rat 

weight. 

When the relative liver weights determined in 

the all groups were compared, a statistically 

significant difference according to p <0.05. 

When the groups II and III were compared 

(11.46±2.21, 38.45 ± 7.11), a statistically 

significant difference was found as p<0.001 

(Figure 1). 

 

Figure 1 Relative liver weight values of 

experimental groups 

Groups Group I 

(control) 

Group 

II (1st 

day) 

Group 

III (14th 

day) 

Hepatocyte 

vacuolization 

- ++++ + 

Sinusoidal 

dilatation 

- +++ ± 

Table 1 Semi-quantitative evaluation of 

hepatocyte vacuolization and sinusoidal dilatation 

in experimental groups  

PV: Portal ven, long arrow: hepatocyte 

vacuolization, short arrow: sinusoidal dilatation 

3.2. Light microscopic results  

When the H&E stained liver sections of the 

rats in the control group were examined under 

a light microscope. It was observed that the 

liver sections were in normal histological 

appearance. It was observed that hepatocytes, 

which are liver parenchymal cells, were placed 

regularly around the central veins to form 

hepatocyte cords. Branch of the portal vein, 

hepatic arteriole and bile duct were observed in 

the portal areas around the hepatic lobules. In 

the sinusoid wall, endothelial cells were 

distinguished by the flat-shaped and dark 

staining of their nuclei, while Kupffer cells 

were distinguished by their nuclei larger than 

the endothelial cell nuclei, oval or triangular 

shapes. Hepatocyte nuclei were one or two 

large and round in shape, and their cytoplasm 

showed eosinophilia. 

In all groups, hepatocyte vacuolization and 

sinusoidal dilatation counts were determined 

semiquantitatively. It was observed that the 

hepatocytes in the liver sections of animals 
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belonging to groups II, and III had common 

mitosis at various stages and was noticeable in 

hepatocytes vacuolization and sinusoidal 

dilatation. In group II hepatocyte vacuolization 

and sinusoidal dilatation were noticeable too 

much (++++) (Figure 2b-c, Table 1). In the 

sections belonging to the group III, it was 

observed that hepatocyte vacuolization 

decreased very much and became similar to the 

control group, decreasing in less (+) and 

sinusoidal dilatation as rare (±) (Table 1). 

When the sections belonging to all groups were 

evaluated, it was observed that the classical 

liver lobule structure was preserved (Figure 2). 

MI value of the group I, group II and group III 

were evaluated. The statistically significant 

difference between the groups were evaluated 

according to p<0.05.  Statistically significant 

difference was observed between the control 

group and the other experimental groups. 

When the group I and II were compared, a 

statistically significant difference was found at 

the p<0.001 level. When the group I and III 

were compared, a statistically significant 

difference was found in p<0.01 (Figure 5). 

 

Figure 2 a) Normal histological appearance of the 

liver (group I), b) the liver section after 1 day of 

resection-intense vacuolization is seen around the 

portal areas (group II), c) the liver section after 14 

day of resection-vacuolization is seen around the 

portal areas (group III) (X400), H&E staining. 

3.3. Immunohistochemical results  

PCNA immunostaining of group I liver section 

was weak, group II (1 day after resection) 

PCNA positive cell density was strong, group 

III PCNA positive cell was weak 

immunoreactivity (Figure 3). When the PCNA 

values detected into all groups were compared, 

a statistically significant difference was found 

between the group I and in all study groups 

(Figure 5). PI value of group I, group II and 

group III were evaluated. When the group II 

and group I were compared, statistically 

significant differences was found (p<0.0001). 

When the control and group III were 

compared, the statistically significant 

difference was low (p<0.05) (Figure 5). 

 

SV: Central ven, arrow: PCNA positive cells 

Figure 3 a) PCNA immunostaining of (group I) 

liver section, b) PCNA immunostaining of the (1 

day after resection)-PCNA positive cell density is 

seen (group II), c) PCNA immunostaining of the 

(14 days after resection)-PCNA positive cell 

density is seen (group III). 
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3.4. TUNEL results  

A statistically significant difference was found 

between group I and experimental groups 

(group II, III) when the apoptotic index (AI) 

values obtained as a result of the evaluation of 

cells whose apoptotic nuclei were stained as a 

result of TUNEL staining performed into all 

groups (Figure 4). AI value of the group I, 

group II and group III were evaluated. The 

statistically significant difference between the 

groups were evaluated according to p<0.05. 

When the group II and group I were compared, 

a statistically significant difference was found 

(p<0.001). When the group I and group III 

were compared, the statistically significant 

difference was found low (p<0.05, Figure 5). 

 

SV: Central ven, arrow: TUNEL positive cells 

Figure 4 a) The liver section of group I, b) 

TUNEL positive cell high density was seen in 

group II, c) TUNEL positive cell low density was 

seen in group III (X400), TUNEL staining 

 

 

Figure 5 Mitotic, proliferative and apoptotic index 

values of control and experimental groups 

3.5. Discussion 

The liver exhibits a distinct feature from other 

organs with its regeneration capacity. The liver 

regulates many basic mechanisms such as 

biotransformation, regulation of metabolic 

functions and immunological events. 

However, it has many functions that have not 

been fully illuminated yet [22,23]. 

The existence of the ability to replenish the 

tissue mass after the loss or damage of an organ 

is defined as regeneration [3]. Regeneration is 

a complex process in which cytokines, 

hormones, transcription factors and oxidative 

stress products play a role [5]. Studies have 

shown that the liver has the ability to repair 

itself in significant tissue losses, thanks to 

intercellular interaction and a complex 

mediator network [24, 25]. Most studies on 

liver regeneration have been studied on the 

pre-existing damaged liver in experimental 

animals, or liver damage has been caused by 

using chemicals or a partial hepatectomy [26]. 

Palmes and Spiegel [26] described the model 

used in partial hepatectomy studies by stating 

the ratio of each liver lobe to the total mass of 

all liver lobes in rats. According to the total 

liver mass, the right lobe contains 38%, the left 

lobe is 30%, the tail lobe is 8%, and the quadrat 

(quadrilateral) lobe, which is two-part, 

contains 10%. It has been stated that the most 

suitable model for partial hepatectomy studies 

in rats is resection of 68-70% of the liver [24]. 

Partial hepatectomy is one of the most 

frequently used surgical procedures today and 
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is an inevitable surgical treatment option in 

primary liver tumors, trauma, liver metastases 

of gastrointestinal tumors and liver 

transplantations [5, 25]. Liver resection has 

become safer with the development of 

diagnostic methods, improvement and 

improvement in surgical techniques, and 

improvement in postoperative care, especially 

in the last 25 years [27]. Postoperative 

mortality and morbidity in liver resection are 

directly related to preoperative liver function 

and the functional and regenerative capacity of 

the remaining liver after postoperative 

resection. It is a very important support 

mechanism for replacing the functional hepatic 

mass in a short time after regeneration of liver 

tissue with normal parenchyma, tissue injuries 

and hepatocellular necrosis. Active cell 

replication starts within 24 hours after partial 

hepatectomy and this replication continues 

until the organ reaches its first weight [8]. 

We do not know exactly the regulatory 

mechanisms, changes that occur in liver 

regeneration and their interrelationships. What 

we know for sure is that the liver knows when 

to start regeneration and when to stop [3]. Loss 

of liver tissue initiates regeneration [10]. The 

sensitive point that allows regeneration to stop 

is the relationship between body mass and liver 

mass. When the liver reaches the size to meet 

the functional needs of the body and carry out 

metabolism, regeneration stops [28-30]. 

Interestingly, when a large liver tissue 

transplant is performed after transplantation 

relative to the recipient, liver mass decreases 

until the optimal liver to body mass ratio is 

achieved [23]. 

Liver regeneration rates can be calculated by 

evaluating the liver mass taken in damages 

caused by partial hepatectomy and the masses 

of the whole liver taken after a certain time 

after hepatectomy. They reported that the 

remaining liver weight doubled 48 hours after 

2/3 partial hepatectomy in rats and reached full 

weight within 7-10 days. In our study, it was 

found that the liver weights regenerated after 

72 hours after partial hepatectomy nearly 

doubled in the partial hepatectomy groups [14, 

31]. 

In some studies, liver age weights and their 

amounts of 68% and 32% were used to 

determine the regeneration rate by placing it in 

the Child's formula [14, 31]. In our study, the 

relative liver weight defined by Fishback [19]. 

The remaining liver weight after partial 

hepatectomy was subtracted from the liver 

weight at autopsy and the ratio of this value to 

the whole liver weight was calculated. The 

liver regeneration rate was found by 

multiplying the obtained value by 100 [20]. In 

the values we obtained, after 70% partial 

hepatectomy, relative liver weight increased 

significantly in all study groups starting from 

the group II. 

Partial hepatectomy was performed in this 

study. Determination of mitotic index and 

more importantly PCNA index has been used 

frequently in studies on liver regeneration and 

played an important role in interpretation of 

regeneration [32, 33-35]. Hou et al. [25] 

Mitotic index and PCNA index data were also 

used to determine the effects of an organic 

compound named FR167653 on liver 

regeneration in rats with partial hepatectomy. 

In their study, they determined that the mitotic 

index that they determined simultaneously 

from the liver sections of the control group rats 

they underwent partial hepatectomy was 

higher than the PCNA index. The mitotic index 

and PCNA index data were in parallel with 

each other. According to the mitotic index and 

PCNA index results, group II and group III was 

high. Both mitotic index and PCNA indexes 

were found to be higher on 1st day compared 

to 14th day. By decreasing mitotic and PCNA 

index values in the group III approached to the 

control group. When the PCNA index results 

were evaluated in this study, results was in 

parallel with the previous studies. Proliferation 

index values between the groups were found to 

be statistically significant. Studies have shown 

that the mitotic activity peaks in the resected 

liver tissue and the tissue has an intense 

proliferating activity. It was determined in this 

study and previous studies that the 
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proliferation activity depends on the time after 

resection. 

Akcan [36] reported that one of the opposite 

mechanisms seen after hepatectomy is 

apoptosis and that cell apoptosis begins when 

regeneration reaches its peak. In addition, it 

showed that apoptosis accompanies cell 

proliferation, overgrown cells are eliminated 

and new tissue formation is successfully 

completed. Sowa et al. [37] showed that the 

TUNEL index increased significantly after 

resection. Although apoptosis decreased over 

time, the TUNEL index continued to increase 

compared to control groups. Thus, these data 

showed that in 70% hepatectomy first 

apoptosis and correspondingly regeneration 

occurs. In addition, it has been shown that 

more tissue damage in the early postoperative 

phase increases the number of apoptotic cells. 

In contrast, a slight increase in the TUNEL 

index was observed at the beginning of 90% 

hepatectomy. However, 1 day after the 

operation, apoptosis was observed to increase 

strongly, which means that the regeneration in 

tissue damage was highest after 14 days. The 

TUNEL index supports the results.  In this 

study, it was observed that apoptosis was at the 

maximum level in the group II, and apoptosis 

gradually decreased in the group III in the 

following days. 

4. CONCLUSION 

In this study, we planned the histological 

examination of liver regeneration after liver 

resection. It was observed that regeneration 

due to the relative weight of the liver increased 

significantly over time. In histopathological 

examination performed with light microscopy, 

it was observed that vacuolization of 

hepatocytes and dilatation in sinusoids 

occurred first after partial hepatectomy, and 

increased mitotic activity, which is an indicator 

of regeneration increase, in the following days. 

Vacuolization, sinusoidal dilatation, apoptosis 

and mitosis activities were at the highest levels 

in hepatocytes in group II. In Group III, it was 

observed that these values reached values close 

to Group I. It was observed that the mitotic 

index reached the highest value in group II, and 

decreased in time in group III. In 

immunohistochemical staining of liver tissue, 

it was observed that PCNA positive cells were 

concentrated in group II and the number of 

positive cells in group III decreased. It was 

observed that the time spent in resection 

directly affected the proliferative process. 

Apoptotic cells were observed as positive in 

staining with the TUNEL method. It was 

observed that the apoptotic index values 

reached the maximum level after 24 hours 

(group II). It was observed that TUNEL 

positive cells decreased in group III and 

positivity close to group I. 

We think that the data obtained from our study 

will constitute a very important reference for 

liver transplantation. Because transplants are 

inevitable in organ failure and transplant 

failures pose an important problem. The data 

we have obtained is of a nature to shed light on 

the clinic, and transplants can be made 

according to the course of both mitotic activity 

and apoptotic activity. 
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Detection of Covid-19 from Chest CT Images Using Xception Architecture: 

A Deep Transfer Learning Based Approach 

 

Özlem POLAT*1 

 

Abstract 

Covid-19 infection, which first appeared in Wuhan, China in December 2019, affected the 

whole world in a short time like three months. The disease caused by the virus called SARS-

CoV-2 affects many organs, especially the lungs, brain, liver and kidney, and causes a large 

number of deaths. Early detection of Covid-19 using computer-aided methods will ensure that 

the patient reaches the right treatment without wasting time, and the spread of the disease will 

be controlled. This study proposes a solution for detecting Covid-19 using chest computed 

tomography (CT) scan images. Firstly, features are extracted by Xception network, 

convolutional neural network (CNN) based transfer learning method, then classification process 

is performed with a fully connected neural network (FCNN) added at the end of this 

architecture. The classification model was tested ten times on the accessible SARS-CoV-2-CT-

scan dataset containing 2482 CT images labelled as covid and non-covid. The precision, recall, 

f1-score and accuracy metrics were used as performance measures; and ROC curve related to 

the model was drawn. While obtaining an average of 98.89% accuracy, in the best case, 99.59% 

classification performance was achieved. Xception outperforms other methods in the literature. 

The results promise that the proposed method can be evaluated as a clinical option helping 

experts in the detection of Covid-19 from CT images. 

Keywords: Covid-19, Classification, Deep learning, Xception 

 

1. INTRODUCTION 

The infection epidemic caused by the SARS-

CoV-2 virus was named Coronavirus Disease 

2019, shortly Covid-19, by the World Health 

Organization (WHO). Covid-19 spread rapidly to 

many countries and was officially announced as a 

pandemic by WHO on March 11, 2020, with the 

death of more than 4000 people [1]. Covid-19 is a 

respiratory disease, and adversely affects many 

organs, especially the lungs. The disease is highly 
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contagious and has many different symptoms, 

mainly fever, dry cough and tiredness. Since the 

first Covid-19 case was detected in China, the 

disease spread first to other provinces of China 

and then to all over the world [2]. Due to the 

sudden emergence of Covid-19 and its spread all 

over the world, different research centers 

immediately started working for the detection, 

prevention and treatment of the disease [3]. 

Studies are not only conducted in the field of 

medicine and biotechnology; In addition, 

researchers from different fields are working on 
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the diagnosis and prevention of the disease with 

the help of computer-aided systems. 

In some cases, if there is no vaccine or drug for 

Covid-19, it is compulsory to detect the disease in 

a short time and isolate the infected person from 

healthy people for controlling the spread of the 

disease. With the onset of the Covid-19 pandemic, 

the reverse transcription polymerase chain 

reaction (RT-PCR) test developed by Corman et 

al. [4] has begun to be used for the definitive 

diagnosis of the disease. It is presented that the 

overall positive RT-PCR rate initially was in the 

range of approximately 30-60% for swab samples 

taken from the throat [5]. The sensitivity of the 

RT-PCR test in the first days of the Covid-19 is 

low. Therefore, the problem arises that people 

with Covid-19 cannot be diagnosed and cannot 

receive the appropriate treatment for them. In 

addition, patients who have not been diagnosed 

with Covid-19 infect more people because of the 

contagious nature of the virus. Lung CT is both 

easy to use and can give results in a short time for 

the determination the presence of Covid-19. 

According to the results of recent research, Covid-

19 disease shows the same or very similar 

radiological features in almost all patients [6]. 

Radiological features of Covid-19 were seen in 

people with negative RT-PCR tests but with 

symptoms of the disease. Therefore, it is 

beneficial to use lung CT to determine whether 

the patient is infected with Covid-19 [7]. 

As soon as medical images were scanned and 

uploaded to a computer, researchers started 

processing it automatically. In recent years, 

computer technologies and machine learning 

techniques have begun to be preferred in medical 

sciences in order to diagnose some diseases or 

lesions in the body [8]. Panwar et al. [9] proposed 

a CNN-based model called nCOVnet for 

detecting Covid-19 from lung X-ray images. 

nCOVnet consists of 24 layers, and 18 of which 

are part of VGG16 model. They used a dataset of 

337 chest X-ray images in total, including Covid-

19 positive and negative; and revealed an 

accuracy of 88.10%. Apostolopoulos and 

Mpesiana [10] applied different transfer learning 

networks for solving Covid-19 detection problem; 

and used publicly available two datasets including 

1427 and 1442 X-ray images. VGG19 provided 

the best classification results with 98.75%.  

The study by Li et al. [11] offered COVNet using 

ResNet50 deep learning architecture as the 

backbone. They trained and tested the model on 

4352 CT images of 3322 cases. As a result of the 

experiments, they obtained the values of 90%, 

96% and 0.96 for sensitivity specificity and AUC, 

respectively. In the study explored by Jain et al. 

[12], ResNet101 deep learning model was 

attempted to distinguish Covid-19 and viral 

pneumonia from x-ray images. The dataset, 

originally containing 1215 X-ray images, was 

increased by data augmentation to 1832; and, as a 

result of the tests, 97.77% classification accuracy 

has been achieved. Harmon et al. [13] applied 

artificial intelligence based Grad-CAM method 

on CT images. They achieved up to 90.8% 

accuracy.  

Rahimzadeh and Attar [14] solved the same 

problem using transfer learning methods on X-ray 

images. They extracted the features with the use 

of Xception and ResNet50V2 networks in 

parallel; and they concatenated the features and 

classified with FCNN with Softmax activation 

function. The dataset including normal, pneumoni 

and Covid-19 classes were augmented and the 

model tested on 11,302 images. 91.4% overall 

average accuracy was obtained for all classes. 

Ozturk et al. [15] used a network of 17 

convolution layers in their study; and they applied 

different filters to each layer. They also preferred 

the DarkNet model as a classifier; and they 

achieved 98.08% and 87.02% success in the 

double and triple classification problem, 

respectively, in distinguishing Covid-19. In a 

study which set out to detection of Covid-19,  

Wang et al. [16] proposed a deep learning model 

(Covid-Net), which achieved 92.4% classification 

performance. Sethy et al. [17] extracted the 

features related to X-ray images using deep CNN 

and classified them using Support Vector 

Machine (SVM) for detection of coronavirus 

infected patients. The methodology deals with 

three categories of images, i.e., Covid-19, 

pneumonia and normal. They achieved 95.33% 

success with ResNet50+SVM.  
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Hemdan et al. [18] reported 90% success rate 

using DenseNet201 and VGG16 in a study 

investigating Covid-19. Narin et al. [19] 

performed a series of experiments using five 

different transfer learning applications on X-ray 

images. They have implemented three binary 

classifiers. They had the best performance of 

96.1% for covid-19 vs normal with ResNet50 and 

ResNet101. Ying et al. [20] developed a new deep 

learning model called DRE-Net built on the 

ResNet architecture; and detected Covid-19 from 

CT images with 86% accuracy. 

Wang et al. [21] modified the Inception transfer 

learning network to build the Covid-19 detection 

algorithm from chest CT images; and they 

obtained 79.3% classification performance. Wang 

et al. [22] created a 3D deep neural network called 

DeCovNet, using 3D CT volumes. First, 

segmentation was applied using U-Net, and the 

segmented images were given as input to 

DeCovNet network. They managed to detect 

Covid-19 in CT images with 90.8% accuracy.  Xu 

et al. [23] used two CNN 3D classification 

methods on CT images, and obtained 86.7% 

accuracy rate for three classes: Covid-19, viral 

pneumonia and normal. Yoo et al. [24] created 

deep learning based three binary decision trees 

and achieved 98%, 80% and 95% classification 

performance with ResNet18.  

Another study was conducted by Albahli [25] 

using deep learning models. Albahli tried to 

classify other chest diseases against Covid-19 

with the model he used; and achieved a 

classification accuracy of 87% with ResNet152. 

Civit-Masot et al. [26] suggested VGG16 model 

as the solution of Covid-19 detection problem. 

They trained and tested the model on 396 X-ray 

images (132 Covid-19, 132 Healthy and 132 

Pneumonia); and obtained 86% accuracy rate. 

Singh et al. [27] evaluated a CNN-based model on 

CT images to classify patients infected with 

Covid-19. Ahuja et al. [28] trained transfer 

learning models on CT images to determine the 

presence of Covid-19; and with ResNet18 model 

they achieved 99.4% classification performance.  

As seen above, many studies have been conducted 

using different datasets to detect Covid-19. Apart 

from these, there is also a SARS-CoV-2-CT-Scan 

dataset consisting of 2482 CT images labeled as 

covid and non-covid created by Soares et al. [29]. 

This dataset was also used in [30-32] for Covid-

19 detection. Soares et al. used various machine 

learning methods, but achieved the best success 

with eXplainable Deep Learning approach 

(xDNN). Silva et al. [30] have achieved 98.99% 

and 87.60% accuracy with the modified 

EfficientNetB0 using SARS-CoV-2-CT-Scan 

dataset and another dataset containing 812 CT 

scan images, respectively. Yazdani et al. [31] 

proposed to use attentional residual convolutional 

network, which can better focus on infected lung 

areas; and they achieved 92% classification 

performance. Konar et al. [32] used a semi-

controlled shallow neural network containing a 

network they called PQIS-Net to segment the lung 

CT images and used fully connected layers to 

determine the class labels of images. 

This study aims to detect Covid-19 from CT 

images, that is, CT images are classified as covid 

and non-covid. For this purpose, Xception 

network, one of the deep transfer learning 

architectures, has been trained and tested on the 

SARS-CoV-2-CT-Scan dataset. The main 

contributions of this study are as follows: (1) 

Covid-19 caused by the SARS-CoV-2 virus is a 

disease with high contagiousness and causing 

death. Fast and accurate detection of Covid-19 

will enable early treatment and thus reduce the 

hospitalization rate and mortality rate of patients. 

(2) The model proposed in this study classifies 

covid and non-covid cases from chest CT images. 

(3) With the proposed transfer learning technique, 

weights related to the network that were 

previously trained with big data are used. Thus, 

classification is performed with less 

computational load and high performance without 

the need for a very large data set. 

2. MATERIALS and METHODS 

2.1. SARS-CoV-2-CT-Scan Dataset 

In this study, a publicly available dataset 

consisting of 2482 CT images was used. Images 

were obtained from a total of 120 patients, 60 

female and 60 male, who were infected with the 

Özlem POLAT

Detection of Covid-19 from Chest CT Images Using Xception Architecture: A Deep Transfer Learning Base...

Sakarya University Journal of Science 25(3), 800-810, 2021 802



 

SARS-CoV-2 virus (covid) and were not infected 

by this virus but have other pulmonary diseases 

(non-covid). The distribution of the sexes of the 

patients is as follows: 32 of 60 patients belonging 

to the covid class are male and 28 are female. In 

the non-covid class, the number of male and 

female patients are equal, that is, 30. The dataset 

was created from CT images of patients admitted 

to hospitals in Sao Paulo, Brazil. In the dataset, 

there are 1252 and 1230 CT images of covid and 

non-covid classes, respectively. Sample CT 

images of these classes are shown in Figure 1.  

 

Figure 1 Chest CT images a) covid b) non-covid 

In order to train and test Xception architecture, 

CT images are divided into two groups as 70% 

and 30%. Thus, 1737 of the images were used for 

training and 745 for test.  

2.2. Convolutional Neural Networks 

Convolution was first described by LeCun et al. 

[33] in 1989. Convolution is simply a 

mathematical operation in which two matrices are 

multiplied on an element-by-element basis and 

then summed [34]. Networks using convolution 

process are called convolutional neural networks 

(CNN). CNNs usually consist of five layers:  

1) Convolution layer: In this layer, the filter 

matrix, which will automatically extract the 

features from the image with the image matrix is 

subjected to the convolution process. First, the 

filter is placed in the upper left corner of the 

image. Here, pixels of the image matrix and filter 

matrix with the same index are multiplied by each 

other and all results are summed. This sum is then 

recorded in the output matrix called the feature 

map. Then the filter is shifted to the right and the 

multiplication operations are repeated. At the end 

of the row, the filter is shifted downwards and the 

same operations are repeated from left to right. 

After all rows are scanned from left to right with 

these operations, an output matrix is created.  

2) Non-linearity layer: This layer is used after the 

convolution layer; and transform the linear output 

of the previous layer into a nonlinear structure 

using an activation function. In this way, the 

learning of the network is accelerated. Rectified 

Linear Unite (ReLU) [35], which has the ability 

to pull negative values to zero, is generally 

preferred as the activation function.  

3) Pooling layer: This layer is typically used after 

non-linearity layer. The main function of this 

layer is to reduce the dimension of the feature 

map. With the dimension reduction process, both 

the computational load is reduced and the system 

is prevented from overfitting. As in the 

convolution layer, the filter sizes can be different 

from each other in this layer. Thanks to these 

filters, average pooling, where the values in the 

input matrix are averaged, or maximum pooling, 

where the maximum is taken, is performed. 

4) Flattening layer: This layer transforms the 

matrix into a vector by successively adding the 

rows of the output matrix obtained from the 

previous layer, so that one-dimensional data can 

be input to fully connected layers.  

5) Fully connected layer(s): All neurons in this 

layer are connected to every neuron of the next 

layer. By using the softmax activation function in 

the last layer, the images are labeled and the 

classes they belong to are determined. 

2.3. Xception Architecture 

With the spread of CNNs in computer vision, 

different structured models using CNN have been 

created. Firstly, the LeNet-style models [36] were 

introduced in 1995, and then various models were 

created to be used in classification and 

recognition problems. One of these models is 

Inception. The Inception architecture, also known 

as Inception-v1 [37], was created in 2014 by 

Szagedy et al. Later it was updated as Inception-

Özlem POLAT

Detection of Covid-19 from Chest CT Images Using Xception Architecture: A Deep Transfer Learning Base...

Sakarya University Journal of Science 25(3), 800-810, 2021 803



 

v2, Inception-v3 [38] and Inception-ResNet [39]. 

The Xception network [40] used in this study can 

be called an interpretation of the Inception 

modules. The name Xception also comes from 

"extreme inception". Therefore, it will help to 

understand the Xception architecture to talk 

briefly about Inception first. 

The object to be detected in object recognition or 

image classification may be large in some images 

and small in some images. In other words, the size 

of the object can be of different sizes in different 

images. Different object sizes can make it difficult 

to determine the filter size for the convolution 

process. A large filter size should be preferred for 

the object that looks large in the images, and a 

small filter size should be preferred for small 

objects. Inception architecture offers a solution to 

the problems caused by objects of different sizes 

by proposing to use more than one filter of 

different sizes at the entrance. It also suggests 

sending the output of this module to another 

inception module again. Figure 2 shows a 

simplified Inception module.  

 

Figure 2 Simplified inception module [40] 

In Xception architecture, differently from 

Inception architecture, a convolution operation 

almost same with depthwise separable 

convolution [41] is used. This type of convolution 

contains a depthwise convolution and a pointwise 

convolution that follows it. In depthwise 

convolution each filter independently processes 

only one channel of the input image; and in 

pointwise convolution, 1x1 dimensional filter 

iterates every single point of the input.  

The module in Xception architecture uses 

depthwise separable convolution in different 

order; in other words, as seen in Figure 3, 1x1 

convolution is used first and then channel-wise 

spatial convolution. 

 

Figure 3 Extreme version of Inception module [40] 

Xception architecture consists of three structures: 

Entry flow, middle flow and exit flow. These 

three structures consist of 14 modules (4, 8 and 2 

modules, respectively) containing 36 convolution 

layers in total. There are residual connections in 

modules except the first module of entry flow and 

the last module of exit flow. The Xception 

architecture starts with entry flow, which contains 

4 modules and each module has two convolution 

layers. In the first module, convolution is 

performed with 32 and 64 filters with 3x3 filter 

size. In the other three modules in this flow, 

separable convolution is realized with 128, 256 

and 728 filters in 3x3 filter size. The entry flow 

accepts 299x299x3 size images as input and 

creates a 19x19x728 size feature map at the 

output. In middle flow, three separable 

convolution processes with 728 filters in 3x3 size 

are repeated 8 times. Middle flow creates a 

19x19x728 feature map at the output. The feature 

map, which is the output of middle flow, is given 

as input to exit flow. Exit flow has two modules. 

In the first module, separable convolution is 

performed with 728 and 1024 filters in 3x3 sizes, 

while in the last module it is performed with 1536 

and 2048 filters. Afterwards, the architecture is 

terminated with the addition of fully connected 

layers. The flows and modules related to the 

Xception architecture are shown in the Figure 4. 
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Figure 4 Xception architecture 

3. EXPERIMENTAL RESULTS 

In this study, chest CT images of cases with and 

without Covid-19 disease were trained and tested 

using Xception, ResNet50V2 and VGG16 deep 

learning architectures. While these models were 

used to extract features from images, a 2-layer 

FCNN was used for classification purpose. The 

first layer of FCNN was formed with 16 neurons; 

in the last layer where softmax was used, as many 

neurons are used as the number of classes. 

Experimental results were compared with the 

results determined by the experts in terms of 

precision (1), recall (2), f1-score (3) and accuracy 

(4) metrics. The mathematical expressions for 

these metrics are as follows: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
               (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
                    (2) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                 (3) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
× 100                    (4) 

Proposed model was trained and tested on Google 

Colab using the Keras [42] and Tensorflow [43] 

libraries. The dataset was split by 70% and 30% 

as training and test, and has been trained and 

tested with Xception, ResNet50V2 and VGG16 

architectures. 

The parameters for experiment, the number of epochs 

and batch size, were set to 50 and 16, respectively. 

Adadelta [44], Adam and SGD were chosen as 

optimizers for Xception, ResNet50V2 and VGG16 

transfer learning models, respectively, due to their 

better performance. Adadelta, Adam, and SGD were 

used with learning rates of 1.0, 0.0001, and 0.0001, 

respectively. Experiments related to models were run 

10 times. The average accuracy values for, Xception, 

ResNet50V2 and VGG16 were obtained as 98.89%, 

96.95% and 97.72%, respectively. Since Xception 

gives better results than the other two methods, this 

study focuses on the Xception model and its results. 

So the results related to Xception obtained from these 

10 experiments are shown in Table 1. 

Table 1 Experimental results of Xception network 

Exp. 

No 
Precision Recall F1-score 

Acc. 

(%) 

1 1.00 1.00 0.99 99.19 

2 0.99 0.99 0.99 98.79 

3 0.99 0.99 0.99 99.33 

4 0.99 0.99 0.99 98.93 

5 0.99 0.99 0.99 99.06 

6 0.98 0.98 0.98 97.72 

7 0.98 0.98 0.98 98.26 

8 0.99 0.99 0.99 99.46 

9 0.98 0.98 0.98 98.66 

10 1.00 1.00 1.00 99.59 

Ave. 0.99 0.99 0.99 98.89 

According to Table 1, covid and non-covid class 

images are classified with an average accuracy of 

98.89%. The best classification performance is 

obtained from the 10th experiment with an 

accuracy of 99.56%. The Receiver Operator 

Characteristic (ROC) curve is an evaluation 

metric often used in classification problems. It is 

created by plotting True Positive Rate against 

False Positive Rate at various threshold values. 

Area Under Curve (AUC) is a measure of the 

classifier's ability to distinguish between classes 

and takes values between 0 and 1. The closer the 
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AUC value to 1, the better the classifier's 

performance. The ROC curve for the model with 

the AUC values can be seen from Figure 5. 

Confusion matrix and accuracy-loss graphs of the 

model for experiment 10 are shown in Figures 6 

and 7, respectively. As seen from the confusion 

matrix, 375 of 376 images with covid and 367 of 

369 images without covid are classified correctly; 

that is, the recall values for the covid and non-

covid classes are calculated as 0.997 and 0.995, 

respectively. For this reason, the average recall 

values of the classes are stated as 1.00 in the Table 

1 due to the rounding of the numbers. 

In addition, the obtained classification results 

prove that even with a small number of FCNN 

layers and a small number of neurons such as 16 

used in this layer, covid and non-covid classes are 

distinguished from each other with high 

performance. 

 
Figure 5 ROC curve for the Xception model 

 
Figure 6 The confusion matrix of the 10th best 

performing experiment 

 

Figure 7 Accuracy and loss graphics of the classifier 

Since 2019, many studies have been carried out 

on different datasets in order to detect Covid-19 

from CT images with computer-aided 

technologies and help experts in the diagnosis of 

the disease. In these studies, both classical 

machine learning methods and frequently deep 

learning techniques were used. Table 2 shows the 

comparative results related to proposed study and 

other studies in the literature using the same 

dataset. As can be seen from Table 2, other studies 

have also used CNN-based deep learning; and the 

Xception model outperforms other models using 

the same dataset. 

Table 2 Performance comparison 

Authors Methods Acc. %) 

Soares et al. [29] xDNN 97.38 

Silva et al. [30] Modified EfficientB0 98.99 

Yazdani et al. [31] 

Attentional Residual 

Conv. Network 92.00 

Konar et al. [32] PQIS-Net 93.10 

Proposed Xception 99.59 

Özlem POLAT

Detection of Covid-19 from Chest CT Images Using Xception Architecture: A Deep Transfer Learning Base...

Sakarya University Journal of Science 25(3), 800-810, 2021 806



 

4. CONCLUSION 

With the onset of the Covid-19 epidemic and its 

globalization, studies in the field of computer 

technologies have started and continue rapidly, as 

in other fields. The definitive diagnosis of Covid-

19 is possible with the RT-PCR test; however, this 

test gives results between 4 and 6 hours and this 

period is not too short. For this reason, computer-

aided technologies have begun to be produced 

that will help experts in the detection of the 

disease and give results within seconds. There are 

various transfer learning models in the literature. 

In this study, Xception, ResNet50V2 and VGG16 

models were examined. The models were trained 

and tested, on a public dataset of 2482 images. As 

a result, images belonging to the covid and non-

covid classes were classified with an average 

performance of 98.89%, 96.95% and 97.72% for 

the Xception, ResNet50V2 and VGG16 models, 

respectively.  Because it is more successful than 

other models, Xception is recommended as a 

transfer learning method for the detection of 

Covid-19. In addition, the best 99.59% 

classification performance was achieved with 

Xception. The achievements are at a level that can 

compared with the literature, and the proposed 

model gives better results than studies using the 

same dataset. This is promising in that the 

proposed model will assist experts in medical 

decision making.  

In future study, it is aimed to detect Covid-19 by 

applying hybrid models consisting CNNs on more 

data using data augmentation techniques. 
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Determination of Relay Opening Current Information and Coordination of 

Distribution Network of Sakarya Province, Yazlık Region  

 

Volkan ULUTAŞ*1 Uğur ARİFOĞLU1 Halime HIZARCI1 

 

Abstract 

Electricity is delivered to end users through generation, transmission, and distribution phases. 

The most important issues during energy journey is to provide selective, rapid, and safe 

protection to ensure energy continuity. In this context, when the operating conditions defined 

in the protection systems are exceeded, an effective protection system and coordination are 

required to provide that as few consumers as possible are affected by the energy outage and 

reliably isolate the fault. If the short circuit is not separate from the network quickly after a 

short circuit occurs, network equipment and electrical devices may be damaged because of 

overcurrent that occurs. In this study, the coordination of overcurrent protection relay at 34.5 

kV voltage level of the distribution network in Sakarya Province, Serdivan District, Yazlık 

region is made and MATLAB/Simulink is used in the modeling of the system. All data of 

inspected distribution network is embedded to MATLAB/Simulink file and then optimum 

protection is provided on relay coordination settings by performing power flow analysis and 

short circuit calculations.  

Keywords: Overcurrent, protection relays, circuit modeling, distribution network 

 

1. INTRODUCTION 

Dependency on electric energy is increasing in 

parallel with technological developments in the 

world day by day. Electric energy generated in 

power plants is transmitted at voltage level of 380 

kV and is generally distributed at voltage level of 

34.5 kV, and it is demanded to reach residences at 

voltage level 380~400 V. While going through 

whole these processes, it is undoubtedly very 
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important to minimize technical losses, provide 

clean and reliable energy as well as uninterrupted 

energy [1]. Though the issues such as using a new 

equipment in the network, maintenance of the 

existing ones and wisely selection of the devices 

that will be used while designing reduce the 

possibility of fault emerging, they do not 

completely eliminate it. Circuit breakers are 

designed to open under load and especially during 

short circuit. But they cannot break/open by 

themselves. For this they must be supported with 
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proper relay equipment that will continuously 

monitor the network and generate break signal 

when the fault occurs [2].  

Relay coordination should be done very well 

taking into account the principle of selectivity in 

order to eliminate the fault as quickly as possible 

and to ensure that the minimum number of 

subscribers are affected by the interruption, to 

prevent loss of life/injuries, to avoid the power 

system equipment from becoming unusable and 

short service life [3]. The process of delaying 

relay the opening times of the relays positioned as 

they move from the short circuit point occurring 

at a point of the power system to the source 

supplying this short circuit is called relay 

coordination [4]. 

 

Figure 1 Comparison curves of a new cable and 

thermally damaged 

It is always preferable to use of equipment placed 

in the network for many years and to have the 

least possible number of faults. It is essential to 

keep aging rate at the lowest level to prolong the 

life of network equipment. For this purpose, as 

well as maintenance made without delay, it is 

necessary to prevent the thermal and dynamic 

effects generated by electrical stresses in the 

network. Consequently, the life of network 

equipment can be extended only achieving 

effective relay coordination. A new cable and 

damaged cable are compared in Figure 1 [5].  

In this study, firstly operation principles of 

overcurrent relay which are of great importance 

on power systems protection and how their 

coordination is achieved of these equipment is 

dwelled on, then relay coordination of an example 

electric distribution network at voltage level 34.5 

kV is performed for better understanding of the 

issue. The example distribution network was first 

modeled in MATLAB/Simulink environment [6], 

then the power flow and short circuit analysis 

were realized [7], values related with relay 

coordination were calculated according to the 

results obtained from these analyses. As a result, 

relay coordination is realized to ensure the safest 

operation of the network without giving an 

opportunity to occurrence of any risk in the region 

examined with the outputs of this study. 

2. METHOD 

Overcurrent relays detect the amplitude of the 

fault current occurred in the network for any 

reason and send an opening command to contacts 

responsible for opening according to the preset 

current-time characteristic. These relays are 

divided into two groups as electromechanical and 

electronic [8]. The operating current that 

overcurrent relays are set is called starting current 

and it is indicated by Is.  

Overcurrent relays have definite time and/or 

inverse time operation characteristics. When fault 

current (I) exceeds the setting starting current (Is) 

in the definite time operating order, the relay 

contacts change positions after waiting for the set 

time. On the other hand, in the inverse time 

operation, time delay of protection relay in the 

opening process is not fixed and this value 

changes depending on I/Is ratio and time factor. 

Relays are generally arranged to have inverse 

time operating characteristic in phase-phase and 

three phase short circuits, and definite time 

characteristic in phase-earth short circuits [9].  

Inverse time relay characteristics according to 

IEC 60255-3, “Electrical relays-Part3: Single 
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input energizing quantity measuring relays with 

dependent or independent time” standard is 

defined as short time inverse (STI), standard 

inverse (SI), very inverse (VI), extremely inverse 

(EI) and longtime inverse (LTI) curve. General 

equation of opening time for inverse time curve is 

given in Equation (1). 

t = [
A

(
I

Is
)

α
−1

+ B] × TMS                                 (1) 

Variables used in Equation (1) listed below: 

t: opening time (s) 

A ve B: constant for characteristic (s) 

I: instantaneous current value (A) 

Is: setting current threshold value (A) 

α: constant for characteristic (-) 

TMS: time multiplier setting (-) 

The values of all constants in Equation (1) are 

specified in IEC 60255-151 standards. IEC 

60255-151 inverse time protection curves when 

TMS=1 are given in Figure 2. TMS multiplier 

adjustment range for all curves is (0.025-3.2) [10]. 

 

Figure 2 IEC inverse time protection curves when 

TMS=1 

Relay coordination will be done with standard 

inverse curves in this study. In IEC 60255 

standard, Equation (2) is obtained when the values 

of A=0.14, B=0 and α = 0.02 are replaced in 

Equation (1). 

t = [
0.14 s

(
I

Is
)

0.02
−1

] × TMS  (2) 

The values such as TMS, A, B and α used in 

inverse time curves are not valid for definite time 

curves. Graphs related with definite time curves 

are as in Figure 3 [10].   

 

Figure 3 Definite time graphs at various time and 

current values 

Single line diagram of the region in this study is 

given in Figure 4. A double circuit copper (Cu) 

XLPE (cross-linked polyethylene) line comes 

from Sakarya TM to DM1TR1 distribution center, 

and energy of Yazlık Region to be examined is 

supplied from Feeder 1 under normal operating 

conditions. Neutral resistance of Sakarya TM is 

established as 20 Ω and thus earth fault current is 

limited to 1000 A.  
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Figure 4 Single line diagram of modeled network 

Under normal operating condition, each cabin is 

connected radially to the grid. In the case of any 

fault, energy continuity in the region may be 

maintained by activating ring system. Line data of 

the network given single line diagram and current 

transformer (CT) ratio of the breakers protecting 

this line are given in Table 1.  

Table 1 Data of modeled network 
Feeder 

number 

Section Length 

(m) 

CT  

(A)  

1 3(1x240/25 XLPE-Cu) 7582 600/5 

2 3(1x240/25 XLPE-Cu) 7556 600/5 

3 3(1x240/25 XLPE-Cu) 645 600/5 

4 3(1x185/25 XLPE-Al) 707 300/5 

5 3(1x185/25 XLPE-Al) 492 300/5 

6 3(1x185/25 XLPE-Al) 956 300/5 

7 3(1x185/25 XLPE-Al) 508 300/5 

8 3(1x185/25 XLPE-Al) 853 300/5 

9 3(1x240/25 XLPE-Cu) 1357 600/5 

10 3(1x185/25 XLPE-Al) 821 300/5 

11 3(1x185/25 XLPE-Al) 718 300/5 

12 3(1x185/25 XLPE-Al) 524 300/5 

13 3(1x185/25 XLPE-Al) 835 300/5 

14 3xSwl 907 100/5 

15 3(1x185/25 XLPE-Al) 587 300/5 

16 3(1x185/25 XLPE-Al) 850 300/5 

17 3(1x185/25 XLPE-Al) 708 300/5 

3. SHORT CIRCUIT ANALYSIS 

Short circuit analysis results are important in 

many stages such as establishment and operation 

of network. Generally, 5% of short circuits 

occurred in electric distribution network are three 

phase short circuit, 70% phase to earth short 

circuit, 15% phase-phase short circuit and 10% 

two phase-earth short circuit [11].      

For the protection relays to open in case of fault, 

the setting starting current value must be below 

the value of short circuit current value. Short 

circuit analysis should be done at the network 

point that cause maximum current flow through 

the relay [12]. In the study, line numbers are 

shown in Figure , and according to the case of 

short circuit at the end of the line, the current 

value that will pass through the protection relay of 

this line is considered in the relay coordination 

[13].  

In this study, MATLAB/Simulink model of the 

distribution network is given in Figure 5. The 

model of Adapazarı TM, which is not shown in 

the single line diagram in Figure 4. Because if the 

distribution system encounters a network fault, 

Adapazarı TM can feed the system. So while the 

system normal working, relay coordination is not 

necessary from Adapazarı TM. Cabinets, line 1, 

line 2, transformer centers and measuring blocks 

were defined as subsystem model and 

complexities in the modelling file are eliminated. 

The real data of all the equipment used in the 

modeling file. Test reports of transformers, 

disconnectors and breakers were examined and 

the laboratory results obtained were included in 

the analysis [14]. Disconnectors and breakers 

have 16 kA withstand current. The relay current 

circuit thermal resistance is 4 In (20A) 

(continuous) [10].       
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Figure 5 MATLAB/Simulink model of the network 

In order to protection relays to open in case of 

failure, the adjusted starting current value must be 

below the short circuit current value. Short circuit 

analysis should be done at network points that 

cause maximum current flow through the relay 

[13]. Short circuit currents of system modeled in 

MATLAB/Simulink program are shown in Table 

2.  

 

Table 2 Results of short circuit analysis 
Feeder 

number 

Short circuit current (kA) 

3-Phase Phase-Phase Phase-Earth 

1 4.87 4.24 0.88 

3 4.74 4.13 0.87 

4 4.61 4.01 0.87 

5 4.53 3.94 0.86 

6 4.34 3.78 0.85 

7 4.25 3.7 0.85 

8 4 3.57 0.84 

9 4.66 4.05 0.87 

10 4.51 3.92 0.86 

11 4.37 3.8 0.86 

12 4.28 3.72 0.85 

13 4.15 3.61 0.84 

15 4.07 3.54 0.84 

14 3.368 2.93016 - 

16 3.94 3.42 0.83 

Power flow analysis is of great importance 

especially for the actions to be taken in future 

planning of a system. Power flow solutions play a 

determinant role in studies to be made for voltage 

drop, transformer power, line capacity, active-

reactive powers and even harmonics [15]. While 

specifying the current setting value in relay 

coordination, inrush current value of the system 

(the highest current drawn at the time of first 

energizing the system) should also be taken into 

consideration. In the study, the power flow 

analysis of the system will be used for 

determination of the inrush current. 

According to IEC SI, the first relay which is in the 

transformer center, overcurrent relay setting time 

must be <=0.4e [16]. 

Inverse time curve will be studied for the first 

threshold (I>) values of the relays. Inverse time 

curves are a function of both current and time, the 

opening times change according to current. There 

is an inversely proportional relationship between 

current and time. This allows for large short 

circuit current to cut the energy instantaneously 

and not to cut the energy in the short-term inrush 

current. The first threshold value for the relay at 

the substation output is determined according to 

the line capacity value and the TMS factor is set 

to the range 0.3-0.4 [16]. In this study, the 

analysis was carried out by decreasing the factor 

of 0.05 for each cabin. The starting current values 

are set to 600 A for the transformer station and 

DM1TR1, and 300 A for afterwards (excluding 
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the cabin outputs except the ring). Inverse time 

relay coordination is given in Table 3. 

Table 3 First threshold setting of relays 
Relay Is (A) TMS 

Sakarya TM (1) 600 0.35 

DM1TR1 (3) 600 0.3 

DM2TR2 (A) 100 0.05 

DM2TR2 (B) 100 0.05 

DM2TR2 (4) 300 0.25 

DM3TR3 (5) 300 0.2 

DM4TR4 (6) 300 0.15 

DM5TR5 (C) 100 0.05 

DM5TR5 (7) 300 0.1 

DM6TR6 (8) 300 0.05 

DM7TR7 (D) 100 0.05 

DM7TR7 (E) 100 0.05 

DM1TR1 (9) 600 0.3 

DM8TR8 (F) 100 0.05 

DM8TR8 (G) 100 0.05 

DM8TR8 (10) 300 0.25 

DM9TR9 (11) 300 0.2 

DM10TR10 (12) 300 0.15 

DM11TR11 (13) 300 0.1 

DM12TR12 (14) 100 0.05 

DM12TR12 (15) 300 0.05 

DM13TR14(16) ∞ 0 

DM14TR15 (I) 100 0.05 

Graphs of the values in Table 3 are given in Figure 

6Figure for Sakarya TM (1) and DM1TR1 (3)(9) 

and in Figure 7 for other cabins. 

Calculations were made with Equations (3) - (6) 

in order to test the compatibility of the first 

threshold inverse time coordination setting to the 

system and to determine how long the relays will 

send interrupt commands. The short circuit 

current of 2 kA in Feeder 5 at the DM3TR3 output 

is taken as reference in these calculations. 

DM3TR3 (Feeder 5): 

TMS=0.2, Is=300 A 

t = [
0.14

(
2000

300
)

0.02
−1

] × 0.2 = 0.724 s   (3) 

DM2TR2 (Feeder 4): 

TMS=0.25, Is=300 A 

t = [
0.14

(
2000

300
)

0.02
−1

] × 0.25 = 0.9051 s  (4) 

DM1TR1 (Feeder 3): 

 TMS=0.3, Is=600 A 

t = [
0.14

(
2000

600
)

0.02
−1

] × 0.3 = 1.723 s  (5) 

TM Output (Feeder 1): 

TMS=0.35, Is=600 A 

t = [
0.14 

(
2000

600
)

0.02
−1

] × 0.35 = 2.0105 𝑠  (6) 

 

  Figure 6 I > inverse time curve for TM output relay 

and main distribution center (DM1TR1) 

 

Figure 7 I> inverse time curve for other relays 

The definite time curve will be studied for the 

second threshold values (I >>) of the relays. This 

setting is taken as 1.1 times the short circuit 
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current in the second or third cabinet for the relays 

at the substation outputs and time value is are 

selected in the range of 0-0.3 s [16]. After this 

adjustment, time value t=0.15 s was chosen at the 

DM1TR1 main distribution center which is the 

first cabin.  

Since the next cabins are very close to each other, 

the short circuit current values obtained at the end 

of the calculations are very close to each other. 

Hence, to ensure the most effective relay 

coordination, the second threshold values of some 

cabins have been made passive so that the least 

number consumer are affected by the load density 

and interruption. It was decided that the relay 

coordination values for the second threshold 

should be as in Table 4 in this study. 

Table 4 

Second threshold setting of relays 
Relay I >> (kA) t >> (s) 

Sakarya TM (1) 4.8 0.3 

DM1TR1 (3) 4.8 0.15 

DM2TR2 (A) ∞ 0 

DM2TR2 (B) ∞ 0 

DM2TR2 (4) ∞ 0 

DM3TR3 (5) ∞ 0 

DM4TR4 (6) 3.8 instantaneous 

DM5TR5 (C) ∞ 0 

DM5TR5 (7) ∞ 0 

DM6TR6 (8) 3.5 instantaneous 

DM7TR7 (D) ∞ 0 

DM7TR7 (E) ∞ 0 

DM1TR1 (9) 4.8 0.15 

DM8TR8 (F) ∞ 0 

DM8TR8 (G) ∞ 0 

DM8TR8 (10) ∞ 0 

DM9TR9 (11) ∞ 0 

DM10TR10 (12) 3.8 instantaneous 

DM11TR11 (13) ∞ 0 

DM12TR12 (14) ∞ 0 

DM12TR12 (15) 3.6 instantaneous 

DM13TR14(16) ∞ 0 

DM14TR15 (I) ∞ 0 

The constant time curve will be studied for the 

third threshold values (I >>>) of the relays. Due 

to the first and second threshold values, mostly 

there is no need to the third threshold. However, 

in terms of the soundness of the application, the 

third threshold value was used for the substation 

and the main distribution center (DM1TR1) in 

this study. The third threshold value for the relays 

at the substation output is set as 1.1 times the short 

circuit current in the first cabinet and the time 

value has been selected in the range of 0-0.15 s 

[16]. The third threshold value for the substation 

output is designed as 5.2 kA instantaneous time 

and for DM1TR1 as 5 kA instantaneous time. 

Table 5 Earth settings of relays 
Relay Io > (A) t (s) 

Sakarya TM (1) 60 1.2 

DM1TR1 (3) 60 1.05 

DM2TR2 (A) 60 0.03 

DM2TR2 (B) 60 0.03 

DM2TR2 (4) 60 0.9 

DM3TR3 (5) 60 0.75 

DM4TR4 (6) 60 0.6 

DM5TR5 (C) 60 0.03 

DM5TR5 (7) 60 0.45 

DM6TR6 (8) 60 0.3 

DM7TR7 (D) 60 0.03 

DM7TR7 (E) 60 0.03 

DM1TR1 (9) 60 1.05 

DM8TR8 (F) 60 0.03 

DM8TR8 (G) 60 0.03 

DM8TR8 (10) 60 0.9 

DM9TR9 (11) 60 0.75 

DM10TR10 (12) 60 0.6 

DM11TR11 (13) 60 0.45 

DM12TR12 (14) 60 0.03 

DM12TR12 (15) 60 0.3 

DM13TR14(16) 60 0.15 

DM14TR15 (I) 60 0.03 

In this study, the definite time curve is used for 

the relays to protect the network against earth 

faults. Earth protection setting for the relays at the 

substation output is set to 30-120 A and <= 1.4 s 

[16]. In the study, t is 1.2 in the substation, and the 

time values in relay coordination are adjusted so 

that they start from the closest cabinet to the point 

where the fault occurred and decrease towards the 

last cabinet farthest from the fault. Coordination 

parameters obtained under these conditions are 

shown in Table 5, and graphs are given in Figure 

8. 
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Figure 8 Coordination graph for earth fault 

Relay detecting the fault and generating an 

opening signal and opening the circuit breaker, a 

time such as 300 ms is required. In this case, one 

relay should be configured with a time delay of 

300 ms in coordination with the other relay behind 

it. In places where the distance between the two 

cabinets is very short, such as in the selected 

region in this thesis, short circuit currents are very 

close to each other. It is possible to reduce it to 

150 ms according to experiences. However, the 

normally accepted and required time is 

considered to be 300 ms. 

4. CONCLUSIONS 

While conducting relay coordination in a power 

system, analyses are made by considering many 

factors. Short circuit and power flow analysis are 

the primary come first among these. In this study, 

firstly, these two analyses of the investigated 

network were made with the help of 

MATLAB/Simulink program, and information 

about the general condition of the power system 

was obtained. In the light of this information, 

starting currents for relay coordination were 

determined and time factors were calculated. 

Although the relay coordination has been done 

virtually, a study has been presented in the 

network studied so far, blended with the previous 

experiences. For the coordination of the relays 

different scenarios can be defined according to the 

operating scheme of the network. In this study, 

only the first scenario (between DM7TR7 and 

DM14TR15 is open in normal operating 

condition) is studied. If desired, this study can be 

expanded for new and different scenarios, which 

also consider factors such as various fault states, 

load densities and subscriber numbers. 

Before implementing a project at the design stage 

in the field, usage of simulation studies is very 

important in terms of detecting some mistakes 

made during the project stage and reaching the 

correct values. Various projects such as renewal 

of the network, additional facility work and 

addition of new loads to the network can be 

analyzed in a simulation environment and the 

potential impacts of the project on the field can be 

examined in a realistic way from various aspects. 

In this study, the data entry required for the 

network examined by considering the real 

operating conditions was provided by using the 

simulation program. 
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A Study on Analysis of Sinter Microstructure and Phase Morphology 

 

Ömer Saltuk BÖLÜKBAŞI*1 

 

Abstract 

Sinter is a blast furnace input material obtained by temperature to 900-1200 oC without full 

melting and adhering to each other with superficial melting. It is considered as a multi-phase 

material with its heterogeneous microstructure. In general, the main mineral phases are 

hematite, magnetite, silicoferrite of calcium and aluminium (SFCA) and silicates. By 

determining the SFCA structure in the sinter material, the sintering process will be made more 

stable and important parameters affecting the quality in the sintering process will be examined. 

Sinter material consists of iron ore, iron and steel industry by-products and auxiliary materials. 

The scope of this project is the determination of the amount of SFCA formed by bonding SiO2, 

CaO, Fe2O3, Al2O3 and MgO compounds and monitoring this value as a parameter by sinter 

manufacturers. Sinter samples having different characteristic features were made ready for X-

ray diffraction (XRD) and optical microscopy inspections by polishing, etching and cold 

mounting in epoxy for mineralogical analyses. Before raw data obtained from the analysis were 

evaluated at Autoquan, they were converted into Autoquan format and then, read in XRD device 

and mineralogical composition of the sinter was revealed by XRD analyses. Detailed imaging 

of mineralogical compounds were made so as to complement scanning electron microscope 

(SEM) analyses and XRD analyses; elemental composition of the compounds and valence 

conditions of the elements were determined by energy dispersive spectroscopy (EDS) method. 

Phase structures such as hematite, magnetite, and calcium ferrite were qualitatively determined 

by mineralogical investigations on sinter samples. Furthermore, the variations of SFCA phases 

(SFCA, SFCA-I and SFCA-II) were studied through Rietveld method.  

 

Keywords: Sintering, iron ore, microstructure, mineralogy, SFCA, formation process 

 

1. INTRODUCTION 

Sinter is a porous material obtained from partial 

melting of a mixture of fine iron ore, limestone, 

dolomite and iron-containing waste materials 

(flue dust, BOF slag, mill scale, gas cleaning 

mud). In sinter research; it is important for the 
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technological quality of the sinter to pay attention 

to the chemical structure, minerology and the 

distribution of different mineral phase structure 

forms in the matrix during the sintering process 

[1]. Sinter production has a dynamic operating 

parameter and a complex structure. By 

determining the SFCA structure in the sinter 

material, the sintering process will be made more 
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stable to examine important parameters affecting 

the quality during the sintering process. In the 

production of the sinter, the bonding phase 

(SFCA) formed through chemical reactions of 

SiO2, CaO, Fe2O3, Al2O3 and MgO requires to be 

quantified and this value may be considered by 

the sinter manufacturers as a parameter to ensure 

high sinter quality [2]. 

The researchers agree that the sinter quality 

depends on the SFCA mineral phase formed 

during the sintering process [2-5]. During studies 

on the effects of ore mixtures of different 

compositions on sinter quality, it has been 

observed that the reducibility and cold strength of 

the sinter depends on the presence of calcium 

ferrite in the structure of the sinter [5-7]. These 

studies explain that the microstructure consisting 

of hematite cores surrounded by SFCA-I, one of 

the SFCA types, is the desired structure for high 

sinter quality [2, 3, 7-9]. SFCA, the main bond 

phase of the sinter, is defined as a solid solution 

CaO.2Fe2O3 accompanied by Al2O3 and SiO2. 

This phase is considered to be the SFCA 

quadruple bond phase complex. SFCA phase is 

series of solid solutions that can contain Fe+2 and 

Mg+2. [9, 11, 12, 13]. 

Figure 1-a) shows the typical sintering process of 

iron ore, fluxes and coke breeze. SFCA phases, 

calcium-rich ferrite structures, calcium silicates 

and glassy structures are observed within a typical 

sinter produced with ore grains in the sinter matrix 

[9, 14-17]. At low temperatures (<1220 °C) in the 

sinter body, assimilation is expected to be low and 

contains a significant amount of residual ore 

resulting in a heterogeneous texture. A more 

homogeneous structure is formed in the sinter 

material due to the high degree of overheating and 

melt mobility, which occurs at high temperatures 

(>1300 °C) [18-21]. The homogeneous and 

heterogeneous formation of the sinter is given in 

the Figure 1-b).  

 

 
 

Figure 1-a) Sintering scheme of iron ore, flux and coke breeze [5, 7, 9], b) Homogeneous and heterogeneous 

formation of sinter [5, 19, 20, 21] 

 

Studies show that the percentage of iron content 

in raw materials was found to affect the 

microstructure of the SFCA in the sintering 

process. While a SFCA form bond structure is 

obtained in sinter made with iron ore with <62% 

Fe grade, a form consisting of SFCA and SFCA-I 

mixture were obtained in the sinter made with 62-

65% Fe. SFCA-I was mostly formed in sinter 

made with 65-68% Fe grade iron ores [14, 22]. 

 

In practice, SFCA-I compound structure and 

SFCA phase structure are seen together. SFCA-I 

is characterized by a high content of Fe and a low 

content of Si. The morphology, plate and sections 

of SFCA-I can be in acicular structures. However, 

the view of SFCA under the optical microscope is 

columnar and block-shaped, containing less Fe 

and it is more stable at high temperature (>1300 
oC). The third type of SFCA phase, as known 

SFCA-II, can be observed in scattered appearance 

dendritic structure [9, 19]. In some studies, a third 

type of SFCA phase structure observed in 

dendritic morphology and stated that this 

structure took shape in very thin SFCA-II form 

and was the first type of SFCA that took shape 

during the sintering process [7, 18]. This structure 

is very thin in the form of SFCA-II and it is called 

the first type of SFCA species that take shape 

1-a 1-b 
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during the sintering process [7, 9, 19, 23]. The 

studies took into account the microstructure of 

sinter, and its chemical structure, mineralogy, 

morphology, and the distribution of different 

mineral phase structures within the sinter matrix 

during the sintering process [24, 25]. 

 

SFCA phase has been the subject matter of many 

studies due to its effects on the sinter product such 

as high strength (TI-Tumbler index), high 

reducibility (RI-Reduction index) and low 

temperature degradation (RDI-Reduction 

degradation index) and has been accepted as the 

main mineralogical bond in the sintering process 

[2, 23, 26, 27]. This study will provide 

information on how to use the Rietveld Method to 

calculate the ratio of the phases in the sinter 

SFCA, how to determine the percentage of all 

compounds in the sinter structure, as well as the 

quantitative content of the existing phase 

structures. 

2. MATERIAL AND METHODS 

The chemical reactions between iron ores and 

fluxes in the sinter process take place at high 

temperature (900-1200 oC), and iron ore particles 

(cores) surrounded with silicoferrite of calcium 

and aluminium, dicalcium silicate and glassy 

structure form the basic compound of the sinter 

cake. Sinter reactions also regulate the volume 

fraction of different minerals that may affect the 

quality of the sinter and thus the performance of 

blast furnace [25]. 

 

Sinter matrix structure consists of reactions of 

flux formers and fine iron ore in the melting phase 

formation where coarse grains are assimilated and 

solid-liquid reactions take place. In parallel to 

preparation of sample in epoxy, sinter samples are 

powdered through micronizing mill device and 

before it placed into the device. Iron ores form 

sinter cake compound in the form of composition 

consisting of SFCA and dicalcium silicate and 

glassy structure [28]. Sinter reactions are a special 

process that continues its activity by controlling 

the microstructure and concentration of SFCA 

during the sintering process [15, 29]. A typical 

industrial scale sinter plant is shown in Figure 2.

 

 
Figure 2 Sinter production flow chart on a typical industrial scale [32]. 

 

Sintering parameter: Ignition temperature 1055 

°C, sintering time 25 min., pressure drop 1100 

(mmH2O), sintering rate 23 mm/min. Sinter raw 

material usage values: Domestic iron ore 45%, 

foreign iron ore 55%, total fuel 72 (kg/t. sinter), 

Limestone 8.50%, dunite 3.20%, sinter return 

dust 25.60%, Basicity (CaO/SiO2) 1.85. Chemical 

analysis of the sinter is seen in Table 1. 
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Table 1 

Chemical analysis of the sinter (%) 
Fe(tot) FeO Fe2O3  CaO MgO SiO2  Al2O3  K2O+Na2O TiO2  MnO S CaO/SiO2  

55.14 7.00 70.94 9.81 1.57 5,63 1.58 0.25 0.11 0.89 0.02 1.74 

 

Sinter is considered as a multi-phase material due 

to its heterogeneous microstructure. In general, 

the main mineral phases include hematite, 

magnetite, SFCA, ferrite structures and silicates. 

Sinter mineral formation mainly consists of 

SFCA, SFCA-I and SFCA-II phases. The key 

binding phases that provide the strength of the 

material are SFCA and SFCA-I. These structures 

were examined considering the contents of 

mineralogical structures and operational practices 

(used blend, temperature, sintering time, etc.). 

Rietveld software programs are designed to 

accurately define peak profiles as much as 

possible. The rietveld method directly reports the 

relative weight fractions of all phase crystals 

included in the model. The system calculates a 

series of measurement factors that are directly 

proportional to the relative quantities of the 

phases using the least squares method. The results 

of XRD analysis of the sinter material performed 

using the Autoquan program by the Rietveld 

method is displayed in Table 2. 

 
Table 2 

Phase structures of the sinter using the Autoquan program (Rwp: error in %). 
Sinter Phase composition mass% Error% 

Grade% Rwp=2.44% 

C2S-Larnite  5.87 0.58 

Hematite_ 21.76 0.35 

Magnetite 39.34 0.50 

SFCA-I 5.95 1.02 

SFCA 26.83 1.07 

Wuestite 0.25 0.06 

  100.00   

 

Sinter samples having different characteristic 

feature will be made ready for optical microscopy 

inspections by polishing, etching and freezing in 

epoxy for mineralogical researches (indicated in 

Figure 3). After polishing, the specimen is 

analyzed by visual examination using an optical 

microscopy. Resin, hardener were used by 10 ml 

and 2,6 ml respectively. Sinter samples were 

made polishing with 9 micron, 3 micron and 1 

micron respectively.  

 
Figure 3 Preparation of sinter samples for mineralogical researches. 
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The six sample was prepared for XRD analysis 

and given the standard of verify correct 

quantification by laboratory of Pretoria. In order 

to ensure that described sample preparation was 

adequate, XRD were conducted on the sinter 

samples. In the XRD analysis of sinter samples, 

an X-Ray tube with Co K-alpha radiation, which 

makes measurements more precisely than tubes 

with Cu K-alpha radiation in iron-containing 

phases, was used. It was then micronized in a 

micronizing mill, and then prepared for analysis 

using a back loading preparation method. It was 

analyzed with using a Panalytical X’Pert Pro 

powder diffractometer with X’Celerator detector. 

The data was collected in the angular range 

5o≤2θ≤90o with a step size 0,008o 2θ and a 13-s 

scan step time. Phases were identified using 

X’Pert Highscore plus software and 

quantification was accomplished with 

Autoquan/BGMN software. Image of X-ray 

diffraction instrument was seen in Figure 4. 

 

 
Figure 4 Sinter sample preparation of X-ray diffraction analysis. 

 

2.1. Sintering reactions and description of 

bonding phase 

 

When sinter blend consisting of iron ore, 

limestone, coke breeze and dunite mixture is 

heated in sinter machine, iron oxide, SFCA and 

silicate phases are formed in the sinter formation 

at 1220-1300 oC. Dicalcium ferrite (C2F-

2CaO.Fe2O3) is formed between 750 and 780 oC 

as the first product. With increased sintering 

temperature, dicalcium ferrites react with 

hematite to take the form of calcium ferrite (CF- 

CaO.Fe2O3). Quartz begins to react with the 

SFCA-I and SFCA form at 1050 oC. SFCA-I 

breaks down between 1220 oC and 1240 oC and 

takes the form of SFCA [17, 23, 30]. 
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Figure 5-a) Reveals the composition relationship between SFCA and SFCA-I in the quadruple bond system Fe2O3-

Al2O3-CaO-SiO2. The diagram b) exhibits the formation relationship among SFCA, SFCA-I and SFCA-II [4]. 

 

Scientists use the CaO‐Fe2O3‐SiO2 phase diagram 

shown in Figure 5 to indicate the mineral 

compositions of the SFCA phase. The shaded area 

shown in the Figure 5-a) represents the SFCA 

composition encountered in the industrial sinters. 

The SFCA forms shown in the Figure 5-b) are 

named as SFCA, SFCA-I and SFCA-II (dendritic) 

solid solution series. In composition, CF3 

(CaO.3Fe2O3), C2F (2CaO.Fe2O3) and C4S3 

(4CaO.3SiO2) or Fe2O3-AI2O3-CaO compounds 

are designed to create a link within a planar 

structure.  

 

According to many studies, the composition of the 

phases in the sinter were reported to consist of 

iron oxides by 40-70%, ferrites by 20-50%  

(mostly SFCA, silico ferrite of calcium and 

aluminium), glassy phases by more than 10%  and 

dicalcium silicates by more than 10% [9, 14, 22, 

31]. 

3. RESULTS AND DISCUSSION 

The sinter material, its microchemical structure, 

mineralogy, morphology and the location of 

different mineral phase structure forms in the 

matrix during the sintering process have been 

studied by many scientists [18, 26, 29]. Our study 

analyses the microstructure of the SFCA phase 

and the effects of this microstructure on the 

chemical composition and morphology of the 

sinter. As a result of the tests, it was found that the 

SFCA bond structure coexists with the SFCA-I 

and SFCA-II main phase structures, and the 

SFCA-I phase structure contains high Fe and low 

Si. During microscopic examinations, it was 

observed that the morphology of SFCA-I has a 

plate-like appearance and its cross sections are 

acicular (Figure 5-a) and b). It has been 

determined that SFCA's morphology is columnar 

and block-shaped, contains less Fe, and it is more 

stable at higher temperature (>1300 oC). 

 

A study by Scarlett et al. [17] suggests that the 

phase compositions in the sinter matrix structure 

consist of iron oxide by 35 to 60%, ferrites 

(mostly SFCA) by 20 to 45%, glassy phases by 

more than 10% and dicalcium silicates by more 

than 10%. They emphasize that the bond phase 

morphology is typically composed of SFCA 

phase composition as well as iron oxides and 

silicates, forming the most important bond phase 

structure since SFCA has a major impact on the 

quality properties of the sinter [18, 19, 26]. 

Chemical composition of the sinter phases was 

given in Table 3. 

 

Table 3 

Chemical composition of the sinter phases (%). 
Sinter Phases MgO Al2O3 SiO2  K2O CaO MnO Fe2O3  TiO2  

Amorphous 0.36 2.17 38.38 0,77 41.32 0.18 16.81 0.00 

Larnite 0.31 1.59 38.24 0.65 44.25 0.19 14.78 0.00 

Hematite 1.45 0.76 0.08 0.02 1.36 1.99 94.34 0.02 
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Magnetite 2.41 0.73 0.17 0.01 1.47 1.76 93.45 0.05 

SFCA-I 1.58 2.38 4.43 0.05 11.09 0.92 79.56 0.05 

SFCA 0.57 3.02 7.99 0.03 15.33 0.49 72.57 0.00 

Wuestite 0.00 0.00 0.00 0.00 0.00 0.00 88.13 0.00 

 

 

In our investigation, it was observed that the 

quality of the sinter depends on the mineral phase 

form generated during the sintering process and 

SFCA is the strongest bond phase that affects the 

sinter quality. During studies on the effects of ore 

mixtures of different compositions on sinter 

quality, it has been observed that the reducibility 

and cold strength of the sinter depends on the 

presence of calcium ferrite in the microstructure 

of the sinter. The literature studies also suggest 

that the form consisting of hematite cores 

surrounded by SFCA-I is the desired structure for 

high sinter quality [7, 18, 19]. During the 

reduction reactions, the porous structure of the 

acicular SFCA has been proven to provide a wide 

surface contact to prevent spread of cracks [10, 

30]. 

 

 
Figure 6-a) exhibits compositional link between SFCA and SFCA-I in the CaO-SiO2-Fe2O3 triple phase diagram in 

the sinter, b) indicates compositional relationship among the CaO-SiO2-Fe2O3 triple phase diagram and hematite, 

magnetite, larnite and SFCA. 

 

 

In the examination of the sinter phase structure 

(shown in Figure 6); it has been observed that start 

of mineral compositions, CF3 (CaO.3Fe2O3), CA3 

(CaO.3AI2O3) and C4S3 (4CaO.3SiO2) or Fe2O3-

AI2O3-CaO compounds can be designed to be 

able to create a link in a planar structure [13, 18, 

19, 30]. In the study, the SFCA composition 

encountered in the industrial sinter was observed 

and triple phase diagrams were drawn as SFCA 

forms, SFCA, SFCA-I and SFCA-II (dendritic) 

solid solution series [13, 19].  

 

The Figure 7 demonstrates both main SFCA 

phase structures together. SFCA-I is 

characterized by a high content of Fe and a low 

content of Si. As seen in the Figure 7-a), the 

morphology of SFCA-I can be plate-like and its 

sections can be acicular. However, as seen in the 

Figure 7-b), the morphology of SFCA is columnar 

and block-shaped, containing less Fe and it is 

more stable at higher temperature (>1300 oC). 

The third type of SFCA phase structure can be 

observed in dendritic morphology. This structure 

is very thin, in the form of SFCA-II and is the first 

type of SFCA that took shape during the sintering 

process [7, 13, 18- 21]. Figure 7-a) and 7-b) show 

the typical SFCA and SFCA-I phase structures in 

the sinter material. 
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Figure 7-a) and b) show the typical SFCA and SFCA-I phase structures in the sinter material. 

 

Our study also investigated the formation and 

crystal size of SFCA. Phase structures determined 

by EDS analysis and the size of each were 

measured with Image J program. In the 

examinations, it has been observed that 

approximately 13% of the structures to be called 

dendritic crystals are smaller than 4 µm. Where 

the sintering temperature is 1200-1300 oC, the 

crystal structure grows, and such large crystals are 

called acicular SFCA. It has been determined that 

the SFCA crystals of approximately 24% of  

the structures to be called acicular structures are 

larger than 4 µm (microns) and less than 10 µm. 

During the heating process of acicular SFCA 

sinter process, it collapsed in the form of 

columnar SFCA during the cooling phase upon 

completion of melting at 1300 oC. In this 

formation, crystal structures were larger and 

approximately 30% were found to be larger than 

10 µm.  

 

 

Figure 8 Matrix bond image of hematite, magnetite, SFCA, and SFCA-I phase structures in the sinter structure of 

the Ca-Si-Fe triple phase diagram. 
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A ternary phase diagram was obtained with 

detailed EDS analysis on sinter samples. Sinter 

types are determined according to the element 

content of the phase structures according to SEM-

EDS analysis. The phase structures of hematite, 

magnetite and SFCA were characterized with the 

help of element values (especially Si, Ca, Fe) in 

sinter. In the Figure 8, the orange colored dots 

represent hematite and magnetite phase 

structures, the blue colored dots represent SFCA-

I phase structures and the green colored dots 

clusters represent SFCA phase structures. 

 

 
Figure 9 XRD research on Sinter sample with High Score Plus and Rietveld Program. 

 

 

Figure 9 reveals the Rietveld measurement of the 

sinter sample. In this study, Autoquan program 

working with Rietveld method was used to define 

the phase structures in sinter samples. In this 

study, the contents of the sinter phase structures 

were obtained quantitatively (%) by the Autoquan 

software using the Rietveld method. 

 

 

Figure 10 The region where SFCA calculation is made by means of XRD scanning. 

 

Another study we conducted on the determination 

of the phase structures in the sinter material is 

given in the Figure 10. In this study, SFCA value 

is required to be at the rate of 70 %, the area of the 

region below the angle of 2 Theta between 71o-

73o, the region (the red zone in Figure 8) gives 
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quantitative information about the SFCA phase 

content. The program calculates the area in this 

region using the integral. If the value is low 

(<60%), lime is added to the system. If the value 

is high (>85%), the lime ratio is reduced. It is 

ensured that the SFCA value in this region 

remains between 60-85%. However, in this 

research; it was determined that magnetite 

(Fe3O4), hematite (Fe2O3), larnite (Ca2SiO4), 

quartz (SiO2) and SFCA phases could not be 

quantitatively determined but only qualitatively. 

This method will give more suitable results for 

sinter plants with stable production of raw 

material and process parameters. Raw material 

and process conditions may vary in industrial 

sinter production. For this reason, each facility 

has to determine its ideal sinter phase morphology 

and SFCA operating parameters according to its 

production conditions. 

 

In our study, we mainly focused on two 

approaches in determining the phase content of 

the sinter. In the first one, quantitative results 

related to SFCA is found by using the method of 

calculating the areas under the peaks containing 

the SFCA structure. Detailed phase morphology 

information could not be obtained about SFCA 

structures. However, changes that may occur in 

sinter material morphology or process conditions 

affect the accuracy of the results with the current 

calculation method. The present method gives 

proper results in very variable sinter input and 

more stable process conditions. This approach 

demonstrates that the results obtained are not 

healthy, as a result of absorbing the curves 

obtained with the tube that radiates Cu-alpha, with 

fluorescence and absorption effect especially in 

iron-containing materials. Another method was to 

calculate the ratios of the phases in SFCA with the 

rietveld method using the tube that radiates Co-

alpha (indicated in Tables 2 and 3). Interpretation 

of the results with the Rietveld method was only 

possible with the Autoquan program. In the first 

method, only the area under the SFCA peaks in 

the region obtained by XRD scanning is 

calculated by the software. The SFCA value in 

this region is required to be 70%. In the second 

method, all parameters (ferrite structures, SFCA 

types, Fe2O3 etc.) that are important in 

determining the quality in the sinter process are 

examined. With this method, results can be 

obtained quantitatively in percentage [33]. 

Thanks to this method, all changes that may occur 

in the sinter structure or process conditions can be 

examined and the sinter phase structures that are 

likely to occur can be tracked in a more controlled 

way. 

4. CONCLUSION  

By calculating the quantitative values of the 

phases within the sinter, the monitoring and 

directing of the sinter quality were made more 

precise with SFCA. A detailed SFCA value 

cannot be obtained by calculating the area under 

the peaks in the sinter structure. With the Rietveld 

Method, the sinter mineralogical structure was 

fully controlled by calculating all phases in the 

sinter. Optimum sintering parameters were 

controlled by the SFCA was more stable blast 

furnace charge sintering was provided better 

process control and cost advantage. In the study, 

it is important to find an optimum SFCA quantity 

according to mineral compositions and sinter 

quality which complies with the generally 

accepted specifications. Sintering plants in the 

integrated iron and steel plants was followed 

quality on the basis of small basicity (CaO/SiO2) 

ratio. The effects of ferrite structures, wustite 

(FeO) and aluminum oxide (Al2O3), which are 

important in determining the quality in sinter 

production, on sinter quality are not examined. By 

controlling the SFCA in the sinter structure, this 

quaternary phase matrix (CaO, Al2O3, Fe2O3, 

SiO2) will be taken under control and all 

parameters that may affect the quality of the 

process will be examined. With the detection of 

SFCA in the sinter internal structure, the control 

of the sinter mineralogical structure will be 

ensured, and the sinter quality will be improved. 

Sinter is an important material that is charged to 

blast furnaces and affects blast furnace efficiency. 

Mineralogically more stable sinter will be 

produced with the control of SFCA within the 

sinter. In this way, more sinter will be charged to 

the blast furnaces and the raw material costs of the 

blast furnace will be reduced. Because, the 

production cost of sinter material is lower than the 

pellet material charged to the high furnace. With 

the control of SFCA, sinter quality parameters 
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(basicity, RDI, sieve analysis, etc.) will improve 

and blast furnace production performance will 

increase.  
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Effects of Rotating Frame on a Vector Boson Oscillator 

 

Abdullah GUVENDI*1 

 

Abstract 

We analyze the effects of the spacetime topology and angular velocity of rotating frame on the 

dynamics of a relativistic vector boson oscillator ( ). To determine these effects on the 

energy of the  we solve the corresponding vector boson equation in the rotating frame of 

2+1 dimensional cosmic string-induced spacetime background. We obtain an exact energy 

spectrum, which depends on the angular velocity of the rotating frame and angular deficit 

parameter of the background. We show that the effects of angular deficit parameter on each 

energy level of the  cannot be same and the angular velocity of the rotating frame couples 

with the spin of the . Furthermore, we have obtained that the angular velocity of rotating 

frame breaks the symmetry of the positive-negative energy states. 

 

Keywords: Non-inertial effects, quantum fields in curved spaces, topological defects. 

 

 

1. INTRODUCTION 

The relativistic wave equations for spin-1/2, spin-

1 and spin-3/2 particles can be derived via 

canonical quantization of the classical spinning 

particle with zitterbewegung. These equations can 

be obtained as possible quantum states from the 

mentioned classical quantization procedure [1]. 

After demonstrating that there is a unifying 

principle for this class of relativistic wave 

equations [1], it has been shown that the well-

known duffin-kemmer-proca equations and the 

many-body dirac equation (fully-covariant) [1-3] 

can be derived from similar action. Spin-1 sector 

of the duffin-kemmer-petiau ( ) equation has 

been derived as excited state via the mentioned 

procedure provided that the spinor is a symmetric 

spinor of rank-two [1,4,5]. Under this condition, 
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the symmetric spinor can be constructed by 

kronocker product of two dirac spinors [1,4-6]. 

However, it is important to underline that this 

symmetric spinor does not include the spin-0 

sector in 2+1 dimensions [7]. The vector boson 

equation ( ) corresponds to the spin-1 part of 

the  equation in 2+1 dimensions [1,4-7] and 

its massless form can also be derived via the same 

quantization procedure [4]. It has been declared 

that massless  and Maxwell equations are 

equivalent [4], and moreover it has been clearly 

shown that the state functions for massless form 

of the   have probability interpretation [4]. A 

few applications of the  can be found in the 

refs. [5-8]. In this work, we introduce the vector 

boson oscillator ( ) and investigate its 

dynamics in the rotating frame of the 2+1 

dimensional cosmic string-generated spacetime. 
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Cosmic strings are predicted to be linear 

topological defects that probably occurred in the 

early stages of the universe [9]. After Cosmic 

strings were introduced in  dimensional 

spacetime [10], the obtained solution was 

naturally expanded to  dimensions where 

there is a dynamical symmetry [11]. The 

spacetime backgrounds of cosmic strings include 

a conical singularity on the intersection point of 

the string with the space-like subspace [9-11]. 

Even though these spacetime backgrounds are 

locally flat [9-11] out of the intersection point, 

they are not flat when viewed globally [9-11]. 

Because of this feature, the cosmic strings can be 

responsible for several physical events in the 

universe [12-15]. The spacetime background of 

the cosmic string is characterized by  parameter, 

which is angular deficit parameter depending on 

the linear mass density ( ) of the cosmic string 

[12-15]. The gravitational [9-14] and electrostatic 

effects [12,15] of these topological defects on the 

dynamics of physical systems depend on the 

parameter . The influences of topological 

defects on the dynamics of quantum mechanical 

systems have been widely studied [15-17]. In one 

of such works, it has been shown that the spin-

symmetric [18] quantum state of a positronium 

system can be used to detect the topological 

defects [15]. The effects of topological defects on 

the spectral lines of quantum systems are not same 

for each spectral line of the quantum systems [19]. 

This means that the effects of topological defects 

are distinguishable from the other effects such as 

doppler effect and redshift [15,19]. 

On the other hand, the investigations about the 

effects of rotating frames on the quantum systems 

have provided very interesting results and 

accordingly such studies have attracted great 

attention for a long time [20-22] since these 

investigations have discovered very important 

effects [23-29]. The sagnac effect [23], mashhoon 

effect [24], persistent currents in the quantum ring 

and the coupling between the angular momentum 

of the quantum systems with the velocity of 

uniformly rotating frame [25] can be considered 

among these effects. One of the interesting results 

of these investigations is that the non-inertial 

effects stemming from the rotating frames restrict 

the physical region of the spacetime backgrounds 

where the particles can be placed [20-22]. It has 

been shown that the phase shift in neutron 

interferometry is due to the coupling of  angular 

velocity of the earth with the angular momentum 

of the neutron [26]. The effects of rotating frame 

on the  molecules were analized [27,28] and 

the obtained results have indicated that rapidly 

rotating molecules can acquire a topological 

phase [27,28]. 

In this contribution, we investigate the influences 

of rotating frame on the relativistic dynamics of a 

 in the -dimensional cosmic string 

spacetime. In order to determine the effects of 

both uniformly rotating frame and spacetime 

topology on the system in question we solve the 

corresponding .  We obtain an exact energy 

spectrum depending on the parameters of 

spacetime background.  

2. GENERALIZED FORM OF THE  

In this part of the manuscript, we introduce the 

generalized form of the  and arrive at a set of 

coupled equations for a  in the rotating frame 

of 2+1 dimensional cosmic string-generated 

spacetime background.The generalized form of 

the  can be written as the following [1-8], 

Ψ(x)=0, 

, 

.                                 (1) 

In eq. (1), are the generalized dirac matrices, 

 are the spinorial affine connections for spin-1/2 

field, m is the rest mass of vector boson, c is the 

speed of light,  is usual planck constant, the 

symbol  indicates kronocker product [28], x is 

the spacetime position vector,  and stand for 

the  and  dimensional identity matrices, 

respectively, and  is the symmetric spinor of 

rank-two. The  dimensional spacetime 

geometry of the uniformly rotating cosmic string-

generated background is represented through the 

following line element [20-22], 
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          -  -  .                                   (2) 

In eq. (2),  is the angular deficit parameter, 

depending on the linear mass 

density  of the cosmic string and newtonian 

gravitational constant ) [15]. The azimuthal 

angle range is  in this spacetime 

background. Here, we deal with 0 case, 

since the case describes an anti-conical 

spacetime background with negative curvature 

[20-22]. Therefore, the case does not make 

sense in the general relativity context [20-22]. The 

eq. (2) describes a flat spacetime background, in 

terms of polar coordinates, when and 

 [15]. In eq. (2), we should notice that the 

radial coordinate must satisfy , since 

this spacetime geometry can be defined for values 

of the  inside the range: 0 . This 

condition guarantees that the vector boson 

considered is placed inside of the light-cone and 

imposes a spatial constraint. That is, the wave 

function vanishes at  =  [20-22]. At this 

point, we should underline that the  in eq. (2) is 

 and  is the angular velocity (not frequency) of 

the uniformly rotating frame. Therefore, the  

rises to a hard-wall confining potential [20-22]. 

Now, one can obtain the tetrads  [15], 

   

  ( ). (3) 

In eq. (3),  is the flat spacetime metric tensor 

and hence the indices  indicate the local 

reference frame. The tetrads, which satisfy the 

following orthonormality conditions, 

,   ,                         (4) 

are obtained as the following, 

. 

By using the tetrads one can obtain the 

generalized dirac matrices  via the relation  

=   where   are the space-independent 

dirac matrices [15]. According to line element in 

eq. (2) the space-dependent dirac matrices are 

obtained, 

= , = ,     = + .     (5) 

The choice of space-independent dirac matrices is 

not unique and different choices can be preferred, 

of course. According to signature of eq. (2) the 

space-independent dirac matrices can be chosen 

as = , = , =  [29-31], in which 

,  and  are the pauli spin matrices. Also, 

we can obtain the spinorial connections for spin-

1/2 fields via the following expression [15], 

    

        (𝜆,σ,μ,ν,a,b=0,1,2.),                                  (6) 

where   are the christoffel symbols obtained 

through  =1/2 ( )  and  

 are the spin operators determined by  

 [ ]. Now, one can obtain the 

spinorial connections (non-vanishing) as the 

following, 

=  ,    =  .                           (7) 

The  coupling, describing the interaction of 

magnetic moment (anomalous) with a linearly 

varying electric field [3,16,17,21], can be 

introduced through the following non-minimal 

substitution, 

 + ( )r,  

( ) = diag (1,-1,-1,1),                           (8) 

where  is the oscillator frequency (coupling 

strength) [3]. Eq. (2) allows to factorization of the 

spinor as the following, 

Ψ(t,r,ϕ)= ,                          (9) 

where  and  are the total energy and spin of the 

system under consideration.    
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3. ENERGY SPECTRUM 

In this section, we obtain an equation system 

consisting of three equations for the components 

of the symmetric spinor and arrive at an exact 

energy spectrum for the  in question. To end 

this, we substitute eq. (5),  (7),  (8) and eq. (9) into 

the eq. (1) and then we can acquire a set of 

coupled equations, in the most symmetric form, 

as the following, 

W  –M   

2 M  –  +   

W  –B                (10) 

here, , 

 provided that m  and 

the abbreviations are given as the following, 

W= j ,   ,   M= ,    κ= . 

By considering a new change of variable, ξ= κ  

we can write the equation system in eq. (10) as the 

following, 

W  –M   

M   

               –   

W  –M                (11) 

one of which is algebraic. By solving these 

equations in favor of we can arrive at a 

wave equation. Through an ansatz reads as, 

 , the wave equation becomes as the 

following, 

, 

,  .               (12) 

                                             

Dividing each term in this equation by 𝜉2, the 

well-known whittaker differential equation is 

obtained [7]. At any rate, the solution function of 

eq. (20) is found in terms of the whittaker function 

𝑾𝐴,𝐺 as 𝜓(ξ) = 𝑁𝑾𝐴,𝐺 (ξ), where 𝑁 is an 

arbitrary constant [7]. The function 𝑾𝐴,𝐺 can only 

be polynomial degree of n if the parameters 

satisfy the termination condition that reads as  
1

2
+

𝐺 − 𝐴 = − n [7]. This termination condition 

gives a condition for the quantization of the 

energy of system in question and accordingly one 

can obtain the following non-perturbative energy 

spectrum, 

 ,     (13) 

which can be clarified as, 

                   (14) 

if  and   The result in eq. (14) is 

exactly same with the previously announced 

result for one-dimensional kemmer oscillator [32] 

and form of the  eq. (14) is same with the result of 

one-dimensional dirac oscillator [33]. In the latest 

comparison (see eq. (14) and [33]), one can 

realize that the difference is only mass factor of 

the particles. Also, it is very interesting that the 

result in eq. (14) is found to be in a good 

agreement with the recently announced results for 

a composite structure consisting of a fermion-

antifermion pair interacting via dirac oscillator 

coupling [3]. Therefore, eq. (13) gives an 

opportunity to analyze the effects of both 

uniformly rotating frame and spacetime topology 

on the energy of the . In eq. (13) we see that 

the effects of  and  on each energy level of the 

 cannot be same. It is clear that the 

parameters  and  do not any impact on the 

energy of  when   

4. RESULTS AND DISCUSSIONS 

In this contribution, we have investigated the 

influences of uniformly rotating frame and 

spacetime topology on a relativistic vector boson 

oscillator. In order to analyze the effects of 

angular velocity (Ω) of the rotating frame and 

angular deficit of the spacetime background on 
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the energy of the vector boson oscillator  

we have solved the generalized vector boson 

equation in the rotating frame of a 2+1 

dimensional spacetime. The spacetime has been 

considered as -dimensional static cosmic 

string-induced spacetime [15]. The rotating frame 

of this background is introduced in eq. (2), which 

represents to the flat Minkowski spacetime in 

terms of polar coordinates when angular velocity 

of the rotating frame and angular deficit of the 

background vanish. We have performed an exact 

solution for the system in question and 

accordingly we have arrived at a spectrum in 

energy domain. This energy spectrum has given 

in eq. (13) and it can be reduced in the form of eq. 

(14) when  and . We have verified 

that the eq. (14) is exactly same with the 

previously announced results for one-dimensional 

kemmer oscillator [32] and form of the eq. (14) is 

also same with the results obtained for one-

dimensional dirac oscillator [33]. Furthermore, 

eq. (14) has been found to be in a good agreement 

with the previously published results for a 

composite structure consisting of a fermion-

antifermion pair that they interacts through dirac 

oscillator coupling [3]. The non-perturbative 

energy spectrum in eq. (13) includes the effects of 

spin coupling, uniformly rotating frame, angular 

deficit parameter of the spacetime background, 

frequency (coupling strength) of the oscillator and 

mass of the vector boson. This property of the 

energy spectrum provides a suitable basis to 

discuss the effects of both and  on the system 

under consideration. The results have shown that 

the parameter  of the rotating frame breaks the 

symmetry (positive-negative) of the energy levels 

and it is also clear that the effects of   and  on 

each energy level of the system cannot be same. 

As it can be seen in eq. (2) that the information 

about the spacetime topology is carried by the 

angular coordinate and accordingly parameter  

of the background alters differently the energy 

levels corresponding to possible spin eigen-states, 

 when . We can also see that 

such a system does not sense the effects of the 

parameter  when  and  In this paper, 

all of the discussions have been made for the 

parameters defined in the range  and 

 where  is the distance 

between the particle and topological defect. 

Therefore, one can also conclude that the 

parameter  restricts the relativistic dynamics of 

the quantum system under consideration whether 

 or  . 
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Quantum Irreversibility in a Misaligned Spin System 

 

Selçuk ÇAKMAK*1 

 

Abstract 

A single spin that is misaligned with respect to the static external magnetic field is investigated 

as a toy model to clarify the nature of irreversibility in terms of inner friction and irreversible 

work. The coherence generation and the effects of unwanted transitions are analyzed in detail. 

The behavior of inner friction and irreversible work as a function of protocol time are analyzed 

for a finite-time unitary transformation. The coherence generation is shown to be the common 

sign for the inner friction and irreversible work. The excess energy sourced by the unwanted 

transitions for a quasistatic transformation is found to be the only sign for irreversible work. 

The angle dependencies of the inner friction and irreversible work are also analyzed explicitly. 

The selected model and the considered realistic parameters are available to be implemented for 

the finite-time operations on the nuclear magnetic resonance setups. 

Keywords: Quantum thermodynamics, Nonequilibrium and irreversible thermodynamics, 

Irreversible work, Inner friction 

 

1. INTRODUCTION 

The fast driving protocols are required for 

powerful thermal heat engines and refrigerators 

which are, however, the source of irreversibility 

[1-21]. In the scales where the quantum 

fluctuations are also relevant, the two 

irreversibility measures named recently as the 

inner friction and irreversible work have been 

introduced as two distinct irreversibility 

quantifiers that arise from the fast Hamiltonian 

driving protocols [14,16]. The inner friction and 

the irreversible work can be considered as the 

system response to the external driving 

techniques. The mechanism of the system 

 
* Corresponding author: selcuk.cakmak@samsun.edu.tr 
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response can be explained fully with the quantum 

mechanical theory. The initial studies on the 

concept of inner friction and irreversible work are 

realized on various models [12-19]. The inner 

friction has been recently investigated in ref [14] 

considering misalignment and disordered 

samples. There have been studies that investigate 

the effects of inner friction on work output and the 

efficiency of the quantum counterpart of classical 

Otto and Carnot heat engines [16,19]. The finite-

time driven quantum two-level system 

undergoing the unitary evolution shows that the 

quantum friction arises in the case of the fast-

driven model. The basic reason is explained 

according to the quantum adiabatic theorem as the 

system cannot follow its instantaneous eigenstates 
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[12,16,17]. On the other hand, the irreversible 

work and inner friction are investigated 

analytically considering reversible isothermal and 

reversible adiabatic conditions [12].  

The inner friction or irreversible work can be 

defined from the comparison of the work done on 

the system during the actual finite time process 

with the one obtained along the ideal adiabatic or 

isothermal process (see Figure 1). The quantum 

relative entropy, which is one of the basic distance 

measurement between two quantum states, has 

been recently connected both to the inner friction 

and the irreversible work [12]. The connection 

shows here that the measures treated an equal 

footing. The reasons for arising entropy in terms 

of quantum relative entropy during finite-time 

unitary driving are investigated in detail in ref 

[18]. The population mismatch and the coherence 

generation are reported as two basic contributions 

to entropy production [18]. 

In this study, we focus on the finite-time unitary-

driven of a spin-1 2⁄  system that is misaligned 

with respect to the external static magnetic field. 

We analyze the energetic deviation from the 

reversible quantum adiabatic and reversible 

quantum isothermal transformation under 

realistic conditions. The role of misalignment and 

the total protocol time on the inner friction and the 

irreversible work are investigated in detail. Also, 

the coherence and the population mismatch 

effects on the inner friction and irreversible work 

are explicitly revealed. The obtained results 

indicate the differences between the inner friction 

and irreversible work inevitably arises from the 

population mismatch contribution. 

2. THEORY 

2.1. Irreversible Work 

A thermal equilibrium state with inverse 

temperature 𝛽𝑖 (1 𝑘𝐵𝑇𝑖⁄ ) is defined by 

Boltzmann-Gibbs distribution [15]. Unitary 

driving leads to the initial system represented by 

𝜌0 to out of the equilibrium state, 𝜌0 → 𝜌𝜏, which 

causes the energetic deviation from the reversible 

state (isothermal transformation) which is driven 

quasi-statically isothermal (𝛽𝑖 = 𝛽𝐵),  𝜌0 → 𝜌𝐵. 

This energetic deviation indicates dissipated work 

from the system, known as irreversible work. 

More precisely, the irreversible work is the 

difference between the work obtained through 

unitary transformation and the one through the 

reversible isothermal process (see Figure 1). The 

magnitude of the energetic deviation from the 

reversible state is related to the quantum relative 

entropy,  𝐷(𝜌𝜏||𝜌𝐵) = 𝑡𝑟[𝜌𝜏(ln 𝜌𝜏 − ln 𝜌𝐵)]. 
Thus, the irreversible work can be given as [12] 

〈𝜔𝑖𝑟𝑟〉 = 𝛽−1[𝐷(𝜌𝜏||𝜌𝐵)].  (1) 

The unitary driving protocol is followed by a 

relaxation process in which the system reaches a 

thermal equilibrium state via dissipate energy into 

the heat bath, evolves naturally.   

 

Figure 1 Sketch of the transformations discussed in 

the text. All the transformations are considered to 

start with an initial thermal state at inverse 

temperature 𝛽𝑖.  The blue solid line indicates 

parametric finite time (unitary) transformation of the 

system Hamiltonian from 𝐻(𝑡 = 0) to 𝐻(𝑡 = 𝜏) in a 

time interval 𝜏. The state 𝜌𝜏 defined at the end of the 

unitary process is a nonequilibrium state due to the 

inter-level transitions. The green dashed and red 

dotted lines are the reversible adiabatic and 

isothermal processes which define effective thermal 

states corresponding to 𝐻(𝑡 = 𝜏) as denoted by 𝜌𝐴 

and 𝜌𝐵, respectively. The relative entropy of 𝜌𝜏 to 𝜌𝐴 

or to 𝜌𝐵 gives the inner friction or irreversible work 

as indicated by black dashed and dash-dotted lines, 

respectively. 

The Eq. 1 enables the exploration of the different 

contributions on the irreversible work by the 

separation approach in Ref. [18]. The population 
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mismatch measured by the difference in 

populations between 𝜌𝜏 and 𝜌𝐵, which is caused 

by unwanted transitions and the coherence 

generated in the unitary driving operation are two 

quantitative contributions to irreversible work. 

The coherence generated in the process can be 

defined as [18] 

𝐶(𝜌𝜏) = 𝐷(𝜌𝜏||∆[𝜌𝜏]) = 𝑆(∆[𝜌𝜏]) − 𝑆(𝜌𝜏)  (2)  

Where ∆[𝜌𝜏] is the density matrix in the energy 

basis of system at the end of unitary driving. 

𝑆(∆[𝜌𝜏]) and 𝑆(𝜌𝜏) are von Neumann entropy 

(𝑆(𝜌) = −𝑡𝑟(𝜌 ln 𝜌)). Considering Eq. 2 the 

irreversible work can be reformed as [18] 

〈𝜔𝑖𝑟𝑟〉 =
1

𝛽𝑖
[𝐶(𝜌𝜏) + 𝐷(∆𝜏[𝜌𝜏]||𝜌𝐵)].  (3) 

This equation explains that the finite-time 

transformations can generate coherence and make 

an unstable distribution of the populations with 

respect to 𝜌𝐵. These are two measurable 

indicators for the irreversible work, 

quantitatively.  

2.2. Inner Friction 

The difference between the work performed on 

the system during the actual unitary process and 

the reversible adiabatic one, however, defines the 

inner friction (see Figure 1). The reversible 

adiabatic transformation requires the protection of 

the population of each energy level. This is 

possible with infinite time unitary driving (𝜏 →
∞). At the end of the reversible adiabatic 

transformation, the system reachs to desired state, 

𝜌𝐴. Also, the system can follow its instantaneous 

eigenstates. The reversible adiabatic state, 𝜌𝐴 =

∑ 𝑃𝑛
(0)

|𝜖𝑛
(𝐴)

⟩ ⟨𝜖𝑛
(𝐴)

|𝑛  where the 𝑃𝑛
(0)

 is initial 

population of 𝑛𝑡ℎ energy level and |𝜖𝑛
(𝐴)

⟩ is the 

eigenstate of the 𝐻𝐴. On the other hand, the fast-

driving protocols, generally, cause the deviation 

from the desired state which is obtained by the 

reversible adiabatic transformation, 𝜌𝐴. So, this 

deviation requires extra work on the system to 

reach the desired state, 𝜌𝐴. The extra work 

mentioned here is called inner friction. The 

amount of extra work depend the duration of 

finite-time transformation, 𝜏. The distance 

between the desired state and the reached state via 

finite time driving is a quantitative measurable 

indicator. The quantum relative entropy is a useful 

tool to measure the amount of the distance 

between 𝜌𝜏 and 𝜌𝐴, 𝐷(𝜌𝜏||𝜌𝐴). Besides, the 

system releases the excess energy sourced by the 

finite-time transformation, as heat form to the heat 

bath. The inverse temperature of the heat bath is 

𝛽𝐴 (1 𝑘𝐵⁄ 𝑇𝐴). Thus the inner friction is defined as 

below [12] 

〈𝜔𝑓𝑟𝑖𝑐〉 = 𝛽−1[𝐷(𝜌𝜏||𝜌𝐴)] ≥ 0.  (4) 

Since the inner friction can be given by the 

quantum relative entropy a similar contribution 

separation as given in Eq. 3 can also be done for 

the inner friction. 

3. RESULTS 

The considered system Hamiltonian of a two-

level single spin interacting to the time-dependent 

magnetic field along the 𝑧-axis and 𝑥-axis, could 

be defined as [14] 

𝐻(𝑡) = Ω0𝐼𝑧 + Ω(𝑡)(cos θ 𝐼𝑧 + sin 𝜃 𝐼𝑥).  (5) 

Where Ω0 is the static magnetic field along the 𝑧-

axis, the Ω(𝑡) is externally controlled time-

dependent magnetic field and 𝜃 is the misaligned 

angle of spin with respect to the static magnetic 

field.  

During the finite time transformation, we tune the 

magnetic field from its initial Ω𝑖 to a final Ω𝑓 

value. It changes linearly with time 𝑡. The driving 

function is given as 

Ω(𝑡) = Ω𝑖 (1 −
𝑡

𝜏
) + Ω𝑓 (

𝑡

𝜏
),      (6) 

where Ω𝑓 = 2Ω𝑖 and Ω𝑖 = Ω0. The 𝜏 is the 

duration of the finite-time transformation. Also, 

the finiti-time transformation can be described by 

a unitary evolution of the density matrix 

expressed by von Neumann equation 𝜌̇(𝑡) =
−𝑖[𝐻(𝑡), 𝜌(𝑡)]. The density matrices of the initial 

and final states are 𝜌0  (where 𝑡 = 0) and 𝜌𝜏 

(where 𝑡 = 𝜏),  respectively.  
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For the above discussed driving protocol (Eq. 6), 

on the considered model (Eq. 5), we now 

investigate the role of the misalignment and the 

total time allocated to the protocol on the 

irreversible work and inner friction given by Eqs. 

1 and 4, respectively. To see the possible 

existence of the irreversibility in a quantum 

system that can be experimentally achievable, we 

chose the parameters which are 

thermodynamically implemented in liquid state 

nuclear magnetic resonance (NMR), recently 

[19]. Therefore, we set the bath temperature at 

𝑇 = 10 𝑝𝑒𝑉 𝑘𝐵⁄  and the frequency at Ω0 = 2𝜋𝑓 

here 𝑓 = 2 𝑘𝐻𝑧 with considering the 

misalignment angles as {0,
𝜋

5
,

𝜋

4
,

𝜋

3
,

𝜋

2
}. 

We first investigate the inner friction given the 

Eq. 4 and plot the inner friction versus the total 

protocol time for different misalignment angles. 

Please recall here that the density matrix for the 

reversible adiabatic may be written in the form as   

𝜌𝐴 = ∑ 𝑃𝑛
(0)

|𝜖𝑛
(𝐴)

⟩ ⟨𝜖𝑛
(𝐴)

|𝑛  which is constructed in 

terms of initial level populations 𝑃𝑛
(0)

 and the final 

eigenstates of the Hamiltonian 𝐻(𝑡 = 𝜏). The 

state 𝜌𝐴 for a qubit is infected an effective thermal 

state at temperature 𝜏𝐴, i.e, 𝜌𝐴 = 𝑒−𝛽𝐴𝐻(𝑡=𝜏) 𝑍𝐴⁄ , 

where 𝑍𝐴 = 𝑡𝑟[𝑒−𝛽𝐴𝐻(𝑡=𝜏)]. The inner friction 

quantifies how the density matrix defined at the 

end of the parametric finite-time transformation 

deviates from the reversible correspondence 𝜌𝐴. 

Figure 2 shows that we obtain zero inner friction 

at the quasi-static regime (𝜏 = 0) and without 

misalignment (𝜃 = 0). The former is the 

consequence of the celebrated quantum adiabatic 

theorem in which the system density matrix 

follows the instantaneous eigenstates without 

changing the initial level populations. The latter 

one is due to the absence of time-ordering in the 

unitary time evolution in the case of [𝐻(𝑡 =
𝑡1), 𝐻(𝑡 = 𝑡2)] = 0 which results also zero inner 

friction. On the other hand, when the Hamiltonian 

at different time instants is incompatible, (when 

0 < 𝜃 ≤ 𝜋 2⁄ ) we obtain non-zero inner friction 

for a finite-time transformation as shown in 

Figure 2. The inner friction is high for a fast-

transformation (small 𝜏 values) which decays 

almost exponentially as a function of 𝜏. The 

transformation considered here can be regarded as 

fast or slow by making interpretation using the 

energy-time uncertainty relation [22]. If we 

denote ∆𝐸 as the minimum energy gap between 

the energy levels during the transformation, then 

one can name the transformation, physically, as 

fast when  𝜏 ≪ ℏ ∆𝐸⁄  or slow when 𝜏 ≫ ℏ ∆𝐸⁄  

[23]. For a given 𝜏, we obtain higher inner friction 

for a larger misalignment 𝜃 since the angle, 𝜃, 

affects the eigenenergies and leads to higher 

system energies for a larger 𝜃. 

 

Figure 2 Inner friction arises in unitary 

transformation as a function of driving time 𝜏 for 

different misalignments 𝜃, at 𝑇𝑖 = 10 𝑝𝑒𝑉 𝑘𝐵⁄ . 

The second considered irreversibility measure is 

the irreversible work which is defined as the 

relative entropy of 𝜌𝜏 to the state at the end of the 

reversible isothermal processes, 𝜌𝐵. Figure 3 

shows the irreversible work as a function of 

protocol time for different misalignment angles 𝜃. 

The irreversible work is always non-zero even in 

the case of zero misalignment 𝜃 = 0 and in the 

quasi-static regime (𝜏 → ∞) due to the population 

mismatch between the final states 𝜌𝜏 and 𝜌𝐵 

(which will be discussed later in the text in detail). 

For non-zero misalignment (0 < 𝜃 ≤ 𝜋 2⁄ ), we 

obtain higher irreversible work for the fast 

transformation which decays to a non-zero stable 

value as 𝜏 increases. In contrast to inner friction 

as shown in Figure 2, the irreversible work is 

always greater than zero and approaches to larger 

non-zero stable values for larger misalignment 

not only at quasistatic regime but also at a finite-

time transformation. This effect is originated from 
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the population mismatch between the states 𝜌𝜏 

and 𝜌𝐵 as we will discuss as a next. 

 

Figure 3 The irreversible work dissipated from the 

system as a function of the driving time 𝜏 for 

different misalignments 𝜃, at 𝑇𝑖 = 10 𝑝𝑒𝑉 𝑘𝐵⁄ . 

We now investigate the mechanisms that 

contribute to inner friction and irreversible work. 

According to Eq. 3, there are two contributions to 

irreversibility. The first is coming from the 

coherence generation in 𝜏𝐴 during the finite time 

parametric transformation and the other one is the 

population mismatch between the state 𝜌𝜏 and the 

target states defined at the end of reversible 

transformations (i.e.,  𝜌𝐴 and 𝜌𝐵). In Figure 4 (a), 

we present the contributions on the irreversibility 

using Eq. 3 as a function of protocol time for the 

misalignment 𝜃 = 𝜋 4⁄ . The coherence 

generation contribution is shown in Figure 4 (b) is 

the same for both the inner friction and the 

irreversible work since 𝐶(𝜌𝜏) measures the 

coherence generation in the energy frame during 

the finite time process. For a fast process, the 

coherence generation is high which decays and 

becomes zero at the quasistatic limit as predicted 

by the quantum adiabatic theorem. 

 

Figure 4 Population mismatch (a) and coherence 

generation (b) contributions to the irreversible work 

(dashed-red) and inner friction (solid-blue) as a 

function of driving time 𝜏. The inset in (a) shows a 

magnification to the population mismatch effect for 

irreversible work. 

The difference between the inner friction and 

irreversible work comes from the population 

mismatch contribution. For a fast transformation, 

the population mismatch is high for both cases. 

Since the final state 𝜌𝜏 approaches to 𝜌𝐴 in the 

quasistatic limit, the population mismatch 

contribution on the inner friction decays to zero as 

𝜏 increases. For the irreversible work case, the 

population mismatch contribution, however, 

approaches to a non-zero stable value as 𝜏 

increases. Therefore, we conclude here that this is 

the population mismatch contribution that leads to 

differences between the two irreversibility 

measures and the non-zero stable value for the 

irreversible work at the quasistatic transformation 

limit. 
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4. CONCLUSIONS 

We have investigated the concepts of irreversible 

work and inner friction for a driven single spin 

misaligned with respect to the external static 

magnetic field. The relative entropy between the 

actual state obtained at the end of the parametric 

finite-time transformation and the state obtained 

in a reversible adiabatic or a reversible isothermal 

transformation is a quantitative measure for the 

inner friction or irreversible work. The 

irreversibility measures are analyzed as a function 

of protocol time at different misalignment angles 

for the eligible parameters for NMR setups. For a 

finite-time transformation, we found a large 

deviation from the target states indicating the 

irreversibility in our setting. The mechanisms that 

contribute to the irreversibility measures have 

been also investigated. We emphasize that the 

coherence generation is the same for both inner 

friction and irreversible work. The differences 

between the irreversible work and the inner 

friction are found to be originated from the 

population mismatch contribution between the 

target states and the one obtained at the end of the 

unitary protocol. 

We would like to remark here that the typical 

energy gaps and the heat source energy 𝑘𝐵𝑇𝑖 a few 

𝑝𝑒𝑉s. Therefore, the irreversible work and the 

inner friction shown in Figures 2 and 3 are on the 

same order of magnitude which is also a few 𝑝𝑒𝑉s 

for the finite-time transformation. For the 

considered operation regime, both thermal and 

quantum fluctuations affect the protocol adopted 

here. Here we elucidate how the quantum 

fluctuations associated with the coherence 

generation in the energy frame due to the fast 

driving leads to irreversibility from two different 

perspectives of definitions. 

In NMR, the characteristic decoherence times are 

in order of seconds. On the other hand, the time 

allocated to the considered unitary driving 

protocol is in order of milliseconds. We, 

therefore, conclude here that the results obtained 

for the irreversible work and friction can be 

realized by using the NMR techniques [10, 24, 

25]. 
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Real Time Control Application of the Robotic Arm Using Neural Network Based 

Inverse Kinematics Solution 

 

Nurettin Gökhan ADAR*1 

 

Abstract 

Robotic arms are widely used in many industrial applications at present. The control of robotic 

arms involves position coordination Cartesian space by a forward/inverse kinematics solution 

method. The inverse kinematics is difficult for real-time control applications, computational 

requirements are intensive and the run-time is high. The traditional solution methods used 

geometric, algebraic, and numerical iterative techniques are inadequate and slow in the inverse 

kinematics solution. Recently, alternative solution methods based on artificial intelligence 

techniques have been developed to solve the inverse kinematics problem. In this study, a multi-

layered feed-forward Artificial Neural Network model was developed to solve the inverse 

kinematics of the 5 degrees of freedom robotic arm. Using the Proportional-Integral control 

algorithm combined with this Artificial Neural Network model, the real-time position control 

of the robotic arm was accomplished. The obtained results were compared with the PI control 

supported by an analytical inverse kinematics solution in real-time. The results showed that the 

PI control combined with Artificial Neural Network has superior tracking ability, smaller 

control error, and better absolute fit to the reference. 

Keywords: Inverse kinematics, Robotic arm, Artificial neural network, PI control, Real-time 

 

1. INTRODUCTION 

Robot manipulators are extensively used in the 

manufacturing industry and also have many other 

specialized applications such as health care, 

agriculture, military. Manipulator applications 

involve pick and place an object in a specific 

position, precision grasping, and manipulation of 

the objects. Motion control of a robot manipulator 

is a fundamental problem that must be addressed 
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1 Bursa Technical University Faculty of Engineering and Natural Sciences, Department of Mechatronics 

Engineering. 

ORCID: https://orcid.org/0000-0001-6888-5755 

at the design stage. In recent years, researchers 

have aimed to develop intelligent and learning 

robots to further accelerate robotic systems by 

maintaining high precision and accuracy in robot 

control. Some of these techniques are the artificial 

neural network imitated the human brain [1-3], 

particle swarm optimization algorithm inspired by 

the bird and fish flocking [4,5], firefly algorithm 

inspired by the social behavior of fireflies in the 

tropical [6]. 
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For the motion control of robot manipulators, 

there is a requirement for the robot kinematics to 

identify the relationship between Cartesian 

coordinates in which robot movements are 

explained and joint parameters in which the 

control is achieved. Forward kinematics calculate 

the position, orientation, and velocity of the end 

effector from the joint displacements and angles.  

The inverse kinematics, which is the more 

difficult and complex, calculate the joint 

displacements and angles from the end effectors 

position and velocity. In the inverse kinematics 

solution, traditional methods used geometric, 

iterative, and algebraic methods are inadequate 

and slow due to the nonlinear equations and the 

complexity of the robot manipulator increasing 

exponentially with the number of joints. For this 

reason, researchers have proposed alternative 

solution methods based on artificial intelligence 

techniques to solve the inverse kinematics 

problem, as in other problems related to robots. 

Robot manipulators are widely used in various 

industrial automation applications and also the 

other specialized fields as medical, military. 

Manipulator applications involve pick and place 

an object in a specific position, precision 

grasping, and manipulation of the objects. To 

accomplish these, the end-effector motion which 

should be efficiently controlled is defined. Robot 

kinematics defined mapping between joint space 

and Cartesian space (x, y, z) is needed for the 

position control of robot manipulators. Forward 

kinematics and inverse kinematics are used for the 

kinematic analysis of robot manipulators. 

Forward kinematics computes the position, 

orientation, and velocity of the end effector from 

the joint displacements and angles, whereas 

inverse kinematics computes the joint 

displacements and angles from the end effector's 

position and velocity. 

Köker solved the inverse kinematics problem of 

the six-joint Stanford robot manipulator by 

combining characteristics of neural networks and 

genetic algorithms [7]. Karlik and Aydin 

investigated the best neural-network 

configurations to solve the inverse kinematics of 

a six-joint robot manipulator. To find the inverse 

kinematics solutions, placement and orientation 

angles of the robot were used [8]. Köker et al. 

proposed the neural network solution of inverse 

kinematics by using cubic trajectory planning for 

a three-joint robotic manipulator [9]. Mayorga 

and Sanongboon presented a neural network for 

fast calculation of the inverse kinematics and 

effective geometrically bounded singularities 

prevention of redundant manipulators [10]. Daya 

et al. presented a neural network architecture that 

consists of 6 sub-neural to control the position of 

robotic manipulators [11]. Duka used feed-

forward neural network computed desired 

trajectories in the two-dimensional Cartesian 

coordinate system for the three-link planar 

manipulator [12]. Zacharie implemented Logistic 

Belief Neural Network (LBNN) on a mobile robot 

with two gripped arms. LBNN was designed to 

control five degrees of freedom robot arm in real-

time [13]. El-Sherbiny et al. compared Artificial 

Neural Network (ANN), adaptive neuro fuzzy 

inference system (ANFIS), and genetic algorithm 

techniques used to solve the inverse kinematics 

problem of the 5-DOF robot arm [14]. Jiang and 

Ishita presented a control system consisting of a 

traditional controller and a neural network 

controller with a parallel structure for trajectory 

tracking control of industrial robot manipulators. 

Neural network controller played a major role in 

the generating of the actuating force/torque 

required by the dynamic trajectory [15]. Xu et al. 

suggested a recurrent neural network-based 

controller for redundant manipulators subject to 

kinematic uncertainties. The controller can 

provide robustness and adaptability even under 

uncertain conditions because it can learn 

uncertain model parameters online [16]. Sharma 

used a 2-DOF Proportional Integral Derivative 

(PID) for trajectory control of a two-joint planar 

robot arm [17]. 

The control of robotic manipulators has a wide 

research area because of difficult manipulation 

tasks. Even though many robots work with high 

accuracy, repeatability, and stability, research 

continues on the improvement of robotic 

manipulators to upward increase the precision in 

robot control. Numerous advanced control 

algorithms have been developed so far, but PID 

controllers are employed as the first choice in 

most current robots in industrial operations due to 

their simplicity and practicability. However, the 
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linear PID controllers are not adequate for precise 

control of robot manipulators equipped with 

direct-drive actuators or perform high-speed 

motion despite all their advantages. It fails to 

provide effective control to nonlinear, uncertain, 

and coupled systems. The capability and utility of 

the conventional PID controller can be increased 

to a good extent with hybridization. 

This paper describes the implementation of the PI 

control algorithm combined with ANN for 

inverse kinematics solving to real-time position 

control of robot manipulator. Obtained results of 

the proposed control algorithm are compared with 

the outcomes of PI control method used for 

analytical inverse kinematics solving in real-time. 

2. KINEMATICS ANALYSIS OF ROBOTIC 

ARM 

5 DOF robotic arm which is similar to human arm 

structure was studied. A forward and inverse 

kinematics equation is needed to control the 

robotic arm in Cartesian space. Forward 

kinematics equations are derived using the 

Denavit-Hartenberg (D-H) method. The 

coordinate systems of the robotic arm are shown 

in Figure 1 and D-H parameters of the robot arm 

are given in Table 1 where θi represents rotation 

about the Z-axis, ai transition along the X-axis, αi 

rotation about the X-axis and di transition along 

the Z-axis. 

 

Figure 1 The robotic arm coordinate systems 

 

Table 1  

D-H parameters of the robotic arm 

 di αi ai θi 

1 d1=100 90o 0 θ1+90o 

2 0 90o 0 θ2+90o 

3 d3=250 90o 0 θ3+90o 

4 0 -90o 0 θ4 

5 d5=100 90o 0 θ5 

Details of the forward kinematics equations of the 

robotic arm whose x-y-z position coordinates are 

given below are presented in [18]: 

𝑃𝑥 = cos𝜃1(𝑑3 + 𝑑5cos𝜃4)sin𝜃2

− 𝑑5(cos𝜃1cos𝜃2cos𝜃3

+ sin𝜃1sin𝜃3)sin𝜃4 

𝑃𝑦 = (𝑑3 + 𝑑5cosθ4)sinθ1sinθ2 +

𝑑5(−cosθ2cosθ3sinθ1 + cosθ1sinθ3)sinθ4      (1) 

𝑃𝑧 = 𝑑1 − cosθ2(𝑑3 + 𝑑5cosθ4)
− 𝑑5cosθ3sinθ2sinθ4 

where Px, Py, and Pz represent the position of the 

end-effector according to the base frame 

respectively. 
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In this study, the Algebraic method, one of the 

closed-form methods, was used to obtain the 

robotic arm inverse kinematics equations. The 

target homogeneous transformation matrix can be 

selected as follow: 

𝑇𝑡𝑎𝑟𝑔𝑒𝑡 = [

𝑛𝑥

𝑛𝑦

𝑛𝑧

0

𝑜𝑥

𝑜𝑦

𝑜𝑧

0

𝑎𝑥

𝑎𝑦

𝑎𝑧

0

𝑝𝑥

𝑝𝑦

𝑝𝑧

1

]                                  (2) 

where p (px, py, pz) is the position of the end-

effector and n (nx,ny,nz), o(ox,oy,oz) and a (ax,ay,az) 

are orthogonal unit vectors that define the 

orientation of end-effector frame. 

Derivation of the inverse kinematics equations of 

the robotic arm whose θ1, θ2, θ3, θ4, θ5 equations 

are given below is presented in [18]: 

𝜃1 = 𝑎𝑡𝑎𝑛2(𝑝𝑥 − 𝑜𝑥 𝑑5, −𝑜𝑦 𝑑5 + 𝑝𝑦 ) 

𝜃2 = 𝑎𝑐𝑜𝑠( (𝑜𝑧 𝑑5 + 𝑑1 − 𝑝𝑧)/𝑑3) 

𝜃3 = 𝑎𝑡𝑎𝑛2(𝑜𝑥 cos(𝜃1) cos(𝜃2) +
𝑜𝑦 cos(𝜃2) sin(𝜃1) + 𝑜𝑧 sin(𝜃2) , 𝑜𝑦 cos(𝜃1) −

𝑜𝑥 sin (𝜃1)                                                                     (3) 

𝜃4 = acos (((𝑑1 − 𝑝𝑧) cos(𝜃2) + (𝑝𝑥 𝑐𝑜𝑠(𝜃1)
+ 𝑝𝑦 𝑠𝑖𝑛(𝜃1)) sin(𝜃2) − 𝑑3)/𝑑5) 

𝜃5

= 𝑎𝑡𝑎𝑛2(−𝑎𝑧 cos(𝜃2) + 𝑎𝑥 cos(𝜃1) sin(𝜃2)
+ 𝑎𝑦 sin (𝜃1) sin(𝜃2) , −𝑛𝑧 cos(𝜃2)

+ 𝑎𝑧 cos(𝜃1) sin(𝜃2) + 𝑛𝑧 sin (𝜃1) sin(𝜃2) 

where θ1, θ2, θ3, θ4, and θ5 are presented joint 

angles respectively. 

3. SOLUTION OF INVERSE KINEMATICS 

WITH ANN 

ANN can be used to overcome the complexity and 

difficulty of solving robot inverse kinematics 

equations. The model can be characterized as a 

fully connected three-input which are the x-y-z 

Cartesian coordinate of end-effector, fifteen-

hidden, five-output which are θ1, θ2, θ3, θ4 and θ5 

joint angles neural network. Levenberg-

Marquardt is selected to implement Multilayer 

neural networks training and the sigmoid logistics 

transfer function is used in the output. 

There are two main steps to develop ANN: 

training and testing. For this, a total of 520 data 

were collected from the experimental setup. 400 

of the 520 data were for training while 120 data 

were for testing. The development of the neural 

network was carried out in the Matlab/Simulink 

Neural Network toolbox. Input and output data of 

the ANN are given in Figure 2. 

 

(a) 

 

(b) 

Figure 2 ANN input and output training data set 

4. THE CONTROL OF ROBOTIC ARM 

The robotic arm was controlled to compare the 

performance of ANN and analytical inverse 

kinematics. PI control algorithm was applied to 

control the position of the robotic arm for both 

ANN model and analytical inverse kinematics 

solution in real-time. The structure of the 

proposed control system is shown in Figure 3.  
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Figure 3 Structure of the proposed control system 

General expressions of PI controller are given 

below: 

𝑢(𝑡) = 𝐾𝑝 ((𝑟(𝑡) − 𝑦(𝑡)) +
1

𝑇𝑖
∫ (𝑟(𝑡) −

𝑡

0

𝑦(𝑡)) 𝑑𝑡)       (4) 

where r(t), y(t) and u(t) are the reference, process 

output, and control signal, respectively. Kp is the 

PID gain, Ti is the integral time constants. 

The gains of PI controller for 5 DOF robot arm 

automatically were tuned by MathWorks 

algorithm to achieve a balance between 

performance and robustness. Kp and Ki gain 

values of the PI controllers used for Cartesian 

coordinates (x, y, z) are tuned as shown in Table 

2. 

Table 2  

The gain values of the PI controllers 

PI Controller Kp Ki (Kp/Ti) 

x-coordinate  0.5 0.1 

y-coordinate 0.5 0.2 

z-coordinate 0.3 0.15 

In this control method, reference x-y-z values are 

provided externally by the user. Servo motors 

used in the robotic arm have embedded sensors. 

Each motor’s angular position can be provided 

feedback in real-time. Forward kinematics is used 

to compute the actual position of the end effector 

from the feedback motor’s angular position. Error 

is obtained by comparing the computed actual 

position (real x-y-z values) and reference x-y-z 

values. This error is the input of the PI controller 

to get the control signal.  Control signals obtained 

from the controller are given as input to the ANN 

or Inverse kinematics to calculate joint angles. 

Using these joint angle values, it is provided to 

move to the desired position of the robotic arm 

with servo motors. 

5. IMPLEMENTATION AND RESULTS 

Experimental setup is given in Figure 6. A 

computer, power supply, USB converter, and 

robotic arm constitute the hardware part of the 

experimental setup. the robotic arm is driven with 

Dynamixel servo motors. Each motor 

communicates with a computer with RS-485 

using a USB converter. Figure 4 demonstrates the 

fundamental configuration of the arm at its home 

position. 

 

Figure 4 Fundamental configuration of the robotic 

arm 

The algorithm was developed using Matlab-

Simulink. Communication between Matlab-

Simulink and servo motors is established using 

the RapidSTM32 library. RapidSTM32 is a 

Simulink device driver block set and tool suite for 

the STM32 microcontroller family. 

In this study real-time applications of the 5-DOF 

robotic arm were implemented to compare the 

performance of ANN and analytical inverse 

kinematics. 
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Figure 5 shows the tracking capabilities on the 

desired trajectory of the robotic arm used different 

inverse kinematics solution approaches 

(analytical and ANN). Also, it can be seen how 

the end-effector tracks the desired position on the 

x, y, and z coordinates in the Cartesian space. 

 
(a) 

 
(b) 

 
(c) 

Figure 5 Trajectory tracking capabilities of the 

analytical and ANN approach for the x coordinate, 

the y coordinate, the z coordinate. 

The reference position was modified at 10, 20, 

and 30 seconds. PI control system combined with 

ANN solves responded to the changes in x-y-z 

coordinates of reference position in less time and 

with smaller error than the analytical solution. In 

the PI control with the analytical solution, large 

overshoot/undershoot are observed at the points 

of change of the reference position. In initial time 

(t=0), PI controller combined with ANN has 

values away from x and y reference positions. 

This is because the ANN solution initially uses 

random weights. However, it has faster control 

response and lower settling time. 

The relative errors and Root Mean Square Errors 

(RMSE) in the x-y-z coordinates for each interval 

of the reference position are given in Table 3 and 

Table 4, respectively. Relative Error and RMSE 

are calculated as follows: 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟 (%)

=
𝑅𝑒𝑓. 𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛 − 𝐴𝑟𝑚′𝑠 𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑖𝑛 𝑅𝑒𝑎𝑙 𝑇𝑖𝑚𝑒 

𝑅𝑒𝑓. 𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛
× 100 

𝑅𝑀𝑆𝐸 =

√
1

𝑁
∑ (𝑅𝑒𝑓. 𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛 − 𝐴𝑟𝑚′𝑠 𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑖𝑛 𝑅𝑒𝑎𝑙 𝑇𝑖𝑚𝑒)2𝑁

𝑘=1      

                                                                                          (5) 

Table 3. The relative errors in the x-y-z coordinates of 

PI control approaches used analytical and ANN-based 

inverse kinematics. 

Coordinate 
Time 

(sec) 

Relative Error (%) 

Analytical 

Inverse 

Kinematics 

ANN-Based 

Inverse 

Kinematics 

x 

10 1.4655 -0.2799 

20 -0.4980 -0.2088 

30 -0.6612 0.3126 

40 0.5636 0.1269 

y 

10 -1.8490 -0.0589 

20 1.2316 -0.3517 

30 0.5013 0.1028 

40 0.4398 -0.0665 

z 

10 -0.3731 0.1854 

20 -2.8472 -1.6168 

30 1.3420 -0.0673 

40 -1.9753 -0.0342 

 

Table 4 RMSE in the x-y-z coordinates of PI control 

approaches used analytical and ANN-based inverse 

kinematics. 
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Coordinate 

Time 

İnterval 

(sec) 

RMSE 

Analytical 

Inverse 

Kinematics 

ANN-Based 

Inverse 

Kinematics 

x 

0-10 9.5114 9.0954 

10-20 2.4381 1.7242 

20-30 1.3613 1.2985 

30-40 1.7884 1.5574 

y 

0-10 5.5952 4.9086 

10-20 2.7881 1.3991 

20-30 2.3009 0.6003 

30-40 1.0700 0.6950 

z 

0-10 0.1107 0.1350 

10-20 3.9429 2.4764 

20-30 1.2369 0.8968 

30-40 1.5826 0.8437 

The PI control method used the ANN-based 

inverse kinematics solution has achieved smaller 

relative errors to the reference position. Also, the 

robotic arm controlled in real-time using ANN-

based inverse kinematics has reached close to the 

reference position with lower RMSE values at all-

time intervals, as can be seen from Tables 4. It is 

seen that the ANN method has also a better 

absolute fit to the reference. 

6. CONCLUSION 

This study aims to minimize the PI control error 

in real-time of the 5 DOF robotic arm by using the 

ANN model to solve inverse kinematics. For this 

aim, an ANN model with optimal topology was 

developed that solves the inverse kinematics 

problem and predicts joint angles. The training 

performance of the designed network was 

evaluated and a high correlation was obtained. 

Validation results showed that the ANN model 

solves this problem with high accuracy, provides 

a strong estimate and good generalization 

capability.  

The position control of the robotic arm was 

accomplished the PI control algorithm combined 

with ANN and This proposed approach was 

compared with the PI control supported by an 

analytical inverse kinematics solution in real-

time. 

Tracking ability and control errors in the x-y-z 

coordinates of the robotic arm, which was 

controlled by two different methods for 40 

seconds in real-time, were examined and the high 

accuracy of the results obtained from the PI 

control combined with ANN can be clearly 

observed. 
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Vote-Based: Ensemble Approach 

 

Abdul Ahad ABRO*1 

 

Abstract 

Vote-based is one of the ensembles learning methods in which the individual classifier is 

situated on numerous weighted categories of the training datasets. In designing a method, 

training, validation and test sets are applied in terms of an ensemble approach to developing an 

efficient and robust binary classification model. Similarly, ensemble learning is the most 

prominent and broad research area of Machine Learning (ML) and image recognition, which 

assists in enhancing the capability of performance. In most cases, the ensemble learning 

algorithm yields better performance than ML algorithms. In  this  regard,  numerous approaches  

had  been  studied  significantly  and  used  to  accomplish  better  yields  from  the  existing 

literature;  however, the outcomes of these methods are inadequate. Unlike existing methods, 

the proposed technique aggregates an ensemble classifier, known as vote-based, to employ and 

integrate the advantage of ML classifiers, which are Naive Bayes (NB), Artificial Neural 

Network (ANN) and Logistic Model Tree (LMT). This paper proposes an ensemble framework 

that aims to evaluate datasets from the UCI ML repository by adopting performance analysis. 

The experimental consequences reveal that the intended approach outperforms than the 

conventional approaches. Furthermore, the experimental outputs indicate that the suggested 

method provides more accurate results according to the base learner approaches in terms of 

accuracy rates, an area under the curve (AUC), recall, precision, and F-measure values. This 

method can be used for binary classification, image recognition and machine learning problems. 

Keywords: Machine Learning, Artificial Neural Network (ANN), Ensemble learning, Data 

Mining, Classification. 

 

1. INTRODUCTION 

Machine Learning and Ensemble Learning 

multiple approaches intend to merge specific 

decisions by weighted or unweighted vote-based 

to classify new events as an active research area. 

These systems are mainly aimed towards 

achieving efficient results in classification rather 
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than using a single model. Ensemble Learning is 

an approach of ML, which associates distinct base 

models to develop a single predictive model [1]. 

This is one of the sophisticated approaches of data 

assessment to pact with reflections having several 

datasets, as automated tools are being applied in 

it to locate patterns and relationships. Several 

methods are used in ensemble learning to progress 
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prediction models [2]. It is much viable for 

resolving classification problems due to its 

robustness, highly concise prediction and 

measurements of variable significance. Ensemble 

learning is successfully deployed for its 

significant performance in numerous aspects, 

including medical, remote sensing, pattern 

recognition and sensors (IoT) for its magnificent 

outputs. NB, introduced by Chen et al. [3], 

proposed the particular relevant method, which 

chose some of the attributes to design the NB 

approach. The outcomes refer to the classification 

accuracy by maintaining efficiency, time and 

simplicity. ANN, suggested by Khwaja et al. [3], 

merged the bagging and boosting to train the 

model on sampling original training data in 

bagged-boosted ANNs. The results show the 

decreased variance compared to single ANN, 

boosted ANN, bagged ANN. 

On the other hand, SVM, proposed by Nieto et al. 

[4], comprised of statistical learning theory with a 

latest class model, generates the classification 

values which possess the well-known accuracy of 

the multivariate function. SVM is a paradigm that 

utilizes classification algorithms for two-group 

challenges. It is accuracy and predictive 

performance on the survival of traumatic brain 

injuries performed significantly improved than 

logistic regression. SVM is a valuable approach 

for resolving classification and regression 

challenges. While the LMT [5], the combination 

of decision tree and logistic regression models 

give accurate outcomes of these algorithms; 

whereas, the high computational cost makes it 

inadmissible. The suggested method LogitBoost, 

with 14 benchmark datasets, provides the training 

time decreed while accuracy remains constant in 

fast incremental learning of logistic model tree. 

The main idea of this research is summarized in 

the following manner:  

I) Vote-based ensemble learning method 

improves the binary classification performance 

accuracy. II) Comparative analysis of three base 

learners and seven datasets from the UCI ML 

Repository based on five evaluation criteria; 

accuracy (Acc), AUC, precision, recall and F-

measure.  

 

This research is organized into several sections. In 

section 2, related works pertain to machine and 

ensemble learning are presented. In section 3, the 

methodology is discussed in detail. Section 4, 

provides experimental design, the definition of 

the datasets, performance evaluation and results. 

Finally, the conclusion and future work are 

suggested in section 5.  

2. RELATED WORK 

In literature review, each ensemble and ML model 

has its pros and cons. Generally, its behaviour 

majorly depends upon the features of various 

suggested areas. Therefore, the performance 

evaluation of ensemble and ML models for vote-

based assessment is significantly desired, 

although many assessment assignments have been 

agreed out by researchers, such as [6,7,8]. There 

are a wide variety of methods to build ensembles. 

In this work, we mainly focus on the vote-based 

ensemble method, which comprises other 

supervised ML algorithms. In [9], ensemble 

classifiers have been well researched and utilized 

to enhance the accuracy in multiple tasks. Many 

ensemble approaches, including weighted 

majority voting (WMV), majority voting, max 

combiner, mean combiner and median combiner, 

were introduced. 

In contrast, specific classifiers can be aggregated 

utilizing any of these approaches. WMV is most 

demanding among the other method due to its 

theoretical usage, sensitivity and efficient results. 

In [10], naïve Bayes attempts to weigh up the 

general knowledge of classification in a multi-

domain e-commerce platform. This model is 

designed to the immense computational 

efficiency of the traditional naïve and has an 

improved capability of classification for dealing 

with datasets. It enhances the performance and 

adaptability of the method. In other studies 

[11,12], a single layer of neurons was introduced 

between the input and output layers. The network 

was trained using epochs and an Adam optimizer 

with a default learning rate, whereas ANN is one 

of the methods which perform best in terms of 

sensitivity, followed by the SVM, decision tree 

and Logistic regression methods. In [13], the 

Logistic model tree, Random Forest (RF) and 
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classification and regression tree (CART) were 

constructed using training data. As per this 

detailed study, all three models show valuable 

performances; the RF model has the maximum 

analytical ability in comparison to the LMT and 

CART models. However, there are still few state-

of-the-art models, for instance [14,15], CART 

which has been employed for assessment rarely, 

and therefore should be more examined and 

linked in a more advanced manner. The aim of 

classification is to correctly predict the target 

class for each case in the data. Whereas in the 

prototype build training process, a classification 

algorithm co-ordinate among the principles of the 

predictors and the standards of the  target. Distinct 

classification algorithms accomplish distinct 

methods for finding associations. These 

associations are prototype, which can operate to a 

distinct dataset in which the class is unidentified. 

                   3. METHODOLOGY 

This section provides the analysis of the 

suggested method, preprocessing of data and 

classification of algorithms used in detail. 

3.1. The Analysis of Proposed Method 

This system consists of several stages: datasets, 

base learners, comparative analysis of results, 

conclusion and future work shown in Figure 1. In 

addition, 10-fold cross-validation used for all 

learners and datasets to obtain generalization 

performance of the system is shown.  

3.2. Preprocessing of Data 

The ranges of the values in data preprocessing 

may be high. In this scenario, classification 

algorithms could be affected significantly or 

negatively by some features. Therefore, data 

values are normalized to [0,1] range using min-

max normalization technique [16], in Equation (1)  

  (1) 

For mapping value of a feature xi from the range 

[min(xi), max(xi)] to a new range [minxnew, 

maxxnew], the normalized feature x̑i is computed. 

 

Figure 1 Overview of the proposed system 

3.3. Classification of Algorithms 

In this paper, a framework has been proposed for 

an ensemble learning method, including NB, 

ANN and LMT. Ensemble Learning, such as 

vote-based, enables one to diminish various 

influences such as classification error. 

Furthermore, combinations of many classifiers, 

particularly in the case of unstable classifiers, 

which may generate a more reliable classification 

than a single classifier. 

The key concept of this analysis is to establish and 

provide data comprised of diverse attributes to 

present new methods related to binary 

classification. NB is a robust ML  algorithm, 

which is used for predictive modelling [17]. It is 

an algorithm for classifying binary and multi-

class problems. This approach is appropriate for 

binary or categorical input values. ANN is an 

information processing paradigm, which is 

considered as Universal Function Approximators. 

It is a modest and very influential process. It is 

considered as the class of feedforward artificial 
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neural network and composed of a highly 

interconnected processing model to solve the 

classification and regression model [18]. Whereas 

[19], SVM is a robust supervised ML algorithm, 

which is used for classification and regression 

challenges. It is a versatile and high-dimensional 

space-effective algorithm. LMT is defined as a set 

of logistic regression and decision tree learning. It 

is creating a more accurate model than C4.5 and 

CARD in real-world datasets. It is also a well-

known enhanced decision tree learner [20].  

4. EXPERIMENTAL DESIGN 

We describe and present the experimental 

process, evaluation measures and experimental 

results for this study in the subsections: 

4.1. The Experimental Process 

In the experimental process, seven datasets have 

been used ML Repository for classification 

schemes [21]. The number of instances, attributes, 

and classes for each dataset are presented. The 

specifications of these datasets are demonstrated 

in Table 1. The performance of our algorithm is 

being associated to several other state-of-the-art 

learning schemes on datasets and shows that it 

produces accurate outcomes. 

All experiments are performed on a total of 3 ML 

classifiers by using WEKA (Waikato 

Environment for Knowledge Analysis) ML 

toolkit and JAVA programming language [22]. 

We utilized default parameter values for all 

classifiers. We carry out 10-fold cross-validation 

to all datasets to yield reliable results. This cross-

validation is imposed on the actual dataset 

casually segregated into 10 similar sized sets, one 

of which is used as test validation, while the 

remaining sets are used for training operations. 

The process is repeated 10 times and considered 

the averages of the results. 

Dataset characteristics are evaluated concerning 

the attributes and the number of instances. These 

datasets are typically used to solve ML-related 

concerns. Datasets are chosen according to their 

distinct parameters from the Repository. It is 

determined by investigating the appropriate data 

or datasets which are being utilized in the various 

research papers related to ML issues. The 

proposed vote-based ensemble learning technique 

has been introduced for this process. This method 

utilized the imbalanced classification problems of 

binary (two-class) where the positive case, such 

as (class 1), is taken as an unusual and negative 

case (class 0) is taken as normal. In this work, 

three different ML approaches have been carried 

out along with the ensemble learning method, 

which is considered appropriate for this 

mechanism. However, the performance metrics 

are calculated based on the datasets according to 

binary classification problems.  

Table 1  

Datasets Specifications 

Datasets Attributes Instances Classes 

Audiology 69 226 24 

Balance 

Scale 

4  625  3 

Credit 

Approval 

15 690  2 

Heart (Statlog) 13  270  2 

Ionosphere 34  351  2 

Sonar 60  208  2 

Zoo 17 101 7 

4.2. Analysis of Algorithm 

The hybrid nature of algorithm produces 

dynamically efficient outcomes with respect to 

different ensemble classifiers and target class for 

each case in the data. The result of vote-based 

ensemble approach is progressive. This approach 

provides more beneficial and efficient outputs by 

using the advantages of these algorithms.   

5. MEASURES OF EVALUATION 

This section describes the five performance 

evaluation measures of the suggested method, 

consisting of accuracy, AUC, precision, recall and 

F-measure. 

Accuracy represents how near a measurement is 

to an identified or accepted figure. It is further 

defined in Equation (2).  

                    (2)            
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In equation 2, TN, FN, FP and TP show the 

number of True Negatives, False Negatives, False 

Positives and True Positives. AUC is the area 

under the ROC curve for classifier performance. 

Its value will always be between 0.0 and 1.0. ROC 

graphs are two-dimensional graphs. In this curve, 

the TP rate is plotted on the Y-axis and FP rate is 

plotted on the X-axis [23]. If AUC value is close 

to 1, the classifier is more reliable and better than 

a random classifier. 

 Precision is a positive analytical value [8]. 

Precision defines how reliable measurements are, 

although they are farther from the accepted value. 

The precision is shown in Equation (3).    

                  (3)                                         

 

The recall is the hit rate [24]. The recall is the 

reverse of precision; it calculates false negatives 

against true positives. The recall is illustrated in 

Equation (4).                  

                   (4) 

 

F-measure can be defined as the weighted average 

[8] of precision and recall. This rating considers 

both false positives and false negatives. The F-

measure is presented in Equation (5).                                                                                      

(5)                                                                            

 

In the weighting operation, these criteria are 

adjusted by the reference class prevalence 

proportionally in the data. Tables 2-8 present 

accuracy, AUC, precision, recall and F-measure 

individual weighted values for all datasets 

[25,26].    

 

 

 

 

Table 2  

Weighted values for audiology dataset 

 

Table 3 

Weighted values for balance scale dataset 

 

Table 4  

Weighted values for credit approval 

 

Table 5 

Weighted values for heart (statlog) dataset 

 

Table 6 

Weighted values for ionosphere dataset 

Audiology (Standardized)  

Methods Acc(%) AUC Precision Recall F-

Measure 

NB 73.4513 0.943 0.750 0.943 0.500 

ANN 83.1858 0.978 1.000 0.832 0.857 

SVM 81.8584 0.941 1.000 0.819 0.857 

LMT 84.0708 0.957 1.000 0.841 0.667 

Balance Scale 

Methods Acc(%) AUC Precision Recall F-

Measure 

NB 90.4000 0.971 0.901 0.904 0.938 

ANN 90.7200 0.977 0.916 0.907 0.911 

SVM 87.6800 0.879 0.868  0.877 0.909  

LMT 89.7600 0.981 0.859 0.898 0.873 

Credit Approval 

Methods Acc(%) AUC Precision Recall F-

Measure 

NB 77.6812 0.896 0.793 0.777 0.769 

ANN 83.6232 0.895 0.836 0.836 0.836 

SVM 84.9275 0.856 0.861 0.849 0.850 

LMT 84.7826 0.920 0.852 0.848 0.848 

Heart (Statlog) 

Methods Acc(%) AUC Precision Recall F-

Measure 

NB 83.7037 0.898 0.837 0.837 0.837 

ANN 78.1481 0.839 0.784 0.781 0.782 

SVM 84.0741 0.837 0.841   0.841 0.840 

LMT 83.3333 0.897 0.833 0.833 0.833 

Ionosphere 

Methods Acc(%) AUC Precision Recall F-

Measure 

NB 82.6211 0.935 0.842 0.826 0.829 

ANN 91.1681 0.915 0.918 0.912 0.909 

SVM 88.604 0.853 0.891 0.886 0.883 

LMT 93.1624 0.922 0.934 0.932 0.930 
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Table 7 

Weighted values for sonar dataset 

 

 

Table 8 

Weighted values for zoo dataset 

 

Table 9 

Our proposed vote-based approach 

 

 

- * Indicates the similar performance results 

concerning base learner. 

- High Acc, AUC, Precision, Recall and F-measure 

are shown in Bold, while the greyed shows 

insufficient results. 

- Impr. represents improvement according to the best 

results of Tables 2-8. 

6. EXPERIMENTAL RESULTS 

To sum up, Tables 2-8, have been designed 

according to the diverse datasets concerning the 

numerous approaches of ML in terms of different 

specifications. In Table 2, LMT has better 

outcomes, which provides 84.0708% Acc in 

comparison to others. Likely, in Table 3, ANN 

indicates 90.7200% Acc adequate consequences. 

Similarly, in Table 4, the SVM presents 

84.9275% Acc effective results. Likewise, in 

Table 5, the SVM illustrates the 84.0741% Acc 

productive outcomes. In Table 6, LMT has shown 

the 93.1624% Acc result. Furthermore, in Table 

7, ANN represents the 82.2115% Acc output. 

However, in the end, ANN shows a 96.0396% 

Acc result in Table 8. In general, ANN has more 

successive consequences than SVM; whereas the 

SVM provides more effective outputs than NB in 

most of the datasets. On the other hand, LMT has 

also provided satisfactory results to some extent, 

which is illustrated in Tables 2 and 8. 

In Table 9, the vote-based ensemble learning 

method has been applied, in which the model is 

trained with the combined prediction preceding 

model. The vote-based has been set as a classifier 

and experienced the diverse datasets with 

numerous methods like ANN, LMT and NB in the 

given order. The Audiology, Credit Approval, 

Heart (Statlog), Ionosphere, Sonar and Zoo 

datasets have significant outputs regarding the 

accuracy, recall, precision,  AUC and F-measure 

parameters in Table 9; however, the Balance 

Scale dataset show a similar outcome for Table 3.  

In Table 9 demonstrates the comparison of all 

dataset results concerning our proposed vote-

based meta-ensemble learning method. As it is 

clearly shown in Table 9, a Meta-ensemble 

classifier, vote with three base learners (namely, 

ANN, LMT and NB), provides highly accurate 

Sonar 

Methods Acc(%) AUC Precision Recall F-

Measure 

NB 67.7885 0.800 0.704 0.678 0.673 

ANN 82.2115 0.878 0.822 0.822 0.822 

SVM 75.9615 0.758 0.759 0.760 0.759 

LMT 77.8846 0.846 0.779 0.779 0.779 

Zoo 

Methods Acc(%) AUC Precision Recall F-

Measure 

NB 95.0495 1.000 0.963 0.950 0.947 

ANN 96.0396 0.993 0.960 0.960 0.958 

SVM 96.0396 0.984 0.960 0.960 0.958 

LMT 94.0594 0.997 0.941 0.941 0.939 

Proposed Vote-Based 

Classifier ANN, LMT, NB 

Classi

fier 

Acc  

(%) 

Im

pr. 

(%) 

A

U

C 

Preci

sion 

Rec

all 

F-

Mea

sure 

Audio

logy 

85.3

982 

1.3

274 

0.9

79 

0.91

4 

0.8

54 

0.92

2 

Balan

ce 

Scale 

*90.

7200 

0.0

000 

0.9

89 

0.89

1 

*0.

907 

0.88

0 

Credit 

Appro

val 

85.6

522 

0.7

247 

0.9

18 

0.85

7 

0.8

57 

0.85

6 

Heart 

(Statl

og) 

84.8

148 

0.7

407 

0.9

00 

0.84

8 

0.8

48 

0.84

8 

Ionos

phere 

94.5

869 

1.4

245 

0.9

52 

0.94

7 

0.9

46 

0.94

5 

sonar 
82.6

923 

0.4

808 

0.8

93 

0.82

7 

0.8

27 

0.82

7 

Zoo 
97.0

297 

0.9

901 

0.9

99 

0.96

9 

0.9

70 

0.96

8 
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outcomes in comparison to others. Moreover, it is 

analyzed that when the vote-based ensemble 

method combines with ANN, it provides more 

accurate outcomes than ANN; whereas ANN does 

not provide better outcomes when applied 

individually. 

7. CONCLUSION AND FUTURE WORK 

Based on the numerical and experimental 

outcomes, the core findings of this research effort 

can be summarized as follows: 

In this paper, the ensemble learning classifier is 

being widely used due to its effectiveness and 

high performance in various fields such as ML 

and pattern recognition. In this study, the vote-

based was correlated with the standard 

implementations of NB, ANN, SVM and LMT. 

The experimental results with 07 datasets indicate 

the outperformance of the model among all the 

four methods by a large margin. It ensured that 

vote-based has a similar diversity-accuracy 

pattern to Neural Network but is more accurate 

and diverse than it. A reasonable performance has 

been achieved by utilizing our applied ensemble 

techniques when compared with similar studies in 

the literature. A marginal improvement has been 

fetched statistically and shows significant 

differences in favor of the implemented method. 

Many machine learning algorithms, on the other 

hand, are incompetent to deliver good results 

since they are dependent relative on datasets. The 

sensitivity of a algorithm can be considerably 

influenced by the size of the training and test sets. 

In the future, other hybridization of ensemble 

learning methods will be utilized for performance 

improvement.  
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