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Abstract: The aim of this research is to develop Hostility in Pandemic Scale (HPS) 

for Turkey Population to determine the hostility levels of individuals, which is a 

factor affecting the mental well-being of the society during the pandemic. The 

study group consists of 855 individuals between the ages of 18-65 from different 

genders, and have experienced the pandemic process. For the construct validity of 

the scale results, exploratory factor analysis was conducted and a one-dimensional 

structure consisting of 22 items was revealed. It was determined that the variance 

explained by the scale showing a one-dimensional structure was 41.5%. As a result 

of the confirmatory factor analysis performed through a separate study group, it 

was revealed that all items have significant t values, and the model established 

according to model fit indexes has meaningful and acceptable fit values. Buss-

Perry Aggression Scale was applied with HPS for the criterion validity. As a result 

of the criterion validity analysis, a significant relationship was found between the 

scale scores. The Cronbach Alpha was calculated to analyses internal consistency 

of the scale and a reliability level of 0.93 was obtained. The test-retest reliability 

results were found as 0.89. In addition, item statistics revealed that all of the scale 

items can discriminate well among the respondents. Results of the analysis 

revealed that, the Hostility Scale in Pandemic Process provides valid and reliable 

results. 

1. INTRODUCTION 

Pandemic triggers changes in the psychological and sociological structure of the society. 

Therefore, understanding the epidemiology of the pandemic and defining the changes occurring 

in the societies undergoing the pandemic process is necessary to guide not only the current 

pandemic, but also the repetitive waves of the same virus and public health responses in future 

pandemics (Trauer et al., 2011). During the pandemic, individuals might face post-traumatic 

stress disorder (Lee et al., 2018), stress, anxiety, depressive symptoms, rejection, fear and anger 

(Jones et al., 2017). Negative effects on psychological well-being in the society may lead to the 

development of hostile feelings and actions regarding the emergence and spread of the virus. 

Hostility is a complex set of tendencies that includes negative beliefs, angry emotions, and 

aggressive interactions (Spilberger et al., 1983), but can also be seen as a transient state 

(Rosenman, 1991) or a stable personality trait (Miller et al., 1996). Although closely related, 
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hostility appears to be more precisely differentiated from both anger and aggression, as it 

combines attitudinal and cognitive characteristics (Gambone, 1999). Considering the literature 

on hostility, it can be stated that the focus is primarily on the link between personality and 

negative health outcomes (Becker & Lesiak, 1977; Faay et al., 2020; Keith et al., 2017; Ranchor 

et al., 1997). It is also recognized that social-environmental conditions and genetics are 

important dynamics in the formation and maintenance of hostility (Contrada, 1994). Hostility, 

which is a negative attitude, often causes people to experience anger. The individual, who has 

a hostile attitude, experiences a negative and pessimistic view of the world, distrust towards 

other people and a desire to harm. These individuals generally worry about problems and cannot 

cope with uncertainty (Eckhardt, Bradley & Deffenbacher, 2004). In addition, these individuals 

who have difficulty reading social cues display aggressive behavior in their social interactions 

(Suls & Bunde 2005). Individuals who have a hostile attitude experience stress due to having a 

pessimistic perspective, anger and aggression. This stress negatively affects the mental and 

social lives of individuals, who have a hostile attitude, and causes health problems (Maan Diong 

et al., 2005). 

Hostility is related with many outcomes in the social health and it is important that these 

relationships could be analyzed statistically. Thus, there are several assessment tools in the 

literature to be used in the studies to assess hostility with different variables. Buss and Durke 

(1957) developed an inventory in order to assess different kinds of hostility, such as: Assault, 

Indirect Hostility, Irritability, Negativism, Resentment, Suspicion, Verbal Hostility, and Guilt. 

In their scale, Cook and Medley (1957) associated hostility with enhanced risk for physical 

disorders, psychological dysfunction, and problems in interpersonal relationships. Xenophobia 

Scale by Veer et al., (2013) is developed to assess the xenophobia; hostility towards people 

from a different country, ethnic or cultural group. This scale is adapted to Turkish by Özmete, 

Yıldırım and Duru (2012). Bussy and Perry (1992) developed Hostility scale which is the most 

common used hostility scales and is adapted to Turkish by Madran. (2012). Although there are 

several hostility scales developed in the literature, there is not a scale developed about hostility 

in pandemic, which still changes the society.  

In the study carried out by Becerra-García et al., (2020) with 151 participants between the ages 

of 18-76, it was found that individuals between the ages of 18-35 have higher rates of hostility. 

Similarly, in the study conducted by Pérez-Fuentes et al., (2020) with 1004 participants, it was 

found that the perceived threat from Covid-19 has a direct positive effect on sadness-depression, 

anxiety and anger-hostility moods, and that anxiety and anger-hostility directly affect the 

perception of threat from the virus.  

Considering that Covid-19 creates many psychological and sociological problems in the 

individual such as panic, anxiety and hostility; it is clear that revealing the psychological aspects 

of the fight against Covid-19 will contribute to the social mental health (Jakovljevic et al., 

2020). Hostility can manifest in emerging and invisible ways in behavior, and the presence of 

hostility is a variable that affects how the society will go through the pandemic process. For the 

aforementioned reasons, in this study, it was aimed to develop the Hostility Scale in the 

Pandemic Process to determine the hostility levels exhibited by individuals during the 

pandemic. 

2. METHOD 

In this study, it was aimed to develop a measurement tool for determining the hostility levels 

of individuals during the pandemic. This research is a scale development study. The information 

about the study group and the processes followed in the development of the Hostility in the 

Pandemic Scale (HPS) are given below. 
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2.1. Study Group 

The study group of this research consists of 855 individuals between the ages of 18-65. In this 

context, the values in Table 1 were reached by removing outliers at each stage, and analyzes 

were carried out on a total of 855 individuals. The necessary ethical approval is obtained before 

the study and the informed consent of the participants were obtained before the application of 

the scale. 

Table 1. Working groups included in the study. 

Study groups 
Applied scale 

/ scales 

Performed 

statistical transactions 

Number of  

individuals 

First Study Group HPS 
Application of EFA for construct validity 

and testing internal consistency 
370 individuals 

Second Study Group HPS Application of CFA for construct validity 353 individuals 

Third Study Group 

Aggression 

Scale with 

HPS 

Calculating the relationship between the 

scores of two scales for criterion validity 
75 individuals 

Fourth Study Group HPS 

Calculation of the relationship between 

the first and second applications for test-

retest reliability 

57 individuals 

The first study group consisted of 370 individuals after the outliers were removed. Individuals 

between the ages of 18-65 were reached. 29% (n= 108) of the group are men and 71% (n= 262) 

are women. Among the main study groups, 353 individuals were reached for the second study 

group. 20% of the group are men (n= 71) and 80% (n= 282) are women. Another 75 individuals 

were part of the study group for criterion validity and 57 individuals for test-retest reliability. 

2.2. Development Process of the Scale 

Firstly, the related literature on the pandemic process and the concept of hostility was reviewed. 

Based on the literature review, the general framework of the concept of hostility, considering 

the points that the pandemic and hostility are compatible with, the expressions that can be 

included in the scale have been examined and discussed. As a result, 39 items in total were 

written by the researchers. The scale items were evaluated by a total of six experts, two 

assessment and evaluation experts, two guidance and psychological counseling experts, and 

two Turkish language experts. In accordance with the opinions of the experts, items that are 

difficult to understand, that are irrelevant with the subject, and that contain more than one 

jurisdiction have been revised or removed from the scale in line with the recommendations. In 

this direction, the final trial form consisting of 35 items was obtained. The scale is a five-point 

Likert-type, rated as 1. Strongly disagree, 2. Disagree, 3. Undecided, 4. Agree, and 5. Strongly 

agree. 

In the first step, the Explanatory Factor Analysis (EFA) was applied to reveal the construct 

validity of the scale. At this stage, factor loadings were mainly taken into consideration while 

deciding on the items that should be included in the scale. According to Tabachnick & Fidell 

(2007), and Kline (2011), factor loadings should be at least 0.32. Therefore, 0.32 was accepted 

as the criterion value for the factor loadings in the current study. The Cronbach Alpha reliability 

coefficient was used to test the internal consistency of the results obtained from the scale whose 

construct validity was proven. Crocker & Algina (1986) and Tan (2009) stated that the 

reliability coefficients in the range of 0.70-0.80 are acceptable. In this study, this criterion was 

taken into account for internal consistency. 

In the second stage, the Confirmatory Factor Analysis (CFA) was conducted to test the accuracy 

of the structure revealed in the first stage. The CFA is used in examinations to test a model 
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developed by the researcher in line with this theory (Tavşancıl, 2009). Therefore, the one-

dimensional structure revealed by the EFA was examined based on the CFA. The fact that all 

t-values in a measurement model are meaningful, indicates that the items in the model are 

compatible with the model and should be included in the scale (Byrne, 2010). However, as a 

criterion of whether the measurement model is an acceptable model as a whole, fit index values 

should also be examined (Şimşek, 2007). In this study, after conducting the EFA, the fit index 

values provided by the CFA were examined emphasized and the construct validity of the scale 

was tried to be proven. 

In the third stage, Spearman's rho correlation coefficient between HPS and the results obtained 

from the Buss & Perry Aggression Scale was examined within the scope of criterion-based 

validity. Normality assumption could not be achieved therefore spearman correlation was used 

(for two scale, Kolmogorov-Smirnov test, p<0.05; p=0.00). The Buss & Perry Aggression Scale 

was developed by Buss and Perry (1992) and adapted to Turkish culture by Demirtaş Madran 

(2012). The scale consists consisting of 29 items with a five-point Likert type and four sub-

dimensions: physical aggression, verbal aggression, hostility and anger. As a result of the 

validity and reliability analysis of the Turkish form, it was revealed that the scale provides 

reliable and valid results. In the fourth stage, for test and re-test reliability, HPS was 

administreted on the same group at two weeks interval and significant correlation between two 

sets of results were found after Pearson correlation analysis. Normality assumption could be 

achieved therefore Pearson correlation was used (for two sets of results, Kolmogorov-Smirnov 

test, p> 0.05; p=0.22). 

3. FINDINGS 

In this section, findings obtained from the validity and reliability studies of the Hostility in 

Pandemic Scale (HPS) have been included. 

3.1. Structural Validity  

To analyze the construct validity of the scale, the EFA and CFA were conducted on the data 

obtained from applying the scale on the study group. 

3.1.1. The exploratory factor analysis (EFA)  

After removing the outliers clearing the extreme values, analyzes were carried out on 370 

individuals. The fact that the KMO value is 0.95 and the Barlett Sphericity Test result is 

significant (χ2=3806.79, df=231) shows that the data is suitable for factor analysis. As a result 

of the Principal Axis Factoring technique in the EFA, items with a factor loading of less than 

0.32 were removed from the initial 35 items. With the remaining 22 items, it was determined 

that a single-factor structure that explains 41.5% of the total variance emerged and this single-

factor structure was also suitable for theoretical explanations. As seen in Figure 1 scree plot is 

the proof of unidimensionality. Çokluk et al., (2012) state that the variance explained 30% in 

one-dimensional structures in social sciences is sufficient. Therefore, it has been revealed that 

the variance explained by the developed scale is also quite sufficient. 
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Figure 1. Scree plot. 

 
Findings obtained from the EFA are presented in Table 2. According to the results in Table 2, 

it can be seen that all scale items have factor loadings above the lower limit of 0.32. It was also 

revealed that the scale items met criterion value of 0.20 for the explained common variance. 

Table 2. Factor structure of the scale and factor loadings. 

Item no Factor loading Common variance 

I1 0.77 0.59 

I2 0.75 0.56 

I3 0.74 0.54 

I4 0.73 0.52 

I5 0.72 0.52 

I6 0.71 0.50 

I7 0.69 0.48 

I8 0.68 0.47 

I9 0.68 0.47 

I10 0.66 0.44 

I11 0.66 0.44 

I12 0.66 0.43 

I13 0.65 0.42 

I14 0.60 0.36 

I15 0.57 0.32 

I16 0.57 0.32 

I17 0.56 0.31 

I18 0.56 0.31 

I19 0.55 0.30 

I20 0.55 0.30 

I21 0.54 0.29 

I22 0.45 0.20 
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3.1.2. The confirmatory factor analysis (CFA) 

The study group for CFA consists of 353 individuals. It was tested whether the data collected 

from the second study group confirmed the structure consisting of 22 items and one factor 

obtained as a result of the EFA. Some of the modifications recommended by the CFA were 

made to achieve better fit indices. The modifications that were applied include the identification 

of error covariances among items I1-I4, MI-I13, I17-I18, I20-I21, I13-I11, I15-I3, I8-I2 and 

I20-I22. Table 3 shows perfect and acceptable fit criteria for fit indices. 

Table 3. Perfect and acceptable fit values for fit indices and fit index values obtained from CFA. 

Reviewed 

indices of fit 

Perfect fit 

criteria 

Acceptable fit 

criteria 

Achieved fit 

indexes 

Conclusion 

χ2/sd 0 ≤ χ2 / sd ≤ 2 2 ≤ χ2 / sd ≤ 3 2.87 Acceptable 

GFI .95 ≤ GFI ≤ 1.00 .90 ≤ GFI ≤ 95 0.90 Acceptable 

AGFI .90 ≤ AGFI ≤ 1.00 .85 ≤ AGFI ≤ .90 0.84 Acceptable 

CFI .95 ≤ CFI ≤ 1.00 .90 ≤ CFI ≤ .95 0.92 Acceptable 

NFI .95 ≤ NFI ≤ 1.00 .90 ≤ NFI ≤ .95 0.88 Acceptable 

NNFI .95 ≤ NNFI≤ 1.00 .90 ≤ NNFI≤.95 0.90 Acceptable 

IFI .95 ≤ IFI ≤ 1.00 .90 ≤ IFI ≤ .95 0.92 Acceptable 

RMSEA .00 ≤ RMSEA ≤ .05 .05 ≤ RMSEA ≤ .08 0.073 Acceptable 

SRMR .00 ≤ SRMR ≤.05 .05 ≤ SRMR ≤.10 0.050 Perfect 

PNFI .95 ≤ PNFI ≤ 1.00 .50 ≤ PNFI ≤.95 0.75 Acceptable 

PGFI .95 ≤ PGFI ≤ 1.00 .50 ≤ PGFI ≤.95 0.68 Acceptable 

χ2nd= 569.89, df= 198, 90% Probability Confidence Interval for RMSEA = (0.066; 0.080) 

It was demonstrated with these values that the level of fit of the model obtained from the CFA 

is sufficient. The t values provided by the CFA are given in Table 4. It was determined that the 

t-values for the items were between 7.93 and 22.73. The t values greater than 1.96 and 2.58 are 

meaningful at the .05 and .01 levels, respectively (Kline, 2011). 

Table 4. t values obtained from CFA. 

Item no t value 

I1 8.03 

I2 11.77 

I3 11.64 

I4 10.72 

I5 7.93 

I6 15.24 

I7 17.14 

I8 15.08 

I9 12.81 

I10 16.57 

I11 14.91 

I12 11.79 

I13 15.27 

I14 18.20 

I15 16.20 

I16 13.78 

I17 11.33 

I18 12.27 

I19 14.23 

I20 8.27 

I21 8.24 

I22 22.73 
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Therefore, it was determined that all of the t values are meaningful, and all items should be 

included in the scale. The factor loads for the one-dimensional model obtained are given in 

Figure 2. As seen in Figure 2, factor loadings vary between 0.41 and 0.94. 

Figure 2. Measurement model for the scale. 

 

3.2. The Criterion Validity 

For the criterion-based validity, the HPS and Buss& Perry Aggression scale was applied to 75 

participants. Spearman's rho correlation analysis was performed to determine the relationship 

between the results obtained from the two scales and a significant relationship was found 

(r=0.41, p=0.00, p<0.01). This result shows that there is a positive relationship between the 

results obtained from the two scales. This result evidences that the scale can provide valid 

results.  

3.3. Reliability 

The reliability of the scale was examined based on Cronbach Alpha and test-retest methods. 

Considering that the measurement results with a reliability coefficient of 0.70 and above are 

reliable (Crocker & Algina, 1986), it has been revealed that the calculated 0.93 Cronbach Alpha 

reliability coefficient is quite high. 

The test-retest method was used as the second proof of the reliability of the scale results. The 

scale, consisting of 22 items, was applied twice with an interval of two weeks and the 

consistency between the two applications was examined. There was a high level and significant 

relationship between the two applications with r=0.89 (p=0.00, p <0.01). This result shows that 

there is agreement between the results obtained from the two applications and there is evidence 

that the second reliability condition is met. 

3.4. Item Statistics 

In order to determine the discrimination levels of the items and to determine the predictive 

power of the total score, corrected item-total correlations were calculated and 27% sub-upper 

group comparisons were included. The findings obtained as a result of item analysis are shown 

in Table 5. 
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Table 5. Results of item analysis. 

Item no Average 
Standard 

deviation 

Corrected item-total 

correlation 

When the item is 

removed scale Alpha 
t 

I1 2.25 1.25 .698 .927 16.32 

I2 2.14 1.24 .698 .927 17.10 

I3 1.77 1.03 .693 .928 13.94 

I4 1.85 1.03 .691 .928 13.40 

I5 2.49 1.34 .693 .927 17.38 

I6 2.69 1.37 .680 .928 19.96 

I7 2.64 1.36 .661 .928 15.81 

I8 2.29 1.31 .662 .928 14.69 

I9 2.65 1.28 .656 .928 15.34 

I10 1.75 1.10 .635 .929 12.40 

I11 2.14 1.17 .624 .929 14.36 

I12 3.09 1.27 .630 .929 14.92 

I13 2.91 1.38 .586 .929 15.87 

I14 1.85 1.11 .560 .930 11.16 

I15 1.83 1.11 .554 .930 11.55 

I16 2.08 1.25 .538 .930 13.97 

I17 3.01 1.34 .551 .930 10.73 

I18 2.18 1.29 .531 .930 11.46 

I19 3.36 1.26 .514 .931 10.34 

I20 1.66 1.01 .511 .930 10.40 

I21 2.05 1.39 .460 .932 7.23 

I22 1.65 1.06 .380 .932 10.54 
 

When the table is examined, it was determined that the t values (df=198, p<0.01) regarding the 

differences in item scores of the 27% lower and upper groups were significant. Item-total score 

correlations vary between 0.38 and 0.70. Items with item-total score correlations over 0.30 are 

considered discriminating. All of these findings reveal that the items are discriminatory. 

3.5. Evaluation of Scores Obtained from the Scale 

There are 22 items in the scale and there is no reverse item. The scale is a five-point Likert-type 

as; "Strongly Agree (5), Agree (4), Undecided (3), Disagree (2), and Strongly Disagree (1)". 

The scale has a one-dimensional structure. The total score is obtained from the scale, and the 

higher the scores mean the higher the hostility perceptions of the individuals during the 

pandemic. 

4. DISCUSSION and CONCLUSION 

Covid 19 outbreak threatens mental health as well as physical health. Mental health 

deterioration and the stress experienced increase the feelings of hostility in the individual. 

According to Siegman & Smith (1994), hostility is defined as a negative attitude towards others 

and especially the feeling of anger. With the Covid-19 outbreak, it is observed that there is 

social insecurity among people, and this increases hostility (Kim, 2020). This hostility may also 

be against foreigners or some ethnic groups (Bartos et al., 2020). In the statement published by 

the World Health Organization (2020) on January 30, 2020 regarding this negative change in 

the social sense, it was emphasized that countries should be careful against stigmatization and 

discrimination in the fight against Covid-19. In addition to its social impact, it is seen that 

hostility in interpersonal relationships increases during the pandemic (Pietromonaco & 

Overall2020).Research conducted with 3233 participants in China reveals that individuals with 

higher stress levels and using negative coping strategies and show more hostility (Duan et al., 
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2020). Thus, in this study, it was aimed to develop a measurement tool for determining the 

hostility levels of individuals during the pandemic. 

EFA and CFA were applied to test the construct validity of the scale results. According to EFA 

results, the factor loads of the items in the scale should be at least 0.32 (Kline 2011, Tabachnick 

& Fidell 2007). As a result of EFA, items with insufficient factor loading were removed from 

the scale and a 22-item scale was created. Tabachnick & Fidell (2001) and Şencan (2005) stated 

that the common variance is at least 0.20. It has been revealed that all items in the scale 

contribute more than 0.20 to the common variance. 

As a result of EFA, a single factor structure that explains 41.5% of the total variance with 22 

items emerged. Çokluk et al., (2012) stated that the variance explained 30% in one-dimensional 

structures in social sciences is sufficient. Therefore, it has been revealed that the variance 

explained by the developed scale is also quite sufficient.  

The findings obtained from CFA applied to test whether the structure consisting of 22 items 

and a single factor obtained as a result of EFA was verified or not, showed that the fit indices 

of the model were sufficient. In addition, it was revealed that all t values obtained as a result of 

CFA are meaningful. Byrne (2010) and Şimşek (2007) stated that all t-values in a measurement 

model are meaningful, the items in the model are compatible with the model and should be 

included in the scale. Therefore, CFA revealed that all items are necessary for the scale. 

Buss& Perry Aggression Scale were used for Criterion Validity. A significant relationship was 

found in the Spearman's rho correlation analysis conducted to determine the relationship 

between the results obtained from the two scales. This result shows that there is a positive 

relationship between the results obtained from the two scales and there is evidence that the 

criterion validity is provided. 

Cronbach Alpha and test-retest method were used to test the reliability of HPS. Cronbach Alpha 

reliability coefficient was found as 0.93 and test-retest reliability was found 0.89 as the second 

proof of the reliability of the scale results. Crocker & Algina (1986) and Tan (2009) stated that 

the reliability coefficients in the range of 0.70-0.80 are acceptable. The results obtained prove 

that the reliability of the scale results is high. 

In order to determine the distinctiveness levels of the items in HPS, and to determine the 

predictive power of the total score, corrected item-total correlations were calculated, and 27% 

sub-upper group comparisons were included. When interpreting the item-total score correlation, 

items with a value above 0.30 are considered sufficient to distinguish the feature to be 

measured. The significance of the t values for the differences between the 27% sub-upper group 

is also considered as evidence for the distinctiveness of the items (Erkuş, 2012). As a result of 

the analysis, it was found that item-total score correlations were ranked between 0.38 and 0.70, 

and t-values are significant for all items. These findings reveal that the items are distinctive. As 

a result of all these analyzes, it was determined that HPS is a valid and reliable measurement 

tool in revealing hostility. 

In a study conducted with 1014 people in Spain, it is revealed that threat perception originating 

from Covid-19 causes negative emotions such as depression, anxiety, anger, and hostility (Pérez 

et al., 2020). Similarly, when the items were examined in the study conducted, it was observed 

that anger and negative attitude towards other people are significant and item loads are high. 

This draws attention to the importance of taking into account the hostility felt during the 

pandemic in terms of both society and individual health and reveals the necessity of conducting 

studies to reduce the feelings of stress and hostility by strengthening social support networks. 

Hence it is thought, this scale will be very useful in terms of examining the factors affecting the 

mental well-being of the society and increasing the studies supporting well-being. 
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When the literature is examined, it is seen that there are measurement tools such as The Cook-

Medley Inventory, The Buss-Durkee Inventory, The Hostility and Direction of Hostility 

Questionnaire, The NEO-Personality Inventory-Revised, The Rorschach Inkblot Test. 

However, no scale was found regarding the hostility experienced during the Covid-19 outbreak 

and thus this study is important in regard of this. The strength of the study is that there is more 

than one evidence for the validity and reliability of the scale and at the same time a large study 

group of 855 individuals has been reached. However, the fact that the majority of the individuals 

in the study group consisted of women is considered as a limitation of the study. 
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Abstract: The main aim of this study is to examine the measurement invariance of 

the structural equating model constructed on the Awareness and Exposure 

subscales of Nanoscience and Nanotechnology Awareness Scale (NSTAS) test for 

three teacher branches, three school types, and two genders by using the covariance 

structural analysis to test configural and metric invariances. The other aim of this 

study is showing how to use the IBM AMOS-24 software package with examples 

to address the issue of measurement invariance using the covariance structural 

analysis approach. Study sample was 1039 complete records gathered from science 

teachers with convenience sampling. Research data were collected in two stages. 

In the first stage, data were obtained from 624 teachers who participated to the 

study in the 2015-16 academic year. In the second stage, data were obtained in 

2019 from 415 teachers via a link to access to the scale and all the instructions for 

the NSTAS in 2019. The covariance structures analysis was used to examine the 

measurement invariance of the scale. The comparative fit index was used to 

compare the measurement invariance in the measurement model. The study 

revealed that configural, measurement weight and structural covariance 

invariances were ensured for branches, school types and genders. Residual 

invariance was ensured only for gender. As a result, it was concluded that the 

NSTAS scale was not biased for teacher branches, school types or gender. NSTAS 

scale is recommended for the purposes of comparing branch, school type and 

gender groups. 

1. INTRODUCTION 

Nanoscience and nanotechnology (NSNT) are an abstract and complex topic with various 

applications resulting from the manipulation of atoms and molecules. Nanotechnology, one of 

the most promising technologies of the 21st century, utilizes devices, structures, and molecules 

on the scales of nanometers ranging between 1 and 100 nm (Bayda et al., 2020). The responsible 

development of nanotechnology that addresses the ethical, legal, and societal issues together 

with research, commercialization, worker education, and public engagement is assumed to 
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determine public trust and the future of innovation driven by NSNT. However, describing a 

world people cannot see and physically interact needs enhancement of understanding these 

emerging technologies using science communication/citizen-science to reach its full 

revolutionary potential. Public attitudes, and reflexive governance are essential to public 

acceptance of NSNT innovation (Boholm & Larsson, 2019). 

It is one of the most rapidly growing/broad multidisciplinary fields in science, technology, life 

sciences and engineering research/innovation and is founded on the convergence of traditional 

disciplines to create, study, and apply materials at the nanoscale (Holland et al., 2018). 

Nanotechnology generates great opportunities for cutting-edge research in science and for 

innovation in industrial production and affects the everyday lives. Presently science teachers 

typically have insignificant exposure to NSNT, and few opportunities to understand the basic 

concepts. Developing countries must take their positions in the world nanotechnology market 

and industry, so planning for good NSNT training is especially important for developing 

countries. Depending on new information and how it is presented public attitudes toward NSNT 

may become unstable at times, show rapid change potential since attitudes depend on values, 

beliefs, and worldviews rather than on facts (Boholm & Larsson, 2019). 

Developments and economic impact on commerce and society have brought nanotechnology 

education to the forefront. Along this line, developed countries have made NSNT education a 

priority, with intensive education planning and research at primary level being launched. The 

significance of awareness should be emphasized as an initial step in all nano education 

processes. The rapid development and impact of NSNT on economy has led policy makers and 

educators to focus on nanotechnology education (Laherto, 2010). Integrating a new 

multidisciplinary science at the interface of different scientific and engineering disciplines into 

the secondary school is a significant endeavor; however, it can be spread throughout a well-

designed secondary science education curriculum. Furthermore, factors affecting awareness 

and knowledge level of teachers/teacher trainees in NSNT should be determined and analyzed 

before implementing education programs (Hingant & Albe, 2010; Jones et al., 2013). 

Communicating NSNT to different levels of students places the teacher at the center of learning 

and teaching activities for NSNT; a significant responsibility (Hingant & Able, 2010). If 

teachers are not familiar with NSNT, teaching these topics will be a major challenge for them 

(Greenberg, 2009). Therefore, teachers need to develop their own knowledge and awareness of 

NSNT to understand and be able to communicate these issues to their students (Blonder et al., 

2014). The responsible development of NSNT to safeguard the environment, human health, and 

safety, and to ensure that the new technology benefits society, requires citizen involvement, 

dialog, and participation. These cannot be achieved without teacher education and training in 

NSNT.  

It is provided in AERA, APA, and NCME (2014) as standards for evidence regarding internal 

structure, “if the rationale for a test score interpretation for a given use depends on premises 

about the relationship among test items or among parts of the test, evidence concerning the 

internal structure of the test should be provided.” Theoretical structure of a measuring tool 

raises the concern whether it works the same in different groups, when the differences between 

the groups are tested. Ensuring the measurement invariance of measuring tools is neglected in 

almost all research. As Millsap and Yun-Tein (2004) pointed out, the extension of the analysis 

to the multiple-population case is less well-known, especially for ordered-categorical data in 

the literature on factor analysis. As Camilli (2006) pointed out that measurement invariance 

contributes to validity evidence in that scores from a tool are subject to issues of bias and lack 

of fairness if invariance does not hold. 

Whether the Nanoscience and Nanotechnology Awareness Scale (NSTAS), (İpek et al., 2020) 

measures the same characteristics for three different teacher branches, three school types, and 
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two genders are determined as sub-groups to test the measurement invariances. When different 

groups are to be compared, the obtained scores from the scale should not be biased (Tan & 

Pektaş, 2020). Further investigations are necessary to explain/justify the question of whether 

the scale items perform similarly across subgroups, and one way to examine this question is 

through assessing the measurement invariance of a scale (Chung et al., 2016). There are several 

studies in the literature on measurement invariance for test scores (Arana et al., 2018; Camerota 

et al., 2018). For a measurement model to have the same structure across different groups, the 

factor loadings of the items in a scale, and the correlations and variances among the identified 

factors, should be the same (Tan & Pektaş, 2020). While examining the measurement invariance 

of a measurement model between groups, the model created at each stage is built on the model 

created in the previous stage, i.e., the models are nested. 

As stated by Byrne (2016, pp. 227-228), “In seeking evidence of multigroup equivalence, 

researchers are typically interested in finding the answer to one of five questions. First, do the 

items comprising a particular measuring instrument operate equivalently across different 

populations? In other words, is the measurement model group-invariant? Second is the factorial 

structure of a single instrument or of a theoretical construct equivalent across populations? 

Third, are certain paths in a specified causal structure equivalent across populations? Fourth are 

the latent means of constructs in a model different across populations? Finally, does the factorial 

structure of a measuring instrument replicate across independent samples drawn from the same 

population? This latter question addresses the issue of cross-validation.”  

As Chung et al. (2016) stated, configural invariance is the fact that factor structures between 

groups are equivalent. In other words, configural invariance tests that the same pattern of item-

factor loadings exists across groups compared, which requires that the same items have nonzero 

loadings on the same factors. To observe whether the other steps of invariance are ensured, 

comparisons are made based on the configural invariance values (Cheung & Rensvold, 2002; 

Vandenberg & Lance, 2000). On the other hand, metric invariance refers to equivalence among 

factor loadings. Chung et al. (2016) emphasized metric invariance, in addition to configural 

invariance, requires that unstandardized factor loadings be the same across groups. The scalar 

invariance is based on the equivalence of factor covariances across groups. Therefore, scalar 

invariance, addition to configural and metric invariance, factor variances and factor covariances 

are the same across groups. It is a kind of invariance where factor covariances are equalized 

across the groups after configural and metric invariances are ensured (Cheung & Rensvold, 

2002; Meredith, 1993). Strict invariance requires proof that errors do not vary by group. Strict 

invariance, addition to configural, metric and scalar invariance, the error variances are the same 

across groups. It is a type of invariance where all factor loadings, factor variances, factor 

covariances and error variances are constrained (Cheung & Rensvold, 2002).  

In the present study, the stages of identifying configural and metric measurement invariances 

of NSTAS were realized by using the covariance structural analysis (COVS) approach. In 

COVS approach of testing measurement invariances, only the variances and the covariances 

between paired observed variables are used as observed variables. 

1.1. Aim of the Study 

The very first step in nano education at any level is ensuring the awareness of the teachers 

(Bryan et al., 2012; Enil & Köseoğlu, 2016). The present study aimed to examine the 

measurement invariance of the structural equating model constructed on the Awareness and 

Exposure subscales of NSTAS test for three science teacher branches, three school types, and 

two genders by using the covariance structural analysis (COVS). In this study we also use the 

IBM AMOS-24 software package as illustrated with examples to address measurement 

invariances using the covariance structural analysis approach. This is a significant contribution 
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to the field of science education measurement and assessing since most of the measurement 

invariance studies are confined purely to the measurement field. 

2. METHOD 

2.1. The Research Model 

This study is a descriptive study, as it is intended to present the present situation in terms of 

measurement invariance of NSTAS structural model and no variable is manipulated. Details of 

the scale have been published elsewhere (İpek et al., 2020). 

2.2. The Study Group 

The sample of the study consists of 1039 complete records (without any missing records) 

gathered from science teachers. Research data were collected in two stages. The data in the first 

stage were obtained from 624 teachers in the 2015-16 academic year, used in İpek's (2017) 

doctoral thesis.  

Data in the second stage were obtained during 2019 by using a link to access the NSTAS scale 

and all instructions. In rare cases the scale was administered face-to-face to the respondents. 

Convenience sampling approach was used to form the study group. The distribution of the 1039 

science teachers to the branches, school types and gender were as follows: Biology 38.5%; 

physics 31.5%, and chemistry 30.0%; science high school 16.3%, Anatolian high school 56.4% 

and vocational high school 27.3%; and male 45.4% and female 54.6%. 

2.3. Data Collection Instruments 

The Nanotechnology Awareness Instrument (NAI, Dyehouse et al., 2008, refer to Appendix for 

the instrument) was adapted into a Turkish version and named Nanoscience and 

Nanotechnology Awareness Scale (NSTAS, refer to Appendix for the scale); validity and 

reliability of the Turkish version were tested by the authors. The original scale (NAI) assessed 

changes in higher education student awareness, exposure, and motivation for nanotechnology, 

as well as factual knowledge about nanotechnology. The nanotechnology awareness subscale 

measures whether respondents “know something about nanotechnology” and whether they 

“have heard about nanotechnology and its applications”. Awareness is supported by exposure, 

where respondents’ previous exposure to nanotechnology may enhance their awareness and 

knowledge. NAI consisted of two parts: Items in Part A regarding awareness, exposure, and 

motivation subscales, and Part B regarding factual knowledge about nanotechnology 

(Dyehouse et al., 2008). Our version, the NSTAS, has three subscales, the Awareness (8 items) 

and Exposure (6 items) subscales adopted from NAI (total of 14 items), and the subscale 

Knowledge developed by the authors. The Awareness (8 items) and Exposure (6 items) 

subscales were used to perform measurement invariance analysis. The Cronbach alpha internal 

consistency coefficient of the Awareness (8 items) subscale was found to be .934 and Exposure 

subscale .845. Stratified alpha reliability coefficient for whole scale (with Awareness and 

Exposure, 14 items) was found to be .945. 

2.4. Data Analysis 

The covariance structural analysis approach was utilized to examine the measurement model 

invariances by sub-groups, explained above. The multivariate normal distribution assumption 

was tested for each subgroup. The multivariate normal distribution assumption was not met for 

any subgroup. Therefore, bootstrap estimation with 500 bootstrap samples was used to estimate 

the model parameters. In testing measurement invariances between the .01 reduction criterion 

the CFI value (ΔCFI) was used. Based on the conditions for ensuring measurement invariance, 

this has been accepted as proof for the presence of measurement invariance (Cheung & 
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Rensvold, 2002). Also, a difference of less than .01 in the ΔCFI index supports the less 

parameterized model (Chung et al., 2016). 

During the analyses, the operations were done via the IBM AMOS-24 package program and 

explained as follows (Byrne, 2016): 

IBM AMOS-24 operations for configural invariance.  

1. The groups are defined by selecting the Manage Groups function from the Analyze menu 

in the AMOS program.  

2. Subsequently, the data files are assigned to the defined groups by selecting the Data Files 

function from the File menu.  

3. The Emulisrel6 box is ticked by selecting Estimation from Analysis Properties in the View 

menu.  

4. Finally, the analysis is run by selecting Calculate Estimates from the Analyze menu. 

IBM AMOS-24 operations for configural, factor loading, structural variances and 

measurement residual invariances.  

Until the stage of making the predictions, as an addition to the operations mentioned above, the 

parameters to be predicted in the model are labelled manually or automatically. For automatic 

labelling,   

1. Multiple Group Analysis function is selected from the Analyze menu.  

2. The parameters to be constrained are selected in the Multiple-Group Analysis dialog box. 

3. The analysis is run by selecting Calculate Estimates from the Analyze menu. 

3. RESULT / FINDINGS 

3.1. Measurement Model 

The baseline measurement model, which is used for eight subgroups, is presented in Figure 1, 

below. 

Figure 1. The baseline measurement model for the multiple-group invariance of the NSTAS. 
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As it seen in Figure 1, Awareness latent variable is measured with 8 items (A1 to A8) and 

Exposure latent variable is measured with 6 items (B1 to B6). There are covariance connections 

between the Awareness and Exposure latent variable and 11 covariance connections between 

some measurement residual variables in the baseline model. Item A5 was taken as reference for 

the scale of Awareness latent variable and item B3 for the scale of Exposure latent variable. 

3.2. Measurement Invariance by Branch 

The goodness of fit indices of the baseline measurement model used for all subgroups created 

within the scope of the study are presented below. Having good model fit indexes in all 

subgroups for the baseline measurement model is a prerequisite for invariance analysis.  

Step 1: Goodness of Fit Indexes of the Baseline Measurement Model for Branch  

The baseline model is presented in Figure 1. In the baseline measurement model based on the 

branches of teachers, the goodness of fit indexes (Schermelleh-Engel et al., 2003) were found 

as follows:  

✓ for Physics teachers 𝑋65
2 =215.097; 𝑋2/sd=3.309; GFI=0.916; CFI=0.959 and 

RMSEA=.084;  

✓ for Chemistry teachers 𝑋65
2 =175.102; 𝑋2/sd=2.694; GFI=0.927; CFI=0.964 and 

RMSEA=.074; and  

✓ for Biology teachers 𝑋65
2 =216.704; 𝑋2/sd=3.334; GFI=0.931; CFI=0.961 and 

RMSEA=.076.  

In conclusion, the baseline measurement model in Figure 1 displayed a high level of model fit 

for Physics, Chemistry, and Biology teachers.  

Step 2: Configural invariance of the Measurement Model for Branch   

As stated by Byrne (2016), to ensure configural invariance, factor loading patterns and the 

number of factors should be similar for each group. The measurement model based on teachers’ 

branch has provided configural invariance with 𝑋195
2 =606.903; 𝑋2/df=3.112; GFI=.925; 

CFI=.961 and RMSEA=.045. That is, in this unconstrained measurement model, the factor 

structure for Physics, Chemistry, and Biology Teacher groups was found to be similar. These 

results show that the model in Figure 1 is a valid measurement model for all subgroups. The 

unstandardized estimated parameters (regression weights, covariances, and variances) of three 

branches for configural invariance are given for each group in Tables 1a, 1b and 1c, below. 

Table 1a. Regression weight estimates for configural model. 

 Estimates 

Regression Weights Physics Chemistry Biology 

A7 <--- Awareness .812** .624** 1.009** 

A6 <--- Awareness .857** .710** .924** 

A5 <--- Awareness 1.000 1.000 1.000 

A4 <--- Awareness .984** 1.000** 1.033** 

A3 <--- Awareness .936** .868** 1.068** 

A2 <--- Awareness .888** .877** .941** 

A1 <--- Awareness .959** .973** 1.101** 

B6 <--- Exposure .402** .385** .221** 

B5 <--- Exposure .455** .473** .313** 

B4 <--- Exposure .620** .619** .450** 

B3 <--- Exposure 1.000 1.000 1.000 

B2 <--- Exposure .830** .820** .875** 

B1 <--- Exposure .430** .481** .437** 

A8 <--- Awareness .921** .911** 1.093** 

*: p<.05;  **: p<.01 
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Table 1b. Covariance estimates for configural model. 

 Estimates 

Covariance Physics Chemistry Biology 

Awareness <--> Exposure .897** .650** .670** 

ea7 <--> ea6 .412** .438** .310** 

ee6 <--> ee4 .564** .565** .608** 

ea5 <--> ea3 .039 .058 .203** 

ee5 <--> ee3 .093** -.037 .003 

ea4 <--> ea2 .033 .096** .113** 

ea2 <--> ea1 .073* .080** .114** 

ea7 <--> ea8 .004 .040 .040 

ee6 <--> ee5 .806** .506** .611** 

ee5 <--> ee4 .706** .608** .725** 

ee2 <--> ee1 .139** .201** .050 

ea5 <--> ea2 .046 .036 .030 

*: p<.05;  **: p<.01 

Table 1c. Variance estimates for configural model. 

 Estimates 

Variances Physics Chemistry Biology 

Awareness 1.172** 1.021** .749** 

Exposure 1.497** 1.570** 1.617** 

ea7 .730** .805** .696** 

ea6 .560** .636** .551** 

ea5 .422** .393** .575** 

ea4 .339** .321** .383** 

ea3 .550** .527** .494** 

ea2 .372** .386** .430** 

ea1 .554** .449** .534** 

ee6 1.056** 1.001** .825** 

ee5 1.070** 1.084** .911** 

ee4 1.193** 1.093** 1.142** 

ee3 .477** .450** .469** 

ee2 .336** .415** .254** 

ee1 .530** .442** .426** 

ea8 .522** .432** .514** 

*: p<.05;  **: p<.01 

Step 3: Configural and Measurement Weights Invariance of the Measurement Model for 

Branch  

As Byrne (2016) notes, in testing the measurement, structural and measurement error 

invariance, the focus is on the parameters, related to the measurement model, structural 

components and measurement errors, being equal in all groups. The measurement model based 

on teachers’ branch has provided configural and measurement weights invariance with 

𝑋219
2 =654.437; 𝑋2/df=2.988; GFI=.919; CFI=.959 and RMSEA=.044. For testing the 

significant model differences, the CFI change value that we take the criteria was found to be 

less than .01 (ΔCFI= .002). So, difference between configural invariance model and configural 

and measurement weights invariance model is not significant. In other words, the measurement 

model with restricted regression weights for Physics, Chemistry and Biology Teacher groups 

have been found to have good fit indexes with no significant CFI changes. So, measurement 

weights are equal for Physics, Chemistry, and Biology Teacher groups in the population. 

The unstandardized estimated parameters (constrained regression weights, covariances, and 

variances) of three branches for configural and measurement weights invariance are given for 

each group in Tables 2a, 2b, and 2c below. 
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Table 2a. Regression weight estimates for configural and constrained measurement weights model. 

 Estimates 

Constrained Regression Weights 

Physics  

Chemistry  

Biology 

A7 <--- Awareness .815** 

A6 <--- Awareness .839** 

A5 <--- Awareness 1.000 

A4 <--- Awareness 1.004** 

A3 <--- Awareness .967** 

A2 <--- Awareness .900** 

A1 <--- Awareness 1.010** 

B6 <--- Exposure .318** 

B5 <--- Exposure .397** 

B4 <--- Exposure .549** 

B3 <--- Exposure 1.000   

B2 <--- Exposure .845** 

B1 <--- Exposure .454** 

A8 <--- Awareness .968** 

*: p<.05;  **: p<.01 

Table 2b. Covariance estimates for configural and constrained measurement weights model. 

 Estimates 

Covariance   Physics Chemistry Biology 

Awareness <--> Exposure .873** .622** .726** 

ea7 <--> ea6 .417** .431** .328** 

ee6 <--> ee4 .590** .588** .607** 

ea5 <--> ea3 .040 .053 .197** 

ee5 <--> ee3 .089** -.025 .000 

ea4 <--> ea2 .034 .106** .106** 

ea2 <--> ea1 .070* .082** .110** 

ea7 <--> ea8 .002 .031 .059* 

ee6 <--> ee5 .821** .529** .612** 

ee5 <--> ee4 .724** .639** .721** 

ee2 <--> ee1 .126** .194** .056 

ea5 <--> ea2 .050 .040 .026 

*: p<.05;  **: p<.01 
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Table 2c. Variance estimates for configural and constrained measurement weights model.   

 Estimates 

Variances Physics Chemistry Biology 

Awareness 1.121** .925** .869** 

Exposure 1.502** 1.563** 1.623** 

ea7 .732** .804** .734** 

ea6 .567** .627** .559** 

ea5 .429** .407** .567** 

ea4 .340** .339** .374** 

ea3 .547** .514** .497** 

ea2 .373** .393** .422** 

ea1 .548** .454** .530** 

ee6 1.080** 1.019** .829** 

ee5 1.079** 1.113** .907** 

ee4 1.221** 1.123** 1.137** 

ee3 .481** .470** .454** 

ee2 .318** .387** .285** 

ee1 .521** .445** .425** 

ea8 .520** .428** .528** 

*: p<.05;  **: p<.01 

Step 4: Configural, Measurement Weight and Structural Covariance Invariance of the 

Measurement Model for Branch  

The measurement model based on teachers’ branch has provided configural, measurement 

weight, and structural covariance invariance with 𝑋225
2 =667.589; 𝑋2/df=2.967; GFI=.918; 

CFI=.958 and RMSEA=.044. For testing the significant model differences, the CFI change 

value that we take the criteria was found to be less than .01 (ΔCFI=.003). So, difference 

between configural invariance model and configural, measurement weight and structural 

covariance invariance model is not significant. In other words, the measurement model with 

constrained regression weights and structural covariances for Physics, Chemistry and Biology 

Teacher groups have good fit indexes with no significant CFI changes. So, measurement 

weights and structural covariances are equal for Physics, Chemistry, and Biology Teacher 

groups in the population. 

The unstandardized estimated parameters (constrained regression weights, constrained 

structural covariances, other covariances and variances) of three branches for Configural, 

Measurement Weights, and Structural Covariance Invariance model are given for each group 

in Tables 3a, 3b, and 3c below.  

In this model, since we have two structural variables (Awareness and Exposure), there is one 

structural covariance and two structural variances to be constrained additionally. 
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Table 3a. Regression weight estimates for configural, constrained measurement weights, and 

constrained structural covariances model.   

 Estimates 

Constrained Regression Weights 

Physics  

Chemistry  

Biology 

A7 <--- Awareness .815** 

A6 <--- Awareness .838** 

A5 <--- Awareness 1.000 

A4 <--- Awareness 1.004** 

A3 <--- Awareness .967** 

A2 <--- Awareness .901** 

A1 <--- Awareness 1.009** 

B6 <--- Exposure .318** 

B5 <--- Exposure .399** 

B4 <--- Exposure .550** 

B3 <--- Exposure 1.000 

B2 <--- Exposure .846** 

B1 <--- Exposure .454** 

A8 <--- Awareness .968** 
*: p<.05;  **: p<.01 

Table 3b. Covariance estimates for configural, constrained measurement weights, and constrained 

structural covariances model.   

 Estimates 

Covariance   Physics Chemistry Biology 

Awareness <--> Exposure .742** .742** .742** 

ea7 <--> ea6 .420** .429** .326** 

ee6 <--> ee4 .594** .585** .607** 

ea5 <--> ea3 .041 .056 .195** 

ee5 <--> ee3 .089** -.025 .001 

ea4 <--> ea2 .033 .105** .105** 

ea2 <--> ea1 .069* .082** .109** 

ea7 <--> ea8 .003 .030 .058 

ee6 <--> ee5 .824** .526** .612** 

ee5 <--> ee4 .728** .635** .721** 

ee2 <--> ee1 .123** .195** .057 

ea5 <--> ea2 .049 .041 .026 
*: p<.05;  **: p<.01 
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Table 3c. Variance estimates for configural, constrained measurement weights, and constrained 

structural covariances model.   

 Estimates 

Variances Physics Chemistry Biology 

Awareness .967** .967** .967** 

Exposure 1.562** 1.562** 1.562** 

ea7 .735** .802** .731** 

ea6 .570** .624** .558** 

ea5 .429** .412** .565** 

ea4 .339** .339** .374** 

ea3 .548** .515** .494** 

ea2 .371** .392** .421** 

ea1 .546** .457** .528** 

ee6 1.082** 1.016** .829** 

ee5 1.082** 1.110** .908** 

ee4 1.226** 1.119** 1.137** 

ee3 .465** .500** .456** 

ee2 .313** .384** .287** 

ee1 .520** .448** .425** 

ea8 .522** .427** .527** 

*: p<.05;  **: p<.01 

Step 5: Configural, Measurement Weight, Structural Covariance, and Measurement 

Residual Invariance of the Measurement Model for Branch  

The goodness of fit indexes for this model were found to be good with 𝑋275
2 =846.863; 

𝑋2/df=3.080; GFI=.895; CFI=.946 and RMSEA=.045. However, for testing the significant 

model differences, the CFI change value was higher than .01 (ΔCFI=.015). It is clear that, 

difference between configural invariance model and configural, measurement weight, structural 

covariance, and measurement residual invariance model is significant. Therefore, measurement 

residual estimates are not identical for Physics, Chemistry, and Biology Teacher groups in the 

population. 

Because all the model parameters are constrained equal, the unstandardized estimated 

parameters of the model are given in the path diagram, Figure 2, below.   

The main findings regarding the measurement invariance according to the branches are 

presented in Table 4 below. As can be observed in Table 4, according to the unconstrained 

(configural) model, the changes in CFI in the models obtained by constraining, in sequence, 

measurement weights, and structural covariances were less than .01. However, when error 

residuals constrained the changes, CFI was found to be more than .01. Hence, it was concluded 

that the measurement model has provided configural, measurement weight, and structural 

covariance invariance; but did not provide measurement residual invariance across three 

branches. 
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Figure 2. Path diagram for configural, measurement weight, structural covariance, and measurement 

residual invariance of the measurement model for branch.  

 
Note: Only 3 covariance estimates (ee5 < -- > ee3=.017 with p=.389; ea7 < -- > ea8=.032 with p=.062; and ea5 < 

-- > ea2=.037 with p=.013) were not significant, all the other parameters were significant. 

 

Table 4. Configural, measurement weight, structural covariance, and measurement residual invariance 

results by branch. 

Model 
Number of 

parameters 
𝑋2 df 𝑋2/𝑑𝑓 CFI ΔCFI RMSEA 

1. Unconstrained (Configural) 120 606.903 195 3.112 .961  .045 

2. Measurement Weights  96 654.437 219 2.988 .959 .002 .044 

3. Structural Covariances  90 667.589 225 2.967 .958 .003 .044 

4. Measurement Residuals 40 846.863 275 3.080 .946 .015 .045 

Note: Unconstrained Model: All the parameters are predicted freely.  

Measurement Weights Model = All Factor loadings are constrained (equated).  

Structural Covariances Model = All Factor loadings + factor variances and covariances are constrained (equated).  

Measurement Errors Model = All Factor loadings + factor variances + factor covariances + error variances are 

constrained (equated). 
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3.3. Measurement Invariance by School Types 

Goodness of Fit Indexes of the Baseline Measurement Model for School Type 

In the baseline measurement model based on the school types, the goodness of fit indexes were 

found to be as follows:  

✓ for science high school teachers 𝑋65
2 =163.060; 𝑋2/sd=2.509; GFI=0.885; CFI=0.937 and 

RMSEA=.095; 

✓ for Anatolian high school teachers 𝑋65
2 =328.329; 𝑋2/sd=5.051; GFI=0.927; CFI=0.953 

and RMSEA=.083; and  

✓ for vocational high school teachers 𝑋65
2 =224.257; 𝑋2/sd=3.45; GFI=0.906; CFI=0.947 

and RMSEA=.093.  

In conclusion, the baseline measurement model in Figure 1 displayed a high level of model fit 

for three school types. 

3.4. Configural, Measurement Weight, Structural Covariance, and Measurement 

Residual Invariance of the Measurement Model for School Type 

The unstandardized estimated parameters of the model are given with path diagram for school 

types in Figure 3, below, and the main findings regarding the measurement invariance 

according to the school types are presented in Table 5 below. 

Table 5. Configural, measurement weight, structural covariance, and measurement residual invariance 

results by branch.  

Model 
Number of 

parameters 
𝑋2 df 𝑋2/𝑑𝑓 CFI ΔCFI RMSEA 

1. Unconstrained (Configural) 120 715.646 195 3.670 .949  .051 

2. Measurement Weights  96 794.010 219 3.626 .943 .003 .050 

3. Structural Covariances  90 820.660 225 3.647 .941 .005 .051 

4. Measurement Residuals 40 1143.416 275 4.158 .914 .035 .055 

Note: Unconstrained Model: All the parameters are predicted freely.  

Measurement Weights Model = All Factor loadings are constrained (equated).  

Structural Covariances Model = All Factor loadings + factor variances and covariances are constrained (equated).  

Measurement Errors Model = All Factor loadings + factor variances + factor covariances + error variances are 

constrained (equated). 

As it seen in Table 5, according to the unconstrained (configural) model, the changes in CFI in 

the models obtained by constraining, in sequence, measurement weights, and structural 

covariances were less than .01. However, when error residuals constrained the changes in CFI 

was found to be more than .01. Hence, the measurement model has provided configural, 

measurement weight, and structural covariance invariance; but, not provided for measurement 

residual invariance across three school types. 
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Figure 3. Path diagram for configural, measurement weight, structural covariance, and measurement 

residual invariance of the measurement model for school type.  

 

Note: Only 3 covariance estimates (ee5 < -- > ee3=.024 with p=.226; ea7 < -- > ea8=.033 with p=.054; and ea5 < 

-- > ea2=.036 with p=.015) were not found to be significant, all the other parameters were found to be significant. 

3.5. Measurement Invariance by Genders 

Goodness of Fit Indexes of the Baseline Measurement Model for Gender 

In the baseline measurement model based on the gender, the goodness of fit indexes were found 

to be as follows:  

✓ for male teachers 𝑋65
2 =164.122; 𝑋2/sd=2.525; GFI=0.953; CFI=0.978 and RMSEA=.057; 

and  

✓ for female teachers 𝑋65
2 =324.513; 𝑋2/sd=4.993; GFI=0.927; CFI=0.957 and 

RMSEA=.084. 

In conclusion, the baseline measurement model in Figure 1 displayed a high level of model fit 

for the two genders. 
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3.6. Configural, Measurement Weight, Structural Covariance, and Measurement 

Residual Invariance of the Measurement Model for Gender 

The unstandardized estimated parameters of the model are given with path diagram for genders 

in Figure 4, below, and the main findings regarding the measurement invariance according to 

the genders are presented in Table 6 below. 

Figure 4. Path diagram for configural, measurement weight, structural covariance, and measurement 

residual invariance of the measurement model for gender.  

 
Note: Only 3 covariance estimates (ee5 < -- > ee3=.020 with p=.303; ea7 < -- > ea8=.032 with p=.061; and ea5 < 

-- > ea2=.035 with p=.017) were not significant, all other parameters were found to be significant. 

Table 6. Configural, measurement weight, structural covariance, and measurement residual invariance 

results by branch.  

Model 
Number of 

parameters 
𝑋2 df 𝑋2/𝑑𝑓 CFI ΔCFI RMSEA 

1. Unconstrained (Configural) 80 488.635 130 3.759 .966  .052 

2. Measurement Weights  68 505.893 142 3.563 .965 .001 .050 

3. Structural Covariances  65 507.348 145 3.499 .966 .000 .049 

4. Measurement Residuals 40 610.502 170 3.591 .958 .008 .050 

Note: Unconstrained Model: All the parameters are predicted freely.  

Measurement Weights Model = All Factor loadings are constrained (equated).  

Structural Covariances Model = All Factor loadings + factor variances and covariances are constrained (equated).  

Measurement Errors Model = All Factor loadings + factor variances + factor covariances + error variances are 

constrained (equated). 
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As it seen in Table 6, according to the unconstrained (configural) model, the changes in CFI in 

the models obtained by constraining, in sequence, measurement weights, structural covariances, 

and measurement residuals were less than .01. Hence, the measurement model has provided 

configural, measurement weight, structural covariance, and measurement residual invariance 

across two genders. 

4. DISCUSSION and CONCLUSION 

This study investigates the measurement invariance of the Nanoscience and Nanotechnology 

Awareness Scale (NSTAS) for three teacher branches, three school types, and two genders by 

using the covariance structural analysis to test configural and metric invariances.  

There is need to plan and implement NSNT education at primary, secondary, undergraduate, 

and graduate levels, since teachers’ knowledge and competences are the key to education. 

Factors affecting awareness and knowledge level of teachers/teacher trainees in NSNT should 

be determined and analyzed before implementing education programs (Hingant & Able, 2010; 

Jones et al., 2013). The NSTAS instrument was originally developed by Dyehouse et al. (2008) 

to promote awareness and factual knowledge among higher education students in the USA 

about nanotechnology uses, so students become acquainted with nanotechnology as a new field 

of research and innovation affecting society. The greater objective was to motivate university 

students to academic and career options in the field.  

Braeken and Blömeke (2016) pointed out, “to allow for making group comparisons in terms of 

correlations with external variables, the stricter requirement of equal factor loadings” across 

groups (i.e., metric or ‘weak’ invariance) needs to hold. They also pointed out that “if we wish 

to directly compare observed scale sum scores between groups, then additionally, the residual 

item variances would be required to be equal across groups, such that every item can be 

considered equally reliable across groups”. There are some group comparisons and some 

educational decisions based on these comparisons regarding nanotechnology and nanoscience 

using NSTAS scores. In terms of objectivity features of scientific research, to test whether the 

structural validity or the measurement model of the NSTAS scale works in different subgroups 

in the same way. In other words, it is extremely important to determine whether the 

measurement tool provides biased group results using the measurement invariance approach. 

Wicherts (2016) emphasized that measurement invariance is very important for the validity of 

tests. In the literature, we could not find any study about measurement invariance in the field 

of nanotechnology. Very few studies have been found in the literature on measurement 

instruments used in hard sciences. Some of them are given below.  

Rocabado et al. (2019) performed measurement invariance testing for the configural, metric, 

and scalar models comparing black female students and all other students within the traditional 

and flipped courses for the two-factor model prescribed for the pre and posttests. Their analysis 

results showed that configural, metric, and scalar invariance was ensured. Maier et al. (2013) 

developed a preschool teachers’ attitudes and beliefs toward science teaching scale. They used 

teacher ethnicity, education level, and experience level as subgroups. They conclude that the 

three factors remained invariant across each subgroup. Luo et al. (2019) presented validity 

evidence of scores produced from the S-STEM measurement tool, and they concluded that 

measurement invariance results showed that the instrument items in the surveys measured the 

same constructs in the same ways across gender, age groups, and races/ethnicities. Braeken and 

Blömeke (2016) investigated the measurement equivalence of teachers’ beliefs across countries 

for the case of ‘mathematics as-a fixed-ability’. They concluded that data provided configural 

and metric invariance but did not provide scaler invariance across countries. Clearly none of 

the measurement invariance studies cited provide indisputable explanation about the steps of 

invariance measurement. It is obvious that there is a deficiency in the hard science literature in 
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terms of emphasizing the importance of measurement invariance and elaborating step by step 

instructions and guidance. 

Having examined the measurement model invariance with respect to configural, measurement 

weight, and structural covariance invariance for three groups of branches, three group of school 

types and two groups of genders, the present study arrived at the conclusion that configural, 

measurement weight and structural covariance invariances were ensured for branches, school 

types and genders. Also, residual invariance was ensured for genders. Residual invariances are 

not provided for branches, and school types leading us to conclude that not every item can be 

considered equally reliable across those groups. 

In conclusion, the results of this study provide evidence that the measurement invariance 

requirement for valid group comparisons for the Nanoscience and Nanotechnology Awareness 

Scale has been satisfied; measurement invariance can be successfully implemented in science 
and technology education. Casas and Blanco-Blanco (2017) acknowledged using the method 

for Social Cognitive Career Theory (SCCT) models in predicting mathematical/scientific 
interests and occupational aspirations among Colombian secondary students. Another 

successful application was by Caputo (2017) in science and mathematics education of 7th grade 

secondary students in Italy. The Measure of Acceptance of the Theory of Evolution (MATE, a 
single-factor instrument that assesses an individual’s overall acceptance of evolutionary theory) 

was tested to assess how it operates differently when administered to a population of non-
science major preservice elementary teachers when compared with the reference population of 

in-service high school biology teachers and found to be reliable with the measurement 
invariance approach (Wagler & Wagler, 2013). As a result, it has been proved that the NSTAS 

scale will not generate biased measurements in comparing groups by teacher branches, school 
types and gender. Since the internal structure of NSTAS holds for different groups, NSTAS 

scale can be safely used to compare branch, school type and gender groups. Testing and 
interpreting the measurement invariance with the covariance structure approach using IBM 

AMOS-24, implemented with cases in this study, can be applied to all scales aimed at 

comparing different groups.  
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6. APPENDIX 

Table A1. Nanotechnology Awareness Instrument (Dyehouse et al., 2008)  

 

For the following items, please indicate the extent to which you agree or 

disagree using the following scale: Strongly disagree, disagree, neutral, 

agree, or strongly agree. 
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What is your awareness of nanotechnology? I can: 

1. Name a nanoscale-sized object.      

2. Describe one way nanotechnology directly impacts my life.      

3. Name a field of study that currently conducts nanotechnology re-

search. 

     

4. Describe one way nanotechnology may benefit society/humankind.      

5. Name an application of nanotechnology.      

6. Describe a process to manufacture objects at the nanoscale.      

7. Name an instrument used to make measurements at the nanoscale.      

8. Describe one way nanotechnology may directly impact my life in the 

future. 

     

 

 

For the following items, please indicate the extent to which you have par-

ticipated in each activity using the following scale: Not at all/never, very 

little, sometimes/ occasionally, a fair amount, or a great deal. 
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What is your exposure to nanotechnology? I have:      

1. Heard the term nanotechnology.      

2. Read [something] about nanotechnology.      

3. Watched a program about nanotechnology.      

4. Had one [or more] instructors/teachers talk about nanotechnology in 

class. 

     

5. Participated in an activity involving nanotechnology [lab, project,…].      

6. Taken a class about nanotechnology.      
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Table A2. Nanoscience and Nanotechnology Awareness Scale (NSTAS) - Turkish Version. 
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1. Nanoölçek boyutunda bir nesne adı söyleyebilirim.      

2. Nanoteknolojinin hayatımı doğrudan etkileyen bir yöntemini 

söyleyebilirim. 
     

3. Bugünlerde nanoteknoloji araştırması yürüten bir çalışma alanı 

ismi söyleyebilirim. 
     

4. Nanoteknolojinin topluma/insanlığa faydalı olabilecek bir 

yöntemini tanımlayabilirim. 
     

5. Bir nanoteknoloji uygulamasının adını söyleyebilirim.      

6. Nanoölçekte nesneler üretmek için kullanılan bir yöntemi 

tanımlayabilirim. 
     

7. Nanoölçekte ölçüm yapmakta kullanılan bir araç ismi 

söyleyebilirim. 
     

8. Gelecekte nanoteknolojinin hayatımı doğrudan etkileyebilecek 

bir yöntemini söyleyebilirim. 
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7. Nanoteknoloji terimini duydum.      

8. Nanoteknoloji hakkında bir şeyler okudum.      

9. Nanoteknoloji hakkında bir program izledim.      

10. Sınıfta bir (veya daha fazla) öğretmen/öğretim elemanının 

nanoteknoloji hakkındaki konuşmalarını dinledim. 
     

11. Nanoteknoloji konusunun işlendiği bir etkinliğe katıldım 

(laboratuvar çalışması, proje, seminer, konferans). 
     

12. Nanoteknoloji hakkında bir ders aldım.      

 

 



 

International Journal of Assessment Tools in Education 

 2021, Vol. 8, No. 3, 509–526 

https://doi.org/10.21449/ijate.845051 

Published at https://ijate.net/              https://dergipark.org.tr/en/pub/ijate                         Research Article 

 

 509 

 

The Learning Effect of Corpora on Strong and Weak Collocations: 

Implications for Corpus-Based Assessment of Collocation Competence 

 

Hatice Altun 1,* 

 
1Pamukkale University, The School of Foreign Languages, Denizli, Turkey 

 

ARTICLE HISTORY 

Received: Dec. 22, 2020 

Revised: Apr. 26, 2021 

Accepted: May 20, 2021 
 

Keywords: 

Strong and weak 

collocations, 

Concordancers,  

Traditional learning, 

Lexical assessment. 

Abstract: Although corpora and corpus linguistics have been applied for quite 

long in foreign and second language settings, there is still limited 

understanding about how EFL learners use corpus tools along with dictionaries to 

enhance their collocation knowledge. This study aims to gain insight into the 

effectiveness of corpus-based pedagogy in comparison with the conventional 

vocabulary teaching methods, particularly using dictionaries. The study was 

conducted with two non-English major advanced groups of L2 learners at a public 

university. The experimental group studied 16 pre-selected formal academic words 

and their strong and weak collocations with corpus (COCA, the corpus of 

contemporary American English), while the comparison group studied the same 

collocations using advanced learner’s dictionaries. The instruments for collecting 

data included the Oxford placement test, pretest, posttest, and exercises devised for 

particular teaching points of collocations. Results of Repeated Measures ANOVA 

tests showed no significant difference between the two experimental groups. 

However, the corpus-based approach showed more impact on the reception of 

strong collocations acquired by the corpus group at a slightly better performance 

rate, as evidenced by the group’s mean scores (Corpus =45.91, Dictionary= 44.06). 

Interestingly, the acquisition of weak collocations was better for the dictionary use 

group (Corpus=54.08, Dictionary= 57.18). The paper thus offers some implications 

for teaching and assessing collocation knowledge and makes suggestions that EFL 

practitioners should create variations in instructional methodologies through 
gaining awareness of the increasing availability of innovative technologies. Further 

research on collocations’ assessment has also been suggested. 

1. INTRODUCTION 

Numerous studies and publications have emphasized the contribution of corpora to the language 

learning environment, and corpora are being used more frequently as a reference tool for 

language teachers and learners as a result of the growing availability of advanced technology. 

Initially, corpora were used mainly for the production of dictionaries and language textbooks 

(e.g., Barlow & Burdine, 2006; Gilquin et al., 2007; Sinclair, 2001; Thurstun & Candlin, 1997). 

The common use of corpora in material development is reported as a result of the effectiveness 

of the published materials in foreign and second language classrooms. The use of authentic 

language samples from corpora serves as a comprehensible input for language learning settings, 
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particularly in foreign language (EFL) classrooms where it is rather challenging to expose 

language learners to various uses and contexts of a word studied. Corpora were also used as a 

source of linguistic research on lexical studies, grammar, discourse analysis, pragmatics, and 

linguistics (e.g., Benesch, 2001; Biber et al., 1999; Cortes, 2002; Flowerdew & Peacock, 2001). 

More recently, direct access to corpora by learners comprises the subject of a number of studies 

(e.g., Bernardini, 2002; Boulton & Cobb, 2017; Chambers, 2005; Chambers & O’Sullivan, 

2004; Gaskell & Cobb, 2004; Gilmore, 2009; Yoon & Hirvela, 2004). In all these corpora 

studies, language learners interact with the text in the concordancer to observe, speculate, and 

explore language patterns, word forms, and collocations. Learners can make generalizations 

about grammatical features, syntax, agreement, and stylistics thanks to this inductive learning 

approach. This is particularly important in the EFL contexts where students usually receive 

most of their language education through another medium but English. Learner’s direct access 

to corpora promotes lexical consciousness, through which students familiarize themselves with 

the various contexts of the lexical items. For instance, if the students create a list of vocabulary 

and prepositions used in context, the concordance lines help students to understand that the 

same lexical items can be used in multiple contexts. This process can promote students’ 

guessing ability by demonstrating the various uses of language items studied (Johns, 1991). 

A new path for corpus use is applying corpus linguistic methods and tools in the design and 

validation process of language teaching and assessments. Some recent studies particularly focus 

on the potential benefits of exploiting a learner corpus for testing and assessment of L2 

proficiency in writing and also speaking (Callies, 2016; Callies & Götz, 2015). Although corpus 

studies with the testing focus are still at an early stage, they contribute a lot to the research on 

the assessment of L2 proficiency (Deshors et al., 2016; McCarthy, 2013). This study is also 

expected to offer some potential beneficial implementations for assessing L2 vocabulary 

proficiency, particularly in the context of the Common European Framework of Reference for 

Languages (CEFR).  

Another flourishing interest area among language teachers and researchers is formulaic 

expressions and idiomatic language use (Biber et al., 2004; Wray, 2002, 2008). It is considered 

that mastery of formulaic expressions is essential to acquire lexical competence and an 

idiomatic control of language (Ellis, 2002, 2003). The phenomenon of collocations occupies a 

focal point in the scheme of formulaic language research (Firth, 1957; Lewis, 1993; Lewis, 

1997, 2000; Liu, 2010; Nesselhauf, 2003). The study of collocations is of great interest in 

language teaching because language learners are considered to benefit from the naturally 

occurring word combinations to gain a more natural phraseology of L2. Thus, instead of 

memorizing long chunks of words, the learners would be able to produce some of the 

collocation combinations and would also develop some understanding of linguistic features and 

processes which affect the way collocations are formed (Walker, 2011). Recently emerging 

awareness on the importance of corpus consultation, especially corpus concordancing, in the 

study of collocations has led to the penning a number of studies devoted to this issue (Breyer, 

2009; Chan & Liou, 2005; Cheng et al., 2003; Durrant & Schmitt, 2009; Lee & Swales, 2006; 

Liu, 2010). Nevertheless, despite a plethora of research articles and projects comparing the 

effectiveness of traditional methods and dictionaries to corpora (Basal, 2019; Çelik, 2011; 

Daskalovska, 2015; Lai & Chen, 2015), corpus-based language teaching focusing on learners’ 

corpus consultation about different collocation types (i.e.; strong vs. weak collocations) is still 

on all fours, and more effort is needed to draw up-and-coming implications for EFL contexts.  

This paper attempts to contribute to the above-stated niche as a way to teach collocations. More 

specifically, it aims to see if concordancing exercises, which rely on collocation competence, 

can enhance the nature of vocabulary learning. This experimental study, therefore, aims to 
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explore the potential benefits of hands-on concordancing over dictionary use in-class activities 

for teaching strong and weak collocations over five weeks.  

2. LITERATURE REVIEW 

2.1. Corpora and Language Learning 

A corpus is the accumulation of vast spoken or written electronic text archives (Anderson & 

Corbert, 2017). The texts are machine-readable and can easily be manipulated by software that 

can analyze the linguistic constructs in question. A careful analysis can provide insights into 

how language is used typically and commonly. The size of a corpus can change from millions 

to billions of words, and it may contain several genres which learners found useful to explore. 

A concordancing program enables researchers to view all of the occurrences of a particular 

word in its immediate environment in a corpus. The immediate environment contains several 

words before and after the search word itself. The full concordance lines indicate the larger text 

in which examples occur (ibid.). Concordancing allows the researchers to perform basic 

qualitative and quantitative analysis to show all aspects of the nature of the word as well as its 

frequency in a specific context (Flowerdew, 1996).  

Corpora may provide learners with valuable tools such as basic lexical, grammatical, and 

organizational details for the genre (Tribble, 2001). With a corpus and a concordancer, learners 

not only see the authentic examples provided but also have the opportunity to study language 

patterns (Biber et al., 1999). Corpora display word collocations via the concordancing program. 

Learners can see preceding and subsequent data for the term they are searching for by looking 

at collocational frequencies. Another advantage of a corpus is the context it brings in examples 

(Biber et al., 2004). Learners can appreciate the sense in which terms should be used by looking 

at the examples. By making inferences, students can be able to figure out what a word means. 

Corpora may also foster an atmosphere conducive to inductive learning (Flowerdew, 2009). 

This gives students power over their language learning. In this sense, foreign language students 

take on the position of linguistic researchers, analyzing data and coming up with their own rules 

and conclusions.  

Some scholars and language teachers (Johns, 1991; Tribble, 2001) have strongly supported the 

use of corpora instead of dictionaries and traditional activities to develop competencies in 

various skills on account of the fact that concordances are argued to promote learners’ analytical 

thinking skills and autonomy. Adherents of corpora have also argued that traditional learning 

tools, including dictionaries, are tedious and tiring and also nonproductive tools, particularly 

for vocabulary learning. The inauthentic examples and the vague language use in dictionaries 

prevent learners from realizing various authentic contexts of words (Tribble & Johns, 1990). 

However, according to Cobb (2003), in spite of all the burdensome and time-consuming effects 

of dictionaries, many language learners still depend upon the dictionaries to learn vocabulary. 

Additionally, in their meta-analysis, Lee et al. (2018) argue that corpora can increase 

vocabulary gains considerably, particularly in in-depth vocabulary knowledge of collocations. 

Also, some collocations which are even difficult to be recognized by the native speakers can 

easily be taught through concordances.       

As opposed to the importance credited to the exploitation of corpora in language teaching, 

however, total reliance on it may be problematic in that corpora may pose some challenges and 

obstacles for some learners. First of all, all learners may not have positive attitudes towards 

inductive discovery learning (Flowerdew, 2009). According to Flowerdew (2009), corpus use 

is typically correlated with an inductive approach, which may not be suitable for all students 

due to their differing cognitive styles. This style of learning can benefit field-dependent students 

who enjoy discussions based on the application of rules from examples (ibid.). Field-

independent learners, on the other hand, who prefer simple rule instruction will not find it 
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useful. Cobb (1998) also raises another practical question about corpora exploitation. Lexical 

information is massive and maybe potentially confusing to the learners. While words occur in 

a wide range of contexts, many of the words in the concordance lines are unfamiliar, and the 

contexts are short, incomplete, and do not indicate a coherent and unified context (Cobb 1998). 

As a result, the teacher's function as a facilitator is essential to overcome the challenge caused 

by the context (Flowerdew, 2009). 

2.2. Collocations and Corpora  

Collocations are words that appear together in a text more often than their individual 

frequencies or than would be predicted by chance (Halliday, 1966). Collocating words predict 

each other, i.e., when one part of a collocating pair is detected, the odds of discovering the other 

part improve (Hoey, 1991; Jones & Sinclair, 1974). However, there is no set definition of what 

word combinations are considered as collocations among language educators. The controversy 

often stems from the disagreement over how structurally fixed and meaningfully transparent a 

word combination should be to be considered a collocation. Yet most educators agree that 

collocations are word forms with restricted structural variations and vary from free words, and 

to alleviate the problem of this arbitrariness, some scholars offered a scale with subcategories, 

such as ‘strong,’ ‘medium strength,’ (Crowther et al., 2002) or ‘strong,’ ‘weak’ and ‘fixed’ 

(O'Dell & McCarthy, 2008). For this study, the researcher exploited this scale of collocations 

and focused particularly on strong and weak collocations to be studied by advanced L2 learners.  

Language users need to develop collocational links for an efficient lexical network. However,  

Nesselhauf (2003) and Altenberg and Granger (2001) argue that even advanced English learners 

have issues with the correct use of collocations. In the EFL settings, developing collocational 

competence is rather challenging due to the arbitrary nature of collocations. Collocational 

mistakes are usually the most dominant ones in EFL learners’ outputs (Gui & H., 2002; Hsu & 

Chiu, 2008). Koç (2006) also discovered that one of the main problems with Turkish EFL 

learners is the lack of collocational competence. Learners tend to learn vocabulary as isolated 

units rather than as formulaic sequences of words in combination with each other. Furthermore, 

Prodromou (2003) contends that collocations, either fixed or more flexible, are formed after 

many years of habitual use by the native speakers of a language. Collocations offer ‘chunks’ of 

English that are part of formulaic language ready to be used; therefore, the automation of 

collocations enables ‘native speakers’ to express themselves fluently. Second language 

learners, however, lack this automation and, thus, are more prone to using unnatural 

phraseologies. In order to achieve automaticity in collocational use, second language learners 

should be aware that they need to develop an ability to comprehend and produce collocations 

as unanalyzed chunks (Prodromou, 2003).  

Since mastering collocations is rather challenging (Wray, 2000), a large body of study has 

concentrated on learner mistakes and the primary challenges second language learners 

encounter while studying collocation norms (Howarth, 1998; Liu, 2010; Nesselhauf, 2003, 

2005). It is also well known that second language learners tend to rely on weak collocations, 

which are non-restricted word combinations (e.g., nice memories, a good meal, bad friends) 

(Hasselgren, 1994; Nesselhauf, 2005). Considering that word frequency is one of the imperative 

determiners in making lexical choices (Foster & Chamber, 1973), it is not surprising that high-

frequency weak collocations are processed quickly. So the element of familiarity plays a vital 

role to clutch for the words learners feel safe with, and even advanced learners systematically 

overgeneralize these ‘lexical teddy bears’ – “core words – learnt early, widely useable, and 

above all safe (because they do not show up as errors)” (Hasselgren, 1994, p. 250). On the other 

hand, strong collocations – low frequency, more clear-cut lexical combinations – take a longer 

time to learn and are less likely to be used by second language learners (Conzett, 2000). 

However, strong collocates are expected to facilitate the processing of the following noun 
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because they prime the subsequent noun and make it more restricted than the same word 

preceded by a weak collocate (e.g., auburn hair vs. brown hair, inclement weather vs. bad 

weather) (Hoey, 2005). This inherent paradoxical nature of strong and weak collocations poses 

an additional challenge to learning collocations. Therefore, the contradictory effects of strong 

and weak collocations – learners’ reliance on weak collocations but their being less predictable 

or strong collocations’ facilitating effect of the subsequent word but being difficult to be 

processed – on gaining collocational competence need to be studied more in EFL settings. There 

are, however, few studies focusing on learning above mentioned collocations through 

concordancing (Conzett, 2000).      

Only a few studies have looked into the effects of using concordancers to teach EFL students. 

Some notable ones are as follows. In Sun and Wang’s (2003) study, the efficacy of inductive 

and deductive teaching approaches on EFL students was investigated. Participants used an 

online monolingual concordancer to research collocations of various difficulty levels. The 

inductive group benefited substantially more than the deductive group after the posttest. There 

was no significant difference between the learners’ performance affected by the teaching 

method, inductive or deductive, in terms of tricky collocations. However, the inductive 

approach was more effective in teaching easier collocations with the help of corpora.  

Daskalovska (2015), in another notable study, explored the influence of concordance on 44 

first-year English language and literature learners’ adverb-noun collocation knowledge. The 

experimental group outperformed the control group, who studied the collocations through 

traditional exercises and dictionaries. She underpinned the valuable contribution of 

concordance use on the collocational production of ELT learners. One last research study worth 

mentioning is Nesselhauf’s  (2003) groundwork. She conducted an exploratory study on verb-

object-noun collocations in a corpus of academic essays written by non-native speakers of 

English. He concluded that although rote learning and behaviorism are discredited, a number 

of collocations need to be taught and learned explicitly; in this case, the criteria for the selection 

of collocations to be taught can be determined based on the acceptability and frequency of 

collocations in any special register of interest to the learner.  

Nesselhauf (2005) suggests three criteria to select collocations to be taught to advanced level 

students: frequency, difficulty, and degree of disruption. Frequency is the number of 

occurrences of a collocation set in a certain text that students need to study. Collocations with 

high-frequency and wide-range collocations are deemed worthy of teaching in some studies 

(Hill, 2000; Hill et al., 2000), and in others, collocations with medium or weak strength (Hill, 

2000). Degree of difficulty, i.e., degree of susceptibility to deviation, is the second criterion in 

the model in which two types of difficulty are explained: absolute difficulty and relative 

difficulty. Both of them serve as a rating scale for the learnability of a collocation. Deviation in 

the model means using unnatural phraseology or ungrammatical word combinations. The third 

criterion is the degree of disruption, i.e., the extent to which a deviant expression confuses the 

reader or listener and obstructs the quality of meaning to be conveyed or even disrupts the 

communication. Nesselhauf (2005) admits that this criterion, the disruption criterion, is rather 

challenging to measure because it is hard to express the degree of disruption in numbers. 

Moreover, the fuzziness of the idea of disruption (e.g., according to whom and according to 

what situation) makes the criterion challenging to justify.  

Collocations, as a necessary form of vocabulary awareness, have caused learning problems for 

EFL learners, according to the studies described above (Liu, 2010; Nesselhauf, 2003). The 

selection of collocations to be taught does not seem to be applicable to all proficiency levels. 

In the case of advanced levels, learners strive for high proficiency; thus, learners’ needs should 

be considered as a criterion as well as other dimensions related to collocations. Furthermore, 

depending on collocation instructions, various forms of collocations seem to behave differently. 
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Drawing on the criterion of frequency and degree of difficulty in Nesselhauf’s (2005) model, 

the current study, therefore, aims at exploring advanced level Turkish EFL learners’ learning 

processes of strong and weak collocations (Crowther et al., 2002; O'Dell & McCarthy, 2008) 

with the help of a corpus, i.e., the corpus of American English, COCA- (Davies, 2008). The 

study looks into the causes of individual treatment differences (with or without concordancers) 

and various collocation types in order to fill in the gaps identified in the previous research 

survey.  

3. METHOD 

3.1. Design 

This study addresses the possible aftereffects of hands-on concordancing exercises on advanced 

level Turkish EFL learners’ learning strong and weak collocations in comparison to traditional 

dictionary use. The study has employed a pretest and posttest design, with 44 participants in 

two groups, a control and an experimental. Both groups took part in the treatment sessions 

between pretest and posttest. The control group studied the selected collocations through 

dictionaries and the experimental group via a corpus. The dependent variable of the study is 

learners’ achievement on a collocation test developed by the researcher. The independent 

variables are two groups who study using concordancing activities and an online dictionary, 

and the type of collocations taught: strong and weak. Instruction was delivered to both groups 

through explicit classroom teaching based on the activities prepared by the researcher. The 

participant groups showed differences as to whether they used dictionaries or concordances 

during the treatment. The experimental group explored concordance lines of COCA to make 

meaningful deductions about the collocations to be learned. The control group studied the same 

vocabulary using the traditional advanced learners’ dictionary. 

3.2. Research Questions 

The following research questions have been addressed:   

1. Do concordancing exercises have any impact on L2 learners’ collocation competence in 

comparison with traditional dictionary use?  

2. Does the reception level of strong and weak collocations reveal a significant difference in 

advanced L2 learners? 

3.3. The Hypotheses  

It was hypothesized that:   

H0: Statistically no significant difference will be observed in students’ posttest scores across 

the two groups after a period of explicit vocabulary teaching. 

H0: Statistically no significant difference will be observed in students’ performances in posttest 

scores with regard to strong and weak collocations across the two groups after a period of 

explicit vocabulary teaching.  

The first research question was investigated by assessing the performance of the experimental 

group against the control group. The second research question was explored by comparing the 

potential development of the two groups with regard to the strong and weak collocations.  

3.4. Participants 

All the participants were EFL learners enrolled in an academic writing class at a public 

university, and they were all native speakers of Turkish. These 51 students took the course of 

academic writing, during which the collocation treatment was administered for five weeks. 

Eight participants did not take the posttest; therefore, they were excluded from the data. In total, 

44 students took part in all phases of the study. All participants had an upper-intermediate or 

advanced level of English language proficiency.  Their proficiency level was checked using an 
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Oxford placement test as part of the study. The mean score was 43.86 (SD, 3.968), which was 

classified as B2 level-upper intermediate by CEFR. According to their own assessment, their 

computer skills ranged from basic to intermediate and more advanced. None of the participants 

had any previous knowledge of corpus linguistics.  

3.5. Data Collection Instrument and Target Structures  

A multi-faceted protocol was adopted during the vocabulary collection and test creation phases. 

Drawing on the criterion of frequency and degree of difficulty in Nesselhauf’s model (2005, 

see literature review 2.2 for the detailed account of the model), the researcher has identified 

several strong and weak collocations from the teaching materials used in classes and exams in 

order to meet the advanced EFL learners’ needs. The lexical items with a medium degree of 

difficulty but the relatively low frequency, or vice versa, received a fair amount of attention 

while preparing the list of collocations to be taught, and they were tested later on in the study. 

The relative degree of difficulty is measured by comparing the number of deviant expressions 

of collocation with its overall number in a particular text.  

The collocations were selected from among those identified as important because they were 

considered to be of help to the advanced learners of English in their written and spoken English 

outputs. Additionally, the researcher focused on collocations that are not immediately obvious 

(e.g., adhere to standards, auburn hair, and broad accent), considering that those collocations 

would be helpful for their language exams given in the school and also for the standard exams 

such as TOEFL, IELTS, and GRE that they might need to take according to their future 

aspirations.   

All collocations tested were adjective-noun bigrams. According to corpus studies, the most 

common grammatical element in academic texts is nouns (300,000 nouns per million words) 

(Biber & Conrad, 1999; Biber & Gray, 2016; Biber et al., 1999). The other two most common 

grammatical functions are adjectives and prepositions (Biber & Gray, 2011). Due to their 

frequency in the teaching and testing materials, only adj+noun collocations were included as 

the items to be used in the treatment. Additionally, it is considered that students would 

encounter adj+noun collocations in most of the high stake tests as well, so these combinations 

seemed like the most appropriate choice from among the other collocation types.  

The selected collocations were divided into two categories. The first category is defined as 

strong collocations, in which the words are very closely associated, e.g., mitigating 

circumstances or factors (see the literature review for the detailed information about strong and 

weak collocation types). The second one is that of weak collocations in which words collocate 

with a range of other words. For example, broad collocates with a broad range of different 

nouns, e.g., broad avenue, accent, view. It is also considered that, in terms of their fixedness 

and idiomaticity, the weak and strong collocations form a continuum, with stronger ones at one 

end and weaker ones at the other (Conzett, 2000). Most collocations lie somewhere between 

the two.  

The strength of collocations was operationalized through Mutual Information (MI) scores 

calculated for selected adjective-noun bigrams in the COCA. From among the other association 

measurements (AM) like T- scores and Log Dice, only MI scores were used as a reference to 

calculate the probability of co-occurrence of the collocations for some reasons. First, T-scores 

are considered to be the best indicator for lexical PP-verb collocations among all association 

measures (Hoffmann et al., 2008) so it was not the best alternative to measure adj+noun 

combinations’ strengths. Although another AM, Log Dice, has been introduced as an alternative 

to MI scores, it has not been explored enough in language learning research yet (Gablasova et 

al., 2017). Therefore, MI scores seemed to be the most relevant measure to give information 

about the bond of probability between the adjectives and nouns used in the current study. 



Altun

 

 516 

Additionally, MI scores are one of the most frequent and reliable measurement tools 

recommended in the literature to calculate the strength of collocations (Hunston, 2002; Hunston 

& Laviosa, 2000; Walter, 2012).  

MI scores calculate the extent to which specific words co-occur compared to the number of 

times they appear separately, and they strongly rely on frequencies. Therefore, in order to make 

sure about the strength of collocations, MI scores were checked using COCA and BNC (British 

National Corpus). In total, 16 collocations were identified: 8 strong and eight weak ones. Weak 

collocations were defined as adjective-noun bigrams with an MI score lower than 3, and strong 

collocations were defined as adjective-noun bigrams with an MI score higher than 8. These 

cutting edges were recommended by Hunston (2002, p.71). It is generally accepted that MI 

scores lower than 3 suggest an insignificant likelihood of co-occurrence between the node and 

its collocate. Therefore, the MI score over 8 would show a highly significant relation of the 

probability between the searched items.     

The classroom exercises were designed to explore the collocates of the pre-determined 16 

words. Due to the semantic unrelatedness of these 16-word collocations, exercises focused on 

discrete items in a rather structured way in a multiple-choice test. In tandem with Nesselhauf 

(2003), the researcher adopted an explicit teaching method while studying the collocations with 

learners. The five-week teaching material comprised matching, gap filling, paraphrasing, error 

correction, and production type of exercises, which allowed learners to explore the selected 

words and their collocations. The materials also sought to assess learners' ability to adapt their 

vocabulary information to new contexts. These exercises were studied as part of the academic 

writing course for almost half an hour every week.  

The collocational knowledge test utilized in the study was also designed and developed by the 

researcher and was used to evaluate students’ collocation competence. The multiple-choice test 

format was chosen for the receptive collocational test, given the objectivity of scoring it allows. 

The test instructed participants to determine the correct collocate of the highlighted 16 words. 

 All the distractors were chosen from among the pseudo-collocates, weakly collocated or 

unrelated items in the lists of COCA and BNC in relation to the search item. For each item, the 

strong collocates were defined after a thorough search on both corpora. Those collocates that 

has the highest frequency rate were chosen as the correct answer. Then all the distractors’ 

frequency and strengths were checked in order to make sure that the correct answer is the best 

option. The piloting of the collocational knowledge test was conducted with 20 ELT students 

at a different public university and with three English teachers. All the necessary items and 

distracters’ developments were done based on the results obtained from piloting. Cronbach 

alpha was .815 for the collocation test, which indicated a high internal consistency. One week 

before and after the five-week experiment, pretests and posttests, which were basically the same 

test, were administered. 

3.6. Treatment 

The two participant groups in the experiment were assigned according to lists provided for the 

academic writing course; that is to say, section one was the first group, and section two the 

second. The first group (G1), called the corpus group, studied the words and their collocations 

with concordance and corpus-based activities, but the other group (G2), the control (dictionary) 

group, used traditional dictionaries while studying the same words. There were five sections in 

each course, and at each session, four collocation combinations were studied. The activities 

were completed in half an hour under the guidance of the course instructor. After the 

administration of the pretest, an introductory lesson in which the collocations and their 

particular uses were taught by the course instructor was conducted in the first part of the 

experiment. The corpus group received additional information on the utilization and searching 
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with a concordancer. The dictionary group dwelled upon the exploitation of dictionaries while 

studying collocations during the introduction week.  

The main part of the experiment, the five-week teaching treatment, was unique to the groups. 

Corpus group (G1) delved into the corpus queries with COCA, one of the largest corpora in the 

world with one billion words from eight different genres. Although COCA’s web page offers 

several linguistic search opportunities, the learners were only asked to use the frequency counts 

for the collocation search. All the learners in the corpus group performed the classroom task, 

which required searching through COCA using their own computers during the class period. 

The control group (G2) used several advanced learners’ dictionaries to do the same collocation 

searches. They completed the same tasks with the corpus group, and they were not introduced 

concordances. After the five-week treatment, the posttest was administered to evaluate 

participants’ performance in collocation learning. Participants’ test scores in each group were 

accumulated to conduct the necessary analyses.  

3.7. Data Analysis 

A one-way ANOVA with repeated measures was used to explore the effect of the two 

treatments on advanced L2 learners’ collocational competence in two stages. The test type and 

the collocation types were taken as within-measures of the study. To assess the assumption of 

a one-way ANOVA, the researcher first checked the normality condition of the data set before 

making a decision on which statistical method should be used, using skewness and kurtosis 

indexes along with the Shapiro-Wilk test. Table 1 shows that all skewness and kurtosis values 

of the data were between -1.96 and +1.96, a threshold recommended by Ghasemi and Zahediasl 

(2012). This suggests the normal distribution of the data sets of the study. The result of the 

Shapiro-Wilk test also showed that all four data sets satisfied the normality condition, p > .05; 

therefore, the null hypothesis fails to be rejected. As is shown in the boxplots (see Figure 1), 

there seems to be one outlier in each group, so they were excluded from the data to conduct the 

analysis.  

Table 1. Descriptive statistics of two groups in pre and posttest. 

Groups N  Mean SD Skewness Kurtosis Shapiro-Wilk 

Corpus (G1)  20 
Pretest 

4.70 1.081 .117 -.212 .919 .096 

Dictionary (G2) 24 5.13 1.849 .521 .918 .953 .307 

Corpus (G1) 20 
Posttest 

9.70 2.130 -.072 -.749 .936 .200 

Dictionary (G2) 24 9.33 2.297 .046 -.580 .942 .179 

Figure 1. Boxplots of test scores across groups. 
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Since the within-subject test time variable has only two levels, the test for sphericity could not 

be applied. After the assumptions were met to conduct a repeated-measures ANOVA design, 

the test was run to pursue the analysis.  

4. RESULTS 

Both groups performed at a similar rate, according to the means of the pretest results (G1M = 

5.56 / G2M = 4.97). These findings showed that there were no major variations in pre-learning 

histories between the groups prior to the pretest. The means of the posttest findings, on the other 

hand, showed a positive variance in favor of G1, which explored lexical items using corpora 

and concordance-based exercises (G1 = 67.24/ G2 = 64.81). Table 2 below presents the 

summary of descriptive statistics of the pre and posttest results of the collocation test. 

Table 2. Descriptive statistics from RM ANOVA for pre and posttest of collocation test, M (means) - 

SD (Standard Deviation). 

Group  M/SD Pretest Posttest 

G1 (20) M 32.74% 67.24% 

 SD 7.269 7.269 

G2 (24) M 35.17% 64.81% 

 SD 8.923 8.924 

 

A repeated measures one-way ANOVA was used to see whether the observed difference in the 

means of the posttest findings for the two groups was statistically meaningful. The findings, as 

presented in Table 3, showed that the variance in posttest results favoring the corpus group (G1) 

was not significant (F (1. 42) = .955, p = .334). In response to the first research question about 

whether corpus activities create a significant difference between the two groups’ collocational 

performance, it can be concluded that the null hypothesis cannot be rejected based on this result. 

In other words, the groups performed in a parallel manner on both collocation tests. Although 

the increase rate (of means) in both groups was quite large (nearly 30 points), there was not a 

significant difference between the groups. However, it can still be commented that regardless 

of the collocation type, the groups’ learning performance during the practice period in the 

context of collocations was positive.  

Table 3. Test of within-subjects effects from RM ANOVA for test results. 

 Sum of Squares df F Sig. Partial Eta Squared Observed Power 

Pre/posttest 22313.204 1.000 165.243 .000 .797 1.000 

WithinGroups 128.989 1.000 .955 .334 .022 .15 

Error  5671.370 42     

 

Table 4 shows descriptive statistics for the pre and posttest results in terms of collocation form. 

When the pretest outcomes of both strong and weak collocations were compared, the means of 

both classes were found to be reasonably similar (G1 strong collocation (sc) = 47.68/ weak 

collocation (wc) = 47.68), (G2 sc = 49.62 / wc = 50.41). G1 showed better performance in weak 

collocation items, but G2 revealed equally better performance in strong collocation items in the 

pretest. The means of posttest results of both groups as compared to those of pretest results 

indicated a decline in terms of strong collocation items. Despite this stated decline, the study 

revealed that the decline in the experimental group was less than the control group (G1 sc = 

47.68 / 45.91, G2 sc = 49.62 / 44.06). Both groups, on the other hand, revealed better 
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performance in the weak collocation items in the posttest in comparison to the pretest results, 

but the results showed positive variance in terms of G2 this time (G1 wc = 54.08, G2 wc = 

57.18).       

Table 4. Descriptive statistics from RM ANOVA for pre and posttest with regard to strong and weak 

collocations, M (means) - SD (Standard Deviation). 

Group  
M-

SD 

Pretest Strong 

C 

Pretest  

Weak C 

Posttest 

Strong C 

Posttest 

Weak C 

G1 (20) M 47.68% 52.37% 45.91% 54.08% 

 SD 20.82 20.86 14.96 14.96 

G2 (24) M 49.62% 50.41% 44.06% 57.18% 

 SD 17.58 17.54 12.96 12.54 

 

A repeated-measures ANOVA analysis was run to see if the variance in the means of the 

posttest on strong collocation items was statistically significant, and the results (see Table 5) 

obtained from the test revealed that the difference in the strong collocation items observed in 

favor of corpus G1 was not statistically significant (F1, 42 = .421, p = >.05).  

Table 5. Test of within-subjects effects from RM ANOVA for strong collocations. 

 
Sum of 

Squares 
df F Sig. 

Partial Eta 

Squared 

Observed 

Powera 

Collocation type 323.789 1.000 1.733 .195 .040 .251 

WithinGroups 78.660 1. 000 .421 .520 .010 .097 

Error  7848.761 42     

 

The test results of the repeated measures analysis conducted for weak collocation items within 

the tests revealed that the difference in the weak collocation items observed in favor of 

dictionary G2 was not statistically significant (F1, 42 = .361, p = >.05), either, (see Table 6).  

Table 6. Test of within-subjects effects from RM ANOVA for weak collocations. 

 
Sum of 

Squares 
df F Sig. 

Partial Eta 

Squared 

Observed 

Powera 

Collocation type 440.116 1.000 2.701 .108 .060 .362 

WithinGroup 139.426 1. 000 . 856 .360 .020 .148 

Error  6843.968 42     

 

The second research question explores the acquisition level of strong and weak collocations in 

both groups. From this analysis, it can be concluded that we cannot reject the null hypothesis, 

which claims that there was no significant difference between groups in terms of their 

competence with regard to collocation types. The experimental group showed slightly better 

performance, as evidenced by the groups’ mean scores (G1 sc = 45.91, G2 sc = 44.06). 

However, the acquisition of weak collocations was slightly better for the dictionary use group 

despite not being evidenced by the statistical result (G1 wc = 54.08, G2 wc = 57.18). That is to 

say; it was found from the study that the corpus-based approach might have created some 

impact by chance on the reception of strong collocations. 
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5. DISCUSSION 

The current study aimed to determine the more effective way of teaching strong and weak 

adjective-noun collocations using either concordancing tools or traditional learning tools of 

dictionaries. The results of the study did not support the hypothesis that corpus-based treatment 

would be better in teaching collocations, unlike some other studies which provided some 

profound effects in favor of corpus use in the literature (Chan & Liou, 2005; Daskalovska, 

2015; Tsai, 2019). However, in terms of the collocation learning after the treatment, it can be 

argued that if enough time and effort spent on the study of collocations, L2 learners improve 

their lexical competence through guided teaching (Flowerdew, 2009). Although there is no 

significant difference between the experimental group and the control group in terms of learning 

collocations, the overall performance of both groups improved considerably. Particularly, in 

terms of the experimental group’s experience, it might be weakly assumed that minimal training 

about how to use concordancing tools enabled learners to use concordance software well 

enough to conduct independent searches. In that regard, it can be argued that the study might 

offer some insight into the contemporarily debated research topic of whether teacher-prepared 

concordance lines or students’ use of concordances on their own should be a more efficient way 

of teaching. It can be inferred from the study that learners’ independent and direct use of corpus 

and concordancing tools have the potential to help learners to have control over their learning 

and thus boost their self-autonomy (Gaskell & Cobb, 2004; Sun & Wang, 2003).  

Statistically not significant, but the relative success of the experimental group can be associated 

with the novelty effect of corpora, i.e., Hawthorne effect (Levitt & List, 2011). The students 

had no prior knowledge and experience of using corpus and concordancing activities. They 

were aware that they were studying a new and engaging tool to study collocations and expected 

to perform better. Therefore, this novelty effect might have contributed to their relative success 

in the posttest. Additionally, the rich input provided by concordance lines allowed students to 

engage actively in target collocations and to expose themselves repeatedly to the collocations. 

Lee, Warschauer, and Lee’s (2018) meta-analysis demonstrates that corpus use improves in-

depth vocabulary knowledge more than definitional knowledge or productive useability. In that 

sense, with regard to the relative success of the experimental group, it can cautiously be argued 

that corpus tools provide students with easy and ample access to explore the several aspects of 

a lexical item. Students’ active involvement and spending time on the environment of a word 

increases the thought process, which may lead to more successful vocabulary gains. On the 

other hand, for the control group, limited access to the example uses and what is involved in 

better exploring a word did not require deep processing of the input about a word combination. 

Therefore, they might have scored slightly less in the posttest.       

When the results are explored closely, it can be observed that there are interesting points with 

regard to the developments in different collocation types. Although the results are not 

statistically significant, it may be assumed that the experimental group’s performance on strong 

collocation type could be associated with the instruction provided for this group through the 

corpus considering the previous literature about inductive learning (Sun & Wang, 2003). Strong 

collocations by nature are less frequent but more fixed collocations in comparison to weak ones. 

As was hypothesized in the literature (Hoey, 2005), strong collocations make the preceding 

nouns more marked; thus, it takes lesser time to process them than when a noun is preceded by 

a weaker collocate. Corpus, in that regard, might have allowed the experimental group to 

observe and explore ample and authentic use of target strong collocations. It seems quite likely 

that collocations observed in corpus provide cues on which learners can draw easily. Yet of 

course furher research should be conducted to make strong arguments about it. Students’ 

spending time on the collocates increases the thought process which may facilitate learning 

challenging strong collocations. Students might have found online concordancing motivational 
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and engaging while focusing on strong collocations. The control group, on the other hand, 

continued to rely on lexical teddy bears, i.e., weak collocations in our case, as indicated in the 

literature (Hasselgren, 1994; Siyanova & Schmitt, 2008). Even though they were advanced 

learners, once again, learners’ dependence on the familiar was revealed through their 

overgeneralized use of the weak collocations.   

When we examine the results from a pedagogical perspective, we can offer a combined 

methodology of corpora and dictionaries to teach collocations. Although todays’ language 

learners are ‘digital natives’ (Prensky, 2001), who have sophisticated skills to use digital 

technologies and also developed new cognitive capacities adaptable to these new technologies, 

it is evident that some paper-based traditional teaching methodologies still apply to some 

learners’ cognitive styles. As Flowerdew (2009) cautioned us, some field-independent students 

may not enjoy the inductive learning approach that corpus use adopts. Some students in the 

experimental group might, in this sense, not have had a positive attitude towards inductive 

discovery learning on account of their cognitive tendency.  

There is consensus in the literature that teaching instruction should guarantee learners to 

develop an extensive repertoire of formulaic sequences – in our case, particularly collocations  

(Wray, 2002). The findings presented here seem to support this proposition with regards to 

collocation learning. The current study was conducted by comparing two instructional 

methodologies while teaching two different types of collocations and the results of the pre and 

posttests demonstrated that language teachers should combine concordancing activities with 

dictionary tasks in order to address various learning needs and styles. Web-based activities can 

also offer new possibilities to supplement the existing teaching materials.   

5.1. Implications for Corpus Use in EFL Classes and Exploitation of Corpus for Testing  

Two directions of pedagogical implications can be extrapolated from the present study. First, 

L2 learners are in need of hybrid teaching tools such as web-based tools and dictionaries to 

compensate for the limitations of each tool when they are used exclusively in an EFL setting. 

Dictionaries have been in good use for a long time in language classrooms. But a corpus is a 

relatively new tool for learners and teachers in particular EFL settings. Therefore, corpus tools 

should be introduced to both teachers and students in order to gain advantages of using corpus-

based teaching/learning activities to address the needs of todays’ digital-native students. 

However, total reliance on corpus can pose several challenges on students, as warned by 

Flowerdew (2009). Since corpus use is based on inductive discovery learning, field-

independent students might not benefit from corpus use as much as field-dependent learners. 

At this point, dictionary use with clear instructions would be more fruitful for the setting. The 

training sessions for the corpus group had three steps: 1) explicitly describing and teaching 

several corpora and the concordance, 2) demonstrating how the concordancers and collocation 

search is conducted, 3) having students hands-on practices in a flexible time frame. So if all the 

students were given a similar training, they would all make most of the use of corpus tools in 

vocabulary learning. The scope of this study is focused on vocabulary learning; however, 

corpus tools could be exploited in teaching many language skills such as writing and speaking. 

Thus, corpus tool, as a new type of learning aid, mediates language learning when appropriate 

training is provided for students.  

The second direction of implications can focus on exploiting corpus as a testing aid. Teaching 

collocations is a rather challenging task due to the inherently complex nature of collocations. 

Choosing collocations to be taught is another task that poses difficulties for teachers. For this 

study, the researcher chose several adjective-noun collocations with various difficulty and 

frequency levels. An additional challenge is caused by the paradoxical nature of strong and 

weak collocations exploited. Participants’ errors could provide some insight for teachers about 

what to focus on and how to improve the lacking information regarding the collocation type. 
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Every teacher might want to build their own learner corpus in order to custom their learners’ 

needs and test their particular proficiency. So, this emerging research field, i.e., exploiting 

corpus for language testing and assessment, relies on learner corpora which comprise learners’ 

outputs. Learners’ errors provide valuable insight for teachers while preparing tests to assess 

proficiency levels in different constructs of language in the context of CEFR. Using learner 

corpus improves test content and also decreases the subjectivity of human raters whose holistic 

ratings are inevitably affected by their value judgment. Thus corpus-driven assessment also 

helps to validate human raters’ claims (See Callies & Götz, 2015 for further research).   

6. CONCLUSION  

The current study is an attempt to delve into the area of learning collocations using different 

tools, i.e., corpora and dictionaries. Corpus and concordance programs are powerful tools in 

EFL settings. According to the results of the study, potential differences in learners’ 

performance on collocation tests and their improvement in learning collocations cannot be 

attributed only to the corpus-based approach. Dictionaries still contribute to the language 

learning environment; therefore, a combined approach could be a better choice in studying 

collocations. Many researchers are strong proponents of corpus use in language teaching, yet 

some reservations about the benefits of corpus exploitations in language classrooms could still 

be valid in terms of learners’ learning styles and needs (Cook, 1998; Widdowson, 2000). 

Therefore, traditional teaching materials like dictionaries should be supplemented with 

concordance programs to improve educational settings to respond to the various needs of 

language learners. 

Although the results were not significant, relatively higher mean scores could still be considered 

to mean that corpus-based pedagogies may be more suitable for today’s generations, who were 

grown up as computer and Internet literates and thus demand faster and cheaper technologies. 

In that regard, corpora can be a solution to some problems about vocabulary learning in 

language classrooms. Concordance-based activities provide learners with a chance to conduct 

research by allowing them to take on their own learning responsibilities (Johns, 1991) and 

expose them to authentic language (Biber, 2004). To a certain extent, the results of this study 

also support the literature postulating that corpus-based vocabulary learning exercises have a 

positive impact in improving lexical competence (Biber, 2004; Cobb,1997, 2003). The findings 

of the study are compatible with the corresponding research in the research field (Cobb, 1997; 

Anğ, 2006). 

However, it should be noted that the researcher is fully aware of the fact that a deeper and more 

detailed analysis would be necessary regarding the linguistics and psycholinguistics factors that 

affect the intrinsic difficulty of collocations. Therefore, the results should be regarded with 

caution. The short period of research time and lack of student training about corpus use were 

among the several limitations of the current study. Additionally, the sample size was not enough 

to draw generalizable results. The two groups were divided unevenly due to outliers. The 

number of participants in the corpus group was fewer in number, which could have impacted 

the results to be statistically significant. Unfortunately, the small sample size did not allow the 

researcher to draw reliable conclusions about whether the exploitation of corpus or dictionary 

could improve collocation learning. Mainly because of the sample size for the type of 

collocations (weak and strong), the researcher did not have enough statistical power to compute 

the within-effects between the variables. A follow-up qualitative research study could give us 

some detailed information about the learners’ particular vocabulary choice concerning weak 

and strong collocations. It is necessary to conduct a more longitudinal study with a larger 

sample size in different settings to explore the effect of corpus use on the collocational 

competence of advanced students. For further research, a study based on learner corpora would 

give a more satisfying insight as to why participants made certain errors in collocational pairs 
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and how these lexical misselections can contribute to L2 vocabulary gain. Further development 

in computer technology will definitely spawn more efficient tools for incorporating corpus 

exploitation in L2 vocabulary learning, which will merit further empirical research.  
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Abstract: Several studies have been published on disengaged test respondents, and 

others have analyzed disengaged survey respondents separately. For many large-

scale assessments, students answer questionnaire and test items in succession. This 

study examines the percentage of students who continuously engage in disengaged 

responding behaviors across sections in a low-stakes assessment. The effects on 

calculated scores of filtering students, based on their responding behaviors, are also 

analyzed. Data of this study came from the 2015 administration of PISA. For data 

analysis, frequencies and percentages of engaged students in the sessions were 

initially calculated using students' response times. To investigate the impact of 

filtering disengaged respondents on parameter estimation, three groups were 

created, namely engaged in both measures, engaged only in the test, and engaged 

only in the questionnaire. Next, several validity checks were performed on each 

group to verify the accuracy of the classifications and the impact of filtering student 

groups based on their responding behavior. The results indicate that students who 

are disengaged in tests tend to continue this behavior when responding to the 

questionnaire items in PISA. Moreover, the rate of continuity of disengaged 

responding is non-negligible as can be seen from the effect sizes. On the other 

hand, removing disengaged students in both measures led to higher or nearly the 

same performance ratings compared to the other groups. Researchers analyzing the 

dataset including achievement tests and survey items are recommended to review 

disengaged responses and filter out students who are continuously showing 

disengaged responding before performing further statistical analysis. 

1. INTRODUCTION 

Low-stakes assessments are designed to determine the achievements of students and the factors 

related to students’ achievements. Educational stakeholders shape their strategies and make 

educational decisions based on the results of many low-stakes assessments, which are 

conducted regularly in various grade bands. Although these low-stakes assessments provide 

valuable information for education stakeholders, generally they are not designed to benefit 

students directly. Thus, students sometimes neglect to perform at their best when answering test 

and survey/questionnaire items in low-stakes assessments. When students do not devote their 

full effort, this performance is often referred to as “disengaged responding.” 
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Several studies have been published on disengaged test respondents, and others have analyzed 

disengaged survey/questionnaire respondents; but these are usually examined separately 

(Maniaci & Rogge, 2014; Wise, 2017). For many large-scale assessments, such as the 

Programme for International Student Assessment (PISA) and the Trends in International 

Mathematics and Science Study (TIMSS), students answer test and questionnaire items in 

succession. In such cases, any low-effort responses threaten the validity of scores obtained from 

both the test and the questionnaire.  

Rates of disengaged responses can reach up to 28% in tests (Wise et al., 2019) and 50% in 

surveys (Buchanan & Scofield, 2018). Due to these significant numbers, researchers have used 

various approaches to deal with the negative effects of this threat. Notably, there has been a 

greater interest in detecting disengaged respondents in achievement tests than in surveys 

(Soland et al., 2019). Regardless of which instrument of a low-stakes assessment is investigated 

in terms of disengaged responding, the scores obtained from measures of the students are linked 

and evaluated accordingly. Students who are strongly motivated in the first session of an 

assessment may or may not continue to be so engaged in the following sessions and vice versa. 

Hence, disengaged responding may be considered as a single category in low-stakes 

assessments. For instance, some students may devote their effort to the first session of an 

assessment but fail to engage when answering items in the second session of the assessment. 

Depending on the percentage of students who become disengaged across sessions, data quality 

from large-scale assessments and resulting conclusions may be considerably affected. It is 

critical to decide whether we should include disengaged students’ responses to make 

conclusions when creating student profiles. Before answering such a question, it is important 

to know the percentage of students who are disengaged during an overall session of a low-

stakes assessment. However, to the best of the author's knowledge, measures of this factor have 

not been presented in the literature to date. This study was designed to show the percentage of 

students who are disengaged during full sessions of low-stakes assessments. Also analyzed is 

the impact of filtering student data based on their response behaviors concerning item parameter 

estimation. To begin, disengaged responding behavior is defined, and an overview of prior 

research on surveys and psychometrics is provided. 

1.1. Literature Review 

Due to the utilization of technology in assessments, the issue of disengaged responding has 

received considerable attention. In the survey and measurement research literature, this kind of 

responding is variously referred to as rapid guessing, low test-taking motivation, effortless 

responding, disengaged responding, insufficient responding, careless responding, and 

inattentive responding (Huang et al., 2012; Niessen et al., 2016; Wise & DeMars, 2005; Wise 

& Kingsbury, 2016; Wise, 2017). Regardless of which term is used, the common idea is that 

respondents do not devote their full effort or express their real emotions/thoughts when 

responding on measures. “Disengaged” responding is a construct-irrelevant factor, which 

threatens the validity of scores (Eklöf, 2006; Wise, 2005). A great deal of research on 

disengaged responding has demonstrated its negative consequences for scores (Huang et al., 

2012; Wise & DeMars, 2005; Wise & Kingsbury, 2016). In response to these findings, new 

methods have been developed both in survey research and psychometric studies to handle this 

threat.  

1.1.1. Disengaged responding in achievement tests 

Before the advent of technological advancements in assessment, early studies used self-reports 

to measure students’ engagement after a test event (Sundre & Moore, 2002; Sundre & Wise, 

2003; Wise & DeMars, 2005). Self-reports are vulnerable to potential biases such as social 

desirability and response biases (Wise & Gao, 2017). However, these studies show that the 
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validity of scores improves when data cleaning is performed. The availability of recording time 

on computers led to the emergence of alternative methods for measuring disengaged 

responding. The new methods allow much more direct detection (Wise & Kong, 2005). This is 

because, ideally, respondents who intend to devote their full effort are supposed to spend some 

time on each item to understand it before offering an answer for it. If respondents quickly pass 

from one item to another, then their responding behavior is rated as lacking in effort (Wise, 

2006, 2017). Using computerized testing, it is possible to monitor respondents’ behaviors 

during a test event; with this information, the tester might be able to avoid the effects of 

disengaged responding on the validity of the scores. Experimental studies (Wise et al., 2006; 

Wise et al., 2019) show that providing a warning or notification to respondents during testing 

(about their low engagement with the items) is effective for increasing their engagement. 

Researchers have also attempted to suppress disengaged responding behavior in achievement 

tests using different methods. Some have filtered out disengaged respondents’ data (DeMars, 

2007; Guo et al., 2016; Wise, 2006, 2019; Wise & Kong, 2005; Wise & Ma, 2012). The results 

of those studies reveal that filtering increases the validity of the scores. The main concern about 

filtering data is deciding the cut-off scores while classifying respondents. Methods include fixed 

measures or visual inspections of items (DeMars, 2007; Wise, 2006), and normative measures 

to identify responding behavior (Wise & Kong, 2005; Wise & Ma, 2012; Wise, 2019). 

Regardless of the method, these studies yielded more valid results when they employed 

filtering. Other studies used response times while estimating parameters (Guo et al., 2016; 

Meyer, 2010; van der Linden, 2009; Wang & Xu, 2015; Wise & DeMars, 2005). This method 

of estimating parameters with time data jointly also helped to achieve more precise item and 

person parameters. Several studies have assessed the consequences of cleaning the data of 

disengaged respondents by means of different approaches; the overall conclusion is that this is 

an efficient way to improve model fit and decrease biased parameter estimation in calibration 

and scoring (Wise & DeMars 2005; Wise & Kong 2005).  

These results can help researchers to handle validity concerns for low-stakes assessments. 

Recent evidence suggests that the rate of disengaged responding can extend to 28% in large 

scale assessments; the exact rate depends on many factors, such as item positions (Wise et al., 

2009), time of the test event (Wise et al., 2013), test structure (Setzer et al., 2013), and the 

ethnicity and gender of the respondents (Goldhammer et al., 2016). Thus, there appears to be 

ample evidence that disengaged responding is a validity threat for low-stakes assessments and 

that it affects conclusions that are based on the scores.  

1.1.2. Disengaged responding in surveys  

Disengaged responding can cause a validity threat for surveys as well. Recent interest in this 

threat in survey research has been sparked by advancements in online survey platforms (Huang 

et al., 2012; Zhang, & Conrad, 2014). Disengaged responding behavior in surveys harms the 

accuracy of conclusions drawn from the scores. However, unlike disengaged responding in 

achievement tests, disengaged responding in surveys occurs in two ways: when respondents 

answer items in the survey randomly (Karabatsos, 2003; Meade & Craig, 2012), or when they 

answer in a non-random way (Johnson, 2005; Meade & Craig, 2012).  

Curran (2016) discusses the most efficient methods to detect random and non-random 

disengaged responding in surveys: (1) response time, (2) long-string analysis, (3) Mahalanobis 

distance, (4) odd-even consistency, (5) resampled individual reliability, (6) semantic 

antonyms/synonym, (7) psychometric antonyms/synonyms, (8) inter-item standard deviation, 

(9) polytomous Guttmann errors, (10) person total correlation, (11) bogus/infrequency items, 

(12) attention check item, (13) instructional manipulation checks, and (14) self-report scales. 

Among these methods, response time analysis has been recently utilized by many researchers 

in this context (Curran, 2016; Huang et al., 2012; Meade & Craig, 2012; Zhang & Conrad, 
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2014). Several studies show that the rate of disengaged responding varies from 10% to 50% in 

surveys (Huang et al., 2012; Meade & Craig, 2012; Buchanan & Scofield, 2018; Soland et al., 

2019). As with achievement tests, many researchers are using different thresholds for response 

time data, such as a fixed two-second rule (Huang et al., 2012), 300 milliseconds (Zhang & 

Conrad, 2014), and a normative method (Soland et al., 2019). Mostly, these studies support the 

utilization of several methods, in addition to response times, to classify students’ responding 

behavior (Buchanan & Scofield, 2018; Zhang & Conrad, 2014).  

Similar to research on disengaged responding behavior in achievement tests, there is a large 

volume of published studies that discuss removing invalid data in surveys. These studies report 

that removing that data helps to reduce measurement errors, so that more valid results regarding 

means, variance, and the reliability of scales may be obtained (Huang et al., 2015; Maniaci & 

Rogge, 2014; Woods, 2006). 

1.1.3. Study objectives 

The current state of research indicates that disengaged responding negatively affects both 

achievement tests and questionnaires in low-stakes assessments. Moreover, consideration of 

continuity in disengaged responding by students across sections of assessments is lacking in all 

the aforementioned studies. This indicates a need for investigation across all large-scale 

assessment events because some researchers use students’ responses for all measures. To 

address this need, this study examines the percentage of students who continuously engage in 

disengaged responding behaviors across sections in a low-stakes assessment. The effects on 

calculated scores of filtering students, based on their responding behaviors, are also analyzed. 

The goal is to assess whether the degree of disengaged responding continuity is significant or 

negligible and to document the effects on scores obtained from achievement tests and 

questionnaires. 

2. METHOD 

The data of this study came from the 2015 administration of PISA (Organisation for Economic 

Cooperation and Development [OECD], 2017). PISA is a large-scale, international assessment 

that measures 15-year-old students’ achievement in reading, mathematics, and science literacy. 

After completing these cognitive assessments, students also take a questionnaire that focuses 

on students’ attitudes toward their homes, schools, and learning experiences. Although around 

500,000 students took PISA 2015, only 69,426 of the students were included in the analysis 

based on some selection criteria. These criteria will be explained in the method section. Table 

1 shows the selected students’ frequency and percentage across countries. 

Table 1. Students’ frequency and percent across countries. 

Country N %  N % 

United Arab Emirates 2215 3.2 Lithuania 998 1.4 

Australia 2261 3.3 Luxembourg 819 1.2 

Austria 1109 1.6 Latvia 770 1.1 

Belgium 1471 2.1 Macao 681 1.0 

Bulgaria 942 1.4 Mexico 1158 1.7 

Brazil 3582 5.2 Montenegro 884 1.3 

Canada 3100 4.5 Malaysia 1399 2.0 

Switzerland 682 1.0 Netherlands 796 1.1 

Chile 1094 1.6 Norway 836 1.2 

COL 1830 2.6 New Zealand 742 1.1 

Colombia 956 1.4 Peru 1079 1.6 

Czech Republic 1039 1.5 Poland 537 .8 

Germany 1008 1.5 Portugal 1120 1.6 
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Table 1. Continues. 

Denmark 1093 1.6 Qatar 1377 2.0 

Dominican Republic 558 .8 B-S-J-G (China) 1524 2.2 

Spain 1049 1.5 Spain (Regions) 5046 7.3 

Estonia 863 1.2 Massachusetts 256 .4 

Finland 910 1.3 North Carolina 270 .4 

France 930 1.3 Russian Federation 936 1.3 

United Kingdom 2223 3.2 Singapore 944 1.4 

Greece 859 1.2 Slovak Republic 956 1.4 

Hong Kong 842 1.2 Slovenia 967 1.4 

Croatia 924 1.3 Sweden 857 1.2 

Hungary 894 1.3 Chinese Taipei 1188 1.7 

Ireland 681 1.0 Thailand 1280 1.8 

Iceland 498 .7 Tunisia 845 1.2 

Israel 1016 1.5 Turkey 928 1.3 

Italy 1847 2.7 Uruguay 965 1.4 

Japan 1043 1.5 United States 872 1.3 

Korea 877 1.3 Total 69426 100.0 

2.1. Measures 

Science literacy tests: In PISA 2015, the major domain was science literacy, in which there 

were 67 forms (i.e., booklets), each containing seven science clusters and items related to other 

domains. Only 21 of these forms prioritized science clusters over the other domains. In this 

study, five forms (33, 44, 45, 91, 93) were randomly selected from the 21 forms to avoid 

position and other types of contextual effects among the forms. Data analysis was undertaken 

in each of the clusters in every five forms. 

Student questionnaire: Students’ responses in the cognitive assessments were combined with 

their questionnaire responses. From the questionnaire, a science-related module including eight 

scales (see Table 2) with 51 items was selected. 

Table 2. The science-related module in PISA 2015. 

Scales Number of Items Description 

ENVAWARE 7 Environmental awareness 

ENVOPT 7 Environmental optimism 

ENVOPT 5 Enjoyment of science 

INTBRSCI 5 Interest in broad science topics 

INSTSCIE 4 Instrumental motivation 

SCIEEFF 8 Science self-efficacy 

EPIST 6 Epistemological beliefs 

SCIEACT 9 Science activities 

2.2. Procedure 

To classify the students as either disengaged or engaged respondents, their response times from 

the PISA 2015 database were used. Disengaged students were determined based on the 

normative threshold (NT10) method (Wise & Ma, 2012). NT10 method is one of the most 

effective methods for determining disengaged respondents in achievement tests (Wise, 2020). 

For each item, the time threshold is calculated “as a percentage of the elapsed time between 

when the item is displayed and the mean of the response time distribution for the item, up to a 

maximum threshold value of 10 seconds” (Wise & Ma, 2012; p. 9). Setzer et al. (2013) 

suggested that spending longer than 10 seconds on an item should not be defined as disengaged 

responding. By utilizing NT10 method, we classified the students’ engagement for each item 
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(i.e., 1 = engaged in answering the item; 0 = disengaged in answering the item). Then, we 

calculated students’ total engagement scores (ESs) by summing all the binary classifications 

generated from the items. Finally, students were classified as “disengaged in the test” if they 

showed disengaged responding on more than 90% of the items (i.e., .90 threshold) in the test 

(Wise & Kong, 2005). For example, assume a respondent answered 20 items and this 

respondent showed disengaged behavior in 10 items based on the NT10 method. Then, this 

respondent’s engagement score would be 10, meaning that the respondent would be classified 

as “engaged in the test” based on .90 threshold as the score was less than 18.  

Disengaged students in the questionnaire were determined using the two-second method 

proposed by Huang et al. (2012). In PISA 2015, there were eight scales in the science-related 

module presented on a single page. As a result, students’ response times included the time spent 

per scale, not the time per item. Hence, we followed Soland et al.’s (2019) approach by 

calculating the response time for each item as the time spent on the scale divided by the number 

of items in the scale. Then, we classified the students’ engagement in the items separately by 

using the two-second threshold. Then, we calculated students’ total engagement scores (ESs) 

for the questionnaire and used the .90 threshold again. In this way, students were classified as 

disengaged in the questionnaire if they showed disengaged responding behavior to more than 

90% of the items in the questionnaire. To investigate the impact of filtering disengaged 

respondents on parameter estimation, three groups were created, namely engaged in both 

measures (the test and the questionnaire), engaged only in the test, and engaged only in the 

questionnaire. The group of engaged in both measures will be mentioned as 2, engaged in the 

test as 3, engaged in the questionnaire as 4, and full sample as 1 in the remainder of the paper. 

For data analysis, frequencies, and percentages of engaged students in the sessions were initially 

calculated. Next, several validity checks were performed on each group to verify the accuracy 

of the classifications. The idea behind this step was to learn whether or not removing disengaged 

students made a difference in the parameter estimation, and which group had the highest quality 

data across the three engagement classification groups. First, all parameter estimations were 

conducted separately on all groups using the same item response theory modeling approach as 

PISA utilized, namely the two-parameter-logistic model (2PLM; Birnbaum, 1968) 

for dichotomously scored responses and Generalized Partial Credit Model (Muraki, 1992) for 

polytomously scored responses. Besides, classical test theory analysis was carried out with test 

items. Second, reliability coefficients, effect sizes, and correlations between scores were 

calculated. Third, fit indices related to factor structures of scales were compared. Note that, the 

second group was used for all comparisons while reporting results, however, the only third 

group was taken into consideration when comparisons were done for tests and the fourth group 

when comparisons were done for questionnaires. All analyses were conducted in R (R Core 

Team, 2019) using ShinyItemAnalysis (Martinkova et al., 2017), ltm (Rizopoulos, 2006), and 

lavaan (Rosseel, 2011) packages. 

3. FINDINGS 

Only the results from the first cluster of Form 33 were reported as similar results were found 

for the other clusters. The results obtained from other clusters are available from the author 

upon request. The results showed that although the proportion of disengaged respondents 

changed across the clusters, a great number of disengaged students in the test also continued 

their disengaged responding behavior in the questionnaire session. Among the disengaged 

students who took the test, approximately 38-43% followed the same type of disengagement 

when responding to the questionnaire items. Specifically, when we look at the proportion in the 

first cluster (see Table 3), only 49% of students appear to be engaged in both measures. Most 

students (80%) were engaged in the test session while only 60% of students were engaged in 

the questionnaire session. This finding suggests that some disengaged students in the test 
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became engaged respondents in the questionnaire session. Furthermore, Appendix 1 shows 

student percentages based on responding behaviors across countries in PISA 2015. When we 

look at the countries in Appendix 1, especially the most successful East Asian countries, they 

have relatively smaller percentages of disengaged students in the test, but mostly higher 

percentages of disengaged students in the questionnaire. 

Table 3. Descriptive Statistics of Ability Estimates and Engagement Scores (ESs). 

Group N 

Ability estimates ESs based on the test ESs based on the 

questionnaire 

𝑋 SD 𝑋 SD 𝑋 SD 

1 2182 -.01 .96 .93 .11 .85 .25 

2 1075 .27 .85 .98 .03 1 0 

3 1745 .11 .93 .97 .03 .88 .22 

4 1278 .19 .88 .94 .10 1 0 

Note: 1 = Full sample; 2 = Engaged in both measures; 3= Engaged in the test; 4= Engaged in the questionnaire. 

Table 3 shows that the difference in the mean ability estimates between the groups were not 

negligible, especially between the full sample (group 1) and the group of students engaged in 

both measures (group 2); Cohen’s d ranged from 0.12 to 0.29 [d1-2=−0.29, d1-3=−0.12, d2-

3=.18]. The ability estimates were lowest in the group of students engaged in both measures. 

This is because easy items tended to get even easier after filtering out students based on their 

response behaviors. Furthermore, as seen in Figure 1, the test information appears to be much 

greater for the group of students engaged in both measures in the lower ability range. This is to 

be expected, given the removal of low-accuracy responses by disengaged students. The same 

results apply to the scores obtained from the questionnaires. For example, Figure 2 shows the 

test information functions of EPIST. Since the thresholds tended to be lower after filtering out 

the related students, the information appears to be generally less in the lower theta range. 

However, Figures 1 and 2 show that the test information appears to be much greater for the full 

sample between the -2 and 2 theta range. Therefore, it is possible that item parameters might 

be overestimated, and the measurement model inflated test information in this range due to the 

presence of disengaged responses.  

Figure 1. Test information functions of the first cluster of the 33rd form 
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Figure 2. Test information functions of EPIST. 

 

The alpha reliability coefficients for the test (.88, .86, .88 for groups 1, 2, and 3 respectively) 

and questionnaires slightly changed for the groups (see Table 4), but there were generally no 

big differences except that the reliability coefficient calculated from the group of students 

engaged in both measures was significantly lower in value than the others. 

Table 4. The reliability coefficients of the first cluster of 33rd form. 

 Reliabilities  

 1 2 4 Significance 

ENVAWARE .86 .84 .85 1-2, 1-4 

ENVOPT .87 .84 .85 1-2, 1-4 

JOYSCIE .94 .93 .93 1-2, 1-4 

INTBRSCI .81 .73 .74 1-2, 1-4 

INSTSCIE .92 .92 .92 - 

SCIEEFF .89 .86 .87 1-2, 1-4 

EPIST .88 .83 .83 1-2, 1-4 

SCIEACT .93 .90 .90 1-2, 1-4 

Note: 1 = Full sample; 2 = Engaged in both measures; 4= Engaged in the questionnaire 

Table 5 shows the correlations of domains and ES which can be interpreted regarding the 

validity evidence for calculated ESs. The correlations of ability estimates and ES are .24 

(p<.01), .01 (p>.05), .08 (p<.05) in groups 1, 2, and 3 respectively. There was a significant low 

correlation between the ESs obtained from the tests and scales (.23, p <.01). In the full sample, 

calculated ES in the questionnaires was significantly correlated with the students’ thetas 

estimated from the questionnaires. However, these correlations were not significant within each 

group. As expected, those correlations were significantly lower in the opposite direction in the 

group of students engaged in both measures. This suggests that both ESs were effective in 

removing disengaged students who caused a negative significant correlation between the 

overall ability estimates and thetas. 
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Table 5. The correlation coefficients. 

Domains 
ES  in the 

questionnaire 

Correlations with ability 

estimates 
Cohen’s  q 

(1-2), (1-4), (2-4) 
1 2 4 

ENVAWARE -.17** -.05* .01 .03 -.06, -.08, -.02 

ENVOPT -.25** -.09* .01 .04 -.09, -.13, -.04 

JOYSCIE -.22** -.11** -.02 -.05 -.09, -.06, -.02 

INTBRSCI -.23** -.10* .03 -.03 -.14, -.07, .07 

INSTSCIE -.14** -.03 .05 .07* -.07, -.10, -.03 

SCIEEFF -.33** -.13** .01 .06* -.14, -.07, .07 

EPIST -.25** -.14* .06* .01 -.08, -.15, -.06 

SCIEACT -.31** -.16* .02 .02 -.19, -.18, -.01 

Note: 1 = Full sample; 2 = Engaged in both measures; 4= Engaged in the questionnaire 

Table 6 shows the model fit indices obtained from the confirmatory factor analysis conducted 

separately for all the domains in the questionnaire. The confirmatory factor analysis of the fit 

indices of all the domains shows that a 1-factor model fits the data well. Although there were 

no big differences between the indices, the indices obtained from the fourth group are slightly 

better, suggesting that the method based on calculating ES provides good performance for the 

underlying construct. 

Table 6. The model fit indices of the first cluster of 33rd form. 

 1 2 4 

Domains RMSEA CFI TLI RMSEA CFI TLI RMSEA CFI TLI 

ENVAWARE .11 .94 .91 .09 .96 .94 .10 .94 .91 

ENVOPT .10 .95 .93 .11 .93 .90 .10 .94 .91 

JOYSCIE .05 .99 .99 .03 .1 .1 .04 .1 .1 

INTBRSCI .17 .91 .83 .17 .88 .75 .17 .88 .77 

INSTSCIE .16 .98 .95 .14 .99 .96 .13 .99 .96 

SCIEEFF .07 .97 .96 .05 .98 .97 .05 .98 .97 

EPIST .16 .92 .87 .17 .86 .76 .17 .86 .77 

SCIEACT .17 .87 .83 .18 .82 .76 .18 .83 .77 

Note: 1 = Full sample; 2 = Engaged in both measures; 4= Engaged in the questionnaire 

Overall, the second group performed better or nearly the same as the third and fourth groups in 

terms of obtained results. This suggests that even if conservative methods are selected for 

identifying disengaged respondents, as in this study, some students still may not be assigned to 

the correct group. That is why the third and fourth groups did not appear to perform much better 

than the second group. The decision not to filter disengaged students may significantly affect 

the estimation of the scores in both measures.  

4. DISCUSSION and CONCLUSION 

Because disengaged responding behavior in tests and questionnaires causes a validity threat, 

this study was designed to examine the percentage of students who continuously demonstrate 

disengaged responding behaviors across the sessions of a low-stakes assessment. This paper 

contributes to research in the field of both questionnaires and tests and applies to disengaged 

responding generally in large-scale assessments. Another question asked is whether the effects 

of continuously disengaged behavior are significant or negligible in scores obtained from 

achievement tests and scales. 
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The results indicate that students who are disengaged in tests tend to continue this behavior 

when responding to the questionnaire items in PISA. Moreover, the rate of continuity of 

disengaged responding is non-negligible as can be seen from the effect sizes. This makes it 

critical to use large-scale assessments’ data for educational decisions and policies without first 

screening for disengaged responding. Recent studies that focused on data from achievement 

tests reveal that disengaged responding behaviors affect the country rank orderings of 

international assessments (Eklöf et al., 2014; Zamarro et al., 2019). Hence, when we consider 

both cognitive and non-cognitive data sets together, disengaged responding may cause validity 

issues.   

The percentage of students who were engaged in the cognitive part of the assessment in the 

current study was higher than the percentage of students who were engaged in the non-cognitive 

part of the assessment. This can be explained using the expectancy-value theory (see Wigfield 

& Eccles, 2000). According to expectancy-value theory, students’ engagement in measures 

depends on their perceived value for the measure or expectancy for the test. For example, some 

students might assign more importance or value to the cognitive session (e.g., achievement 

tests) in the large-scale assessment. Ultimately, this influences their engagement across the 

sessions. Wise et al. (2019) reported a similar situation concerning the initial and final parts of 

a test. Inconsistencies in engaged responding across sessions of PISA 2015 are more obvious 

for some countries. Furthermore, several studies support that respondents’ cultural backgrounds 

affect the occurrence of disengaged responses in questionnaires (e.g., Palaniappan & Kum, 

2019). Respondents coming from collectivistic cultures tend to show more disengaged 

responding in questionnaires. 

The results of this study also show that the information obtained from both measures appeared 

to be generally less in the lower theta range within the full sample. Removing disengaged 

students in both measures led to higher or nearly the same performance ratings compared to the 

other groups. These results are similar to those of several studies in the literature (Maniaci & 

Rogge, 2014; Meade & Craig, 2012; Wise & DeMars, 2006; Wise & Kingsbury, 2016), which 

all suggest that the removal of disengaged respondents’ data provides more valid results. 

Alternatively, methods such as sending warning notifications (see Wise et al., 2006; Wise et 

al., 2019) to disengaged respondents before upcoming sessions of the assessment can be 

adopted to promote engagement in those upcoming measures. Further results of this study 

suggest that removing disengaged students can change the negative significant correlation to a 

non-significant correlation between the overall ability estimates and thetas. These results 

highlight an important area of further research.  

Although the current study has yielded important results, the examination was constrained by 

several limitations. The main limitation in this study involves the use of a limited number of 

(randomly selected) science achievement tests and only the science module in the student 

questionnaire in PISA 2015. Another limitation involves the methods used to classify the 

students into engagement groups. As reported by Curran (2016), incurring a Type I error when 

using conservative methods is inevitable. A further limitation of the study relates to the use of 

response times for each scale, rather than for each item, during the process of classifying the 

students in the questionnaire session. This limitation can cause several problems, as Soland et 

al. (2019) indicated, and might ultimately limit the generalizability of the results. Therefore, 

more research should be conducted, using different low-stakes assessment data that include 

response times for each item in the questionnaire, and different methods and measures for 

classifying the students. 

In conclusion, the present study unveils that disengaged respondents become a validity threat 

not only for the inferences of achievement scores but also for the information gathered from 

student questionnaires. Therefore, researchers analyzing the PISA dataset are recommended to 
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review disengaged responding behaviors. More importantly, researchers intended to use 

students’ both cognitive and non-cognitive data sets are strongly recommended to filter out 

students who are continuously showing disengaged responding before performing further 

statistical analysis. 
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6. APPENDIX 

Appendix 1. Student percentages based on responding behaviors across countries in PISA 2015. 

Country 

Disengaged 

respondents' 

percent in test 

Disengaged 

respondents' 

percent in the 

questionnaire 

Disengaged 

respondents’ 

percent in both 

measures 

Performance 

means 

estimated in 

this study 

Performance 

means 

estimated in 

PISA 2015 

Singapore 14.09 56.91 8.47 0.60 556 

Estonia 16.51 76.52 13.02 0.51 523 

Hong Kong 9.97 29.91 2.60 0.51 534 

Chinese Taipei 17.59 53.92 10.61 0.50 532 

Japan 16.30 43.37 6.92 0.49 538 

Massachusettes 11.33 41.11 5.53 0.45 - 

B-S-J-G (China) 24.28 53.75 10.84 0.44 518 

Finland 9.56 32.69 3.97 0.41 531 

Macao 29.66 51.03 13.82 0.40 529 

Germany 16.17 45.96 7.52 0.33 513 

New Zealand 13.10 36.13 5.14 0.33 509 

Canada 11.48 51.47 6.10 0.31 528 

Netherlands 9.80 33.29 6.56 0.31 509 

Belgium 13.60 31.63 4.04 0.28 502 

Korea 13.11 80.83 12.06 0.28 516 

Ireland 12.19 21.94 3.13 0.26 503 

United Kingdom 9.36 38.59 4.92 0.24 509 

Spain (Regions) 18.23 23.48 3.66 0.22 - 

Switzerland 16.57 45.12 10.80 0.21 493 

Spain 14.90 24.25 4.29 0.21 501 

Norway 15.07 39.53 6.77 0.21 498 

Poland 20.02 20.95 3.49 0.21 493 

Austria 16.13 36.40 7.33 0.20 495 

France 8.93 34.40 3.67 0.20 495 

Czech Republic 10.61 31.66 2.96 0.18 481 

Italy 10.49 30.71 3.50 0.18 493 

Australia 11.63 44.65 4.92 0.17 510 

Slovenia 11.07 33.86 4.81 0.16 513 

Sweden 22.87 38.86 8.53 0.14 493 

Russian Federation 20.51 32.56 6.64 0.12 487 

Portugal 18.84 38.10 5.43 0.10 501 

Denmark 16.74 41.38 6.64 0.09 496 

United States 15.37 30.22 6.16 0.09 502 

Hungary 9.62 35.21 2.94 0.08 477 

Luxembourg 24.54 34.89 9.07 0.06 483 

Iceland 13.33 49.07 4.83 0.05 - 

Latvia 19.08 42.74 8.38 0.05 473 

North Carolina 10.52 29.27 3.31 0.05 490 

Israel 34.55 45.58 15.16 0.00 467 

Croatia 10.28 34.53 2.35 -0.01 475 

Lithuania 9.02 37.92 3.80 -0.09 475 

Slovak Republic 13.08 43.19 5.57 -0.10 461 

Greece 22.12 29.44 7.83 -0.11 455 

Chile 23.40 28.71 7.03 -0.14 447 

Malaysia 17.87 23.53 4.07 -0.17 - 

Bulgaria 24.52 47.21 11.72 -0.27 446 

Uruguay 28.91 40.86 10.61 -0.36 435 

United Arab Emirates 21.81 45.35 12.60 -0.39 437 
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Appendix 1. Continues. 

Country 

Disengaged 

respondents' 

percent in test 

Disengaged 

respondents' 

percent in the 

questionnaire 

Disengaged 

respondents’ 

percent in both 

measures 

Performance 

means 

estimated in 

this study 

Performance 

means 

estimated in 

PISA 2015 

Thailand 17.66 53.21 7.46 -0.40 421 

Turkey 14.66 53.10 7.94 -0.48 425 

Montenegro 22.17 56.53 13.64 -0.52 411 

COL 27.10 22.39 5.44 -0.53 416 

Colombia 34.72 21.99 5.38 -0.53 416 

Mexico 26.99 20.87 6.28 -0.53 420 

Qatar 38.42 57.61 27.75 -0.64 418 

Brazil 58.82 58.16 35.97 -0.68 401 

Peru 51.99 13.72 6.24 -0.72 397 

Tunisia 34.91 43.22 14.82 -0.85 386 

Dominican Republic 54.12 32.31 18.00 -1.11 332 
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Abstract: Today, various methods have been developed with a purpose to 

determine the number of factors underlying a construct. However, there is no 

definitive agreement on which techniques to be preferred to extract the underlying 

dimensions. To this end, Exploratory Graphical Analysis (EGA), a recently 

proposed method, has been compared with traditional methods and the results have 

revealed that the EGA is less affected from conditions like sample size and inter-

dimensional correlation. Besides, it provides more stable results across different 

conditions. Considering the attractive opportunities it offers, this method has taken 

its place in the literature as a remarkable alternative to traditional methods. The 

EGA provides unique outputs compared to other factor extraction techniques. 

Considering this, interpreting the results obtained within this new and promising 

framework is assumed to contribute to validation studies. Based on this reality, this 

study aims to apply the EGA method to Trust in Relations Scale (TRS) and 

therefore to contribute to its validity. The investigation of TRS’s reliability and 

validity has already been documented, presenting research opportunities to 

researchers in the field of positive psychology. The results revealed that, the EGA 

produces dimensionality structures identical to confirmatory factor analysis (CFA) 

and exploratory factor analysis (EFA). In addition, further psychometrical 

indicators within the framework of network analysis are provided. The findings of 

the study are believed to contribute to the validity of the already existing Trust in 

Relationships Scale. 

1. INTRODUCTION 

Uncovering the latent structure underlying human behavior and cognitive abilities is important 

in social science studies with a very old history. Deciding on the number of underlying 

dimensions of human behaviors or abilities was firstly made possible by the development of 

factor analysis (Spearman, 1904). Since its invention, factor analysis technique has become 

widely popular among researchers. Today, examining the structure of underlying latent traits 

or dimensions in multivariate data is an important issue in the process of designing and 

validating assessment tools in psychology (Timmerman & Lorenzo-Seva, 2011). Currently, 

factor analysis is an inevitably most widely used method as one of the first steps routinely 

applied in the process of studying construct validity (Osborne & Costello, 2009). Furthermore, 
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investigating the underlying dimensions of constructs is very important for a better 

understanding of characteristics of individuals and human behavior (Garcia-Garzon et al., 

2019). 

Today, various methods have been developed for factor extraction decisions. Traditionally, 

Kaiser's eigenvalue greater than 1 (K1) rule (Guttman, 1954; Kaiser, 1960) and scree plot test 

(Cattell, 1978) are the most common methods. This popularity is somewhat related to their old 

history and availability in most of the statistical software. Bandalos and Boehm-Kaufman 

(2009) state that most of the commercial software programs present K1 rule as default option 

factor extraction decisions. In addition, parallel analysis (PA) technique (Horn, 1965) and 

minimum average partial (MAP) technique (Velicer, 1976) are other commonly used methods. 

Studies conducted in the past have shown that PA and MAP methods provide more robust and 

accurate results for factor extraction decisions (i.e. Ledesma & Valero-Mora, 2007; Osborne et 

al., 2008). However, there is no definitive agreement on which technique should be preferred 

to unveil the underlying dimensions. The studies carried out indicate that each of these 

techniques has their own limitations (Garrido et al., 2013; Keith et al., 2016; Velicer et al., 

2000; Lubbe, 2019).  This ambiguity reveals the necessity of developing new techniques in 

order to obtain more accurate estimates when deciding on the number of dimensions.  

In response to this necessity, the efforts to develop new factor extraction techniques by 

researchers still continue today. The EGA is a recently proposed method and has already been 

compared with traditional techniques (Golino & Epskamp, 2017). Accordingly, the results of 

such studies revealed that the EGA provides comparable results to the traditional methods and 

outperforms them when the number of dimensions is higher when the number of items is less 

and the correlation between dimensions are higher. In addition, it has been reported that EGA’s 

precision shows less fluctuation across different conditions like sample size and inter-

dimensional correlation. All these results prove its robustness. 

1.1. Overview of the EGA Approach 

In a recently published study Golino and Epskamp (2017) introduced a new approach as an 

alternative to factor analysis. This method called as the EGA uses network psychometric to 

determine the number of dimensions in psychological data. Network psychometrics recently 

been adapted the network modeling approach to the quantitative field in psychometrics 

(Epskamp et al., 2017). In these network models, nodes represent random variables. These 

variables correspond to items in measurement instruments. Nodes are connected by edges or 

links and show the level of interaction between these variables. These models focus on the 

prediction of direct relationships between these variables rather than defining the observed 

variables as a function of a latent common cause. This approach extracts the dimensions by 

clustering the variables in the dataset. 

The EGA uses undirected network models. In this method, the focus is on the estimation of the 

number of dimensions in the psychological datasets of undirected network models called 

Markov Random Fields (Lauritzen, 1996). EGA models are based on the Gaussian Graphic 

Model (GGM) and directly model the multivariate normal distribution network with a reverse 

covariance matrix. Each unit of the inverse covariance matrix corresponds to the edge. These 

edges can be standardized and visualized and the link between the two variables can be 

interpreted as associations between the nodes. (Lauritzen, 1996). 

The use of partial correlations is the most common approach used for the estimation of network 

models; however, it poses an important problem in itself: Even if two variables are conditionally 

independent, the estimated coefficient is not possibly being estimated as zero due to sample 

variability (Epskamp & Fried, 2016). Even if there is no conditional association between the 

two nodes, the resulting estimated correlation value can be slightly different from zero. In this 
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case, partial correlation may reflect spurious correlations. This problem can be solved by using 

regularization techniques such as the least absolute shrinkage and selection operator (LASSO) 

algorithm as described by Tibshirani (1996). With the use of LASSO, the parameters 

corresponding to the low relationship between node pairs are estimated to be exactly zero and 

estimation of a model provides sparser networks. In this way, the interpretability of the network 

structure becomes easier and more meaningful. Because of these features, LASSO estimation 

has gained popularity as a preliminary analysis for the prediction of network models (van 

Borkulo et al., 2014). The level of correction, formally expressed as regularization, is 

determined by a tuning parameter to estimate GGM. Using this penalty approach, the researcher 

can avoid the risk of model overfitting, control the sparsity of the network and produce an 

optimum network model that diminishes the Extended Bayesian Information Criterion (EBIC) 

(Chen & Chen, 2008). The tuning parameter is set by the researcher before the analysis process 

starts.  

In general terms, the EGA works as follows: firstly, the correlation values between the observed 

variables are calculated; then, using the LASSO estimation, a sparse inverse covariance matrix 

is obtained; and using the walktrap algorithm (Pons & Latapy, 2005), the number of dense 

subgraphs (factors, communities or clusters) is specified using the partial correlation matrix 

calculated in the previous step. 

The walktrap algorithm provides a measure of the similarities between vertices based on 

random walks that can extract the community/cluster structure in the graph (Pons & Latapy, 

2005). The number of clusters identified corresponds to the number of latent factors in the 

dataset. These sub-graphics are undirected weighted networks in clusters. As a result of this 

process, the number of factors underlying the latent trait of interest and the size of each item’s 

associations with the rest of items are estimated and presented in a graph consisting of nodes 

and edges. Traditionally, nodes are represented with green or blue circles in the graph. In 

addition, thinness of edges gives information about the association between node pairs as the 

association gets stronger, the lines get thicker. 

2.1. Aim of the Study 

Considering the attractive opportunities it offers, this method has taken its place in the literature 

as a remarkable alternative to traditional factor extraction techniques. Based on this reality, the 

aim of this study is to apply the EGA method with a real data set and to contribute to the validity 

of the Trust in Relations Scale by interpreting the obtained findings within this new and 

promising framework. 

2. METHOD 

2.1. Participants 

A total of 736 university students were included in the current study. They were being selected 

from a large state owned university in a Metropolis in Turkey. The data were collected from 

the participants via an online data collection platform. Even online data collection posits some 

challenges to the validity of results (Al-Salom & Miller, 2017), the 2020 pandemic outbreak 

led universities to continue their education via online classes which made it impossible to 

collect data by meeting face-to-face. The participants were informed about the voluntary nature 

of participation and security of the information they provided to minimize those possible threats 

against the validity of the study. After completion of the data collection of process, 28 

questionnaires were decided not to be included in the final dataset because incomplete 

information was available in them. The final dataset was composed of 611 (83%) female and 

125 males (17%). Their ages varied between 18 and 27 (Mean=20.25±1.85). 
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2.2. Instrument 

Trust in Relations Scale (TRS) was developed by Demirci and Ekşi (2018). The scale has two 

dimensions: trust and reliability. Each dimension is composed of five Likert type items. The 

dimensionality of TRS was evaluated with EFA and CFA. According to the results of EFA, two 

factors were extracted, explaining 54% of the total variance. In addition, CFA results also 

confirmed two dimensional structure of TRS [χ2 (34, N = 450) = 63,40, p < .001; CFI = .99; 

NFI = .98; SRMR = .033; RMSEA = .044]. The criterion related validity of TRS was tested 

with the PERMA well-being scale (Demirci, Ekşi, Dinçer & Kardaş, 2017) and results revealed 

significant correlations between trust in relationships and well-being. The reliability of TRS 

was investigated by estimating Cronbach alpha coefficient and test-retest reliability. The results 

suggest that both trust and reliability sub dimensions have good internal consistency and 

stability of test scores over time. 

2.3. Analysis 

As stated previously, this study was carried out to investigate the underlying dimensionality of 

TRS using the EGA. The "EGAnet" package developed by Golino and Christensen (2020) was 

used. The package is available in the R environment (R Core Team, 2019). In addition, 

conventional EFA and CFA were also conducted for comparison. First of all, CFA was carried 

out using “lavaan” package (Rosseel, 2012) to analyze the dimensional structure of TRS. A 

further EFA was run with SPSS 21 to investigate the factor structure. Later, the network 

structure of TRS was examined based on the GLASSO algorithm using the "EGA" function. 

Because LASSO procedure includes the use of EBIC, a tuning parameter needs to be selected 

to control the sparsity of estimated network. For the current study the parameter was set as 0.5 

which is used as default option in “EGAnet” package. By conducting this analysis, graphical 

model and edge weights were calculated. The weight matrix can be obtained with 

"EGA.estimate" function. After the model was estimated and two dimensional structure was 

obtained, “dimStability” function was used to examine the structural consistency of the 

predicted network model and the stability of the items in the extracted dimensions. After this 

inspection, “bootEGA” function was used to obtain the estimated network structure based on 

the bootstrap method. After obtaining bootstrapped model, factor loadings, termed as 

standardized node strengths, were calculated by using “net.loads” function followed by 

obtaining item stability statistics which indicate reliability of the scale. As a last step, EGA 

based standardized and unstandardized factor scores were calculated and compared with the 

conventional raw scores. 

3. RESULTS / FINDINGS 

3.1. Examining the dimensionality of TRS with CFA 

Before estimating the network structure with the EGA, CFA was performed to provide evidence 

for the two-dimensional structure of TRS. The results showed that data fit well to the model 

[𝜒2148.328, df=34.000, 𝜒2/df=4.36, CFI=0.960, TLI=0.947, NFI=0.949, NNFI=0.947, 

RMSEA=0.068, SRMR, 0.041]. If “lavaan” (Rosseel, 2012) package is already installed and 

called with “library()” function in R program, “EGAnet” package provides a function to run 

CFA with the function “lavTestLRT” without running additional codes with another package. 

The graph for the CFA analysis was presented in Figure 1. In Figure 1, Ft1 represents trust 

dimension and Ft2 represents reliability dimension. Negative relationship was obtained only 

for item 4 (as inferred from redline between Ft2 cluster and item 4) in Trust dimension. This 

result was expected because the 4th item is negatively worded. 
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Figure 1. Dimensions Estimated via CFA. 

 
 

Moreover, a further EFA was conducted to examine the underlying dimensionality of TRS. 

Results supported a two dimensional structure while these two dimensions explained 59.7% of 

the total variance. As in the CFA, EFA results yielded similar results: The first five items were 

retained in the first dimension and the second five items were in the second dimension. 

3.2. Estimating Edge Weights Matrix 

The EGA was estimated by using the GLASSO algorithm which estimated the model based on 

partial correlations and using penalty approach to obtain sparser networks. The EGA process 

primarily begins with the calculation of the weight matrices of the edges between the nodes. 

The estimated values are given in Table 1. The highest edge weight values are between item6-

item10 and item1-item2 pairs. Higher values imply that these item pairs showed relatively 

higher associations. Table 1 also includes many zero values. These values result from the 

absence of links between the corresponding item pairs and occur due to applying LASSO 

algorithm. For example, there has been no connection of item 8 with items 2, 3, 4 and 5. 

Table 1. Symmetric network edge weights estimated using GLASSO. 

 Item 1 Item 2 Item 3 Item 4 Item 5 Item 6 Item 7 Item 8 Item 9 Item 10 

Item 1 - 0.32 0.24 -0.14 0.26 0.06 0.00 0.00 0.00 0.00 

Item 2  - 0.21 -0.11 0.15 0.05 0.00 0.00 0.00 0.00 

Item 3   - 0.00 0.11 0.11 0.01 0.00 0.08 0.08 

Item 4    - -0.11 0.00 0.00 0.00 -0.00 -0.08 

Item 5     - 0.18 0.00 0.00 0.04 0.08 

Item 6      - 0.23 0.02 0.14 0.40 

Item 7       - 0.27 0.16 0.00 

Item 8        - 0.24 0.22 

Item 9         - 0.19 

Item 10          - 

 

After obtaining weight matrix, the EGA model was graphed based on the estimated partial 

correlations. For this process, Walktrap algorithms, were used. This graphical presentation of 

estimated model is given in Figure 2. The resulting dimensions coincide with the original 

dimensional structure of the TRS scale. Accordingly, the first 5 items and the last 5 items of the 
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TRS scale constitute two different clusters. The partial correlations between items in reliability 

dimension (as represented with red lines) are relatively higher (as inferred from the thickness 

of lines). At the same time, the red lines in the network graph show that the relationships 

between the 4th item of trust dimension and the other items are negative this item is negatively 

worded. Also, this item is negatively related with the 10th item which belongs to reliability 

dimension. 

The thickness of the edges between the items located in the same cluster is an indication of the 

homogeneity of the clusters. Although the relationships between the items in different 

dimensions are relatively thinner, the 5th and 6th items are connected with a relatively thicker 

edge. This implies that even those two items are not in the same dimensions, their associations 

are relatively higher. In addition, it was found that even located in the same clusters item pairs 

1-2 and 7-8 are connected with relatively thinner lines. 

Figure 2. The dimensions estimated using exploratory graph analysis. 

 
 

3.3. Estimating Standardized Node Strengths 

It was stated that node strengths are equivalent to factor loadings (Christensen, Golino & Silvia, 

2019). Accordingly, they are regarded as the association of each node to the cluster to which it 

belongs. For the current study, these values were obtained by using the “net.loads” function. 

The obtained standardized node strengths of TRS items are given in Table 2. Accordingly, node 

strength values vary between 0.38 and 0.31 for the reliability dimension, while these values 

range between 0.48 and -0.18 for the trust dimension. On the other hand, as expected, each 

items’ association with the dimension it does not belong to is relatively weaker. 

Table 2. Standardized Node Strength for TRS Items. 

Item # Reliability Trust 

Item 6 0.37 0.20 

Item 7 0.31 0.00 

Item 8 0.36 0.00 

Item 9 0.34 0.06 

Item 10 0.38 0.12 

Item 1 0.03 0.48 

Item 2 0.03 0.39 

Item 3 0.13 0.28 

Item 4 -0.04 -0.18 

Item 5 0.14 0.31 
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3.4. Structural Consistency of TRS 

Another concept related to standardized node strengths is structural consistency values. 

Structural consistency values are calculated for each dimension by evaluating the rate of times 

that items staying in the same dimension are indicative of the internal consistency of the 

clusters. In this process, the bootstrap technique was used by taking subsamples from empirical 

correlation matrix. Structural consistency values indicate the proportion of the times that items 

are located in the correct dimensions across iterations. It is possible to interpret these values as 

Cronbach Alpha values. 

Prior to calculating the structural consistency, the first step is to apply bootstrap analysis. It can 

be performed using the “bootEGA” function. The analysis was performed with 500 replications 

as recommended by Golino and Christensen (2020). The predicted structural consistency value 

for the first dimension was 0.994 and the estimated structural consistency value for the second 

dimension was 0.998. These values show the dimensions to be consistently extracted as same 

rate. 

By this analysis, it is also possible to examine the item-level consistencies to identify items that 

prevent the dimensions from being perfectly structurally consistent. Those statistics are similar 

to conventional reliability values if an item is deleted. Item level stability statistics values are 

given in Table 3. As can be seen in Table 3, items 6 and 10 for reliability dimensions were 

extracted in the unidentified 3rd dimension for 0.6% of replications. Likewise, item 3 in the 

trust dimension was located similarly in a different 3rd dimension for 0.2% of these replications. 

Those items could be regarded as distorting the stability of dimensions. Overall, those results 

suggested that almost all of the replications that located the items in their original dimensions 

except for the only ignorable rate of replications provided results that produce different 

structures. 

Table 3. Item Stability Across Dimensions of TRS. 

Item # Reliability  Trust  

Item 10 0.99  

Item 6 0.99  

Item 9 1  

Item 8 1  

Item 7 1  

Item 3  0.99 

Item 5  1 

Item 4  1 

Item 2  1 

Item 1  1 

3.5. Obtaining Scores Based on the EGA Framework 

It is also possible to obtain standardized and non-standardized network scale scores of 

individuals using the “net.scores” function available in the package. Network scores are 

calculated based on the node strength values within each factor. In the CFA approach, scores 

are generally calculated using a simple structure (items loaded on only one factor) and some 

regression-based techniques. As to the EFA approach, factor scores are calculated using 

saturated model approach where each item is allowed to be loaded on more than one factor. On 

the other hand, scores computed in network models are calculated using a complex structure 

and can be considered as a weighted composite rather than a latent factor (Christensen & 

Golino, 2021).  
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The distribution of the scores obtained for each sub-dimension of the TRS scale was provided 

in Figure 3. In addition, Pearson correlation coefficients between standardized scores and 

conventional raw scores were calculated to examine the relationship between the network 

scores and the observed raw scores. For the Trust sub-dimension, this value was estimated as 

0.89 and, for the reliability sub-dimension, this value was estimated as 0.86. This finding 

suggested that estimated network model of TRS with the EGA approach provided similar ability 

scores with conventional observed raw scores. 

Figure 3. Standardized and Unstandardized Network Scores of TRS scale for Each Dimension. 

 

4. DISCUSSION and CONCLUSION 

In this study, the factor structure TRS, which had been already reported as having two 

dimensional structure by Demirci and Ekşi (2018), was re-analyzed with a recently proposed 

EGA approach. In this study, the factor structure of TRS was firstly examined with the EFA 

and CFA. The results of these analyzes were found to be in line with the original two 

dimensional solution. After this preliminary checking, EGA model based on the network 

psychometric approach was estimated using GLASSO and and the original two factor solution 

was therefore supported. Afterwards, the bootstrap method was used to see the stability of this 

predicted model and the results revealed that the stability of the model was 99%. These results 

further provided additional evidence and contribution to construct validity of TRS. In addition, 

these analyzes implied item-level stability for TRS. Finally, in this study, the raw scores 

obtained with the classical approach were compared with the standardized scores obtained with 

the EGA method, and they were found to be highly correlated and comparable. Regarding these 

findings, TRS can be inferred to be a valid scale within the network modeling perspective.  

The results obtained in this study are consistent with the findings that traditional EFA and CFA 

yielded. This consistency supported EGA to be an alternative technique that can be preferred 

during validation studies. Further, considering the richness and the novelty of the output that 

the EGA provides, it can be said that researchers gain more insights into psychometrical 

properties of the construct they aim to validate by adopting EGA in their studies. To put it more 

clearly, EGA provides network graph for visual representations of the interconnectedness of 

items and help researchers about item level stability statistics. These outputs are easy to 

interpret and provide unique outputs for researchers to draw important implications for the 

factor structure of psychological constructs. 
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This study has shown that EGA is a considerable alternative to the methods traditionally used 

in the investigation of the underlying dimensionality of psychological latent traits. In this 

regard, the findings obtained by this study are similar to those of relevant literature (Golino & 

Epskamp, 2017; Golino & Demetriou, 2017) in terms of the similarity of the number of 

dimensions both EGA and traditional approaches extracted.  

Existing literature on EGA has generally focused on modeling dichotomous items. On the other 

hand, in this study polytomous items were used. Considering that most of the assessment tools 

in Psychology use polytomous items, it can be inferred that this study contributes to our 

understanding for using EGA with polytomous items in the field of psychology. The 

psychological network approach offers a different way of understanding the psychological 

structures than the traditional methods. When the findings obtained in this study are considered 

together with the findings obtained in previous studies, it is clear that EGA can be used in many 

different subareas of psychology (Borsboom & Cramer, 2013; Kossakowski et al., 2015). 

Moreover, the EGA method can offer significant advantages compared to traditional factor 

extraction techniques as it offers an advantage of visual representation of observed relationship 

patterns between variables. 

In this study, dimensional structure of TRS was analyzed. The scale is composed of five point 

Likert items, which are widely preferred in psychological instruments. On the other hand, since 

the effect of the number response category on EGA estimates is unknown, as also suggested in 

a previous study by Golino and Demetriou (2017), the effect of the number of response 

categories needs to be investigated. Such a study, could enlarge the applicability of EGA to 

different testing conditions. For this reason, in the future studies, the effectiveness of EGA in 

investigating the underlying factor structure can be examined by using alternative measurement 

tools with differing response categories (3 or 7 may be preferred). Overall, it would be useful 

to compare the similarities of the estimated factor loading of conventional methods with the 

node strengths and also simulation studies under which conditions this similarity may be 

affected should be conducted. 
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Abstract: This study aims at determining the cyber accessibility of teacher-made 

exams by analyzing the teachers’, students’, and parents’ views on this subject. To 

fulfill this purpose, 60 exam papers in 4 different courses, including Turkish, 

Mathematics, Science, Social Studies/Atatürk’s Principles and Revolutions, were 

examined through the technique of document analysis. Also, nine teachers, nine 

students, and nine parents were interviewed through semi-structured interview 

forms. According to the results, the level of cyber accessibility of secondary school 

teacher-made exams were; 87% for Turkish, 51% for mathematics, 99% for 

Science, and 88% for Social Studies/Atatürk's Principles and Revolutions courses. 

The highest level of cyber accessibility was found in multiple-choice and open-

ended questions for Turkish courses, true-false questions for mathematics courses, 

open-ended, true-false, matching, and gap-filling questions for the Science courses 

and open-ended questions for Social Studies/Atatürk’s Principles and Revolutions 

courses. Students and parents stated that they make use of cyber accessible 

websites while preparing for teacher-made exams. On the other hand, teachers 

indicated that they perceived themselves incompetent in assessment and 

evaluation. 

1. INTRODUCTION 

Education is a broad system where the input, process, output, and feedback mechanisms interact 

with each other. In the educational system, one of the most effective ways to provide feedback 

to students, parents, and school; in short, to all the stakeholders of educational process is the 

exams (Baykul, 2010). The knowledge and skills of individuals about a particular area are tested 

through exams (Büyüköztürk, 2016). 

In this respect, according to the expertise of the author, there are two types of exams: teacher-

made exams and standard exams. Teacher-made exams consist of tests used by teachers at 

school in the classroom. On the other hand, standard exams are exams prepared by experts or a 

measurement institution by following test development processes (Kilmen, 2014). 

The results of teacher-made exams are used to provide feedback on missing or incorrect 

learning and the creation of students’ End-of-the-Year Achievement Score (EYAS) and School 
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Achievement Score (SAS). Besides, according to The Guidelines for Transition to Secondary 

Education (MEB, 2019, p. 7-8) prepared by the Ministry of National Education (MEB) for the 

students who take the ‘Central Examination for Secondary Education Institutions that will 

Receive Students by Exam’, which is an exam applied for the transition from secondary school 

to high school; 

“1.5.1. Central Placement 

b) In case the central examination score is equal in the schools that accept students by examination; 

placement is made by looking at the School Achievement Score (SAS) superiority, the End-of-the-Year 

Achievement Score (EYAS) superiority (...) in the 8th, 7th and 6th grades, respectively. 

1.5.2. Local Placement 

a) Local placement (…) is done according to the students' residence addresses and the superiority 

of school achievement score (…) criteria, respectively. In case of equality in the evaluation, the placement 

will be made by looking at the success score of the 8th, 7th and 6th grades respectively.” 

Accordingly, teacher-made exam results also play an effective role in students’ transition to 

higher education. In the German education system, there is no central examination for the 

transition from primary to secondary education, but placement is made based on the German 

and mathematics grade averages and observations conducted by the teacher (Aytaç, 1999; 

Faust, 2011; as cited in Göçkan, 2019, s.64). In the Singapore education system, students’ 

placement into eligible secondary education programs is fulfilled by the ‘Primary School 

Leaving Examination (PSLE)’. This test includes English, mother tongue, mathematics, and 

science questions. In the Finnish education system, academic achievements; and for vocational 

schools, work experiences are taken into consideration for transferring students to secondary 

education (Bal & Başar, 2014). It is possible to see that the results of teacher-made exams are 

determinant in the examples of transitions between educational stages in different countries as 

well. For this reason, teacher-made exams, which play an essential role in making decisions 

about the educational career of students, must be valid, reliable, and fair. 

Teacher-made exams include different types of questions such as multiple-choice, open-ended, 

true-false, matching, and gap-filling. Teachers are expected to prepare these questions based on 

the objectives and achievements stated in the curriculum. However, it is assumed that the cyber 

accessibility of the questions in teacher-made exams will affect the reliability of the exam 

results; and thus, may lead to assessment and evaluation problems. Although the term cyber 

can be described as “something that exists in the form of software, not physical” as a computer 

term, it is used synonymously with the term virtual in daily life and is generally defined as an 

adjective used to mean belonging to the internet (Özdemir & Şahin; 2005). The increase in the 

use of information communication technologies has also increased access to information and 

communication between people. Computer use and internet access rates have increased due to 

these developments (Shariff & Gouin, 2005; Wang et al., 2009). Thus, the earth transformed 

into a kind of noosphere, a planet-wide consciousness was arisen, woven from one side of the 

globe to the other with fibers and networks. This change caused by the development of 

communication and internet technologies in our lives has carried a large part of our real-life to 

the cyber world and educational activities have been significantly affected by this change (Ateş, 

2016). There are many educational platforms that share content for students and teachers in 

cyberspace. On these platforms; annual and daily course plan examples, written exam 

questions, tests, lecture videos, and many other similar contents can be accessed. In many cyber-

accessible platforms with these contents, it is seen that teacher-made exam questions are shared 

for different grade levels and for different courses, including information such as the name of 

the course, period of education, name or title of the exam. In this study, the concept of cyber 

accessibility was defined by the researchers as accessing teacher-made exam questions through 

digital media such as the internet. If teacher-made exams are not prepared in a unique way and 

consist of questions that exist on any website before, this will cause advantages and 
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disadvantages for students who could and could not access these questions beforehand. As a 

result, the grades of the students who have been able to reach the exam questions will not reflect 

the truth. This situation will negatively affect the reliability of the exam results as well as the 

student achievement rankings in central exams where school achievement scores become 

important. Therefore, it will also pose a threat to the fairness of the decisions to be made about 

the transition of individuals to higher education. Fairness is a fundamental issue of validity and 

requires attention in all stages of test development and use (AERA et al., 2014). 

When the relevant literature is reviewed, it is generally seen that the researchers have examined 

teacher-made exams taking Bloom’s taxonomy into consideration (Ardahanlı, 2018; Çalışkan 

& Uymaz, 2019; Turan, 2017), and evaluated them regarding the target behaviors (Demircioğlu 

& Demircioğlu, 2009; Zorbaz, 2005). It is also possible to see other studies that compare 

teacher-made exams with Central Exam questions, PISA questions, and Central Common Exam 

scores (Akar, 2019; Bakırcı, 2019; Önder, 2016; Sınacı, 2019). However, no research that 

determines the cyber accessibility of teacher-made exams and examines the opinions of 

teachers, students, and parents has been observed in the reviewed literature.  

As a consequence, it is necessary to define the cyber accessibility of teacher-made exams that 

directly affect students’ lives and indirectly their social layers. In a similar vein, this research 

also aims to obtain the teachers’, students’, and parents’ views regarding cyber accessibility of 

teacher-made exams. This study is significant since it will make a unique contribution to the 

literature determining the existing situation of the cyber accessibility of teacher-made exams. 

Additionally, different perspectives will be presented by taking the opinions of teachers, 

students, and parents on this subject. It is expected that the research results will offer significant 

benefits to the stakeholders of education and further studies as a source. Therefore, in this study, 

it is aimed at determining the cyber accessibility of teacher-made exams and examining the 

teachers’, students’, and parents’ opinions on the subject. For this purpose, answers to the 

following questions have been sought; 

1. What is the cyber accessibility level of the secondary School Turkish, mathematics, science, 

and social studies/Atatürk’s principles and revolutions courses’ teacher-made exams? 

2. Regarding the cyber accessibility of secondary school teacher-made exams; 

a) what are the teachers’ opinions? 

b) what are the students’ opinions? 

c) what are the parents' opinions? 

2. METHOD 

In this section, information about research design, data source, study group, data collection 

tools and techniques, data collection, and data analysis have been presented. This study adopts 

phenomenology design, one of the qualitative research methods. Qualitative research, 

according to Yıldırım & Şimşek (2013, p.46) is defined as “the research in which qualitative 

data collection methods such as observation, interview, and document analysis are used, and a 

qualitative process for the realization of perceptions and events realistically and holistically in 

the natural environment”. The research is a two-stage qualitative study consisting of document 

analysis and descriptive analysis stages for interviews. In the first stage, the document review 

of teacher-made exam questions belonging to the Turkish, mathematics, science, and social 

studies/Atatürk’s principles and revolutions courses have been conducted. In the second stage, 

the opinions of teachers, students, and parents on cyber accessibility of teacher-made exam 

questions were examined in-depth via descriptive analysis. The research models employed 

within the study are presented in Table 1. 
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Table 1. Stages of the research model. 

Stages Research Model 

Stage I Document Review 

Investigation of cyber accessibility of teacher-made exams for Turkish, mathematics, sci-

ence and social studies/Atatürk's principles and revolutions courses 

Stage II Descriptive Analysis 

Examining the opinions of teachers, students and parents regarding the cyber accessibility 

of teacher-made exam questions with descriptive analysis 

2.1. Source of Data  

The teacher-made exams of Turkish, mathematics, science, and social studies/Atatürk’s 

principles and revolutions courses make up the first stage of the study. They were gathered from 

three different secondary schools in Ankara that have volunteered to participate in the study. 

2.1.1. Study group 

In the second stage, the study group of the research has been determined. Criterion sampling, 

one of the purposive sampling methods, has been used to determine the study group. In criterion 

sampling, a study group is formed regarding the person, event, object, or situation with the 

appropriate qualifications for the problem statement (Patton, 2005). Accordingly, a total of nine 

people in each group, thrice teachers, parents, and students from each of the three volunteer 

schools were determined as the study group. Furthermore, in order to ensure the diversity of the 

study group, it is essential to take into account the differences in genders, branches, educational 

status, and professional seniority of the teachers that are interviewed. As for parents, however, 

the differences in gender and education status have been considered. And lastly, for students, 

the gender and class level differences have been taken into consideration. 

Within the framework of the research’s ethics, instead of using the names of teachers, parents, 

and students who participated in the research, participants were coded. Teachers were coded as 

T1, T2, T3,… T9, parents were coded as P1, P2, P3,… P9 and students were coded as S1, S2, 

S3,… S9. The demographic characteristics of teachers, parents, and students in the study group 

are presented in Table 2, Table 3, and Table 4, respectively. 

Table 2. Demographic features of teachers. 

Teachers Gender Major 
Professional Experience 

(Years) 

Educational 

Status 

T1 Female Turkish 17 BA 

T2 Male Science 25 BA 

T3 Female Mathematics 13 BA 

T4 Female Mathematics 7 BA 

T5 Male Social Studies 5 MA 

T6 Female Science 9 PhD 

T7 Male Turkish 14 BA 

T8 Female Science 15 BA 

T9 Female Social Studies 21 BA 

 
As has been shown in Table 2, six of the teachers participating in the research are female, and 

three are male. According to the branches, two Turkish, two mathematics, three science, and 

two social studies teachers have participated in the study. The professional experience level of 

three teachers is between 5-10 years, the professional experience level of four is between 11-

20 years, and the professional experience level of two is between 21-25 years. According to 
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their educational status, it has been observed that seven teachers have BA degrees, one has an 

MA degree, and one has a PhD degree. 

Table 3.  Demographic features of students. 

Students Gender Grade Level 

S1 Male 8th 

S2 Male 7th 

S3 Female 6th 

S4 Female 7th 

S5 Male 8th 

S6 Female 6th 

S7 Male 6th 

S8 Female 7th 

S9 Female 8th 

As has been presented in Table 3, four male and five female students have participated in the 

study. Three of the students are at the sixth grade, three of them are at the seventh grade, and 

the other three are at the eighth grade. 

Table 4. Demographic features of parents. 

Parents Gender Educational Status 

P1 Female Junior College 

P2 Male Undergraduate Degree 

P3 Female High School 

P4 Male Primary School 

P5 Female High School 

P6 Female Primary School 

P7 Male Junior College 

P8 Female Undergraduate Degree 

P9 Male Undergraduate Degree 

 
Table 4 illustrates that five of the parents who have participated in the study are female, and the 

other four are male. Two of the parents have graduated from primary school, another two have 

graduated from high school, another two have graduated from junior college, and the other three 

parents have graduated from faculties. 

2.2. Data Collection Tools and Techniques 

In this research, the technique of document analysis has been employed to evaluate the cyber 

accessibility of teacher-made exams collected from schools, and semi-structured interview 

forms prepared separately for teachers, students, and parents have been utilized to determine 

the opinions of teachers, parents, and students about cyber accessibility of teacher-made exams. 

2.2.1. Credibility (reliability) and transferability (validity) of the study 

During the document analysis stage of the research, all exam papers have been classified and 

numbered according to the branches to ensure reliability and validity. First of all, each paper 

has been examined independently by the researchers, and the question types specific to the 

branches have been determined. Then, the differences have been eliminated by comparing the 

tables obtained by the researchers. In the next process, each question has been examined 

separately by two researchers on search engines, and the cyber accessibility status of questions 
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has been recorded. After this stage has been completed, comparisons have been made based on 

the exam paper, including the sources from which each question has been reached. Thus, a 

consensus has been reached by proving the evidence for the cyber accessibility of each question 

by both researchers. At the last stage of the document analysis, one of the researchers has 

processed the findings obtained according to the branch and question types into the database, 

and the other researcher has cross-checked and verified the data entry. Thus, internal and 

external validity and reliability of the first stage of data analysis is assumed to have been 

ensured.  

It should also be noted that interviews have been conducted to support the findings of the 

document analysis. The findings obtained from the interviews have been analyzed with the 

technique of content analysis. In the analysis process, the answers to the questions, the repeated 

concepts, and expressions in each participant form have been compared. In this way, it is 

thought that a more reliable and valid coding could be made. First of all, the papers belonging 

to teachers, students, and parents have been named in a representative manner (For example, 

T1, S1, P1). Following this, each paper has been examined and coded sometimes on the basis 

of sentences, and sometimes on the basis of paragraphs. As a result, the main ideas have been 

formed according to themes. Therefore, the codes with repetitive or similar expressions have 

been simplified and finalized (Bogdan & Biklen, 2007; Gökçe, 2006). The final decision has 

been made by determining the similarities and differences in the codes that have been 

constructed separately by the two researchers. During this process, in order to prevent 

misunderstandings and misinterpretations, opinions of the third researcher have been obtained 

about the statements that were ambiguous. The same process has been repeated in all three 

groups of participants, and frequencies of the codes have been determined after it has been 

decided that the codes created according to these final code lists completely meet the 

expressions in answers. The codes that are concluded to be representative of the data and 

included in the final code list have been classified under certain categories and the analysis 

process finished (Creswell, 2005; Guba, 1981). The reliability of the analysis has been ensured 

in two ways. Firstly, the data obtained from the interviews have been coded separately by the 

first and the second researchers, and then the cases considered to be inconsistent have been re-

evaluated by making comparisons together. Later, two researchers have come together again 

and the codes have been compared for a second time, and this time, support has been taken 

from the third researcher regarding the statements intended to be expressed in some answers. 

Consequently, the conflicts have been resolved and the codes have been finalized. Thus, in data 

analysis, the average reliability between coders has been computed as 87% in the first meetin, 

and 100% after the second meeting. These values have been calculated using the formula 

[((Consensus) / (Agreement + Disagreement)) x 100] (Miles & Huberman, 2015). As the second 

method related to reliability, the observer triangulation method has been used and after 

comparing two separate analyzes, the resulting categories and codes have been examined by an 

expert who has not participated in the study to verify the process (Denzin, 1970). 

2.2.2. Document analysis 

In order to determine the cyber accessibility of teacher-made exams for the secondary school 

Turkish, mathematics, science, social studies/Atatürk’s principles and revolutions courses, the 

data have been collected via the method of document analysis. According to Yıldırım & Şimşek 

(2013, p. 217), document review involves the analysis of written materials about the phenome-

non or cases to be investigated. In addition to being used as a stand-alone data collection method 

in qualitative research, document analysis can also be used with different data collection meth-

ods. In this research, interview forms have been used together with document review. 
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2.2.3. Teacher, parent and student interview forms 

To determine the opinions of teachers, students, and parents regarding the cyber accessibility 

of secondary school teacher-made exams, a teacher interview form consisting of seven open-

ended questions; a student interview form consisting of four open-ended questions; and a parent 

interview form consisting of three open-ended questions have been developed. In the 

preparation stage of open-ended questions, questions that would enable participants to provide 

detailed information have been preferred. After reviewing the relevant literature, draft versions 

of semi-structured interview forms have been developed with the contributions of researchers. 

As a next step, expert opinions (experts in qualitative research and assessment and evaluation 

fields) have been collected. Interview forms have been revised in line with the 

recommendations of the experts. In order to test the intelligibility and relevance of the questions 

in the revised semi-structured interview forms, the relevant participants (one Turkish, one math 

teacher, two parents whose children are currently studying at secondary school, and two 

secondary school students) have been interviewed for each form. As a result of the pilot testing 

of the interviews, some questions have had to be rearranged and the final versions of interview 

forms have been obtained. 

2.3. Collection of Data 

Courses that constitute the first stage of the research are Turkish, mathematics, science, social 

studies/Atatürk’s principles and revolutions. Teacher-made exams have been collected from 

three different secondary schools in Ankara that volunteered to participate in the study. While 

selecting the schools to be included in the study, voluntariness of the schools has been regarded 

as essential. However, the researchers have also paid attention to diversity of the schools in 

terms of academic success, socioeconomic level and facilities. Since the schools only archived 

the previous year’s exam questions, 15 exam papers have been randomly selected from the 

exams conducted in the 2018-2019 academic year and the first semester of 2019-2020 academic 

year on the basis of branches. Accordingly, a total of 60 different exam papers have been 

included in the document review. 

In the second stage, teachers’, students’, and parents’ opinions and experiences regarding the 

cyber accessibility of secondary school teacher-made exams have been obtained using a semi-

structured interview method. Data have been obtained through face-to-face interviews with nine 

participants (teachers, students, parents) in each study group by the researcher using the teacher, 

student, and parent interview forms. Before starting semi-structured interviews, the purpose of 

the research has been explained to the participants (teacher, student, parent). The participants 

have been informed that their credentials will remain confidential. For this reason, while 

expressing the participants’ statements, codes have been preferred instead of their real names. 

Each speech has been transcribed verbatim, in researcher-participant order, without any 

correction by the researcher. 

Firstly, three different secondary school principals in Ankara province have been contacted in 

order to arrange the meetings with the participants. To be more precise, a separate interview 

schedule has been created for each participant. Then, on the arranged days and hours, the same 

schools have been visited by the same researcher, and interviews have been conducted with the 

participants who volunteered to participate in this research. Interviews have been conducted in 

the first semester of the 2019-2020 academic year in January. The interviews have been 

conducted in the deputy principal room of the relevant schools and only the researcher and the 

participant have been present in the room. The fact that the researcher conducting the interviews 

is also a teacher made it easier to carry out the interviews with all the participants. 
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2.4. Data Analysis 

2.4.1. Document analysis 

In the first stage of the research, teacher-made exams of Turkish, mathematics, science, social 

studies/Atatürk’s principles and revolutions courses have been examined via the technique of 

document analysis. At this stage, firstly, the total number of questions of the exam papers col-

lected for each course has been grouped. As a next step, each exam paper has been examined 

on a question basis. The cyber accessibility of the questions has been checked using the google 

search engine. Thus, all questions for each course have been scanned in the search engine and 

links to the questions have been obtained. The number of questions examined in terms of 

branches is 437 in Turkish, 348 in Mathematics, 393 in science, and 454 in social studies/Ata-

türk’s principles and revolutions. 

2.4.2. Interview data analysis 

In the analysis of the data obtained in the second stage of the research, descriptive analysis has 

been used to reveal the opinions, experiences of teachers, students and parents related to the 

cyber accessibility of secondary school teacher-made exams. The raw data obtained from the 

interviews have been coded and the categories have been identified. The data have been 

classified under these categories with the aim of making them meaningful for the reader. The 

coding and categorization process has been repeated by one of the researchers. Therefore, 

unnecessary codes have been removed by adhering to the problem and purpose of the research, 

and new codes have been added in the sections deemed as necessary. The researchers have 

tagged categories in cooperation. Finally, the tables where the frequency values of the 

participants’ views on the subject have been obtained and examples from the participants’ 

opinions have been included. 

3. RESULT / FINDINGS 

The collected data at this stage have been analyzed for the study. Document analysis has been 

conducted to determine the cyber accessibility of teacher-made exams and content analysis has 

been employed to determine the opinions of teachers, students, and parents on this subject. The 

first question and the findings obtained in the scope of the research are as follows: 

3.1. What is the cyber accessibility level of the secondary school teacher-made exams? 

In order to answer the first question of the study; each course has been examined separately. 

The findings obtained from the courses are as shown in Table 5. When the Turkish course’s 

cyber accessibility levels presented in Table 5 are analyzed, it is seen that 381 of the 437 

questions are cyber accessible. When this ratio is considered based on the question type, it is 

concluded that multiple-choice and open-ended questions are cyber accessible. However, when 

15 different exam papers are evaluated separately, it is seen that all of the questions in 8 exam 

papers have been taken from different cyber accessible websites and all of the questions in 1 

exam paper have been taken from a single website only by changing the name of the school. 

When the findings of the mathematics course are examined, 348 questions have been examined 

and 51% of these questions are cyber accessible. It has been found that the highest rate is true 

and false, with 78%. Besides, 15 different exam papers have been examined and it is observed 

that all of the questions in 4 of them are taken from different cyber accessible websites. The 

fact that the questions consist mainly of shapes, symbols, and mathematical expressions in 

mathematics make it difficult for their cyber accessibility; therefore, in each exam paper, firstly 

verbal phrases have been searched by the researchers. As a result, no exam has been found in 

which all questions are taken from a single cyber accessible source for the mathematics course. 

After this stage, the document analysis of the science course questions has started. 
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Table 5. Courses cyber accessibility level. 

Types of Questions 

/Courses 

Multiple 

Choice 

Open-

End 

Questions 

True-

False 

Questions 

Matching 

Questions 

 

Gap-Fill-

ing Ques-

tions 

Total 

 

Turkish 

NEQ* 248 40 5 102 42 437 

NCAQ** 

(%) 

232 

(94) 

27 

(94) 

5 

(100) 

91 

(89) 

26 

(62) 

381 

(87) 

Mathematics 

NEQ 179 61 37 34 37 348 

NCAQ 

(%) 

104 

(58) 

12 

(20) 

29 

(78) 

10 

(29) 

22 

(59) 

177 

(51) 

Science 

NEQ 186 12 76 96 23 393 

NCAQ 

(%) 

180 

(97) 

12 

(100) 

76 

(100) 

96 

(100) 

23 

(100) 

387 

(99) 

Social Studies 

/ Atatürk’s 

Principles and 

Revolutions 

NEQ 220 11 25 171 27 454 

NCAQ 

(%) 

210 

(96) 

11 

(100) 

15 

(60) 

141 

(83) 

22 

(82) 

399 

(87) 

*NEQ: Number of Examined Questions; **NCAQ: Number of Cyber Achievable Questions 

 

A total of 393 questions related to science course have been examined and the cyber 

accessibility rate is found to be 99%. When the cyber accessibility rates of all question types 

are examined in Table 5, it is seen that all of them are very high. However, it has been observed 

that 5 of 15 different exam papers are taken from various cyber accessible websites and 9 of 

them are taken from a single website only by changing the name of the school. As a result, all 

of the questions in science course have been taken from cyber accessible sources. After this 

stage, Social studies/Atatürk’s principles and revolutions course questions’ document analysis 

has started. 

When the cyber accessibility level of Social studies/Atatürk’s principles and revolutions course 

is examined, it is seen in Table 5 that 399 of 454 questions are cyber accessible. When this ratio 

is examined on the basis of question type, it is concluded that most open-ended questions are 

cyber accessible. However, when 15 different exam papers have been analyzed separately, it is 

observed that all of the questions in 7 exam papers are taken from different cyber accessible 

websites and all of the questions in 5 exam papers are taken from one website only by changing 

the name of the school. 

In general, 1632 different questions from a total of 4 courses have been examined. As a result, 

the cyber accessibility ratio of these questions is computed as 82%. The question types are 

grouped under 5 different categories. In these categories, 833 multiple-choice, 124 open-ended, 

143 true-false, 403 matching and 129 gap-filling questions have been examined. According to 

the question types, cyber accessibility rates are calculated as 87% for multiple-choice; 50% for 

open-ended; 87% for true-false; 84% for matching; and 72% for gap-filling. In other words, 

cyber accessibility rates are highest in multiple-choice and true-false questions and lowest in 

open-ended questions. Although the addresses where the questions are taken differ according 

to each branch, when the frequencies are examined, it has been found that certain addresses are 

common in all branches. 

3.2. Findings from Interviews with Teachers, Students, and Parents 

In the tables, the results obtained from the participants are presented for each question posed. 
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3.2.1. Opinions of teachers 

3.2.1.1. Question 1. “Have you received any training on question preparation 

techniques in measurement and evaluation? Was this training enough for you? Why?" The 

frequency values of the teachers’ answers to Question 1 are presented in Table 6. 

Table 6. Teachers’ opinions on question 1. 

Categories Codes f % 

 

Education status 

I took it as an undergraduate course 7 26 

I attended the training of a private institution 2 7 

Qualifications Sufficient 0 0 

Insufficient 9 33 

 

Causes 

Education remains at a theoretical level and not 

practiced 

8 30 

Change of educational system 1 4 

Total 27 100 

According to Table 6, seven of the teachers who have participated in the research state that they 

have received training on question preparation techniques within the scope of measurement and 

evaluation course at the undergraduate level. All teachers think that the training they have re-

ceived is insufficient. According to eight of the teachers, education remains at a theoretical 

level, and practice is not included. Some teachers expressed their opinions as follows: 

The course I took at the university remained very academic; the practice was not included (T3). 

The training that I attended in a private institution was a general review regarding the concepts 

of measurement and evaluation since the time was limited; no question writing was performed 

(T7). 

3.2.1.2. Question 2. “Do you experience any difficulties in preparing the exam ques-

tions in the school? Can you give an example?” The frequency values of the teachers’ answers 

to Question 2 are presented in Table 7. 

Table 7. Teachers’ opinions on question 2. 

Categories Codes f % 

Difficulty  

encountered 

There is 7 44 

There isn’t 2 13 

Example  

difficulty 

Inability to get down to students’ level 5 31 

Not considering him-/herself sufficient in preparing a new 

generation question 

1 6 

Preparing questions for every course outcome 1 6 

Total 16 100 

According to Table 7, seven of the teachers who have participated in the research state that they 

encounter difficulty preparing the exam questions. Five of the teachers refer to this difficulty 

as being unable to get down to students’ level. Some teachers expressed their opinions as fol-

lows: 

Students have individual differences, and I find it challenging to get down to their level (T6). 

It is difficult to get down to the level of children. To me, it is easy to prepare difficult questions; 

it is challenging to prepare easy questions. I cannot predict what children can do because I am 

new to the school (T4). 
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The following words of a teacher on the subject are remarkable: 

Students are not ready for the new generation questions. I do not consider myself sufficient in 

preparing new generation questions. We should get training on this subject (T1). 

3.2.1.3. Question 3. “What resources do you use while preparing the exam questions 

for your course? Which of these sources do you use most?” The frequency values of the teach-

ers’ answers to Question 3 are presented in Table 8. 

Table 8. Teachers’ opinions on question 3. 

Categories Codes f % 

Utilized resources Educational websites 9 29 

Supplementary resources (Question bank, resource book etc.) 5 16 

Education Information Network (EIN) 3 10 

Textbook 3 10 

Notes printed on students’ notebook 2 6 

Most used source 
Educational websites 8 26 

Notes printed on students’ notebook 1 3 

Total 31 100 

According to Table 8, it is seen that teachers use multiple sources while preparing their exam 

questions for their courses. All of the teachers who have participated in the research state that 

they make use of educational websites while preparing the exam questions. On the other hand, 

eight teachers note that the most commonly utilized resource is educational websites when pre-

paring exam questions. The following statements by two teachers about the subject are remark-

able: 

While preparing the exam questions, I benefit mostly from different educational websites be-

cause there is an example of a printed and prepared exam. The figure is ready, and I just change 

the questions (T3). 

Since it is more up to date, I examine and organize the exam questions I have compiled from 

different educational websites in terms of subject, attainment, and class level (T5). 

3.2.2. Opinions of Students 

3.2.2.1. Question 1. “Have you ever encountered identical exam questions prepared by 

your teachers at school in a different place? Where have you seen these questions before?” The 

frequency values of the students’ answers to Question 1 are presented in Table 9. 

Table 9. Students’ opinions on question 1. 

Categories Codes f % 

Encounter Yes 9 34 

No 0 0 

Location  

encountered 

Educational websites 8 30 

Textbook 3 12 

Supplementary resource (Question bank) 3 12 

Exercise book 2 8 

Educational videos 1 4 

Total 26 100 

According to Table 9, all of the students’ state that they have encountered identical exam 

questions prepared by their teachers at school in a different place before. Eight of the students 

who have participated in the study state that they have encountered identical exam questions on 

educational websites although the sources are different. Some students have expressed their 

views as follows: 
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In the Turkish exam we took last week, there were questions I saw on exam websites on the 

internet. One of them was the question in the textbook (S3). 

In our science exam, there were questions that our teacher solved in the notebook and the 

questions in the question bank that I solved while preparing for the exam (S7). 

3.2.2.2. Question 2. "Which sources do you utilize to prepare for the exams at school?" 

The frequency values of the students’ answers to Question 2 are presented in Table 10. 

Table 10. Students’ opinions on question 2. 

Category Codes f % 

Utilized resources Educational websites 8 28 

Textbook 7 24 

Exercise book 5 17 

Education videos 5 17 

Supplementary resource (Question bank) 4 14 

Total 29 100 

According to Table 10, it is seen that students use more than one source while preparing for 

exams and they mostly benefit from educational websites. The following statements by three 

students on the subject are remarkable: 

While studying for the exam, I usually solve the questions on the internet and read the textbook 

(S2). 

Our teacher watches video in the course and asks the questions at the end of the video. I'm 

watching those videos too. Also, since I am preparing for LGS (National High School Entrance 

Exam), I solve tests from the test book (S5). 

I usually read the notes our teachers have us write in our notebooks. Most of the time, I solve 

the questions on educational websites on the internet (S9). 

3.2.3. Opinions of Parents 

3.2.3.1. Question 1. "What resources does/do your child/children going to secondary 

school currently use when preparing for the exams held by teachers at school? Which of these 

sources do you think he/she/they uses/use the most? Frequency values regarding the answers 

given by parents to Question 1 are presented in Table 11. 

Table 11. Parents’ opinions on question 1. 

Categories Codes f % 

Utilized resources Educational websites 5 20 

Supplementary resource (Question bank) 4 16 

Textbook 3 12 

Educational videos 2 8 

Exercise book 1 4 

Republic of Turkey Ministry of National Education achieve-

ment tests 

1 4 

Most used source 
Educational websites 3 12 

Supplementary resource (Question bank) 3 12 

Textbook 1 4 

Educational videos 1 4 

Exercise book 1 4 

Total 25 100 
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According to Table 11, parents whose children attend secondary schools state that their children 

use more than one source while they are preparing for the exams held by teachers at school. 

Five of the parents who have participated in the study state that they use educational websites 

while preparing them for the exams at school. Three parents note that the most commonly used 

resource their children use to prepare for the exams held in school is the educational websites. 

Moreover, three parents refer to supplementary resources as the most commonly utilized 

sources. The following view of a parent on the subject is remarkable: 

While my eldest son was going to middle school, we were downloading questions from the 

websites that had written questions on the internet to prepare them for exams. He solved these 

questions because the same questions appeared in the test and he was getting high marks. But 

this was not his real score. He scored low in TEOG (The Evaluation of the Transition Model 

from Elementary to Higher Education) and accepted by a high school he did not want. There-

fore, I am not making the same mistake with my younger son. We do not solve any questions 

from that website. We use the MEB (Ministry of National Education) acquisition tests and con-

tinue from the sourcebooks (P3). 

Another parent has expressed his/her opinion as follows: 

When my daughter has an upcoming exam, she reads the topics from her textbook and from her 

supplementary sources in her room.  Then, she solves exam questions from the websites she 

finds on the Internet and solves the questions and checks her mistakes from the supplementary 

resources she made us bought for her. As far as I can see, she spends most of her time on the 

computer and solves questions from internet sites (P6). 

4. DISCUSSION and CONCLUSION 

This study aims at obtaining the cyber accessibility levels of the secondary school teacher-made 

exams and the opinions of teachers, students, and parents on this subject. According to the 

results, the level of cyber accessibility of secondary school teacher-made exams for each course 

is as follows: 87% for Turkish, 51% for mathematics, 99% for science and 88% for social 

studies/ Atatürk’s principles and revolutions. When the question types are examined, the 

highest cyber accessibility level is observed in multiple-choice and true-false questions. It is 

clear that the most common question type in the question papers is multiple choice and these 

results are consistent with those of Kılıç (2016) and Uymaz (2016). 

Another remarkable finding at the end of the study is that 82% of all the questions are cyber 

accessible. This result is important in terms of questioning the reliability of teacher-made 

exams. In a similar vein, Sınacı examined teacher-made exams before and after TEOG in his 

study in 2019 and found that in some schools, students’ scores in pre-TEOG teacher-made 

exams and in TEOG are inconsistent. Furthermore, post-TEOG teacher-made exams show 

higher correlations than pre-TEOG teacher-made exams with TEOG. It was stated that the 

placement scores obtained from the TEOG system were not calculated fairly because the results 

of the teacher-made exams were tried to be equated to TEOG results. Similarly, the study by 

Antenesh and Silesh (2018) found a positive but low correlation between teacher-made exams 

and regional exam results (r=0.476, p<0.01). The study conducted by Özdemir & Gelbal (2016) 

with the aim of investigating the predictive power of the same students’ end-of-the-year 

achievement score from 7th to 12th grade on the raw scores of YGS sub-exams concludes that 

the best predictor of mathematics, Turkish, science, and social sciences sub-tests is the end-of-

the-year achievement score of different courses at different grade levels and these variables 

explain 50% to 71% of success in the relevant sub-tests. These results indicate that teacher-

made exams are not sufficient in terms of measurement and evaluation criteria. 

When the teacher’s opinions are examined, a vast majority of teachers state that they have 

problems in the measurement and evaluation process. Similarly, according to the research 
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results of Zorbaz (2005), most of the Turkish language teachers considered determining 

whether the subjects are comprehended or not and grading with the purpose of measurement 

and evaluation. As a matter of fact, it has been identified that the teachers who have participated 

in the study generally received their training on question preparation techniques within the 

scope of the ‘measurement and evaluation’ course given during their undergraduate years. 

Furthermore, it has been understood that this education remained at the theoretical level and the 

education received is insufficient because it did not include any practice dimension. The 

teachers state that they mostly encounter difficulties while preparing the exam questions due to 

their inability to reach the student level. Teachers also complain that that they cannot write 

questions covering all subjects and do not perceive themselves competent in preparing new 

generation questions, leading to difficulties in preparing exam questions. Similarly, it was found 

that teacher-made exam questions examined by Uymaz (2016) and Zorbaz (2005) were mostly 

at the level of knowledge and comprehension and they did not include many questions at the 

metacognitive level. 

In a similar fashion, teachers have remarked that they mostly benefit from educational websites 

while preparing their exam questions. In the document analysis process of the research, 

although the exam questions have been scanned separately as root and options, it has been 

observed that both the root and the options of the questions have been taken from cyber 

accessible educational sites without any modifications. The most important reason for this may 

be that teachers do not have sufficient knowledge about measurement and evaluation 

techniques. In addition, it has also been observed that there are several common addresses for 

each course. To be more precise, while all of the questions on certain exam papers could be 

accessed from various websites, it has also been noticed that on some exam papers, all questions 

were taken from a single cyber accessible source. When the student opinions on the cyber 

accessibility of teacher-made exams are examined, it is monitored that these opinions support 

the results obtained from the document examination. Accordingly, all of the students who have 

participated in the study state that they have encountered some of the exam questions prepared 

by their school teachers on educational websites. For this reason, it has been admitted that 

educational websites are the most beneficial sources for students while taking advantage of 

multiple resources during school exams. 

As to the parents’ views on the cyber accessibility of teacher-made exams, the parents who 

have participated in the study believe that while their children prepare for the exams conducted 

by the teachers at school, they benefit from more than one source; however, they mostly use 

educational sites and supplementary resources (such as sourcebooks and question banks). Most 

significantly, it has been observed that both parents and students are aware of the cyber 

accessibility of teacher-made exams. Therefore, they tend to guide their children to the 

questions on the cyber accessible websites to ensure high scores in teacher-made exams at the 

cost of low scores in the central exam. This result supports the findings of studies conducted by 

Antenesh & Silesh (2018) and Sınacı (2019). To sum up, the cyber accessibility of teacher-

made exam questions prepared for four basic courses at the secondary school level; namely, 

Turkish, mathematics, science and social studies/Atatürk’s principles and revolutions, is high 

and since this is known by both the students and the parents, it would be justified to argue that 

the reliability level of these exams is low. This study is limited to teacher-made exams collected 

for 4 basic courses and the participants in three secondary schools in Ankara. This situation 

requires the repetition of the study in different levels, schools and courses in order to support 

the results obtained from the research theoretically. In order to increase the quality of teacher-

made exams, it is recommended to organize trainings for teachers on question preparation 

techniques. 
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Abstract: In this study, it was aimed to examine the measurement invariance of 

State Test Anxiety Scale and its sub-dimensions developed by Şahin (2019) in 

terms of different variables. For this purpose, data were collected from a total of 

956 university students studying in different faculties. The measurement invariance 

of the scale was examined by multi-group confirmatory factor analysis in terms of 

gender, faculty and socioeconomic level variables. In the study, the measurement 

model was established for 22 items and three components of the state anxiety test 

scale (cognitive, psychosocial and physiological) and tested for configural, metric, 

scalar and strict equivalence by considering the hierarchical principle in terms of 

gender, faculty and socioeconomic level variables. The findings showed that 

Configural equivalence was provided for all dimensions except the cognitive and 

physiological subscales for the socioeconomic status variable. On the other hand, 

metric equivalence was achieved in cognitive, psychosocial and physiological 

dimensions for the gender variable. Metric equivalence was achieved in Cognitive 

dimension for faculty variable. And for the socioeconomic status variable, it was 

provided only for the scale as a whole. Scalar and strict equivalence conditions 

were not met by any of the variables examined in the study. 

1. INTRODUCTION 

Test anxiety is one of the important variables affecting the academic success of individuals. For 

this reason, it is one of the subject area that psychology has emphasized since the 1950s. Test 

anxiety is a special form of anxiety and it can affect individuals of all ages in the society (Sieber, 

1980). The exams, which are carried out for different purposes such as selection, placement, 

diagnosis and guidance, especially the exams with wide participation, affect the lives of 

individuals significantly today. Considering the meaning attributed to these exams and the 

potential of these exams to affect the lives of individuals, the dimension of anxiety experienced 

by individuals and their families can be better understood. 

In the literature anxiety is defined as; fear of anticipation of something bad will happen, 

restlessness and feeling of loss of control (Sapir & Aranson, 1990), as fear and tension felt 

under threat (Büyüköztürk, 1997), as sadness and distress caused by stressful situations 

(Özgüven, 2007). As can be understood from the definitions, the concept of "anxiety"; It 

includes feelings of sadness, distress, fear, failure, helplessness and loss of control (Cüceloğlu, 
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1998). Increasing the level of anxiety reveals the preventive role of anxiety. High test anxiety; 

it is an important problem that negatively affects the learning process and academic 

achievement of individuals (Ergene, 1994). As a matter of fact, individuals with high test 

anxiety may encounter situations like; easily distract, worry about performance, tension, 

restlessness, sadness, distress, fear, helplessness, loss of control, incompetence, silence, loss of 

control, less speech, withdrawal, palm sweating, hands trembling, increased heart rate and panic 

attack (Geen, 1985; Öner, 1990; Zeidner, 2007). 

On the other hand, anxiety is generally perceived as a negative emotional state. However, it 

does not always affect the person negatively. This situation, which is described as the 

facilitating effect of anxiety, is referred to as "facilitating anxiety" in the literature. Facilitating 

anxiety; It emerges as a result of the person developing more motivation to cope with this 

situation and making more effort due to the increase in perception and awareness of the anxiety 

situation (Albert & Haber, 1960). Studies conducted in the literature on test anxiety show that 

very low and very high-level test anxiety affects learning negatively and a medium-level test 

anxiety affects learning positively (Hill & Wingfield, 1984; Bados, 2005; Gençdoğan, 2006). 

For this reason, keeping test anxiety under control is important for individuals' academic 

success, self-confidence and motivation. 

Another important requirement of keeping test anxiety under control is that the quality of 

measurement tools used to measure success is affected by this situation. As a matter of fact, the 

most important requirement of a qualified measurement process is that the tests used in the 

exams can measure the variable to be measured without mixing it with other variables (Turgut 

& Baykul, 2012; Alıcı, 2013). A measurement process that can be performed in a qualified 

manner independent from the negativity of variables such as test anxiety, test technique and 

motivation will increase the accuracy of the decisions to be taken (Hill & Wigfield, 1984). 

The review of the literature on this issue shows that many studies have been conducted to 

measure test anxiety and to reveal the reasons by examining it in terms of different variables. 

Most of these studies consist of scale development / scale adaptation studies for measuring test 

anxiety and studies that attempt to reveal the causes of anxiety (McDonald, 2001; Driscoll, 

2007; Totan & Yavuz, 2009; Akın et al., 2012; Başol, 2017; Aydın & Bulgan , 2017; Bozkurt 

et al, 2017; Yao-Ting Sung & Tzu-Yang Chao, 2015; Şahin, 2019). 

When the scales developed and adapted to measure test anxiety in Turkey are examined, it is 

seen that the evidence for the reliability and validity of almost all of these scales is collected. 

Using these scales, many studies have been conducted in the literature to reveal the reasons for 

test anxiety and to reveal the differences between different subgroups such as gender, education 

level, socioeconomic status, school type (Totan & Yavuz, 2009; Akın et al., 2012; Başol, 2017; 

Aydın & Bulgan, 2017; Şahin, 2019). However, it is not correct to explain the differentiation 

of values obtained by using these scales between groups by only linking the characteristics of 

individuals. As a matter of fact, the differences between groups can be caused by the 

measurement tool rather than the individuals. Although there are studies on linguistic validity 

in scale adaptation studies, the adapted measurement tool may not measure the same structure 

in the language / culture it was adapted to (Cheug & Rensvold; 2002). The same situation also 

applies to the implementation to different groups of the scale was developed in Turkey. The 

developed scale may not measure the same structure for females and males in terms of gender 

variable and high school and university graduates in terms of education level variable. This is 

explained by the fact that psychological structures do not exactly overlap in different groups 

and cultures, in other words, the behaviors related to the structure can be different in different 

groups and cultures (van de Vijver & Poortinga, 2005). 

In order for the scores obtained from the scale to be compared between groups, it must first be 

shown that the scale measures the same structure in different subgroups, in other words, 
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measurement invariance is achieved (van de Vijver & Poortinga, 2005). In measurement 

invariance studies, the items in the measurement tool in different groups; It is examined whether 

the factor loadings, correlation patterns, error variances are the same. Measurement invariance 

is a prerequisite for comparison studies between groups (Erkuş & Selvi, 2019; Cheung & 

Rensvold, 2000). When measurement invariance is not achieved, it means that the measurement 

tool does not measure the same thing in different subgroups. This causes the comparison studies 

to lose their meaning. In summary, it is not possible to make a comparison between groups 

without measurement invariance (van de Vijver & Poortinga, 2005). 

Measurement invariance studies are conducted to reveal whether the factor structure obtained 

for the scale is the same in the sub-groups by using multi-group confirmatory factor analysis 

(Başusta, 2010). Multi-group confirmatory factor analysis is a method frequently used in 

structural equating modeling analysis, and it is performed to examine whether the model created 

by the researcher is the same in more than one group based on the data obtained from the same 

measurement tool (Tabachnick & Fidel, 2001). 

Test anxiety can be compared in terms of variables such as gender, class level, socioeconomic 

status, age group, school, university, department, education level. But first of all, the 

measurement tool used must provide measurement invariance. Findings regarding differences 

between individuals and groups cannot be interpreted without providing measurement 

invariance (Horn & Mc Ardle, 1992). Measurement invariance studies consist of 4 phased steps, 

each of which is the prerequisite of the next, such as configural, metric, scalar and strict 

equivalence (Meredith, 1993; van de Vijver, 1998).Configural equivalence is the most basic 

level of measurement invariance, and it is the step where it is tested that the factor structure 

revealed for the measured psychological variable is the same in all groups, in other words, that 

the free and fixed factor patterns are similar between the groups.As a matter of fact, in order 

for the groups to be compared, it must be demonstrated that the relevant measurement tool 

measures the same thing in all groups. If the measured structure is different in the groups to be 

compared, in other words, if the related measurement tool measures different things in different 

groups, it is not meaningful to make comparisons between groups. Depending on this condition, 

it is clear that metric, scalar and strict equivalencies cannot be examined. 

After the Configural equivalence is achieved, metric equivalence is examined. Although the 

measurement tool measures the same structure in different groups, it may not be able to measure 

individuals in different groups with the same latent structure at the same size. For this reason, 

the invariance of the units of the measuring tool in metric equivalence between groups examine. 

In other words, the equality of the units is tested. In order to test the equality of the units, it 

examines whether the factor loadings obtained for the scale items change or not between 

groups. When metric equivalence cannot be achieved, a situation arises where scale items are 

biased and cannot be summed. Therefore, it is not possible to examine scalar and strict 

invariance in cases where metric invariance cannot be achieved. 

For scalar invariance, the equality of the origins of the measuring instrument between groups 

is tested. In other words, it is tested whether 5 points in one group equal 5 points in the other 

group. If 5 points in one group equals 7 points in the other group, then the origins are unequal 

and the measuring tool contains possible bias. For scalar invariance, it is sufficient to 

demonstrate that group means and factor loadings are equal.In strict equivalence, in addition to 

configural, metric and scalar invariance, it is tested whether the error and factor variances 

obtained for the scale items are equal between the groups.  If configural, metric, scalar and strict 

invariance is provided for different groups, it can be interpreted that the scale measures the 

same structure, the same size and the same precision in these groups. And this makes it possible 

to compare the scores obtained from these different groups with the same measurement tool. 
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Regarding test anxiety, the scale used in order to make comparisons between groups should 

meet the measurement invariance conditions. In this context, the scales developed and adapted 

to measure test anxiety were examined and summarized in Table 1. 

Table 1. Summary of scales developed and adapted in Turkey. 

Scale Name Developed / Adapted Measurement Invariance 

State Test Anxiety Scale Developed by Şahin (2019) Unreported 

Revised Test Anxiety Scale Developed by Benson & El-Zahhar 

(1994), Adapted by Akın et al (2012) 

Unreported 

IDA Test Anxiety Scale, Developed by Başol (2017) Unreported 

Children’s Test Anxiety Scale Developed byWren & Benson (2004), 

Adapted by Aydın & Bulgan (2017) 

Unreported 

Cognitive Test Anxiety Scale-

Revised Form 

Developed by Cassady & Johnson 

(2002), Adapted by Bozkurt et al (2017) 

Unreported 

Friedben Test Anxiety Scale Developed by Bados & Sanz (2005), 

Adapted by Akın et al (2013) 

Unreported 

Westside Test Anxiety Scale Developed by Driscoll (2007), Adapted 

by Totan & Yavuz (2009) 

Unreported 

When Table 1 is examined, no findings related to measurement invariance have been reported 

in any of the scales Evidence regarding measurement invariance was not provided in any of the 

scales developed or adapted in Turkey to measure test anxiety. 

Test anxiety is a variable that negatively affects individuals' learning process, academic 

achievement, and the quality of the measurement tool used, and it can affect individuals of 

almost all ages in the society. Therefore, studies conducted to reveal the reasons for test anxiety 

and to keep it under control are important for the literature. 

For this reason in this study, it is aimed to provide a scale to the literature that provides the 

evidence for measurement invariance. In this study the measurement invariance of the State 

Test Anxiety Scale developed by Şahin (2019) in terms of variables of gender, socioeconomic 

level and faculty attended was examined. 

2. METHOD 

In this study, it was aimed to examine the measurement invariance of the state test anxiety scale. 

Ethics committee approval was obtained for the study. 

2.1. Study Sample 

Kline (2005) states that a sample of 200 people is generally sufficient in factor analysis studies. 

In addition, in different sources, it is recommended to reach 5-20 times the number of items for 

factor analysis (Alpar, 2016). 

In order to reach a sample that can represent the range of the measured latent trait, the sample 

of the study were determined by purposeful sampling method and the data of the research were 

obtained from 956 university students. 572 of the students are female (59.8%) and 376 of them 

are male (39.3%). 8 (0.8%) of the students was not specify their gender. 8 (0.8%) of the students 

did not specify their gender. 400 of the students stated that they were medical school students 

(41.8%), 112 were dentistry students (11.7%), and 444 (46.4%) were health college students. 

188 of the students (19.7%) are 1; 236 of them (24.7%) are 2; 428 of them (44.8%) are 3 and 

96 of them (10%) are 4 grade. 8 (0.8%) of the students did not specify their class.92 (9.6%) of 

the students stated that their socioeconomic level was low, 812 (84.9%) were medium, and 52 

(5.4%) were high. 



Selvi

 

 574 

2.2. Data Collection Tool 

The "State Test Anxiety Scale" was developed by Şahin (2019). The scale is scored in Likert 

type with 4 degrees and consists of 22 items in total. The scale consists of 3 components as 

'cognitive', 'psychosocial' and 'physiological' and these components explain 59.21% of the total 

variance. This structure, which was revealed by the exploratory factor analysis, was also 

confirmed by the confirmatory factor analysis. Goodness of fit values were χ2 / df = 1.72, CFI 

= 0.96, NNFI = 0.96, IFI = 0.96, RMSEA = 0.05, SRMR = 0.05. The lowest score that can be 

obtained from the scale is "22" and the highest score is 88. The Cronbach alpha reliability of 

the scale was calculated as 0.94. Alpha reliabilities for sub-dimensions were calculated as 0.85 

for physiological sub-dimension, 0.84 for psychosocial sub-dimension and 0.93 for cognitive 

sub-dimension. Similarly, the test-retest reliability of the scale, applied 4 weeks apart, was 

calculated as 0.74 for the physiological sub-dimension, 0.80 for the psychosocial sub-

dimension, 0.78 for the cognitive sub-dimension, and 0.81 for the overall scale. 

2.3. Data Analysis 

The measurement invariance of the state test anxiety scale was analyzed in terms of gender, 

faculty and socioeconomic level variables using the multi-group confirmatory factor analysis 

method. In the multi-group confirmatory factor analysis, it is examined whether the model 

created by the researcher regarding the measurement tool is the same in different groups 

(Tabachnick & Fidell, 2001). For this purpose, equality limitations are imposed on the model 

established for subgroups in the multi-group confirmatory factor analysis, and the equivalence 

of intergroup parameters is examined by following a hierarchical order from the least limited 

to the most limited model (Başusta, 2010). 

In the study, in order to examine the configural equivalence, it was tested whether the structure 

revealed by the state test anxiety scale measures the same formal structure in subgroups. For 

this purpose, the similarity of the number of factors and factor loadings of the measurements 

obtained from the subgroups was investigated. In the examination of metric equivalence, it was 

examined whether the units (distances between categories) of the conditionality test anxiety 

scale in different groups were equal. In the examination of scalar equivalence, it was examined 

whether the constants (origins) of linear regression equations between latent and observed 

variables change between groups. In the examination of strict equivalence, it was examined 

whether all the parameters estimated for the model presented were equal among the groups 

(Erkuş & Selvi, 2019). 

In this study, ΔCFI values were used to examine the equivalence of parameters between groups 

and “0.01≥ΔCFI≥ -0.01” criterion was used for ΔCFI values. ΔCFI values provide information 

about the relationship between implicit scores and observed scores and are therefore 

recommended for evaluation of goodness of fit (Amery et al., 2007; Brown, 2006; Vandenberg 

and Lance, 2000; cited in Uzun, 2010). 

For model data fit, values of χ2 / df, Root Mean Square of Approximate Errors (RMSEA), 

Comparative Fit Index (CFI), Adjusted Goodness of Fit Index (AGFI) and Root of Residual 

Means (RMR) were taken into consideration (Kline, 2005). As a criterion, the criteria given in 

Table 2 were taken into consideration (Çokluk et al., 2010; Şimşek, 2007). Lisrel 8.7 program 

was used to analyze the data.  

In the study, Little's MCAR test was used in missing data analysis. From the findings, it was 

concluded that the missing data were in random structure (χ2 = 1083.123, df = 215, p = 0.001). 

For this reason, expectation maximization method has been used to eliminate missing data. In 

addition, the data before the analysis were cleared of outliers and the skewness value calculated 

for the scale total score was calculated as 0.604 and the kurtosis value as -0.07. Şenocak (2014) 

states that the distribution can be considered normal if the skewness value is less than 1.00 and 
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the kurtosis value is less than 2.00. From here, it was accepted that the data of the study were 

normally distributed. 

Table 2. Fit indices. 

Fit Indices Good Fit Acceptable Fit 

χ2/df 0 ≤ χ2/df≤ 2 2 < χ2/df ≤ 5 

RMSEA 0 ≤ RMSEA ≤ .05 .05 < RMSEA ≤ .08 

RMR 0 ≤ RMR ≤ .05 .05 < RMR ≤ .08 

SRMR 0 ≤ SRMR ≤ .05 .05 < SRMR ≤ .08 

CFI .95 ≤ CFI ≤ 1 .90 ≤ CFI < .95 

NFI .95 ≤ NFI ≤ 1 .90 ≤ NFI < .95 

NNFI .95 ≤ NNFI ≤ 1 .90 ≤ NNFI < .95 

GFI .95 ≤ GFI ≤ 1 .90 ≤ GFI < .95 

AGFI .90 ≤ AGFI ≤ 1 .85 ≤ AGFI < .90 

3. RESULT / FINDINGS 

The fit statistics of the state test anxiety scale were found as χ2/df = 8.95, RMSEA = 0.08, CFI 

= 0.94, GFI = 0.90, SRMR = 0.06 and NFI = 0.94. When the obtained values are compared 

with the criteria in Table 2, it is seen that the fit statistics for the model are within the 'acceptable 

fit' limits except for the χ2/df value. It is known that the value of χ2/df is affected by the sample 

size and therefore it should not be interpreted alone in measurement invariance studies (Cheung 

& Rensvold, 2002). For this reason, it was accepted that model data fit was achieved for the 

model created. The path diagram obtained for the measurement model of the state test anxiety 

scale is presented in Figure 1. 

Figure 1. The path diagram of the measurement model of the state test anxiety scale. 
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In this study, the measurement invariance of the gender, faculty and socioeconomic level 

variables of the state test anxiety scale was examined by taking the principle of hierarchy 

(configural, metric, scalar and strict equivalence) into consideration, and the findings obtained 

in Table 3 for the gender variable, in Table 4 for faculty variable, in Table 5 for socioeconomic 

level variable and in Table 6.for summary information on whether the invariance is provided 

for all of the examined groups. 

Table 3. Fit statistics obtained from the measurement invariance study on gender variable. 

  Equivalence χ2/df CFI RMR GFI RMSEA ∆CFI Invariance 

G
en

d
er

 

Cognitive  Configural 4.85 0.94 0.06 0.92 0.06 - + 

Metric 8.52 0.94 0.07 0.91 0.07 0.00 + 

Scalar 10.54 0.90 0.08 0.85 0.14 0.03 - 

Psychoso-

cial  

Configural 8.16 0.96 0.03 0.99 0.07 - + 

Metric 6.46 0.95 0.07 0.98 0.08 0.01 + 

Scalar 7.15 0.85 0.09 0.96 0.12 0.10 - 

Physiologi-

cal  

Configural 16.62 0.91 0.04 0.90 0.07 - + 

Metric 15.6 0.90 0.07 0.90 0.08 0.01 + 

Scalar 13.8 0.85 0.06 0.85 0.16 0.05 - 

         

Entire Scale Configural 8.49 0.91 0.08 0.90 0.08 - + 

Metric 8.30 0.80 0.15 0.60 0.20 0.10 - 

When Table 4 is examined, it is seen that the configural equivalence is provided for the 

cognitive, psychosocial, physiological dimensions and the entire scale for the groups related to 

the faculty variable, and the metric invariance is provided for only the cognitive dimension. In 

addition, metric invariance could not be provided for the psychosocial, physiological 

dimensions and entire scale. 

Scalar and strict invariance could not be provided for sub-dimensions and the entire scale. 

Table 4. Fit statistics obtained from the measurement invariance study for faculty variable. 

 

 

Equivalence χ2/df CFI RMR GFI RMSEA ∆CFI Invariance 

F
ac

u
lt

y
 

Cognitive  Configural 8.07 0.93 0.06 0.91 0.07 - + 

Metric 7.5 0.92 0.08 0.90 0.08 0.01 + 

Scalar 10.35 0.86 0.19 0.79 0.17 0.06 - 

Psychosocial  Configural 10.01 0.92 0.03 0.94 0.07 - + 

Metric 9.9 0.87 0.09 0.90 0.16 0.05 - 

Physiologi-

cal  

Configural 13.4 0.92 0.05 0.90 0.08 - + 

Metric 12.2 0.88 0.09 0.82 0.18 0.04 - 

Entire Scale Configural 7.1 0.91 0.07 0.90 0.08 - + 

Metric 6.9 0.83 0.09 0.72 0.13 0.08 - 

When Table 4 is examined, it is seen that the configural equivalence is provided for the 

cognitive, psychosocial, physiological dimensions and the whole scale for the groups related to 

the faculty variable, and the metric equivalence is provided for only the cognitive dimension. 

In addition, metric equivalence could not be provided for the entire scale, for psychosocial and 

physiological dimensions. Scalar and strict equivalence could not be provided for sub-

dimensions and the entire scale. 
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Table 5. Fit statistics obtained from the measurement invariance study for socioeconomic level variable. 

  Equivalence χ2/df CFI RMR GFI RMSEA ∆CFI Invariance 
S

o
ci

o
ec

o
n

o
m

ic
 

L
ev

el
 

Cognitive  Configural 8.02 0.89 0.38 0.45 0.15 - + 

Psychosocial  

 

Configural 6.9 0.94 0.09 0.92 0.08 - + 

Metric 7.2 0.90 0.23 0.62 0.14 0.04 - 

Physiological  Configural 12 0.78 0.12 -0.98 0.18 - + 

Entire Scale Configural 8.5 0.91 0.05 0.90 0.11 - + 

Metric 8.1 0.91 0.05 0.89 0.11 0.00 + 

Scalar 8.5 0.80 0.09 0.78 0.11 0.11 - 

When Table 5 is examined, it is seen that for groups related to the socioeconomic level variable, 

Configural equivalence is provided only for the psychosocial dimension and the entire scale, 

and metric equivalence is provided only for the entire scale. 

In addition, metric equivalence was not provided for subdimensions. Scalar and strict 

equivalence could not be provided for sub-dimensions and the entire scale. 

Table 6. The results of the measurement invariance study regarding the variables of gender, faculty and 

socioeconomic level. 

Variable  Sub-Dimensions Configural 

Equivalence 

Metric 

Equivalence 

Scalar 

Equivalence 

Strict Equiv-

alency 

 

 

Gender 

Cognitive + + - - 

Psychosocial + + - - 

Physiological + + - - 

Entire Scale + - - - 

 

 

Faculty 

Cognitive + + - - 

Psychosocial + - - - 

Physiological + - - - 

Entire Scale + - - - 

 

Socioeconomic 

Level 

Cognitive - - - - 

Psychosocial + - - - 

Physiological - - - - 

Entire Scale + + - - 

When Table 6 is examined, configural equivalence was provided for the socioeconomic status 

variable, except for cognitive and physiological dimensions. Metric equivalence was provided 

for the cognitive, psychosocial and physiological dimensions for the gender variable, for the 

cognitive dimension for the faculty variable, and for the socioeconomic status variable only for 

the whole scale. Scalar and strict invariance, on the other hand, could not provided for any of 

the variables examined in the study. 

4. DISCUSSION and CONCLUSION 

Test anxiety can affect individuals of all ages and their families in society (Sieber, 1980). Test 

anxiety is a variable that disrupts the qualifications of measurement tools, especially their 

validity, and therefore, it is frequently studied in the literature to measure and determine its 

reasons. 

In the literature, it is seen that almost all studies on test anxiety focus on scale development, 

scale adaptation, comparison and compilation studies (McDonald, 2001; Pekrun, 2004; 

Driscoll, 2007; Totan & Yavuz, 2009; Akın et al., 2012; Başol, 2017; Aydın & Bulgan, 2017; 



Selvi

 

 578 

Bozkurt et al., 2017; Bados & Sanz, 2005; Yao-Ting Sung & Tzu-Yang Chao, 2015; Şahin, 

2019). 

In comparison studies conducted in terms of different variables and groups, it is known that the 

obtained findings are accepted as the "real" difference between the groups in terms of the 

measured feature and comparison, interpretation and generalization are made in this direction 

(Mark & Wan, 2005). It should be kept in mind that these comparative studies and 

generalizations made without providing evidence regarding measurement invariance may 

produce erroneous results. 

In this study, it was aimed to provide a test anxiety scale that provides evidence for 

measurement invariance to the literature. For this reason, the measurement invariance of the 

state test anxiety scale developed by Şahin (2019) was examined in terms of variables of gender, 

faculty and socioeconomic level. 

The findings obtained showed that the state test anxiety scale provided Configural equivalence 

in groups related to the gender variable. In other words, the factor number and factor loadings 

pattern related to the measurements obtained from the groups of the gender variable with the 

state test anxiety scale are equivalent. This is an indication that the items of the measurement 

tool reveal the same formal structure in the groups examined (Sireci, Patsula & Hambletton, 

2005). From this, it can be concluded that the state test anxiety scale measures the same formal 

structure in the groups of the gender variable. 

Metric equivalence was provided within acceptable limits for the gender variable, but this is 

not valid for the whole scale. If metric equivalence is not achieved, the summability of the scale 

items is violated and it is emphasized that there may be bias in the items (Erkuş & Selvi, 2019). 

From here, it can be concluded that the items of the state test anxiety scale produce biased 

results in men and women. For this reason, it is recommended to examine biases on the scale 

and items by considering the gender variable and to edit the items found to be biased. 

The hypotheses created in measurement invariance studies are examined by comparing the 

adaptation levels of the preceding model due to the principle of hierarchy (Başusta & Gelbal, 

2015). For this reason, Scalar equivalence could not be examined because the metric invariance 

conditions of the scale were not met. In sub-dimensions of the scale provided metric 

equivalence, but was not provided scalar equivalence conditions. This shows that the constants 

used in linear regression equations between latent variables and observed variables are not 

equivalent between groups (Erkuş & Selvi, 2019). From here, it can be concluded that the scale 

and its sub-dimensions do not have the same origins for women and men, therefore, 

comparisons between groups on the basis of the gender variable cannot be made using the state 

test anxiety scale. On the other hand, strict invariance could not be studied since scalar 

invariance could not be achieved. Strict equivalence is based on the demonstration that all the 

predicted parameters are equivalent between groups, but it is known that this condition is often 

not met in social sciences (Erkuş & Selvi, 2019). 

The findings obtained from the measurement invariance study conducted for the faculty 

variable show that the configural equivalence is provided for the cognitive, psychosocial, 

physiological sub-dimensions and the whole scale. This is an indicator that the state test anxiety 

scale reveals the same formal structure in the subgroups of the faculty variable. From here, it 

can be concluded that the state test anxiety scale measures the same formal structure in different 

subgroups of the faculty variable. Metric invariance was provided only for the cognitive sub-

dimension. This shows that for the subgroups of the faculty variable, only the units of the 

cognitive sub-dimension of the scale are equivalent within acceptable limits. Units are not 

equivalent for other dimensions and for the whole scale. For this reason, it is recommended to 

conduct a bias study on the scale and items considering the faculty variable, and to edit the 

items found to be biased. Scalar and strict invariance could not be provided for the sub-
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dimensions for the faculty variable and for the whole scale. From here, it can be concluded that 

the scale and its sub-dimensions do not have the same origins between faculties, so the 

comparison between groups on the basis of the faculty variable cannot be made using the state 

test anxiety scale. From here, it can be concluded that, apart from the cognitive sub-dimension, 

the conditionality test anxiety scale and its sub-dimensions produce biased results according to 

the variable of the faculty attended. This may be due to the different intensity and difficulties 

of the education programs of the faculties for which data were collected. As a matter of fact, in 

the faculties of medicine and dentistry, it is possible for students to repeat a year if they fail. 

But in the health college, students to repeat a course if they fail a course. This may be the reason 

why students' test anxiety cannot be explained in terms of equivalent origin and equivalent 

units. Findings on this subject also coincide with the findings of Erözkan (2004). 

From the measurement invariance study conducted for the socioeconomic status variable, it is 

seen that the Configural equivalence was provided only for the psychosocial sub-dimension and 

the whole scale. In other words, in subgroups related to the socioeconomic status variable, the 

factor number and factor load of the state test anxiety scale are equivalent for the psychosocial 

sub-dimension and the whole scale. This is not the case in other sub-dimensions. From this, it 

can be concluded that the state test anxiety scale measures only the psychosocial sub-dimension 

in the subgroups of the socioeconomic status variable and the same formal structure in the 

whole scale. Metric invariance was not provided for sub-dimensions except for the entire scale.  

This situation shows that the units of the sub-dimensions are not equivalent in the subgroups 

related to the socioeconomic status variable. Considering the whole scale, the units for the 

relevant variable are equivalent. However, the scalar and strict invariance conditions for the 

socioeconomic level variable were not met. Therefore, it appears that the comparison between 

groups on the basis of the socioeconomic level variable cannot be made using the state test 

anxiety scale. This may be due to the students with low socioeconomic status not meeting their 

needs adequately. As a matter of fact, almost all of the situations such as suitable working 

environment, adequate nutrition, meeting the needs properly, future expectation depend on the 

socioeconomic level. This may be the reason why test anxieties of students with different 

socioeconomic levels cannot be explained with equivalent origin and equivalent units. Findings 

on this subject are in parallel with the findings of Softa, Ulaş Karaahmetoğlu & Çabuk (2014). 

From the findings obtained, it can be concluded that the state test anxiety scale and its sub-

dimensions produce biased results in subgroups regarding the variables of gender, faculty and 

socioeconomic level, and considering these variables. So comparison between in this groups 

cannot be made and the findings cannot be generalized. Vanderberg & Lance (2000) state that 

testing the invariance of only a few parameters in measurement invariance studies may not 

produce sufficient results. For this reason, it may be suggested to carry out the "partial 

measurement invariance" study in terms of the variables examined within the scope of this 

study. On the other hand, this study was carried out on the students of Mersin University on the 

basis of gender, faculty and socio-economic status variables. It may be suggested to repeat the 

study on different variables, different universities and different faculties. 
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Abstract: This study aims to compare the G and Phi coefficients as estimated by 

D studies for a measurement tool with the G and Phi coefficients obtained from 

real cases in which items of differing difficulty levels were added and also to 

determine the conditions under which the D studies estimated reliability 

coefficients closer to reality. The study group for this research consisted of 80 

seventh-grade students from various public and private secondary schools in the 

provinces of Ankara, Istanbul, and Adana in Turkey. Four raters who served as 

Turkish teachers in various public secondary schools in Ankara were included in 

this study. A data collection tool consisting of 12 tasks was prepared to measure the 

participating seventh grade students’ written expression skills in Turkish. The 

equation of the G and Phi coefficients estimated in the D study and obtained 

through the real cases was observed only when six tasks with item difficulty 

indexes close to the mean difficulty of the test were added in such a way that the 

mean difficulty of the test never changed. In other cases, where the mean difficulty 

of the test changed because of the addition of easy or difficult tasks, it was 

determined that the reliability coefficients estimated in the D study and obtained in 

real cases were similar, but they had different values. 

1. INTRODUCTION 

The most important psychometric properties sought in a measurement tool are grouped under 

the concepts of reliability, validity, and usability. Reliability is defined as the ability to repeat 

measurements of a feature performed on the same individuals with the same measurement tool 

under similar conditions or to give consistent results (Baykul, 2015; Crocker & Algina, 1986; 

Nitko, 2004). According to the Classical Test Theory (CTT), reliability coefficient is to be 

estimated regarding reliability. While making this estimation, the effect of variable situations 

such as the content, construct and application of items and tests on test scores is examined using 

various reliability estimation methods (Aiken, 2009; Anastasi & Urbina, 1997). 

In some cases, when utilising reliability estimation methods that are based on CTT, any single 

application of the CTT model cannot clearly differentiate among multiple sources of error. To 

find a solution to the limitations of CTT, the Generalizability theory (G) was developed, which 

 

*CONTACT: Kaan Zulfikar Deniz    zlfkrdnz@yahoo.com    Ankara University, Faculty of Educational 

Sciences, Ankara, Turkey  

e-ISSN: 2148-7456 /© IJATE 2021 

https://doi.org/10.21449/ijate.948677
https://ijate.net/
https://dergipark.org.tr/en/pub/ijate
https://orcid.org/0000-0003-0920-538X
https://orcid.org/0000-0003-4244-6441


Deniz & Ilican

 

 584 

allows for the calculation of reliability coefficients based on differing sources of variation (i.e., 

error) that may occur within a single study. G theory liberalizes classical theory by employing 

ANOVA methods that allow an investigator to untangle multiple sources of error (Brennan, 

2001). 

As a result, with G theory studies, any facet (i.e., source) of error such as rater, time, forms, 

and/or item is evaluated simultaneously and as a group in order to estimate a comprehensive 

and single reliability coefficient. The basic idea of G theory is that error variance derives from 

different sources of variability as well as from the interactions that take place between them. In 

other words, the superiority of G theory over CTT is that different error sources can be 

simultaneously estimated through a single analysis. This process is completed with the help of 

variance analysis that allows for multiple variance sources to be analysed through a single 

analysis, while at the same time a determination can be made regarding the size of each variance 

source (Brennan, 2001; Shavelson & Webb, 1991). 

Also, G theory allows for the calculation of two differing reliability coefficients regarding both 

relative decisions; namely, those decisions based on individual performance and the absolute 

decisions of these individual performances. As a result, these are the generalizability 

coefficients that make up the relative evaluations and the Phi (Φ) coefficient for the absolute 

evaluations. Importantly, generalizability (G) and decision (D) studies are carried out in order 

to determine the reliability coefficients utilising G theory. Through the G study process, the 

variance components of scores and the interactions between them are estimated simultaneously 

through ANOVA. These estimated variance components are then utilised in the subsequent step 

of the D study. In a D study, in order to create measurement situations with sufficient reliability, 

measurements are organized so that the measurement error can be minimised (Brennan, 2001; 

Shavelson & Webb, 1991).  

To explain, a D study is an estimation, use, and interpretation of variance components in order 

to formulate decisions according to already well-defined measurement processes (Crocker & 

Algina, 1986). For example, in a case where more than one rater scores a group of students` 

ability to solve mathematical problems, a G study that utilises three raters and 20 items is 

followed by a D study; as a result, differing numbers of raters and differing numbers of items 

can be estimated and through this process the G and Phi coefficients can also be estimated. 

However, in the results of the D study, the G and Phi coefficients are provided when adding or 

subtracting items from the measurement tool, yet no information is given in regard to the 

difficulty of these items. For example, in a D study, the G and Phi coefficients are estimated 

after at least three items have been added to a measurement tool, but to what extent these 

coefficients are sensitive to the item difficulty index (pj) of the added items remains unknown, 

and whether the items are easy or difficult also remains undefined. 

In the literature, there are many studies in which items related to various measurement and 

evaluation practices have been considered a source of variability and reliability studies based 

on G Theory (Choi & Wilson, 2018; Çakıcı Eser & Gelbal, 2013; Deliceoğlu & Çıkrıkçı 

Demirtaşlı, 2012; Demir, 2016; Doğan & Anadol, 2017; Doğan & Bıkmaz Bilgen, 2017; Güler, 

2011; Güler et al., 2014; Gülle et al., 2018; Hathcoat & Penn, 2012; Hill et al., 2012; Scherbaum 

et al., 2018; Solano-Flores & Li, 2013; Yılmaz Nalbantoğlu & Gelbal, 2011). Furthermore, in 

some of these studies (Doğan & Anadol, 2017; Scherbaum et al., 2018; Yılmaz Nalbantoğlu & 

Gelbal, 2011) comparisons were also made regarding the use of crossed and nested research 

designs within the scope of G theory. In other studies (Doğan & Bıkmaz Bilgen, 2017; Güler 

et al., 2014; Gülle et al., 2018; Hathcoat & Penn, 2012; Solano-Flores & Li, 2013) it was 

observed whether the reliability of performance-based measures could be examined through G 

theory. In addition, there are several studies (Çakıcı Eser & Gelbal, 2013; Deliceoğlu & Çıkrıkçı 

Demirtaşlı, 2012; Demir, 2016; Güler, 2011) in which the reliability of measurements was 
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examined through methods other than G theory. Apart from these studies, there are few studies 

in which the G and Phi coefficients estimated through a D study were compared with the 

reliability coefficients in real cases. Atılgan and Tezbaşaran (2005) compared the G and Phi 

coefficients acquired from D studies and real situations from a number of different raters by 

using data from two successive years of special skill selection exams conducted from a student 

selection program. In another study, the G and Phi coefficients estimated for two, three, and 

four raters from real cases in which it was not possible to randomly select raters from a 

population universe, were compared with the results from relevant D studies (Kamış & Doğan, 

2017). However, there was no identified study that compared the predicted G and Phi 

coefficients in the D studies as well as the obtained G and Phi coefficients from real cases in 

which there were items of varying difficulty levels added and/or removed from the measuring 

tool. 

While test items are considered as a source of variability and reliability in which studies based 

on G theory have been carried out, there can be a determination made to change the number of 

test items in order to obtain the reliability coefficients that have previously been predicted in 

the D study. At this stage, it is believed that knowing the difficulty level of items and under 

which conditions the D study accurately estimates the reliability coefficients in real cases will 

ultimately contribute to a more meaningful interpretation of D studies. In addition, this 

information is expected to facilitate the selection of items as a way of obtaining reliability 

coefficients as estimated in the D study as well as supporting the efficient completion of 

reliability studies. 

As a result, the aim of this study was to compare the G and Phi coefficients as estimated by D 

studies as well as the G and Phi coefficients obtained in real cases in which the items of differing 

difficulty levels were added and to also determine the conditions under which the D studies 

estimated the reliability coefficients more in line with the real situation. In this respect, easy, 

moderate or difficult items were added to a measuring tool and these additional items were 

meant to reflect two conditions, both modifying and not-modifying the mean difficulty of the 

test. The sub-objectives determined for the general purpose of this study are as follows: 

a) To compare the G and Phi coefficients estimated by the D studies and the G and Phi 

coefficients obtained by increasing the total number of tasks to 18 that change the mean 

difficulty of the test: with six easy tasks; with six moderate tasks; and with six difficult tasks. 

b) To compare the G and Phi coefficients estimated by the D studies and the G and Phi 

coefficients obtained by increasing the total number of tasks to 18 that did not change the mean 

difficulty of the test: with two easy, two moderate, and two difficult tasks; and with six moderate 

tasks.  

c) To determine whether there were any significant differences between the G and Phi 

coefficients estimated by D studies and the G and Phi coefficients obtained in various real cases, 

where the total number of tasks was increased to 18. 

2. METHOD 

This section indicates the research design used in the study, the study group, the data collection, 

and the analysis of the data. 

2.1. Research Design 

This study followed a survey research model in which attempts were made to define a situation 

under a set of circumstances without changing and/or influencing that situation in any way. In 

addition, since this research was aimed at generating information, it was prepared and carried 

out in a basic manner (Büyüköztürk et al., 2012; Fraenkel et al., 2015; Karasar, 2016). 
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2.2. Study Group 

The study group for this research consisted of 80 seventh grade students (ages 12-13) studying 

in various public and private secondary schools located in Ankara (n=30, 37.5%), Istanbul 

(n=25, 31.5%), and Adana (n=25, 31.5%), Turkey during the 2016-17 academic year. Of the 

students in the study group, 34 (42.5%) were male and 46 (57.5%) were female. Students for 

the study were selected from 26 schools, 20 of which were public and 6 were private. The study 

group of the research was selected from the sample of a study conducted by the Republic of 

Turkey Ministry of National Education that aimed to evaluate the Turkish written expression 

skills of students from various grade levels. The students who were applied one of the seventh 

grade test forms used in the study and raters assigned for item scoring were included in the 

study group of this research study. Four raters worked as Turkish language teachers in various 

public secondary schools. These teachers had previously received training on item scoring and 

were also informed about the use of rubrics prepared for this study. Importantly, the students 

and teachers included in this study group were selected from different schools. 

2.3. Data Collection  

The data of this research were obtained from the Ministry of National Education by official 

correspondence for research permission. In the data collection process of the study, the students 

and raters from the study group were briefly informed about the study process. A skill test 

consisting of 12 tasks was first prepared and then applied in order to measure the students` 

Turkish written expression skills. Then, four raters scored the skill test independently and the 

data were collected for analysis. Through the application of student tasks, each student 

answered the same 12 tasks and the four raters via a scoring rubric prepared for the test scored 

each student’s responses. Thus, the research design for this study can be considered to follow a 

fully crossed (sxtxr) design. 

2.3.1. Data collection tool 

The test utilised in this study consisted of 12 tasks prepared to measure the Turkish written 

expression skills of seventh grade students. In completing the tasks included in the test, the 

participating students had to create sentences and paragraphs with a variety of characteristics. 

In the first task of sentence knowledge, the students were asked to select at least five words 

from a word pool provided and then form a sentence consisting of a minimum of eight words 

in total. In the second task, these students were asked to form a sentence consisting of a 

minimum of eight words in accordance with a visual prompt. In the third task, a dialogue was 

provided to the students and they were asked to complete the dialogue with an appropriate 

sentence consisting of at least five words. The subsequent four tasks of the test were related to 

a persuasion paragraph and then the remaining final five tasks involved writing a petition.  

Rubrics that can be scored from 0 to 4 were developed for each task of the test in this study. 

The experts in the study team formed by the Ministry of National Education developed these 

rubrics. As a result, the highest score a student could receive from task scoring was 48 and the 

lowest possible score was 0.  

2.4. Data Generation and Analysis 

In this study initially, variance sources were estimated from the G study of 12 tasks. Then, D 

study was conducted by using these variance sources and increasing the number of tasks to 18. 

The G and Phi coefficients were estimated for 18 tasks within the test through the D study. 

These coefficients were compared with the reliability coefficients estimated from the real 

situation of 18 tasks subsequent to adding tasks of various difficulty indexes, which ultimately 

changed the test`s mean difficulty for some of the cases but not all. Since all of the 12 tasks 

initially included in the scale were rated at a moderate level of difficulty, there were randomly 
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selected tasks from the scale that were reused by adding moderate tasks to the test. The easy 

tasks added to the test were produced by increasing the points of the easiest tasks in the test by 

two points each except for those with full points. The difficult tasks added to the test were 

artificially created by dividing the scores of the most difficult tasks in the test into three and 

then decreasing the scores downward. Finally, the significance of the differences between the 

estimated G and Phi coefficients as well as the G and Phi coefficients obtained in various real 

cases was examined through a Fisher`s z' test. Variance sources and the G and Phi coefficients 

were estimated in the analysis performed through crossed design (sxtxr) obtained by grading 

80 students by four raters for 12 tasks. The EduG 6.1-e program was utilised in analysing the 

data obtained from this study. 

3. RESULTS 

In the results section, first, those results related to the estimated variance of the sources of 

variability from the fully crossed design are provided for different cases where the number of 

tasks was either 12 or 18. Second, in accordance with the sub-objectives of this study, the 

findings from the comparison of the G and Phi coefficients estimated through the D study as 

well as the G and Phi coefficients obtained in real cases were interpreted. In regards to the 

analysis findings, results related to the estimated variance components are provided in Table 1. 

Table 1. Analysis of variance results and variance component estimates for students, tasks, raters, and 

their interactions. 

  

Number 

of Tasks 

Source of 

Variance 
df MS 

Variance 

Component 

Estimates 

Percentage 

of Total 

Variance 

Estimates 

Actual status 12 

s 79 97.63 1.66 22.50 

t 11 70.75 0.10 1.40 

r 3 278.77 0.25 3.40 

st 869 11.67 2.39 32.40 

sr 237 8.43 0.53 7.10 

tr 33 28.70 0.33 4.50 

str 2607 2.11 2.11 28.60 

The mean 

difficulty of 

the test 

changes 

18 

(Six easy 

tasks added) 

s 79 142.62 1.69 21.20 

t 17 502.85 1.48 18.60 

r 3 394.57 0.25 3.20 

st 1343 9.06 1.80 22.60 

sr 237 13.63 0.65 8.20 

tr 51 21.19 0.24 3.00 

str 4029 1.84 1.84 23.10 

18 

(Six moderate 

tasks added) 

s 79 187.59 2.28 26.30 

t 17 92.97 0.16 1.90 

r 3 306.76 0.19 2.20 

st 1343 14.84 3.21 37.10 

sr 237 10.85 0.49 5.70 

tr 51 27.98 0.32 3.80 

str 4029 2.00 2.00 23.10 

18 

(Six difficult 

tasks added) 

s 79 84.87 0.98 13.30 

t 17 747.30 2.24 30.50 

r 3 207.02 0.12 1.70 

st 1343 9.05 1.87 25.50  
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Table 1. Continued. 

  sr 237 7.06 0.31 4.20 

tr 51 23.75 0.28 3.80 

str 4029 1.55 1.55 21.10 

The mean 

difficulty 

of the test 

remains 

unchanged 

18 

(Six moderate 

tasks added) 

s 79 149.38 1.77 23.80 

t 17 65.58 0.09 1.20 

r 3 405.34 0.26 3.40 

st 1343 11.79 2.45 32.90 

sr 237 12.09 0.56 7.50 

tr 51 27.01 0.31 4.20 

str 4029 2.01 2.01 27.00 

18 

(Six easy, 

moderate and 

difficult tasks 

added) 

s 79 134.02 1.59 19.50 

t 17 602.77 1.77 21.70 

r 3 457.06 0.29 3.50 

st 1343 9.00 1.80 22.10 

sr 237 12.24 0.58 7.10 

tr 51 29.69 0.35 4.30 

str 4029 1.78 1.78 21.80 

Table 1 illustrates that in a majority of the cases studied; the ST interactive variance component 

value had the highest rate of total variance. Accordingly, it can be stated that the difficulty 

levels of the tasks differed from one student to another in the cases examined. In addition, when 

six difficult tasks were added to the test and the mean difficulty of the test decreased, it was 

determined that instead of ST, the T variance component value (2.24) had the highest rate 

(30.5%) in the total variance. Thus, after adding difficult tasks, it can be said that the tasks in 

the test become very different from each other in terms of their difficulty level. Among all the 

cases examined, it was observed that when six items with moderate difficulty were added to the 

test and the average difficulty of the test varied, the ST-interactive variance component value 

(3.21) was found to have the highest value. Here, it was the source of variability that explained 

the total variance with the highest rate (37.1%). The second highest rate in total variance 

generally belongs to residual component. Accordingly, it can be said that there is interaction 

between students, tasks, and raters and there are systematic or unsystematic sources of 

variability that cannot be measured in this study. In these cases, the variance component for 

students was generally high in total variance. This result demonstrated that the measured 

characteristics of students differed from each other; as a result, the measurement process proved 

successful in distinguishing students from one another according to their results. Finally, in all 

of the cases, it can be stated that the raters generally provided consistent scores because the 

overall rater ratio variance in total was negligible. 

Table 2 illustrates the G and Phi coefficients obtained when the number of tasks in the test was 

actually 12 and then an estimate was produced for 18 tasks in the D study. 

Table 2. D study results. 

Number of Tasks G Phi 

12 0.82 0.79 

18 0.85 0.82 

Table 2 displays that the G and Phi coefficients obtained from real cases where the number of 

tasks in the test was 12 were 0.82 and 0.79. Furthermore, according to the results of the decision 

study, in which the number of tasks was 18, the G and Phi coefficients were 0.85 and 0.82. 
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3.1. Results for the First Sub-Objective 

The mean difficulty of the test and the G and Phi coefficients obtained in the G and D studies 

from the cases where the number of test taks was increased to 18 and the test mean difficulty 

changed are provided in Table 3.    

Table 3. G and phi coefficients obtained in cases where the test mean difficulty changed. 

 

Number of Tasks 

 
Actual Status Decision Studies 

(estimated for 12 tasks) 

Mean difficulty of the test G Phi G Phi 

12a 0.51 0.82 0.79 - - 

18b 0.60 0.85 0.79 

0.85  0.82  18c 0.48 0.87 0.85 

18d 0.38 0.83 0.73 
aOriginal scale 
bAdded six easy tasks 
cAdded six moderate tasks 
dAdded six difficult tasks 

As can be seen in Table 3, when six tasks of moderate difficulty (pj = 0.41-0.58) were added 

and the mean difficulty of the test was least varied, the G and Phi coefficients were 0.87 and 

0.85 for the first case. In addition, when the test had 12 tasks, the G and Phi coefficients 

estimated for the 18 tasks within the D study were 0.85 and 0.82. As a result, it can be stated 

that the G and Phi coefficients estimated for the 18 tasks from the D study were relatively 

smaller than those obtained in the real case where six moderate tasks had been added to the test. 

The G and Phi coefficients were 0.85 and 0.79 for the second case where six easy tasks (pj = 

0.76-0.80) were added to the test and the test mean difficulty had changed more than the first 

case. Through the analysis results it was recognised that the G coefficient estimated in the D 

study for 18 tasks was equal to the G coefficient obtained in the real case where six easy tasks 

had been added to the test. Also, the Phi coefficient obtained after adding easy tasks to the test 

was less than the estimated Phi coefficient (0.82) from the D study with 18 tasks. 

Finally, when six difficult tasks (pj = 0.12-0.13) were added to the test, it was recognised that 

the mean difficulty of the test decreased/increased considerably compared to the first two cases. 

In this case, the G and Phi coefficients were acquired as 0.83 and 0.73 for the real situation in 

which difficult tasks had been added to the test, and as a result, the values were smaller than 

the G and Phi coefficients estimated in the D study for 18 tasks. In addition, these values (G = 

0.83 and Phi = 0.73) differed from the G (0.85) and Phi (0.82) coefficients estimated in the D 

study as compared to the other two cases where the mean difficulty of the test had changed less. 

3.2. Results for the Second Sub-Objective  

The mean difficulty of the test and G and Phi coefficients obtained from G and D studies where 

cases that had the number of test tasks increased to 18 and the test mean difficulty did not 

change are provided in Table 4. 
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Table 4. G and phi coefficients obtained in cases where the mean difficulty of the test did not change. 

 

Number of Tasks 

 Actual Status 
Decision Studies 

(estimated for 12 items) 

Mean difficulty 

of the test 
G Phi G Phi 

12a 0.51 0.82 0.79 - - 

18b 0.51 0.85 0.78 
0.85  0.82  

18c 0.51 0.85 0.82 
aOriginal scale 
bTwo of the six tasks added were easy, two were moderate and two were difficult. 
cAdded six moderate tasks 

As Table 4 presents the G and Phi coefficients were 0.85 and 0.78 in the first case when two 

easy (pj = 0.78 and pj = 0.80), two moderate (pj = 0.58), and two difficult tasks (pj = 0.12 and pj 

= 0.13) were added to the test and the mean difficulty of the test (pj = 0.51) remained unchanged. 

Very close to these values, next, in the second case the values remained close with the G and 

Phi coefficients obtained at 0.85 and 0.82 when six moderate tasks (pj = 0.41-0.58) were added 

and the mean difficulty (pj = 0.51) of the test again remained unchanged. As a result, the G 

coefficients acquired in both real cases were found to be equal to the G coefficient that had been 

estimated in the D study for the 18 tasks. In addition, the Phi coefficient (0.78) obtained in the 

first case was less than the Phi coefficient (0.82) estimated in the D study for the 18 tasks. 

Importantly, among all of the cases examined, only within the second case was the obtained G 

(0.85) and Phi (0.82) coefficient equal to the G (0.85) and Phi (0.82) coefficient estimated in 

the decision study for 18 tasks. 

3.3. Results for the Third Sub-Objective  

In order to determine whether the differences between the G and Phi coefficients estimated by 

the D studies in this research and those obtained through real cases were significant, all of the 

G and Phi coefficients were converted to z scores through the Fisher Z-transformation test. 

Accordingly, the G and Phi coefficients obtained and as well as the Fisher`s z' scores calculated 

are provided in Table 5. 

Table 5. G and phi coefficients obtained in cases where the number of test tasks were 12 or 18 including 

the Fisher z' scores. 

    
Decision Studies 

(estimated for 12 tasks) 
Actual Status 

 Number of tasks G Phi 
G 

(Fisher z') 
Phi 

(Fisher z') 

The mean 

difficulty of 

the test 

changes 

18a 

0.85 0.82 

0.85 

(0) 

0.79 

(0.20) 

18b 0.87 

(-0.18) 

0.85 

(-0.23) 

18c 0.83 

(0.16) 

0.73 

(0.54) 

The mean 

difficulty of 

the test 

remains 

unchanged 

18d 

0.85 0.82 

0.85 

(0) 

0.78 

(0.26) 

18e 0.85 

(0) 

0.82 

(0) 

aAdded six easy tasks 
bAdded six moderate tasks 
cAdded six difficult tasks 
dTwo of the six tasks added were easy, two were moderate and two were difficult 
eAdded six moderate tasks 
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When the Fisher`s z' test results provided in Table 5 are examined, it can be recognised that all 

of the z' values calculated were between -1.96 and +1.96 (Kenny, 1987). As a result, this finding 

shows that there was not a significant difference between the reliability coefficients estimated 

in the D studies and those obtained in real cases. 

4. DISCUSSION and CONCLUSION 

As a result of the analyses conducted in this study, it was observed that the reliability 

coefficients predicted in the D studies and those obtained in real cases were different; however, 

in general, they remained quite close to each other. When the differentiated Phi coefficients 

were examined, it was also found that the values estimated in the D studies and obtained through 

real cases were different for four of the five cases examined. Next, the values obtained in real 

cases for the G coefficient were equal to the estimated G coefficient from the D study in three 

of the five cases studied. As a result, it can be stated that the reliability coefficients in the case 

where items were added to the measurement tool and estimated through the D studies, the Phi 

coefficient was more sensitive to the difficulty level of the added items in comparison to the G 

coefficient. This result is thought to be related to the fact that the item variance considered when 

calculating the Phi coefficient increased more than the G coefficient when the easy or difficult 

items were added to the measuring instrument (Brennan, 2001). In this study, it was observed 

that the task variance, which has the smallest value in the total variance in the real situation, 

increases when tasks with different difficulty levels are added to the test. Added easy or difficult 

tasks caused the Phi coefficient to decrease as the task variance and absolute error variance 

increased. As a result, although it was estimated that the Phi coefficient would increase if the 

number of tasks was increased from 12 to 18, it was instead recognised that the Phi coefficient 

did not change and/or decrease from the addition of either any easy and/or difficult tasks to the 

test. Furthermore, the relative error variance utilised in determining the G coefficient was 

acquired with the interactive variance components that included the students and was ultimately 

less affected by the change in variance that arose from the test tasks and was generally close in 

value to those predicted in the D studies (Güler et al., 2012). When the literature for this study 

was examined, it was determined that there were findings which increased the number of items 

that had a positive effect of ensuring the desired quality of reliability as well as that reliability 

would increase as the number of items increased (Ankenmann & Stone, 1992; Bıkmaz Bilgen 

& Doğan, 2017; Güler & Yetim, 2008; Hulin et al., 1982; Tavşancıl, 2005). In other previous 

studies, it was concluded that low reliability was in effect due to the low number of substances 

(i.e., items) included (Güler & Yetim, 2008; Kaya, 2005). This is important because in research 

where D studies were conducted based on G theory, it was concluded that reliability would 

increase if the number of items in the test increased (Deliceoğlu & Çıkrıkçı Demirtaşlı, 2012; 

Demir, 2016; Doğan & Bıkmaz Bilgen, 2017; Gülle et al., 2018; Hathcoat & Penn, 2012). 

However, as was determined in this study, an increase in the number of items may in effect not 

actually provide a higher reliability coefficient in all cases. Similarly, the research study by 

Giray and Şahin (2012) revealed that solely reducing the number of items did not in itself lead 

to a decrease in reliability. 

In this present study, the equality of both the G and Phi coefficients obtained in the real situation 

as well as estimated in the D study could only be witnessed when six tasks of moderate difficulty 

(pj=0.41-0.58) were added to the test but did not change the mean difficulty of the test (pj=0.51). 

In addition, it was also determined that the difference between reliability coefficients, especially 

the Phi coefficient, which was obtained for the real cases and estimated in the D study, increased 

more when the mean difficulty of the test changed as a result of adding items. Accordingly, it 

can be stated that when the reliability coefficients estimated in the D study from the addition of 

items to the test were expected to be obtained in a real case, it would be beneficial in future 

research to select items that do not change the mean difficulty of the test or items with the 
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difficulty indexes closest to the mean difficulty of the existing test. On the other hand, it was 

also determined that there were no significant differences between the G and Phi coefficients 

obtained in various situations when the number of tasks in the test was actually 18 and the G 

and Phi coefficients estimated as a result of the D studies were made with 12 tasks. However, 

it is recommended that this situation be re-examined by utilising different measurement tools 

when added items can be changed in the mean difficulty of the test. In addition, it can be stated 

that these examinations may be useful for a test where the percentage of item variance in the 

total variance is greater. This is recommended because the G studies conducted in this study 

generally showed that item variance made up a small percentage of the total variance. While, 

in studies by Demirel and Epçaçan (2012) and Katrancı and Yangın (2003), very easy and very 

difficult items were removed from the test for a similar purpose, and as a result, sufficient KR-

20 reliability coefficients were obtained. Similarly, for other studies (Çakır & Aldemir, 2011; 

Kaplan & Duran, 2016), some test items were excluded in order to obtain a higher reliability 

coefficient, but unfortunately no information was provided regarding the item difficulty index 

of the extracted items. 

Also, previous research studies have pointed out that in decision studies with G theory the G 

and Phi coefficients will increase if the number of items and raters are increased (Güler et al., 

2012). However, in this current study, it was determined that the Phi coefficient could remain 

the same or even decrease if easy or difficult tasks were added to a moderate scale. As a result, 

it was recognised that the Phi coefficients obtained from the real case where the number of 

items was increased might be smaller than the estimated Phi coefficients for the number of 

items in the D study. In addition, Kamış and Doğan (2017) revealed that even though the 

number of raters increased in their study, the reliability coefficients could possibly decrease and 

could even be lower values than the predicted values from the related D studies. Furthermore, 

Atılgan and Tezbaşaran (2005) determined that the reliability coefficients obtained in real cases 

where the number of raters was increased were smaller than the reliability coefficients predicted 

within the D studies. In this current study, it is discovered that if the number of tasks increased, 

the G and Phi coefficients obtained for real situations may be larger, smaller, or equal to the G 

and Phi coefficients estimated in the D studies. As a result of this finding, it is believed that the 

difference between the findings of the two previous studies may be a result of whether or not 

the items/raters have been randomly selected from the population universe or the ratio of the 

item/rater variance in regards to the total variance within the study.   

Finally, the significant findings of this study may show that since the reliability of real situations 

cannot be estimated completely and/or systematically through the utilisation of D studies in G 

theory, then it is recommended that these factors be taken into consideration when interpreting 

the results of future D studies. Since the scores on easy and/or difficult tasks were artificially 

produced in this study, future researchers are recommended that they perform similar studies 

utilising a real pool of items, in which the easy or difficult items can be added to a test at any 

point and with no concern of its effect on the outcome and/or validity of the test. 
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Abstract: The current study investigates the reasons of EFL teachers’ 

unwillingness and demotivation towards being more assessment literate. 19 EFL 

teachers working in the preparatory programs of various state universities took part 

in the study, and the data were collected via semi-structured interviews. Those 19 

teachers were deliberately chosen from 27 teachers based on their negative 

utterances towards being more assessment literate in relation to the aim of the 

current study. The data obtained from the utterances of the participants with respect 

to two interview questions were transcribed, coded and labelled according to the 

recurrent and common themes according to the qualitative content scheme of 

Creswell (2012). The findings revealed that why the participating teachers were 

unwilling and demotivated to be more assessment literate resulted from five 

factors; a) seeing language assessment as an extra burden, b) the presence of testing 

office and materials, c) language assessment as an anxiety-provoking factor, d) 

institutional factors and e) rarity of ways to improve oneself.  Apart from shedding 

light on the unwillingness and demotivation of teachers to learn more about 

assessment, this study also comes up with implications for language teachers and 

research suggestions in relation to the findings of the study. 

1. INTRODUCTION 

1.1. Assessment Literacy and Language Assessment Literacy 

Assessment literacy (AL) “is not an initiative, not just another fad or bandwagon to jump on or 

off, it is a foundational and essential competency for all school leaders, teachers and students” 

(McCafferty & Baudry, 2018). As is understood from the quotation, assessment literacy is seen 

as a “sine qua non for today’s competent educator” (Popham, 2009, p. 4), and it is not an extra 

feature to possess; rather, it is a basic component of education. The definitions of assessment 

literacy abound in the literature. Stiggins (1991), coining the term, defined assessment literacy 

as teachers’ skills in the use of assessment. Falsgarf (2005, p. 6) stated that it “is the ability to 

understand, analyze, and apply information on student performance to improve instruction”. 

Additionally, for Popham (2018), it is the understanding of basic and important concepts in 

assessment.  
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Newly coined term rooted in assessment literacy is language assessment literacy (LAL). 

Though it has similar features with assessment literacy, as it is specifically on language, it also 

has different characteristics. Davies (2008), with a focus on language, stated that LAL consists 

of three parts that are knowledge, skills and principles. For Malone (2013, p. 329), language 

assessment literacy is “language teachers’ familiarity with testing definitions and the 

application of this knowledge to classroom practices in general and specifically to issues related 

to assessing language”. Lastly, Inbar-Lourie (2008, pp. 389-390) defined this term as “language 

assessment knowledge base comprises layers of assessment literacy skills combined with 

language specific competencies, forming a distinct entity that can be referred to as language 

assessment literacy”. As is seen, LAL and AL have similar features, both requiring a teacher 

having sound knowledge in assessment; yet, LAL also requires a language teacher to be 

knowledgeable in both assessment and language, and language-related assessment.  

1.2. The Necessity of Assessment Literacy and Assessment Literate Teachers 

Assessment should not be seen as a product or outcome only; rather, many strategies and 

processes helping learners become better learners and educators are involved in assessment 

(McCafferty & Baudry, 2018). Though each and every stakeholder in education is into 

assessment for various reasons, it is the teachers who have major roles in assessment. Language 

teachers have this role of assessment as a part of their professions (Mertler, 2003), and also 

Stiggins (1991) argued that teachers spend 50 % of their instructional time with assessment-

related activities. What teachers have to know related to assessment varies such as reliability, 

validity, designing tasks, alternative assessment, scoring, and it is for sure that each and every 

teacher needs a dose of assessment literacy (Popham, 2011).  

When assessment-literate teachers “make educational decisions based on appropriate 

assessment-elicited evidence, the resultant decisions almost always will be more defensible-

meaning, more likely to improve students’ learning” (p. 2), and when good decisions are made, 

it means avoiding mistakes (Popham, 2018). Moreover, when more valid decisions are made, 

it is more possible to appeal to learners’ needs more and adapt instruction (Shepard, 2000). On 

the other hand, when teachers lack adequate knowledge related to assessment, they could make 

certain mistakes that could be grouped under three categories that are “using the wrong tests, 

misusing results of the right tests, and failing to improve instructionally useful tests” (Popham, 

2018, p. 8). To avoid these kinds of mistakes, assessment literate teachers are needed in teaching 

and learning process because the power of assessment is rooted in the knowledge of teachers in 

assessment (Calderhead, 1996).   

In spite of the importance of assessment literate teachers in instruction, teachers have limited 

competency in assessment (Popham, 2018), and teachers are not assessment literate (Alderson, 

2005; Mertler and Campbell, 2005). Many teachers do not feel themselves ready for 

assessment-literate activities including both pre- and in-service teachers. Pre-service teachers 

stated that they did not expose to sufficient and qualified education in assessment, and many 

in-service teachers expressed that they are not adequately equipped with assessment knowledge 

(Plake, 1993). Stiggins (2010, p. 233) drew attention to this problem by stating that “assessment 

illiteracy abounds”. 

1.3. Related Studies 

Research into language assessment literacy “is still in its infancy” (Fulcher, 2012, p. 117); 

however, the number of the studies investigating assessment literacy and language assessment 

literacy is increasing day by day. While some studies focused on the needs of teachers as the 

conductors and designers of assessment-related tasks (Vogt & Tsagari, 2014; Volante & Fazio, 

2007), some examined language assessment literacy of teachers (Ölmezer-Öztürk & Aydın, 

2019; Volante & Fazio, 2007). Thus, various aspects of assessment literacy have been 
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investigated in several studies.  

To start with, Volante and Fazio (2007) studied with 69 pre-service teachers, and their 

assessment knowledge and needs for assessment were investigated. Though the participants 

stated that they had taken an assessment course, they still needed to learn more about 

assessment. The findings also indicated their low level of confidence in assessment-related 

tasks. In a similar study with different stakeholders as participants, O’Loughlin (2013) 

examined university administrators’ assessment needs since they were responsible for 

admission decisions. The administrators from two universities in Australia received a survey 

including questions related to IELTS use, evaluation, etc. The findings revealed that the 

administrators needed to be more assessment literate and educated for the valid and reliable 

interpretation of test scores.  On the other hand, in Vogt and Tsagari (2014), 153 teachers from 

seven European countries were asked about their needs in LAL in three aspects that are 

classroom-focused language assessment, purposes of testing, and content and concepts of 

language assessment. The results demonstrated that the teachers were not competent enough in 

some areas such as self and peer assessment, portfolio assessment, reliability, validity and using 

statistics.  

In addition to the studies focusing on LAL needs of teachers, some others investigated the 

assessment literacy levels of teachers or their perceptions of it. For instance, Lam (2015) 

focused on the overall language assessment training in five Hong Kong institutions, and pre-

service teachers’ perceptions of their LAL development. The findings showed that there was 

insufficient support to foster LAL, and the training for LAL was inadequate based on the 

perceptions of the participants. Similarly, Baker and Riches (2017) aimed to examine whether 

a series of workshops contributed to LAL development of 120 Haitian high school teachers. 

The data were collected via feedback on drafts of revised exams, survey with teachers, and 

teacher interviews and the results demonstrated that LAL development of the teachers was clear 

after these workshops, and their LAL levels increased in creating reading comprehension 

questions, in learning about reliability, validity, and practicality, and increased attention of the 

connection between teaching and assessment. In another study conducted in Turkish EFL 

context, Ölmezer-Öztürk and Aydın (2019) investigated language assessment knowledge of 

542 language teachers working in higher education by using a scale they developed. The 

findings revealed that the participant teachers were not assessment literate, and the teachers 

were the most knowledgeable in assessing reading whereas they had the lowest score in 

assessing listening. 

1.4. The Present Study 

As assessment literate teachers play crucial roles in the efficacy and appropriacy of assessment-

related activities, the importance of having assessment literate teachers in education is stressed 

in the literature (Alderson, 2005; Leung, 2014; Malone, 2013; Popham, 2006). Yet, the studies 

in the literature demonstrated that both pre- and in-service teachers do not feel themselves 

competent enough and they are not self-confident and knowledgeable in assessment-related 

activities due to their lack of assessment literacy (Hatipoğlu, 2015; Tsagari & Vogt, 2017). 

Though few in number, there exist certain studies focusing on the needs of EFL teachers in 

relation to language assessment (Fulcher, 2012; Inbar-lourie, 2008; Malone, 2013; Volante & 

Fazio, 2007), language assessment literacy levels of EFL teachers (Tao, 2014), the effectiveness 

of trainings on their language assessment literacy levels (Campbell, Murphy, & Holt, 2002; 

Mertler, 2009), and language assessment knowledge of EFL teachers (Ölmezer-Öztürk & 

Aydın, 2019; Şahin & Hatipoğlu, 2019). As a common point in these studies, there is a special 

emphasis on the notion that language teachers lack a certain level of language assessment 

literacy and they need some training on it. However, they do not present the background and 

reasons for this problem. In other words, the studies in the literature basically describe the 
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situation by showing how assessment illiterate EFL teachers are and what they need to become 

more assessment literate. Besides, compared to the number of aforementioned studies, there is 

a paucity of research focusing on the reasons why language teachers are or feel themselves 

incompetent in language assessment. Even though, as demonstrated, many in-service teachers 

are assessment illiterate, why many teachers do not take action and are not willing and 

motivated enough to be more knowledgeable in language assessment have not been the foci of 

any studies so far to the best knowledge of the researcher. Examining the underlying reasons of 

their unwillingness and demotivation with respect to language assessment is of primary 

concern, because when the underlying reasons of their unwillingness and demotivation have 

been uncovered, then better conditions and opportunities could be provided for the teachers to 

be more assessment literate. Within that scope and purpose, the following research question is 

asked throughout the study.  

What are the underlying reasons of EFL teachers’ unwillingness and demotivation to being 

more assessment literate? 

2. METHOD 

2.1. Research Design 

Aiming to identify the main reasons behind EFL teachers’ unwillingness and demotivation to 

be more assessment literate, the current study employs a basic qualitative research perspective 

which is “concerned with subjective opinions, experiences and feelings of individuals and thus 

the explicit goal of research is to explore participants’ views on the phenomena being studied” 

(Dörnyei, 2007, p. 38). Since the major focus of the study is to uncover opinions and 

experiences of participating teachers on the research matter, their language assessment literacy, 

a qualitative perspective is followed throughout the study. 

2.2. Research Context 

The research context is the preparatory programs of state universities in Turkey. Language 

teachers are responsible for teaching English to learners in this program, and while some 

programs offer English courses in an integrated way, some divide the courses into skills such 

as reading, writing, speaking and listening. There exist certain offices in these programs such 

as testing office, material development office, and curriculum office. Teachers take part in these 

offices either willingly or upon the will of their managers. Testing office members have various 

duties, and what they are responsible for may differ based on the institutions since there is not 

a determined program or schedule for testing office members of the institutions in Turkey. 

Owing to this, it is usual to come across different and various performances of the institutions. 

Moreover, to exchange ideas and determine assessment-related tasks, testing office members 

gather and decide on certain issues related to assessment such as the type of exams, the items 

to be asked in the exams, scoring, etc.  

2.3. Participants 

The participants include the teachers working at preparatory programs of nine different state 

universities. 19 teachers in these programs are the participants of this study, and none of them 

is a member of the testing office in their institutions. Convenient sampling was preferred for 

this study. At the very beginning, 27 teachers were sent a question asking for whether they had 

a positive attitude towards being more assessment literate and whether they were making efforts 

for this. Eight of them stated that they were eager to learn more about language assessment and 

trying hard to be more assessment literate teachers. As these eight teachers had a positive 

attitude towards language assessment, and the focus of the study is to find out the reasons of 

negative attitudes towards it, they were excluded from the actual study. Based on their negative 

stance, 19 teachers were interviewed by either skype or face-to-face semi-structured questions. 
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Out of these 19 teachers, 11 were females and eight were males. Besides, their ages ranged 

from 28 to 47, and their years of experience in teaching varied as well. Their educational 

background was also various, and they were the graduates of English Language Teaching 

Department and English Language and Literature. Finally, different universities were preferred 

so as to hinder the possible problems that may come out because of the contextual factors.  

2.4. Data Collection Process 

In semi-structured interviews, the teachers were asked two questions which were prepared by 

the researcher beforehand in the scope of the study. The questions were checked by two 

colleagues for clarity and wording. Moreover, two academicians in ELT were asked for their 

opinions regarding the content of the items and whether they served their purposes or not. The 

questions were in Turkish to be able to get more and richer answers from the participants and 

help them feel themselves more relaxed while answering without the interference of the target 

language. The questions asked in the interview are as Table 1: 

Table 1. The interview protocol. 

QUESTIONS FOR THE INTERVIEW 

1. In the first phase of the study, you stated that you had negative attitudes towards language 

assessment, and you were not making any/many efforts towards being more assessment 

literate. What are the reasons of your negative attitude towards language assessment? 

2. Do you have any negative memories or experiences related to language assessment? What 

is this/What are these? 

2.5. Data Analysis 

The qualitative content analysis scheme of Creswell (2012) was used to analyze the data 

obtained from 19 participant teachers. All the answers of the participants were transcribed first, 

and then grouped into codes based on their common and recurrent ideas in the transcriptions. 

Rooted in these codes, certain themes came out, and these themes were presented in 

frequencies. Data analysis process is highlighted in the following Figure 1: 

Figure 1. Content analysis scheme. 
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3. FINDINGS 

The research question of the current study aimed at finding out the reasons of EFL teachers’ 

unwillingness and demotivation to being more assessment literate. The following Table 2 

demonstrates the themes and codes that came out based on the investigation of the reasons of 

their unwillingness and demotivation with respect to the frequencies. 

Table 2. Themes and codes derived from the participants’ answers. 

THEMES CODES 

LA as an extra burden Requiring extra efforts and time (x13) 

Not compulsory (x9) 

Not heavily focused in pre-service education (x8) 

The presence of testing office and materials Testing office’s duty, not mine (x14) 

The presence of ready-made materials (x9) 

LA as an anxiety-provoking factor Not feeling self-confident (x10) 

Too much terminology (x6) 

Requiring statistical knowledge (x5) 

Institutional factors Their colleagues and students’ harsh criticisms (x14) 

Absence of support and no appreciation (x10) 

Rarity of teachers who are role-models and competent 

in LA (x7) 

Having the same responsibility with everyone (x5) 

Objection to changes and novelty in exams (x4) 

Rarity of ways to improve oneself Books focusing on assessment in general (x6) 

Not enough conferences specifically focusing on as-

sessing language skills (x5) 
 

After the analysis of the data, many codes were identified, and as the next step, these codes 

were grouped under common themes. The analysis of the data revealed five themes based on 

the answers of the participants that are language assessment as an extra burden, the presence of 

testing office and materials, language assessment as an anxiety-provoking factor, institutional 

factors and rarity of ways to improve oneself. To start with the first theme, the teachers 

perceived language assessment as not a part of their teaching, but an extra duty or qualification. 

13 teachers expressed that language assessment is a demanding field which requires many 

efforts and hours and days of studying to be competent in.  

T7 stated that,  

“Assessment is a broad field, and there are many sub-topics of it. To be more assessment literate, 

I have to study a lot-though I am studying for my courses-, and make many efforts for these.” 

T16 expressed that, 

“Our duty goes on outside the school as well. When I get home, I check my students’ assignments 

most of the time and give written feedback to their works. Even though these could be regarded 

as a part of the assessment, I am just giving feedback to my learners. As I do not have much time 

for my professional development, I cannot find any time to go through the literature on language 

assessment and learn more.” 

In addition to these, T3 mentioned that, 

“Whenever I have time, I do my best to improve myself as a teacher such as discovering books 

on teaching and interesting and motivating activities for students, but not related to assessment. I 

feel teaching is the primary job of me, and I can survive with the knowledge I have related to 

assessment.” 
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One of the participant’s utterance (T4) made it clear that she perceived teaching and assessment 

as too different concepts and not interconnected. She stated that, 

“My primary job is to teach, not to assess. I am already busy with teaching, and I have more than 

20 hours for teaching per week. I have to prepare materials for the courses, cover the books and 

select the most appropriate and motivating ones for my students. At the same time I have to keep 

up with the curriculum. These all take time, and under such conditions, I have no time to be more 

knowledgeable in assessment.” 

Along with requiring many efforts and time, nine teachers added that to be competent in 

assessment or to be assessment literate is not a must for teachers. T3 mentioned that “he could 

survive with the knowledge he has related to assessment”, apart from him, T15 stated that, 

“What I know is sufficient for me. I am not designing any exams, and what I am expected to do 

as a teacher is just to check my students’ assignments- which is mostly related to grammar and 

organization- and give feedback to them. Thus, I do not feel the necessity to be better in language 

assessment.”  

T2 voiced that, 

“Before we, as teachers, get these positions as teachers at university, some of us are asked 

theoretical questions about classroom management, students and teaching methodology. Some 

are asked questions about how to teach an example grammatical unit, some are asked the 

differences between certain confusing grammatical rules, etc. Yet, I have not heard of a teacher 

who has been asked any questions about language assessment, how to assess learners best, how 

to score, or how to design assessment-related tasks. That is, while I was studying for the exam to 

get my position in my institution, I covered many books related to teaching and learning, but not 

even a book on assessment.” 

Furthermore, T8 added that, 

“To be a testing office member does not mean that you are good at assessing learners or you are 

very knowledgeable in this field. If I am willing to take part in testing office, I then could be a 

member of it. Also, there is no prerequisite knowledge to have a duty in this office. What I intend 

to say is that even if when you are having roles in your institution as assessors, your background 

knowledge in assessment is not important most of the time. For me-non-testing members-, it is 

naturally not a must as well because I am not having roles in exams.” 

Finally, eight teachers expressed that language assessment is ignored in pre-service education 

as well, if it is of primary importance, it should be given more emphasis throughout pre-service 

education. In relation to this, T12 stated that, 

“For instance, in practicum in my university years, we taught English to learners, we designed 

materials, we tried to do our best for classroom and time management, but we did nothing related 

to language assessment. I did not see any sample exams, and I had no idea how the students were 

assessed.” 

Another teacher (T7) expressed that, 

“In pre-service education, we had three different methodology courses that were how to teach 

grammar, how to teach speaking and writing and how to teach listening and reading, but we had 

only one course in assessment which we took in our fourth year. Fourth year was too late to learn 

about language assessment, and we were very busy with preparing lesson plans in practicum; 

thus, that course was not very beneficial for us.” 

Opposed to the participants taking language assessment course in their pre-service education, 

T9 voiced that, 

“In pre-service education, we did not have a standalone language assessment course, not even 

assessment in general. LA was not given enough importance in pre-service education; so, my 

background is not good enough in relation to language assessment. I do not have any intrinsic 

motivation to learn more for a subject which is neglected in pre-service education as well.” 
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Second theme is the presence of testing office and materials. 14 teachers mentioned that 

assessment-related activities are carried out by testing office, and they are responsible for 

language assessment. Besides, nine teachers stated that there are ready-made tests and questions 

that could be used for assessment purposes. Related to these, one participant (T1) uttered that, 

“Every teacher has a duty in the institution, and the ones in testing office are responsible for 

assessment. It is their job, and as I am not a member of testing office, I do not need to be more 

proficient and knowledgeable in language assessment. Yet, the ones in testing office have to do 

this.” 

Another teacher (T10) verbalized that,  

“Testing office members gather and hold long-lasting meetings, they also design questions and 

negotiate them. If I were in testing office, then I would feel the pressure on my shoulders to search 

and learn more about language assessment. To do this, I would look for the books and exchange 

ideas with my friends working in other preparatory programs in relation to their practices. But, 

now as testing office members prepare everything for me, and what I have to do is to invigilate 

while students are seated in an exam.” 

One more example is related to the ready-made materials, and T5 stated that, 

“There exist ready-made questions related to each skill, and these questions are given to the 

teachers together with their teacher books. These questions are designed by knowledgeable people 

and they spend a lot of time, and they go through many stages. Thus, is there a real need for 

designing questions again and again? I guess not.” 

Third theme is language assessment as an anxiety-provoking factor. 10 teachers expressed that 

they do not feel confident enough in language assessment. Six participants thought that there is 

too much terminology in language assessment, and partly complained about them. Finally, five 

of the teachers uttered that this field requires statistical knowledge, and a teacher has to be 

competent in statistics as well. T3 confessed that, 

“I feel myself very competent in teaching-related subjects; however, when it comes to language 

assessment, I get stuck. What I know is not enough to regard myself as an assessment literate 

teacher. Since I am not self-confident enough, I get more anxious when I have to engage with 

assessment-related tasks. I cannot even concentrate on what I am doing. So, it is like a chain.” 

T2 mentioned that, 

“Assessment is a field with too many diverse views; thus, one cannot say an assessment-related 

task should be done in a certain way most of the time. There are pros and cons of many issues, 

and due to this situation, I cannot assure myself by saying that what I am doing is totally true. 

These diverse ideas lead me to be insecure about what I know which directly results in my lack 

of confidence in language assessment.” 

Another teacher (T1) complained about the existence of too many terms stating that, 

“Indeed, I am familiar with some kinds of tasks in assessment. But, when I have a look at the 

books, I come across their names-in other words, terms. Though I may be making use of certain 

things, I am not very good at remembering their names. Hence, I try to memorize the terms that 

are too many to memorize, by the way. This memorization process drives me crazy, and I get 

really stressed.” 

T13 voiced that, 

“Whenever I open the first page of any books on language assessment, I see the pages loaded with 

too many terms such as reliability, validity, and their types, etc. They are crucial as well, but 

seeing all the terms one after another makes me scared, and also anxious.” 

T15 also said that, 

“Assessment goes hand in hand with statistical knowledge. You have to make calculations, and 

to be able to do so, you have to have some background statistical knowledge. When I am busy 

with all the numbers, it is like mathematics and I cannot get the joy of assessment.  For instance, 

what I want to do is only to design questions. I do not want to calculate mean, median, etc. I feel 
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as if it was not my business. But, you cannot just design questions without including statistical 

calculations.” 

Next theme is institutional factors that were mentioned by many teachers during the interviews. 

A lot of participants gave some reasons for why they did not want to be more assessment 

literate, and the existence of certain negative feelings and situations about language assessment 

were found to be related to their institutions. 14 teachers stated that their colleagues’ and 

students’ harsh criticisms were the reasons for why they were not very willing and motivated 

to be more assessment literate. 10 participants expressed that there is no support and 

appreciation for the teachers who are into language assessment. Furthermore, seven teachers 

mentioned that the number of teachers who are role-models and competent in language 

assessment is not enough. Five of them complained about the fact that the ones who have 

assessment-related duties have the same responsibility with the ones who have no extra office 

duties. The last one is four participants told that there is an objection to changes and novelty in 

the designation of exams. Some quotations related to the aforementioned codes are as follows: 

To start with, T4 stated that, 

“I observe that people are so cruel to the teachers who are in testing office. Students always 

complain about the quality of the questions and they keep saying that some of the questions are 

false or do not have the right answers in the options. Let alone the students, teachers in my 

institution always find a way to imply testing office members that the topic in writing part is not 

very good or the reading passage is full of unknown words or too easy for students to give correct 

answers. Whatever they do, people find a way of complaining about the work they have done.” 

In parallel with the previous quotation, T6 expressed that, 

“One of my friends is a member of testing office. She once told me that she did not even want to 

go to the canteen to get some tea in the break, because the teachers who came across her in the 

canteen complained about the questions all the time. She also stated that she gave up drinking tea 

because of those kinds of teachers murmuring a lot.” 

T10 shared a memory as well about these criticisms:  

“My roommate was in testing office. One day, just after the exam, a teacher rushed in our room 

and said that the total of the points did not make a hundred in total with a high pitch of voice. My 

roommate was trying to be calm saying that we all checked these things again and again, let me 

check it once more. Then, my roommate counted the points and the total was a hundred. The 

reaction of the teacher was only “Oh, I miscounted then!”. This example was a good indicator of 

how other teachers in the institution were unfriendly and intolerant to the teachers in testing office 

rather than appreciating them.” 

In relation to the second code, T1 uttered that, 

“As far as I can see and observe, I can say that there is too much to do for testing office members, 

and nobody helps them just because they are not in this office officially. Some periods are full of 

work for them, for instance at the beginning and end of the term; but, no support is given to them 

by the management and the other teachers as well. They are all alone” 

T3 mentioned that, 

“I do not want to be engaged with language assessment since if the others hear about my interest, 

then I will be for sure chosen for testing office which is not very good for me. The reason is 

nobody appreciates what testing office members do, and they all ignore their efforts such as long 

meetings, negotiations, editing processes, etc.” 

The next code is the rarity of role-model teachers, and in relation to this, T11 uttered that, 

“The problem is that the teachers in testing office are not more competent and knowledgeable 

than us, except for one or two teachers. The fact that a teacher has a testing office duty does not 

mean that I can consult that teacher when I have a question about language assessment.” 

About the responsibilities, T14 stated that, 
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“Testing office members and non-testing members have the same hours of teaching per week. In 

other words, I teach and then I leave the school; however, they have also testing duties apart from 

teaching. They have to teach the same hours as me which is surprising. Thus, in our institution, 

being a testing office member is not given enough value. It would be better if testing office 

members are given some incentives such as decreasing their workload, or sending them to 

conferences, etc. 

T8 working at a different institution from the previous participant said that, 

“In our institution, testing office members teach less hours compared to non-testing teachers. At 

first, it may sound good; but, they teach two hours less which does not decrease their workload at 

all during the week.” 

Final code is teachers’ not welcoming changes and novelty. With respect to this, T9 mentioned 

that, 

“Once, I was in testing office and read a lot about language assessment; as a result, I learnt many 

things and saw that some of our practices were not okay. When I voiced this in one of the 

meetings, all of the members objected to my idea stating that they had already ready-made exams 

which were controlled and corrected many times up to that time, and there was no need for the 

things to be mixed up. I was shocked, and I had tons of memories like this unfortunately. Then, I 

gave up reading more about language assessment, because learning more did not contribute 

positively to the practices in my institution. If I cannot make use of the knowledge I have 

regarding language assessment, and cannot implement them in my institution, what is the use of 

being more assessment literate?” 

In parallel to what T9 uttered, T14 said that, 

“Once I was reading a book, I read something about language assessment, and I shared it with 

testing office members believing that they would appreciate it and would make use of that practice 

in the following exams. Unfortunately, they told me that they had some fixed exams, and they did 

not want to make big changes on them. Moreover, they expressed that their practice was totally 

true though I showed them the related parts in the book.” 

The last theme is the rarity of ways to improve oneself. Six teachers focused on the absence of 

books specifically designed for language assessment, and five teachers mentioned that there 

exist not enough conferences which they can attend and learn to the point practices related to 

language assessment. Here are some quotations of the participants: 

T12 expressed that, 

“There are many books in the literature related to assessment; but, when it comes to language 

assessment and assessing skills separately, there are very few books. They all refer to the first 

published books, as well-thus, including nearly the same information.” 

Another teacher (T6) stated that, 

“All the books start with very general terms, and give some statistical information. Thus, it is not 

very easy to find a book that solely focuses on language assessment and the common practices 

that will help teachers use in their classrooms and exams. There should be more books covering 

practical uses of assessment.” 

Similar to the books, T8 complained about the conferences by saying that, 

“Most of the conferences have many sub-topics, and one of them is assessment. Thus, it is not 

very easy to find a conference in which there are many speakers who are expert in language 

assessment and deliver a speech on language assessment that is full of practical issues. Rather, 

there are some conferences on assessment in general, but the topics are too technical and specific; 

hence, it does not make any sense whether you attend those or not.” 

4. DISCUSSION 

The current study shed light on this issue by uncovering the factors leading language teachers 

to be reluctant and resistant to language assessment literacy. The participants were 19 teachers 
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working at preparatory programs of state universities, and they did not have duties in testing 

offices in their institutions. Out of 27 teachers who were sent a question asking for whether they 

had a positive attitude towards being more assessment literate or not, 19 of them stated that they 

did not feel very eager to learn more about language assessment, and these participants provided 

the data for the current study. They were asked three questions, and their answers to these 

questions were transcribed and code-labeled by the researcher and also a colleague with a Phd 

in ELT. The data revealed that why the teachers had some resistance to be more assessment 

literate stems from five main issues that are language assessment as an extra burden, the 

presence of testing office and materials, language assessment as an anxiety-provoking factor, 

institutional factors and rarity of ways to improve oneself. 

The themes derived from the obtained data were language assessment as an extra burden, 

presence of testing office and ready-made materials, language assessment as an anxiety-

provoking factor, institutional factors and rarity of ways to improve oneself in regard to 

language assessment. To begin with the first theme, the participants stated that language 

assessment requires extra efforts and time, it is not compulsory to be more assessment literate, 

and it is not heavily focused in pre-service education. With respect to language assessment’s 

requiring extra efforts and time and being not compulsory, Purpura (2016, p. 191) stated “rather 

than seeing assessment as an organic part of applied linguistics, L2 assessment is still often 

viewed as an afterthought, or as a craft”. Besides, Stiggins (1995) drew attention to the fact that 

language assessment cannot be regarded as an extra thing for teachers since it is an inevitable 

part of their jobs. What is more, Popham (2006, p. 85) touched upon the necessity and 

importance of language assessment by saying that “Today, more than ever, assessment plays a 

pivotal role in the education of the students. That’s why educators – and everyone else who has 

an interest in education- need a dose of assessment literacy”. As is seen, assessment literacy is 

not only necessary for teachers who have an interest in assessment, but also anyone who is an 

educator. Upon this importance, Mertler (2002) stated that all duties of teachers are important, 

and should be given great care; but, the most important duty of a teacher is the assessment. Katz 

(2012) also warned all language teachers that language assessment should not be seen external 

to teaching and learning; rather, language assessment and instruction cannot be separated and 

they have to go hand in hand for an effective instructional process (Malone, 2013). As is 

understood, although the literature presents assessment and learning as a strongly connected 

process that should go hand in hand, the opinions of the participants show that teachers may 

perceive assessment as an extra work or duty not closely related with teaching and learning 

process. This perception of “assessment as an extra burden”, which might be originating from 

several reasons such the lack of supervision at the institutions, turns to be a leading factor in 

teachers’ unwillingness to be more assessment literate. 

In relation to the pre-service education, in parallel with these findings, Mertler (2005) and 

Stiggins (1991, 1995) also stated that education policies are not assuring that the pre-service 

teachers get adequate training in language assessment before they start their professions. This 

subject field is still ignored in professional development programs. Furthermore, the 

participants expressed that they had either no separate language assessment course or just one 

course covering all the assessment of skills and assessment in general superficially. Schafer 

(1993) also maintained that half of the teacher education programs do not have a standalone 

course in language assessment, and added that the ones having the course does not give enough 

importance to the assessment of each and every skill. For instance, not enough emphasis is 

given to the teachers for the development of their language assessment literacy in North 

America (Coombe, Troudi, & Al-Hamly, 2012), and in the similar vein, in our context, Turkey, 

professional development of teachers is seen as more valuable and given importance day by 

day, but not in terms of language assessment.  Professional development programs are 

becoming more popular and common day by day, but they include the development of teachers 
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in terms of their teaching skills. Assessment is still not a part of these programs. This issue was 

raised by many researchers coming up with the same conclusion that pre-service education 

should not be restricted to only one course in pre-service education (Hatipoğlu, 2015; Herrera 

& Macias, 2015; Ölmezer-Öztürk & Aydın, 2019; Popham, 2009). In their study, Mede and 

Atay (2017) found out that 62% of the participants had a separate language testing and 

evaluation course in pre-service education, but they found it very insufficient.  

Next, in relation to the second theme that is the presence of testing office and ready-made 

materials, the teachers voiced that language assessment is testing office’s duty, not theirs and 

there already exist ready-made materials to be used for language assessment. In the preparatory 

programs in Turkey, there are various offices and each of them has a different focus and duty. 

One of them is testing office, and only the teachers who are the members of testing office are 

responsible for designing tests and assessment-related tasks, and the teachers who are not the 

members of testing office are only responsible for invigilating. As is clear, if they do not have 

the intrinsic motivation to be more knowledgeable in language assessment, they do not need to 

learn more about assessment. All the things related to language assessment are prepared by 

testing office, and all the teachers are given the necessary information by this office again. 

Some teachers may find not having to design any questions easy, and no effort is made as well. 

In relation to this, Coombe, Troudi, and Al-Hamly (2012) stated that some teachers cannot keep 

up with the recent changes in the field of language assessment; thus, they just ignore their duties 

as assessors, and let the others do these duties. As is obvious from the utterance above, some 

teachers may not feel the necessity to be more knowledgeable, and find it easy when the works 

are done by more responsible ones. 

To go on with the third theme which sees language assessment as an anxiety-provoking factor, 

it was mentioned in the data of the teachers that they were not feeling themselves self-confident 

enough in language assessment, there is too much terminology to be covered in this field, and 

it requires them to know statistical knowledge to be competent in it. This finding is in line with 

what Coombe, Troudi and Al-Hamly (2012) stated in relation to language assessment that 

teachers attach unpleasant feelings to language assessment. Moreover, Jacobs and Chase (1992) 

voiced that the teachers are not very happy while carrying out their assessment-related activities 

because of the fact that language assessment is seen as one of the unpleasant duties of teachers. 

In the same vein, Stiggings (1995) maintained that the most important barrier to assessment 

literacy by teachers is fear of assessment, and this fear is formed owing to the unpleasant 

experiences teachers had when they were students.  Besides, Herrera and Macias (2015) stated 

that because most of the teachers do not like the assessment part of their jobs, they design test 

that are not very effective in terms of classroom assessment, and their fear of assessment leads 

them not to be able to be more assessment literate (Mertler, 2002). Another point leading 

teachers to unpleasant feelings is the existence of too much terminology and statistical 

knowledge. This issue was stated by McNamara and Roever (2006) who indeed was drawing 

attention to the trainings that are all full of applied psychometrics. Maybe owing to this reason, 

when teachers hear language assessment, one of the first things that comes to their minds is 

statistics. In other words, they relate language assessment to statistics.   

Fourth theme is institutional factors in which the participants expressed that teachers engaging 

with language assessment in their institutions get harsh criticisms from their colleagues and 

students, there is no support for these teachers who make efforts to be more assessment literate, 

there is scarcity of teachers in their institutions who could be regarded as role-models for them 

and more knowledgeable than them, and finally these teachers trying to be interested in 

language assessment or testing office duties have the same responsibility with other teachers. 

What Coombe, Troudi, and Al-Hamly (2012) mentioned in their article is in parallel to the 

findings of this study, and they stated that some heads do not reduce the workload of teachers 

who deal with assessment-related tasks, and do not support these teachers. Banat (2018) also 
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stated similar ideas related to the institutions, and added that though common in institutions, 

assessment does not always rely on fair and valid basis, and owing to this reason, poor 

assessment in institutions does not always result from the assessment illiterate teachers, but the 

heads and institutional policies may be leading to inappropriate measures. The possible reasons 

of these negative attitudes could be the idea that language assessment is not seen as a must 

which each and every teacher should get involved in. Since both heads and teachers have similar 

ideas related to language assessment, they just tend to ignore the efforts of teachers who are 

actively involved in assessment-related tasks. In a similar vein, the workload of teachers is not 

reduced and they have the same teaching hours with other teachers, because what they do is not 

appreciated by others, and language assessment as a field is ignored. 

The last one is the rarity of ways to improve oneself in terms of language assessment. The 

teachers said that there are not enough books which are specifically designed for assessing 

language skills and give practical information to teachers. Rather, they are mostly loaded with 

terminology and general information about language assessment. One more thing they stated is 

that the number of conferences specifically focusing on language assessment is not many in 

number, especially in our country. In the same vein, Coombe, Troudi, and Al-Hamly (2012) 

expressed that one of the barriers to assessment literacy is insufficient resources, and they 

suggested that to have more assessment literate teachers, online assessment resources should 

be available to all language teachers.  

5. CONCLUSION 

Assessment literacy is not an option or an extra qualification for today’s language teachers in 

such a world where more and more scholars focus on the necessity and importance of 

assessment literacy for all teachers. As stated by Purpura (2016), it is not an extra craft, but the 

indispensable part of teachers’ jobs. This study, along with touching upon this term, most 

specifically investigates the reasons of language teachers’ resistance and unwillingness to being 

more assessment literate. The literature shows that there are many studies displaying that many 

in-service teachers do not feel themselves competent enough to carry out their assessment-

related tasks, and these teachers do not feel ready for their professions (Mertler, 2003; Plake, 

1993; Popham, 2006; Stiggins, 1991, 2010). One reason for this is seen as the insufficiency of 

pre-service education. However, learning and being more equipped with knowledge may stem 

from many factors, let alone pre-service education.   

For language assessment taking extra efforts and time, the participants voiced that language 

assessment is not compulsory and a teacher does not have to have any skills or trainings to start 

the profession, and this field is not heavily focused in pre-service education. Another issue 

raised by the teachers was the presence of testing office and ready-made materials. Owing to 

these reasons, they thought that assessment-related tasks should be carried out by the teachers 

who are the members of testing office, and it is not their duty. Furthermore, there are already 

ready-made materials; thus, it was found awkward and unnecessary by some teachers to design 

assessment tasks again and again, and not using ready-made materials. Just using the ready-

made materials as they is a way of assessing learners; hence, these teachers did not care about 

being capable of designing them. Moreover, the teachers stated that they feel anxious about 

language assessment because they do not feel self-confident enough, there is too much 

terminology and it requires statistical knowledge. Institutional factors were found to be a factor 

leading the teachers to be more assessment illiterate. They said that there are harsh criticisms 

by both teachers and students, there is no support or appreciation, there are not enough teachers 

who could be role-models with the help of their knowledge in language assessment, the testing 

office members have the same workload with other teachers which the participants found not 

fair, and changes and novel ideas in the exams are not very welcome by many teachers. The 

last issue was the rarity of conferences and books solely focusing on the language assessment 
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and assessment of each skill. These results yielded that why the teachers were not motivated 

enough to be more equipped with language assessment knowledge is a multi-faceted issue, and 

there exist many factors leading them to resistance and unwillingness. 

5.1. Implications and Future Research 

For the implications of the study, to start with, language assessment should be covered in at 

least two separate courses including practices as well in pre-service education. In practicum, 

pre-service teachers should be responsible for not only teaching and preparing lesson plans but 

also assessment parts of teaching. If language assessment is dealt with in detail, and the practice 

is included in practicum; then the graduates will feel themselves more self-confident in terms 

of language assessment, and also will have a better understanding about the necessity and 

importance of this field. Secondly, awareness raising activities that will help teachers gain the 

importance of assessment in learning and teaching should be organized in instituions, and after 

that teachers should have more opportunities to receive trainings and workshops on language 

assessment. The idea that language assessment is not an extra qualification for a language 

teacher should be transmitted to each and every teacher throughout these trainings and 

conferences. Last but not the least, the teachers who actively get involved with assessment-

related activities should be encouraged, and they should be provided sufficient resources and 

their workload should be reduced.  

In terms of research directions, first of all, a detailed and more extended investigation of EFL 

teachers’ perspectives on language assessment literacy is needed. Identification of such a 

descriptive picture among EFL teachers that will explore their perspectives, opinions and need 

on language assessment will also help policy makers make better decisions on teacher training 

and language assessment policies. Besides, the short term and long term effectiveness of 

trainings and workshops organized by instituions should also be investigated for the betterment 

of such practices. 

When it comes to the limitations of this study, firstly, the data revealed 19 teachers’ ideas, 

feelings and attitudes regarding language assessment; thus, it should not be generalized to all 

language teachers. Moreover, the themes and codes derived from the data are restricted to the 

participant teachers’ experiences and context-specific problems in their institutions. It would 

have been better if more teachers from various universities had participated this study. Finally, 

it would have been better if the views of all sides could have been investigated such as the 

heads, colleagues, and students. Then, it would have been a more comprehensive study looking 

into this phenomenon from various lenses. 
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Abstract: Testlets have advantages such as making it possible to measure higher-

order thinking skills and saving time, which are accepted in the literature. For this 

reason, they have often been preferred in many implementations from in-class 

assessments to large-scale assessments. Because of increased usage of testlets, the 

following questions are controversial topics to be studied: “Is it enough for the 

items to share a common stem to be assumed as a testlet?” “Which estimation 

method should be preferred in implementation containing this type of items?” “Is 

there an alternative estimation method for PISA implementation which consists of 

this type of items?” In addition to these, which statistical model to use for the 

estimations of the items, since they violate the local independence assumption has 

become a popular topic of discussion. In light of these discussions this study aimed 

to clarify the unit-testlet ambiguity with various item response theory models when 

testlets consist of a mixed item type (dichotomous and polytomous) for the science 

and math tests of the PISA 2018. When the findings were examined, it was seen 

that while the bifactor model fits the data best, the uni-dimensional model fits quite 

closely with the bifactor model for both data sets (science and math). On the other 

hand, the multi-dimensional IRT model has the weakest model fit for both test 

types. In line with all these findings, the methods used when determining the testlet 

items were discussed and estimation suggestions were made for implementations 

using testlets, especially PISA. 

1. INTRODUCTION 

PISA (Program for International Student Assessment) is a large-scale examination 

implemented by the OECD (Organization for Economic Co-operation and Development), 

which is attended by many countries that evaluate the knowledge and skills acquired by students 

aged 15 in three-year periods. The main purpose of PISA is to measure students’ ability to 

transfer the knowledge and skills they have learned at school into daily life. Within this scope, 

there are three main evaluation areas, namely science, math and reading literacy in the part 

where cognitive evaluation is made. The concept of “literacy” used in PISA research is defined 

as the capacity of students to transfer their knowledge into daily life and to make logical 

 

*CONTACT: Cansu AYAN    cnsayan@gmail.com    Ankara University, Faculty of Education, 

Department of Educational Sciences, Measurement and Evaluation in Education, Ankara, Turkey 

e-ISSN: 2148-7456 /© IJATE 2021 

https://doi.org/10.21449/ijate.948734
https://ijate.net/
https://dergipark.org.tr/en/pub/ijate
https://orcid.org/0000-0002-0773-5486
https://orcid.org/0000-0001-6989-512X


Ayan & Baris-Pekmezci

 

 614 

inferences. As can be understood from the definition, this international test administration 

focuses on the higher-order skills such as analysing and evaluation rather than the cognitive 

levels such as memorizing or remembering information directly. Many different item types are 

used to serve this purpose (OECD, 2019c). 

One of the PISA item types that make it easy to measure higher-order thinking skills is the item 

types, which are linked to a common stimulus. Types of items linked to a common stimulus are 

named “Testlet Items” in the literature. In this item type, many item stems are created from 

contents such as a picture, a text or a scenario that is used as a common stimulus. Thanks to the 

content it uses, this format helps make it possible to measure higher-order thinking levels by 

bringing measurement-evaluation practices closer to real-life problem situations. Furthermore, 

it can save time by having many items created from the same content (Bao, 2007; DeMars, 

2006; Wainer et al., 2000). 

In addition to the many advantages of testlet items, which are mentioned above, their limitations 

have also been a topic of discussion in the related literature. The first one of these discussions 

is that these items threaten the local independence (LID) assumption, which is one of the main 

assumptions of the Item Response Theory (IRT). Local independence means that whether a 

person responds to an item correctly or incorrectly depends only on the ability of that person, 

and that the items s/he has answered before do not affect this situation (Embretson & Reise, 

2000; Hambleton et al., 1991). While in the literature there are many known reasons for local 

item dependence, one of the most frequently discussed reasons is the dependence arising from 

the fact that the items are linked to a text (Yen, 1993). The responses to the items may be related 

to each other in item groups with the same content. For example, for a set of items connected 

to a reading item, an individual’s interest in the content presented in the reading can be a second 

factor that will affect answering the items correctly. In this case, it may not be correct to claim 

that the answers given to these items are independent from each other (Bao, 2007; Fukuhara & 

Kamata, 2011; Yen, 1993). Many studies that are consistent with this situation have also shown 

that when a testlet is used in tests, the LID assumption is violated (Lee et al., 2001; Sireci et al., 

1991; Wainer & Lewis, 1990; Yen, 1993). 

The fact that uni-dimensional IRT models are insufficient in estimating the model parameters, 

since they violate the LID assumption in the tests where the testlets are used, has become a 

current issue. Many studies have been conducted on how uni-dimensional IRT estimates affect 

the results without taking the LID assumption into consideration (Bradlow et al., 1999; Chen 

& Thissen, 1997; DeMars, 2012; DeMars, 2006; Li et al., 2005; Marais & Andrich, 2008; Sireci 

et al., 1991; Tuerlinckx & De Boeck, 2001; Wainer & Wang, 2000; Yen, 1993). Overestimation 

of reliability or information and underestimation of standard errors for ability estimates are 

possible drawbacks of violation of LID (Wainer &Wang, 2000; Yen, 1993). This also leads to 

misestimation of parameters. Wainer and Wang (2000) showed that when the local dependence 

that stemmed from the testlet structure was ignored, item difficulties were still well estimated 

but lower asymptotes were overestimated, and the discrimination parameters that were 

overestimated for one test were underestimated for another test. Wainer et al., (2000) proved 

that by ignoring testlet dependence, discrimination was the most affected parameter among 

other parameters (trait and difficulty). Wainer and Wang (2000) found that when the testlet 

dependence was ignored and not modelled, the item discriminations were underestimated for 

testlet items and overestimated for independent items. Ackerman (1987) found that when the 

items were locally dependent, item discriminations were underestimated. When a multi-

dimensional structure exists, alternative psychometric models should be used for modelling 

LID. In this context, the issue of which alternative psychometric model to use for measurements 

using testlets has become a popular topic of discussion. Based on all these research findings, 

one of the psychometric models proposed for measurements involving testlets is the bifactor 
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model. The bifactor model is a special version of multi-dimensional IRT developed as an 

extension of Spearman’s bifactor theory (Holzinger & Swineford, 1937). In the bifactor model, 

it can be possible to load items in two different factors, being one general factor and one or 

more than one specific factors. In this way, both general and specific factor effects on the items 

can be estimated and interpreted simultaneously (Canivez, 2016; Houts & Cai, 2013; Reise et 

al., 2010). This can be considered as a solution for tests in which item sets are used. In the 

bifactor model, items using the same content are loaded on the same specific factor and also all 

items are loaded on the general factor. Thus, the properties resulting from the common content 

of the items that cause the violation of the LID assumption can be modelled in the specific 

factors (Gibbons & Hedeker, 1992; Houts & Cai, 2013). In the light of all this information, the 

estimation model of PISA, where item sets are frequently used, can also be discussed. 

When the PISA estimation procedure was investigated, it was seen that in the PISA 2018, the 

uni-dimensional multiple-group IRT model for binary items and the generalized partial credit 

(GPC) model for the polytomous item responses were used for each of the domains (OECD, 

2019c). In this context, when the literature was examined, studies comparing the estimation 

accuracy of the bifactor model with other IRT models using the PISA items (DeMars, 2006; 

Yılmaz Koğar, 2016) were found. As a result of these studies, it was seen that the best fitting 

model was the bifactor model. In the related studies, all items in the same unit were analysed 

by assuming they were connected to the same common stem. According to PISA, math items 

are arranged in units that share the stimulus material and it is usually the case that all items in 

the same unit belong to the same context category (OECD, 2019a). Moreover, PISA science 

items are arranged in units that are introduced by the specific stimulus material, which may be 

a brief written passage, or a text accompanying a table, a chart, a graph or a diagram (OECD, 

2019b). However, when the reading items released by the PISA 2018 were examined, it was 

seen that there were three reading passages named “Professor’s Blog”, “Review of Collapse”, 

and “Did Polynesian Rats Destroy Rapa Nui’s Trees?” in the unit named “Rapa Nui”. Similarly, 

there were two reading passages named “Farm to Market” and “Just Say No” in the unit named 

“Cow’s Milk”. In this case, it would not be correct to consider all the items in the units “Rapa 

Nui” and “Cow’s Milk” as if they shared the same common stem.  

Similarly, when the science items released by the PISA 2015 were examined, in the “Bird 

Migration” unit, it was seen that there were two different reading passages named “Bird 

Migration” and “Golden Plovers”. When the math items released by the PISA 2012 were 

investigated, it was seen that in the “Penguins” unit, the first three items partially shared the 

same passage but the fourth item had its own graph and the student used just that graph to solve 

that item. In this case, it would not be correct to consider and analyse the items in the 

aforementioned units as if they shared the same stem. Besides, Baldonado et al., (2015) pointed 

out the danger that considering items as locally dependent may overestimate the true 

dependence among the items, even for items sharing the same common stem, without doing 

any extra investigations. In contrast, they proposed another method, which is based on 

determining which sentence or information in the passage is used to answer the item correctly, 

and which requires a detailed examination of the item contents. Underlining that the entire 

passage is less important than the part needed to answer the item correctly, they state that there 

is often no dependence for items referring to unique parts of the text.  

As stated before, when the items released by the PISA 2018, 2015 and 2012 were examined, 

units with more than one stimulus were found. However, in the PISA 2018 Framework, it was 

stated that the items shared a common stimulus (OECD, 2019a; OECD, 2019b). It was seen in 

the examinations that the fact that the items were from the same unit does not guarantee that 

they would share the same common stem.  
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Consequently, it is questionable for the items to be considered as a testlet for all situations 

where a common stem is used. This situation especially raises more suspicion for situations 

such as the PISA implementations, where the items are not published and the contents cannot 

be examined in detail. All these ambiguities make it necessary to conduct more studies on this 

topic. Due to the advantages they provide, testlet items are a type of item, which is increasingly 

used in many areas from small-scale classroom implementations to large-scale international 

implementations. It is thought that having both conceptual and psychometric discussions about 

this item type is very important for obtaining valid and reliable results from implementations 

using this item type. This research is an important study, since it aims to help eliminate the unit-

testlet ambiguity in PISA in the literature. Within the scope of this study, the estimation results 

of the bifactor model, uni-dimensional IRT model and multi-dimensional IRT model were 

compared in the presence of testlets in which both dichotomous and polytomous items existed. 

The main purpose of this research is to compare the model estimation results of the bifactor-

GPC model with the multi-dimensional-GPC (multi-GPC) model and uni-dimensional GPC 

(uni-GPC) model for dichotomous and polytomous items from science and math tests in PISA 

2018 and to clarify the unit-testlet dilemma.  

For this purpose, the following research questions were asked. For science and math; 

(1) Do the items show local dependence for each of the bifactor-GPC, multi-GPC and 

uni-GPC models? 

(2) What are the model fit indices of the bifactor-GPC, multi-GPC and uni-GPC model 

estimations? 

(3) What are the item parameters obtained from the bifactor-GPC, multi-GPC and uni-

GPC models? 

(4) What are the variance rates explained on the basis of general and specific factors? 

2. METHOD 

2.1. Participants 

The participants of the study were selected from students who participated in the PISA 2018. 

Among these people, the study was carried out with individuals who took the selected booklets 

without making a country distinction. In this context, 9365 examinees who completed the 

selected booklet were selected for the math test. Similarly, 6487 examinees were also selected 

for the science test with the same method. 

2.2. Instrument 

The results of the PISA 2018 were used in this study for the real data. Math and science tests 

were used by selecting a booklet from each. Selected booklets were determined according to its 

number of polytomous items. The items on the math test came from Booklet 11. Booklet 11 

consisted of 24 items in total: two 2-item testlets, three 3-item testlets, one 4-item testlet and 

seven independent items.  Independent items in Booklet 11 were removed, as they were not 

within the scope of this study. After removing the independent items, 17 items remained. 

Among these 17 items, four were polytomous (partial credit) and the other 13 were dichotomous 

items. Polytomous items were coded as follows: 0 for no credit, 1 for partial credit and 2 for 

full credit. The items on the science test came from Booklet 15.  Booklet 15 consisted of 38 

items in total: two 5-item testlets, three 4-item testlets, four 3-item testlets and two 2-item 

testlets. There were no independent items in Booklet 15. Among these 38 items, four were 

polytomous and 34 were dichotomous items. 

2.3. Estimation Procedure  

In this study, a mixed item type (dichotomous and polytomous) was used. For both the math 

and science tests, the items were analyzed according to the GPC model for three IRT models 
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(bifactor, uni-dimensional and multi-dimensional). Since PISA items are partially scored items, 

Muraki (1992)’s Generalized Partial Credit (GPC) model was used for parameter estimations. 

The GPC model is a generalized form of the two-parameter logistic (2PL) model for 

polytomous data, which describes an examinee’s probability of selecting a possible score 

category among all score categories. When an item has two response categories, the GPC model 

is equal to the 2PL model.  

Chon et al., (2007) found that the GPC model fits mixed data (polytomous and dichotomous) 

better than 3PL (three-parameter logistic) or 2PL (two-parameter logistic) models. The 

Metropolis-Hastings Robbins-Monro (MH-RM) algorithm was used for the parameter 

estimation method. The MH-RM is ideal for mixing different item response models 

(dichotomous and polytomous) with many items, many factors and a large sample size (Cai, 

2010).  Finally, all analyses were made with R-Studio 1.2.5001 and Excel.  

2.3.1. Estimation of marginal item parameters 

According to Stucky and Edelen (2014), in the bifactor model, slopes on the general trait have 

an effect of specific traits. So, the inflation of conditional slopes of the general trait is a 

consequence of the conditional relation between the specific traits and the general trait. Thus, 

direct comparison should not be made between specific and general slopes (Stucky et al., 2013). 

Therefore, marginal slopes were calculated to compare the model (uni-GPC, bifactor-GPC, 

multi-GPC) parameters using equations (Eq.1. Eq.2. Eq.3) (Stucky & Edelen, 2014; Stucky et 

al., 2013). 

𝜆𝑗
∗𝐺 =

𝛼𝐽
𝐺/𝐷

√ 1+(𝛼𝑗
𝐺/𝐷)2+(𝛼𝑗

𝑆/𝐷)2 
                      (Eq.1) 

(𝜎𝑗
∗𝐺)2 = 1 − (𝜆𝑗

∗𝐺)2 (Eq.2) 

𝛼𝑗
∗𝐺  = (

𝜆𝑗
∗𝐺

√(𝜎𝑗
∗𝐺)2

) (Eq.3) 

According to the equations, D= a scaling constant of 1.7, 𝜆𝑗
∗𝐺 = marginal loading of item j on 

the general trait, (𝜎𝑗
∗𝐺)2 = unexplained (unique) item variance on the general trait, 𝛼𝐽

𝐺 =con-

ditional slope for item j on the general trait, 𝛼𝑗
𝑆 = conditional slope for item j on a specific trait. 

The marginal location parameter on the general trait should be calculated according to Eq. 4 

(Stucky & Edelen, 2014).  

bj(k)
∗ =

−cjk

αj
G   (Eq.4) 

Ip (2010) showed that marginalization of parameters does not affect the b- and c- parameters. 

However, in this study, all parameters were marginalized for both the general trait and specific 

traits (see Appendix B). 

2.3.2. Dimensionality analysis  

Before the IRT analysis, dimensionality of the data was detected for both math and science 

tests. If the tests were uni-dimensional, then there would be no significant testlet factors.  For 

dimensionality analysis, parallel analysis was done via psych (Revelle & Revelle, 2015) 

package in R. 
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Figure 1. Parallel analysis for science test 

  

Figure 2. Parallel analysis for math test 

 

Item clusters that had eigenvalues greater than 1 were designated as components and the 

existence of more than one component showed that data were not uni-dimensional. According 

to the scree plots for science (Figure 1) and math (Figure 2), it was seen that the data were not 

uni-dimensional. For math data 4 factors, and for science data 6 factors were extracted. 

3. RESULT / FINDINGS 

3.1. Evaluation of Local Indepence  

Local Indepence (LID) is examined according to Chen and Thissen’s (1997) standardized local 

dependence (LD) 𝜒2 statistics. Large positive LD values indicate that the covariation between 

item responses is not completely modelled by a given IRT model. Local dependence was 

calculated via R-Studio 1.2.5001. R computes the local dependence according to Cramer’s V. 

When an item has two categories, Cramer’s V gives the same output with the phi coefficient. 

The datasets of this research consisted of mixed items. Therefore, the LD matrix was interpreted 

according to Cramer’s V coefficient cut-off values, the same as phi, which is  > 0.15 for strong 

association and  > 0.25 for very strong association (Akoğlu, 2018). Table 1 summarizes the 

items, which shows LD for three IRT models (for all LD values see Appendix A).  
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Table 1. Number of items with LD. 

 IRT Models 

 Uni-GPC Multi-GPC Bifactor-GPC 

Math (17 items) 1 13 None 

Science (38 items) None 34 None 

 

Large positive LD values show that there is an unmodelled covariance between items by a given 

IRT model (Cai et al., 2015). As seen in Table 1, for math, while only one item (M32 with 

M33) showed local dependence in the uni-GPC model, for the multi-GPC model almost all 

items showed local dependence. In addition to this, none of the items showed local dependence 

in the bifactor-GPC model. As with the math test, similar results were seen for the science test. 

In the science test, none of the items showed local dependence in the bifactor-GPC and uni-

GPC, whereas for the multi-GPC, almost all items showed local dependence. This result reveals 

that in modeling of item covariance, bifactor-GPC and uni-GPC are better than multi-GPC. 

Also, it seems possible that this result is due to the unmodelled item covariance regarding the 

general factor in the multi-GPC. 

3.2. Global Model-Data Fit and Comparison 

Nested models should be compared in terms of goodness of fit with the deviance statistics. The 

deviance statistics are calculated by the difference between the more complex model (more 

parameters) and the reduced model (fewer parameters) and have a  𝜒2 distribution. In this study, 

the Akaike information criterion (AIC) and Bayesian information criterion (BIC) were used for 

model fit. Also, Cai and Monroe (2014) omnibus limited-information goodness-of-fit statistic, 

𝐶2, was used for model fit. 𝐶2 was chosen over other goodness-of-fit statistics (𝑀2
∗: Cai & 

Henson, 2013; 𝑀2: Maydeu-Olivares & Joe, 2005) because it was suitable for the ordinal 

response data and shows the same performance as 𝑀2 and 𝑀2
∗ but can be more powerful (Cai 

& Monroe, 2014). 𝐶2, 𝑀2and 𝑀2
∗ are equal when the items are dichotomous. Because 𝐶2 has a 

𝜒2 distribution, it is sensitive to the sample size. Therefore, model error or misspecification can 

be computed, such as the root mean square error of approximation (RMSEA), as in the 

structural equation modelling literature, but it is computed based on the 𝐶2 statistic 

(𝑅𝑀𝑆𝐸𝐴𝐶2) (Toland et al., 2017). As Toland et al., (2017) emphasize, IRT models are non-

linear models and traditional RMSEA is for linear models, so cut-off (RMSEA ≤0.08- adequate 

fit) should be interpreted cautiously. Smaller RMSEA values are an indicator of a better model-

data fit.  

Table 2. Model-data fits for three IRT models. 

 IRT models -2LL BIC AIC 𝐶2 (df) 𝑅𝑀𝑆𝐸𝐴𝐶2 

Math Bifactor-GPC -92372.3 185247.6 184854.7 251.78(98)*** 0.013 

 Uni-GPC -92739.3 185826.1 185554.6 1190.51(119)*** 0.031 

 Multi-GPC -92513.9 185133.9 185512.6 12156.09(104)*** 0.111 

Science  Bifactor-GPC -145160.2 291356.2 290556.5 1211.47(623)*** 0.013 

 Uni-GPC -145360.5 291423.2 290881.0 1747.55(665)*** 0.016 

 Multi-GPC -153924.4 308682.6 308038.8 15347.26(650)*** 0.059 
*** p < 0.001 

Table 2 summarizes the three IRT model comparisons. All fit statistics (AIC, BIC, 𝑅𝑀𝑆𝐸𝐴𝐶2) 

prove that, for both tests, bifactor-GPC has a better fit than the other two IRT models. When  

𝑅𝑀𝑆𝐸𝐴𝐶2 statistics were compared, for both tests (math and science), the bifactor-GPC model 

showed the lowest value among the models. The uni-GPC model comes after the multi-GPC 

model, which had the largest 𝑅𝑀𝑆𝐸𝐴𝐶2 value among the models. Since the 𝑅𝑀𝑆𝐸𝐴𝐶2 statistics 
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should be interpreted cautiously for non-linear models, they were interpreted relatively. To 

understand the models in depth, detailed inspection was made for the bifactor-GPC and uni-

GPC based on the item parameters. 

3.3. Comparison of Item Parameters / Model parameters 

The marginal slopes are the adjusted slopes to compare the uni-GPC and bifactor-GPC models. 

For the math test, when the conditional and marginal parameters were examined, there were 

slight differences detected between those parameters for items M13, M53, M61, and M62, 

which had slopes close to “0” on the specific trait. These differences could have occurred be-

cause the specific trait did not affect the probability of responding to the item. Only item M33 

showed local dependence in the uni-GPC, and had higher slopes in both the uni-GPC and bi-

factor-GPC. Also, that item’s marginal and conditional slopes differed greatly. There was a 

slight difference between uni-GPC and bifactor-GPC slope parameters. When the multi-GPC 

slopes were compared with those of the uni-GPC and the marginal coefficient for the bifactor-

GPC, it was seen that the multi-GPC had larger slopes than both of the other models. Inflation 

of slopes may have resulted from the larger LD values of the multi-GPC. The larger LD values 

may have arisen from the undefined latent factor (general factor) underlying the items. 

For the science test, similar results were obtained to those of the math test. When the conditional 

and marginal parameters were examined, there were no differences detected between those pa-

rameters for items SC71 and SC94, which had slopes close to “0” on the specific trait. It was 

seen that when the specific trait slopes became higher, the gap between the marginal and con-

ditional slopes increased. When the slope parameters were compared between the bifactor-GPC 

and uni-GPC, slight differences were detected. When the multi-GPC slopes were compared 

with those of the uni-GPC and the marginal coefficients for the bifactor-GPC, it was seen that 

the multi-GPC had larger slopes than both of the other models. Inflation of slopes may have 

resulted from the larger LD values and the undefined general trait of the multi-GPC. 

3.4 Explained Common Variance 

The explained common variance (ECV) index is a useful psychometric measure to determine 

both the magnitude of the general trait related to a specific trait and essential uni-dimensionality 

(Reise et al., 2010).  

Table 3. Explained common variances for math items. 

Item 𝐼𝐸𝐶𝑉𝐺 𝐼𝐸𝐶𝑉𝑆 

M11 0.916 0.084 

M12 0.760 0.240 

M13 0.988 0.012 

M14 0.927 0.073 

M21 0.981 0.019 

M22 0.773 0.227 

M31 0.960 0.040 

M32 0.675 0.325 

M33 0.796 0.204 

M41 0.920 0.080 

M42 0.805 0.195 

M43 0.718 0.282 

M51 0.953 0.047 

M52 0.965 0.035 

M53 0.997 0.003 

M61 0.999 0.001 

M62 0.852 0.148 
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Table 4. Explained common variances for science items. 

Item 𝐼𝐸𝐶𝑉𝑆 Item 𝐼𝐸𝐶𝑉𝑆 Item 𝐼𝐸𝐶𝑉𝑆 Item 𝐼𝐸𝐶𝑉𝑆 

SC11 0.89 SC63 0.98 SC11 0.11 SC63 0.02 

SC12 0.66 SC71 1.00 SC12 0.34 SC71 0.00 

SC13 0.52 SC72 0.86 SC13 0.48 SC72 0.14 

SC14 0.84 SC73 0.99 SC14 0.16 SC73 0.01 

SC21 0.95 SC74 0.97 SC21 0.05 SC74 0.03 

SC22 0.88 SC81 0.99 SC22 0.12 SC81 0.01 

SC23 0.75 SC82 0.94 SC23 0.25 SC82 0.06 

SC31 0.92 SC83 0.80 SC31 0.08 SC83 0.20 

SC32 0.78 SC91 0.82 SC32 0.22 SC91 0.18 

SC33 0.92 SC92 0.98 SC33 0.08 SC92 0.02 

SC34 0.91 SC93 0.91 SC34 0.09 SC93 0.09 

SC35 0.85 SC94 1.00 SC35 0.15 SC94 0.00 

SC41 0.83 SC101 0.98 SC41 0.17 SC101 0.02 

SC42 0.95 SC102 0.80 SC42 0.05 SC102 0.20 

SC51 0.90 SC103 0.85 SC51 0.10 SC103 0.15 

SC52 0.92 SC104 0.92 SC52 0.08 SC104 0.08 

SC53 0.96 SC105 0.81 SC53 0.04 SC105 0.19 

SC61 0.71 SC111 0.87 SC61 0.29 SC111 0.13 

SC62 0.96 SC112 0.90 SC62 0.04 SC112 0.10 
 

Table 3 and Table 4 summarize The ECV indices, which were calculated for items, and general 

and specific traits. For the math data, results showed that general trait and specific factors 

explained respectively 86%, 2%, 1%, 7%, 4%, 0.40% and 0.10% of the common variance. 

Specific traits explained a small amount of variance in contrast with the general trait except S3, 

which explained 7% of the variance. That specific factor contained the items (M33 with M32) 

with LD in the uni-GPC model. This proves that the S3 specific factor had a unique effect on 

those items. Because other specific factors had a small amount of unique (specific) variance, 

the uni-GPC model may have shown almost the same slope parameters as the bifactor-GPC.  

For the science test, results showed that general trait and specific factors explained respectively 

89%, 2%, 1%, 2%, 0%, 1%, 1%, 0%, 1%, 0%, 3% and 1% of the common variance. Specific 

traits explained a small amount of the variance. As with the math test, because of the low 

uniqueness, the uni-GPC and bifactor-GPC slope parameter estimates also became closer in the 

science test. 

4. DISCUSSION and CONCLUSION 

Within the scope of the study, an attempt was made to determine the most appropriate 

estimation model for the data by comparing the uni-GPC, multi-GPC and bifactor-GPC model 

estimations for the two booklets selected from the science and math sections of the PISA 2018. 

As a result, an effort was made to eliminate the unit-testlet ambiguity in PISA in the literature.  

Care was taken to ensure that both the testlet item groups and the binary and multiple scored 

item samples were all together in the selected booklets, and how this situation would affect the 

estimation results was emphasized. In this context, model-fit indices related to the three models 

(uni-GPC, multi-GPC, bifactor-GPC), differences in item parameter estimation results, and 

variance ratios explained within the scope of general and specific traits were examined. Before 

presenting and discussing the results, it can be said that the first findings were very similar for 

the science and math data. The discussions within this scope are valid for both areas. 
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In the literature, it was stated that in addition to interaction among the items, multi-

dimensionality can also reveal local item dependence (Embretson & Reise, 2000; Tuerlinckx 

& De Boeck, 2001). In this context, it was observed in this study that the items were multi-

dimensional for both data sets (math and science) in the dimensionality analyses made before 

starting the estimations. However, when the model-data fit analyses were examined, it was seen 

that the multi-GPC model indicated the worst fit in both the math and science data set. While 

the bifactor-GPC model provided the best fit, the uni-GPC model fit was very close to that of 

the bifactor-GPC. Among the compared models, the bifactor-GPC model was expected to 

indicate the best model fit, which is a consistent finding with the studies by Demars (2006) and 

Yılmaz Koğar (2016). On the other hand, the fact that the data set of the uni-GPC provided 

close results to those of the bifactor-GPC and that the multi-GPC provided the worst fit is an 

unexpected case. This may be because the data set has minor factors. McDonald (2000) explains 

that the bifactor model should only be meaningfully applied when definable “content facets” 

that form well-structured secondary dimensions exist. Additionally, Ackerman et al., (2003) 

state that if subsets of items are from distinct content areas and/or cognitive skills, these items 

have the potential of being in distinct dimensions.  

In order to make a detailed investigation between the models, the item parameters were also 

examined. While the slopes were very close to each other in the bifactor-GPC and uni-GPC 

models, larger slopes were obtained in the multi-GPC model than in the other two models. For 

this case, it can be said that the unmodelled covariance causes slope parameters to be 

overestimated. The fact that slopes were larger than actual in item parameter estimations 

without considering local independence is consistent with many study findings in the literature 

(Ackerman, 1987; Bradlow et al., 1999; Chen & Thissen, 1997; DeMars, 2006; DeMars, 2012; 

Lee et al., 2001; Li et al., 2005; Sireci et al., 1991; Tuerlinckx & De Boeck, 2001; Wainer et 

al., 2000; Wang & Wilson, 2005; Yen, 1993). 

Examining the variance rates explained on the basis of general and specific factors was another 

investigation made on the dataset. Most of the variance explained (about 85%) stemmed from 

the general trait. The effect of specific traits on the variance was very low. 

In the specific trait that had the highest contribution to variance in the math data, it was seen 

that the uni-GPC model analyses included locally dependent items (M32-M33), which is in fact 

exactly as expected. Locally dependent items also showed considerable weight in the specific 

trait. However, when the math data were evaluated as a whole, it was determined that the 

specific factor weights predominantly were quite small, which means that there was a data set 

with a dominant general factor. This finding is also consistent with the model fit result. Having 

a dominant general factor caused the model to be the most compatible with the data, after the 

bifactor model, to be a uni-dimensional IRT model rather than a multi-dimensional model. This 

result may mean that the accepted assumption in the literature that analyzing with uni-

dimensional models will have erroneous results when there is a testlet item must be rethought, 

and that its limits must be redrawn. In their study with a data set made up of questions based on 

a reading passage, Baldonado et al., (2015) pointed out the danger that simple approaches that 

accept all of the items using the same content as local dependent could overestimate the actual 

dependence among the items. In order to reach more accurate conclusions about the dependence 

of the items, they proposed another method in which the “necessary information”, which 

indicated the information used in the passage to examine the content of each item and answer 

the item correctly, was identified. They argued that the entire passage is less important than the 

part, which is required to answer an item correctly, and that the approach that assumes the items 

as dependent since they belong to the same passage, regardless of whether the items share 

common “necessary information”, would be an overly general approach. Often, multiple 

questions associated with the same passage refer to different parts of the text. In such cases, a 

situation where a common passage causes some dependence among the item response processes 
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may not occur. This also points to the need to consider to what extent the items with the same 

content in PISA are testlets in various studies. On the other hand, the method proposed by 

Baldonado et al., (2015) requires examining the item contents based on expert opinion. 

Considering that PISA items are not disclosed, this situation becomes quite difficult. In cases 

in which the effect of specific factors is very low in the data set and a general factor is observed, 

researchers’ analysis with uni-IRT will not cause a large bias in the results. 

In the light of all these results and discussions, researchers who are to work on testlet items are 

recommended not to make decisions based on the use of the same content only and if possible, 

to examine the contents of the items in detail. If this is not possible, it is suggested that they 

decide which model is to be used by carefully examining the variance rates (based on general 

and specific factors) which are explained by the local dependence analysis results.  
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https://avesis.hacettepe.edu.tr/yonetilen-tez/c2ade6a0-6a2d-4147-beb0-8a3feb0642c5/madde-takimlari-iceren-testlerde-farkli-modellerden-elde-edilen-madde-ve-yetenek-parametrelerinin-karsilastirilmasi
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6. APPENDIX 

6.1. Appendix A 

Figure A1. LD values from math data for three IRT models. 

*Note: u=uni-GPC model, m=multi-GPC model 

 

Figure A2. LD values from science data for three IRT models. 
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6.2. Appendix B 

Table B1. Uni-GPC and Multi-GPC parameters for Math. 

Uni-GPC Multi-GPC 

Item id. a1 c1 c2 a1 a2 a3 a4 a5 a6 c1 c2 

    M11 1.02 0.19 1.27 1.15      0.31 1.38 

M12 1.44 1.39  1.60      1.46  
M13 0.86 -1.59 -1.84 0.95      -1.59 -1.92 

M14 0.98 0.30  1.04      0.31  
M21 1.72 -0.15   2.34     -0.16  
M22 0.87 -0.23   0.96     -0.23  
M31 1.39 2.52    1.55    2.66  
M32 1.56 0.45    2.03    0.55  
M33 2.60 -1.36    5.13    -2.32  
M41 1.66 1.30     1.99   1.45  
M42 1.60 -0.64     2.01   -0.71  
M43 0.84 -2.48 -0.38    1.02   -2.42 -0.41 

M51 1.06 1.24      1.12  1.27  
M52 1.36 -0.58      1.50  -0.60  
M53 1.19 -2.93 -3.40     1.37  -3.00 -3.74 

M61 1.22 1.21       2.00 1.54  
M62 0.42 -0.50       0.42 -0.50  

 

Table B2. Bifactor-GPC conditional parameters for Math. 

Item id. ag a1 a2 a3 a4 a5 a6 c1 c2 

M11 1.07 0.33      0.27 1.35 

M12 1.59 0.90      1.56  

M13 0.88 0.09      -1.59 -1.86 

M14 0.99 0.27      0.31  

M21 1.79  0.25     -0.14  

M22 0.93  0.52     -0.24  

M31 1.41   0.30    2.56  

M32 1.95   1.59    0.62  

M33 3.70   2.11    -1.99  

M41 1.70    0.51   1.35  

M42 1.72    0.89   -0.70  

M43 1.01    0.66   -2.37 -0.46 

M51 1.09     0.24  1.26  

M52 1.39     0.26  -0.59  

M53 1.23     0.05  -2.94 -3.47 

M61 1.26      0.03 1.23  

M62 0.42      0.18 -0.51  
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Table B3. Bifactor-GPC marginal parameters for Math. 

Item id. ag a1 a2 a3 a4 a5 a6 b1 b2 

M11 1.06 0.28      0.26 1.26 

M12 1.40 0.66      0.98  

M13 0.88 0.08      -1.81 -2.12 

M14 0.98 0.23      0.31  

M21 1.77  0.17     -0.08  

M22 0.88  0.46     -0.25  

M31 1.39   0.23    1.82  

M32 1.43   1.04    0.32  

M33 2.32   0.88    -0.54  

M41 1.63    0.36   0.80  

M42 1.52    0.63   -0.41  

M43 0.94    0.57   -2.36 -0.46 

M51 1.08     0.20  1.15  

M52 1.37     0.20  -0.42  

M53 1.23     0.04  -2.40 -2.83 

M61 1.26      0.03 0.97  

M62 0.42      0.17 -1.21  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Int. J. Assess. Tools Educ., Vol. 8, No. 3, (2021) pp. 613–632 

 629 

Table B4. Uni- GPC model parameters for Science. 

a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 c1 c2 

1.37 
          

0.23 
 

0.94 
          

-1.19 
 

0.66 
          

0.03 
 

1.28 
          

-0.73 
 

 
2.01 

         
-0.50 

 

 
1.10 

         
-0.12 

 

 
0.96 

         
1.08 

 

  
0.73 

        
0.48 0.77   

1.59 
        

1.54 
 

  
2.22 

        
0.00 

 

  
1.20 

        
0.53 0.05   

1.42 
        

-2.16 -3.22    
0.94 

       
-0.14 

 

   
1.50 

       
-1.05 

 

    
1.61 

      
-0.09 

 

    
1.10 

      
0.63 

 

    
1.22 

      
0.20 

 

     
0.79 

     
0.51 

 

     
1.31 

     
0.34 

 

     
1.59 

     
1.33 

 

      
0.65 

    
-0.30 

 

      
0.88 

    
0.70 

 

      
1.22 

    
0.21 

 

      
1.19 

    
-0.68 

 

       
1.06 

   
1.47 

 

       
1.81 

   
1.07 

 

       
0.76 

   
-0.77 -1.30         

0.63 
  

-0.53 
 

        
1.62 

  
0.72 

 

        
0.82 

  
-0.07 

 

        
1.54 

  
0.31 

 

         
1.25 

 
-0.65 

 

         
4.32 

 
3.02 

 

         
2.25 

 
0.24 

 

         
2.07 

 
-1.40 

 

         
0.94 

 
-1.70 

 

          
1.08 -0.89 

 

          
1.49 2.32 
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Table B5. Multi-GPC model parameters for Science. 

a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 c1 c2 

1.37 
          

0.23 
 

0.94 
          

-1.19 
 

0.66 
          

0.03 
 

1.28 
          

-0.73 
 

 
2.01 

         
-0.50 

 

 
1.10 

         
-0.12 

 

 
0.96 

         
1.08 

 

  
0.73 

        
0.48 0.77   

1.59 
        

1.54 
 

  
2.22 

        
0.00 

 

  
1.20 

        
0.53 0.05   

1.42 
        

-2.16 -3.22    
0.94 

       
-0.14 

 

   
1.50 

       
-1.05 

 

    
1.61 

      
-0.09 

 

    
1.10 

      
0.63 

 

    
1.22 

      
0.20 

 

     
0.79 

     
0.51 

 

     
1.31 

     
0.34 

 

     
1.59 

     
1.33 

 

      
0.65 

    
-0.30 

 

      
0.88 

    
0.70 

 

      
1.22 

    
0.21 

 

      
1.19 

    
-0.68 

 

       
1.06 

   
1.47 

 

       
1.81 

   
1.07 

 

       
0.76 

   
-0.77 -1.30         

0.63 
  

-0.53 
 

        
1.62 

  
0.72 

 

        
0.82 

  
-0.07 

 

        
1.54 

  
0.31 

 

         
1.25 

 
-0.65 

 

         
4.32 

 
3.02 

 

         
2.25 

 
0.24 

 

         
2.07 

 
-1.40 

 

         
0.94 

 
-1.70 

 

          
1.08 -0.89 

 

                    1.49 2.32   
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Table B6. Bifactor-GPC conditional parameters for Science. 

ag a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 c1 c2 

1.12 0.39           0.21  
0.82 0.59           -1.22  
0.56 0.55           0.03  
1.03 0.45           -0.71  
1.60  0.35          -0.46  
1.02  0.37          -0.13  
0.89  0.52          1.10  
0.67   0.19         0.46 0.75 

1.47   0.78         1.58  
1.96   0.56         -0.02  
1.09   0.35         0.49 0.03 

1.38   0.58         -2.20 -3.38 

0.80    0.37        -0.14  
1.12    0.25        -0.96  
1.44     0.49       -0.11  
0.95     0.27       0.60  
1.08     0.20       0.19  
0.74      0.49      0.52  
1.15      0.25      0.32  
1.30      0.19      1.22  
0.71       0.00     -0.31  
0.81       0.33     0.69  
1.19       0.14     0.20  
1.22       0.22     -0.71  
1.08        0.12    1.50  
1.49        0.38    1.01  
0.80        0.40    -0.76 -1.40 

0.66         0.32   -0.54  
1.42         0.20   0.68  
0.84         0.26   -0.08  
1.63         -0.02   0.30  
1.58          -0.22  -0.74  
3.21          1.60  2.63  
2.09          0.88  0.22  
1.91          0.58  -1.41  
0.93          0.46  -1.75  
1.22           0.48 -0.98  
1.43           0.49 2.33  
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Table B7. Bifactor-GPC marginal parameters for Science. 

ag a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 b1 b2 

1.09 0.32           -0.19  

0.77 0.53           1.58  

0.53 0.52           -0.05  

1.00 0.38           0.71  

1.57  0.26          0.29  

1.00  0.32          0.13  

0.85  0.46          -1.30  

0.66   0.18         -0.69 -1.13 

1.34   0.59         -1.18  

1.86   0.37         0.01  

1.07   0.29         -0.46 -0.03 

1.30   0.45         1.69 2.59 

0.78    0.34        0.18  

1.11    0.21        0.86  

1.39     0.37       0.08  

0.94     0.24       -0.64  

1.08     0.17       -0.17  

0.72      0.44      -0.72  

1.14      0.21      -0.28  

1.29      0.15      -0.95  

0.71       0.00     0.43  

0.79       0.29     -0.87  

1.19       0.12     -0.17  

1.21       0.18     0.58  

1.08        0.10    -1.40  

1.46        0.29    -0.69  

0.78        0.36    0.98 1.80 

0.65         0.30   0.84  

1.41         0.16   -0.48  

0.83         0.23   0.09  

1.63         -0.02   -0.18  

1.56          -0.16  0.48  

2.34          0.75  -1.12  

1.86          0.56  -0.12  

1.80          0.39  0.78  

0.89          0.40  1.95  

1.17           0.39 0.84  

1.37           0.37 -1.70  
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Abstract: This study aimed to examine the measurement invariance of the 

mathematical affective characteristics model obtained from TIMSS 2015 4th grade 

Turkey administration according to home resources. For this purpose, firstly, the 

factor structure of the mathematical affective characteristics questionnaire was 

examined by explanatory factor analysis and Velicer’s maximum average partial 

(MAP) test. It was revealed that the questionnaire had three factors. Then the 

structure was validated by confirmatory factor analysis. In the next stage, multi-

group confirmatory factor analysis was employed with a purpose to examine 

whether the model displayed measurement invariance across the variables of home 

resources such as internet connection, heating system, cooling system, and 

dishwasher. The results showed that the strict measurement invariance of the 

mathematical affective characteristics model was achieved among the subgroups of 

each of the internet connection, heating system, cooling system, and dishwasher 

variables. Accordingly, means, variance, covariances, and item residual variances 

in the subgroups were found to be similar. According to the results of the study, the 

comparison of the mathematical affective characteristics model based on the home 

resources is found to be significant and comparisons made show that possible 

differences arise from the relevant home resource.  

1. INTRODUCTION 

Exams provide various information to education stakeholders depending on the purpose of 

exams being administered at all levels of education. Accordingly, based on the information 

obtained from the exams, information is acquired on such points as the current situation of 

students in terms of their relevant characteristics, their need for support, the efficiency of the 

education programs pursued, and whether the educational methods used meet the needs. In 

addition, curriculum improvements in education are determined with the comparisons made 

based on the exam results.  

Since the late 1990s, education systems of countries have been compared while student 

achievements through exams have aimed at specific areas, targeting at specific audience with 

the participation of many countries. Program for International Student Assessment (PISA), 
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Trends in International Mathematics and Science Study (TIMSS) and Progress in International 

Reading Literacy Study (PIRLS) are the leading exams to such ends. PISA is a program 

administered by the OECD every three years and it focuses on 15-year-old students' reading 

skills, mathematics literacy, and science literacy. TIMSS and PIRLS are programs run by 

International Association for the Evaluation of Educational Achievement (IEA). PIRLS is an 

exam that has been held every 5 years since 2001 to measure the reading skills of 4th grade 

students. TIMSS is a student achievement research program administered every 4 years for 4th 

and 8th grade students. TIMSS makes it possible to determine the academic success of students, 

to direct the change over time, to compare one country’s situation with those of other countries, 

and to monitor the results of the attempts in order to increase the level of success with questions 

prepared in the field of mathematics and science skills (Ministry of National Education [MNE], 

2016). 

In TIMSS, the education system is managed together with all its stakeholders and components. 

Accordingly, in practice, there are questionnaires for the home environment thought to have an 

effect on the upbringing of children and on their success in school, in the school environment 

as the determinant of efficiency in achieving educational goals, and in the classroom 

environment where most of the learning and teaching take place. Besides, since many studies 

in the literature reveal the relationship between student achievement and student attitude, IEA 

also makes use of questionnaires to determine attitudes towards mathematics and science in 

TIMSS administration (IEA, 2019). 

Each measurement tool is basically developed with the assumption that it measures the same 

feature in every group in which it is administered. However, in practice, the results might differ 

depending on the groups they are administered. Accordingly, results may not have 

equal/equivalent psychometric qualities and therefore, it would be inaccurate to generalize the 

results for groups (Başusta & Gelbal, 2015). For these reasons, measurement tools administered 

in different groups should measure the same construct in each subgroup. If it is shown that the 

factor loadings, inter-dimensions correlations, and error variances of a measurement model are 

the same in each group, it indicates that the measurement tool has the same structure in different 

groups (Jöreskog & Sörbom, 1993). In this context, measurement invariance can determine 

whether a measurement tool measures in the same way in different groups or not. With 

measurement invariance studies, researchers obtain evidence about whether or not scales 

measure the same construct in subgroups (Cheung & Lau, 2012; Millsap & Olivera-Ogilar, 

2012; Cheung & Rensvold, 2002). Accordingly, it is stated that measurement tools that are not 

invariant across groups measure different characteristics in subgroups after the measurement 

invariance study. This is a validity problem for the measurement tool, and after such a 

measurement process, mathematical relations between the measurement tool variables will be 

different in each group. Interpretations regarding the results of group comparisons based on 

such a measurement tool would also be incorrect (Vandenberg & Lance, 2000). On the other 

hand, if it is shown that a measurement tool is invariant across groups, in other words, if it is 

shown that the mathematical relations between its variables are equal between groups, two types 

of validity proofs are obtained based on the measurement tool. These are (1) proof of construct 

validity in terms of showing that the measurement tools are used to measure the same structure 

in each group, (2) proof of the external validity in terms of statistically proving that the results 

of the comparison across groups can be generalized. In this respect, considering the vital 

importance of obtaining measurement invariance in interpreting the findings of a study, group 

comparisons made without demonstrating measurement invariance should be approached with 

suspicion. Hence, along with the definition of measurement invariance, its theoretical 

foundations, and how to test it need to be briefly explained. 
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1.1. Measurement Invariance 

Measurement invariance is whether the measurement tool employed corresponds to the same 

meaning in individuals in different groups. The fact that individuals in different populations but 

in the same condition in terms of measured constructs get the same observed score in a test 

means that the measurement is invariant. If the individuals are identical in terms of the measured 

construct but their scores differ, the test violates the assumption of measurement invariance 

(Schmitt & Kuljanin, 2008). If measurement invariance is not demonstrated, the results of the 

comparisons across groups cannot be interpreted with certainty. It cannot be known whether 

the resulting difference can be attributed to a real attitudinal difference or to the difference in 

psychometric responses to scale items. Although this point is not instantly obvious, it is a very 

critical point (Cheung & Rensvold, 2002; Horn & McArdle, 1992). For these reasons, it is 

important to examine measurement invariance before comparing measurements obtained from 

two or more groups. 

Confirmatory factor analysis (CFA) is one of the methods used to test measurement invariance 

(Kline, 2011; Schmitt & Kuljanin, 2008; Jöreskog & Sörbom, 1993). Under structural equation 

modelling, measurement invariance is tested using a series of tests through multi-group 

confirmatory factor analysis (MGCFA). By using MG-CFA in different ways with various 

constraints, measurement invariance is tested in four stages in a hierarchical manner 

(Vandenberg & Lance, 2000, Meredith, 1993). 

Configural invariance comes first in the hierarchical order of measurement invariance. 

Configural invariance is that the construct in the measurement tool is the same across groups. 

If configural invariance is achieved, it can be concluded that the items in the measurement tool 

measure the same construct in the groups in which the invariance is investigated (Vandenberg 

& Lance, 2000). Configural invariance is also called as baseline model. This model reveals that 

the number of factors in each group and the variables that make up the factors are the same 

(Millsap & Olivera-Ogilar, 2012). If configural invariance is not achieved, measurement 

invariance will not be ensured at other stages (Kline, 2011). 

When it is shown that configural measurement invariance is achieved, the metric invariance 

test can be conducted (Cheung & Rensvold, 2002). Metric invariance is also known as weak 

invariance (Meredith, 1993) or pattern invariance (Millsap, 2011). In this phase of invariance, 

the answer to the question of "Do common factors mean the same in all groups?" is sought 

(Gregorich, 2006). In the metric invariance analysis, the invariance of the factor structure of the 

model and the factor loadings of the items in the model in different groups are tested. While the 

factor variance of all groups is fixed to one in the configural model, the factor variance of the 

group selected as a reference in the metric model is fixed to one, and the factor variance 

restriction of other groups is removed (Millsap & Olivera-Ogilar, 2012). If metric invariance is 

achieved, the results obtained by quantitative group compares of factor variances and 

covariances are defensible (Gregorich, 2006). 

Once metric invariance is achieved, the scalar invariance test follows it. Scalar invariance test 

consists of a combination of metric invariance and item intercepts invariance (Millsap & 

Olivera-Ogilar, 2012). Meredith (1993) called scalar invariance strong factorial invariance. At 

this stage of invariance, an answer to the question "Is it reasonable to compare group means? is 

sought (Gregorich, 2006). In scalar invariance, the factor means of the reference group are set 

to zero. The means of the other groups are not constrained (Millsap & Olivera-Ogilar, 2012). If 

it is proven that factor loadings and item interceptions are invariant in groups, in other words, 

if scalar invariance is achieved, group differences estimated based on factor means are neutral. 

Also, group differences between observed scores are directly related to factor means 

(Gregorich, 2006). 
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Scalar invariance is followed by testing strict invariance or strict factorial invariance (Meredith, 

1993). At this stage, the aim is to prove the invariance of item residual variances in addition to 

those whose invariance was proven in previous stages (Gregorich, 2006). Only factor means 

and factor covariance matrices are released in the analysis (Millsap & Olivera-Ogilar, 2012). 

By demonstrating that of strict invariance, which is a difficult invariance stage in practice, 

measurement invariance is fully ensured. 

Comparisons across groups based on large-scale exams will only be reasonable when all four 

stages of measurement invariance given above are met. TIMSS is an exam that makes sure to 

obtain a very large data set and also to enable longitudinal evaluations, since it is conducted at 

two levels of education (4th and 8th grades) and repeated every four years. In order to show that 

the obtained findings are unbiased and accurate, research studies are needed to ensure the 

measurement invariance across the groups. In this particular study, the aim was to examine the 

measurement invariance of the mathematical affective characteristics questionnaire in the 

TIMSS 2015 4th grade assessment according to home resources.  

Home resources have been defined as one of the indicators of socio-economic status (SES), 

pointing to facilities such as books, computers, study rooms, and educational resources (Sirin, 

2005). SES refers to the position of an individual or a family in a hierarchy according to access 

to welfare, power, and social status (Gustafsson, Nilsen & Hansen, 2018). Parental income, 

parental education, parental occupation, and home resources are four indicators of SES (Sirin, 

2005). White (1982) analysed approximately 200 studies investigating the relationship between 

SES and academic achievement in his meta-synthesis study. In his study White (1982) reported 

that the relationship between SES and academic achievement points to a weak relationship 

(r=0.22) contrary to expectations. Sirin (2005) replicated the study of White (1982) about 23 

years later. Sirin (1982) conducted a meta-analysis on the studies on SES and academic 

achievement between the years of 1990 and 2000. According to the results, contrary to White 

(1982), studies conducted in the following years showed that the intensity of the relationship 

between SES and academic achievement grew and the value of the correlation changed from 

medium to high. When the meta-analysis studies are evaluated together, it can be said that the 

relationship between SES and academic achievement has become stronger in the following 

years. There are many studies in the literature that examine the relationships between home 

resources which are under the scope of SES and cognitive and affective characteristics 

(Yıldırım, 2019; Acar Güvendir, 2017; Bofah & Hannula, 2017; Caponera & Losito, 2016; 

Bouhlila, 2014; Walzeburg, 2014; Azina & Halimah, 2012; Shen, 2005). However, these past 

studies do not contain evidence that measurement invariance between groups is achieved. In 

the invariance studies in the literature, invariance was examined across genders, regions, 

cultures, and testing language (Kıbrıslıoğlu, 2015; Polat, 2015; Uyar & Doğan, 2014; Segeritz 

& Pant, 2013; Marsh et al., 2006; Erikan & Koh, 2005). Reviews based on home resources are 

not available. As in all group-based difference studies, researchers should test measurement 

invariances before performing studies based on SES variables and demonstrate that test 

invariance is ensured. Apart from these, measurement invariance studies based on large-scale 

tests in the literature have mainly investigated the invariance of student 

achievement/performance (Ölçülüoğlu & Çetin, 2016; Aliverinini, 2011; Teo, 2010; Wu, Li, & 

Zumbo, 2007), but studies investigating the invariance of affective characteristics are relatively 

few (Ertürk & Erdinç-Akan, 2018; Polat, 2019). The present study is important because it 

focuses on the invariance of the affective characteristics of students towards mathematics and 

also investigates invariance according to home resources, which is related to education but has 

not been addressed before. 
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2. METHOD 

In this section, the population and sample of the study are defined; data collection and data 

analysis are discussed. 

2.1. Population and Sample 

In TIMSS, the population consists of the participating country’s 4th and 8th grade students, and 

the sample consists of the students who took the exam. Students who take the exam are 

determined in two stages. Accordingly, in the first stage, the schools are selected by the 

stratified random sampling method, and in the second stage, the classes that will participate in 

TIMSS are selected by the random sampling. Since the data obtained from the last 

administration of TIMSS in 2019 had not been released yet at the time of this particular study, 

this study was based on the 2015 administration and was limited to the 4th grade level. Within 

this scope, 6.456 students participated in TIMSS 2015 4th grade from Turkey. Because of 

multivariable statistical analysis based on assumptions, in this research a data screening and 

cleaning phase was carried out. At the end of this phase 331 cases were cleaned and the sample 

of this study consisted of the remaining 6.125 students. 

2.2. Data Source  

The data were obtained from the database at https://timssandpirls.bc.edu/. In the TIMSS 

administration, student, teacher, school, and house questionnaires are included in addition to 

mathematics and science achievement tests. In the student questionnaires, students are asked 

for information such as gender, date of birth, place of birth of their parents, and home resources. 

In addition, the student questionnaire includes items that examine affective characteristics 

regarding mathematics and science. 

In the TIMSS 2015 4th grade administration, questions regarding 11 home resources in the form 

of yes/no answers were asked to students. While 7 of the 11 items predict the same home 

resources in all countries, 4 of them are constructed according to the structure of each country 

as a country-specific indicator of wealth. Accordingly, the first seven items consist of questions 

such as whether students have their own room, desk, and PC/tablet. In the next four items, the 

existence of financial opportunities such as having a piano at home, having a swimming pool, 

or having water running from the tap is investigated according to the welfare level of the 

country. The heating system, cooling system, washing machine, and dishwasher facilities were 

asked as welfare indicators in the 2015 Turkey administration. In the study, it was observed 

that the number of students who do not have a washing machine (n=295) was significantly 

smaller than those who have a washing machine (n=6,073). For this reason, the washing 

machine, which is one of the country-specific indicators, was not included in the study. Also, 

students in all participating countries were asked whether they have an internet connection at 

home. Internet connection at home is considered important in accessing educational 

technologies and educational resources, so it was decided to be included in the study. As a 

result, the study was carried out based on the four home resources included in the TIMSS 2015 

4th grade Turkey administration. The names and definitions of the variables included in the 

study are given in Table 1. 

Table 1. Names and definitions of home resources variables. 

Variable name            Variable definition 

ASBG05E            Internet connection 

ASBG05H            Heating System 

ASBG05I            Cooling System 

ASBG05K            Dishwasher 

https://timssandpirls.bc.edu/
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In TIMSS 2015 4th grade administration, there are 28 items as scored based on 5-point Likert 

type related to affective characteristics towards mathematics. These items are organized under 

three question themes in a test form; namely, mathematics lesson, learning mathematics, and 

mathematics.  Home resources used in the study and affective characteristics data regarding 

mathematics are included in the file named ASGTURM6. 

2.3. Data Analysis 

The analyses of the research were carried out in various stages. Accordingly, in the first stage, 

the data were examined in order to test the assumptions. Individuals whose relevant home 

resources responses were missing were excluded from the study. The missing data in the 

responses to the affective items were analysed with missing data analysis, and it was observed 

that the values obtained were less than 5% and were randomly distributed. Missing data were 

completed by the item means method. For determining multivariate outliers Mahalanobis 

distances were examined. Accordingly, it was seen that there was no Mahalanobis value 

exceeding the critical chi-square value at p <0.001. Descriptive statistics’ examination showed 

the variables normally distributed. Skewness and kurtosis values were in expected range. 

Tavşancıl (2005) stated Bartlett’s test of sphericity can be used for normality, and it was found 

that chi-square was 27293.564 and p <0.00. This value shows that the data have a multivariate 

normal distribution. Tolerance, VIF, and condition index (CI) were examined for 

multicollinearity. Accordingly, the tolerance was found to be =1.00, VIF <5 and CI <30, and it 

was observed that there was no multi-collinearity problem in the data set (Tabachnick & Fidell, 

2007). All these results show that factor analysis is applicable to the data. 

After examining the assumptions, exploratory factor analysis was performed. Accordingly, 28 

items asked in relation to mathematical affective characteristics were analysed. As a result of 

the analysis, KMO value was obtained as 0.930. This value is interpreted as perfect and means 

that the sample size is sufficient for factorability (Tabachnick & Fidell, 2007). According to the 

results obtained as a result of EFA, the items are collected under three factors with eigenvalues 

greater than 1. Accordingly, the first three eigenvalues are respectively 6.10; 1.72 and 1.49. 

Eigenvalues are 0.63 and less from the fourth factor. Based on these results, it can be stated that 

the items are grouped under three dimensions. When factor loadings are examined, it can be 

seen that items that have factor loadings in more than one dimension and whose difference 

between factor loadings are 0.1 or less are accepted as overlapping (Büyüköztürk, 2009). 

Accordingly, 3 of the 28 items (ASBM01B, ASBM03A and ASBM03D) were excluded from 

the data set because they were overlapping. As a result, a 3-dimensional structure that accounted 

for 36.006% of the total variance was obtained. Accordingly, there are 8 items in the dimension 

called liking mathematics, and the factor loadings of the items vary between 0.309 and 0.790. 

There are 10 items in the second dimension, called interest in mathematics. Factor loadings of 

the items in this dimension range from 0.314 to 0.590. In the third dimension, which is called 

self-confidence in mathematics, there are 7 items and the factor loadings of the items vary 

between 0.350 and 0.669. Table 2 contains the statistics of the structure reached as a result of 

EFA. 

In addition to EFA, Velicer's maximum average partial (MAP) analysis was used to decide the 

number of factors. MAP results are included in Table 3. When Table 3 is examined, it is seen 

that the smallest average squared correlation takes the lowest value in the fourth step. The 

number of steps up to the fourth step gives the number of factors and it is seen that the number 

of dimensions according to the TR2 value is three. O'Connor (2000) stated that the fourth power 

of partial correlation is an effective criterion. Accordingly, when the TR4 value is examined, it 

is seen that it takes its smallest value in the fourth step. In this regard, the TR4 value shows that 

the number of dimensions is three. Finally, when EFA and MAP results are evaluated together, 
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it can be stated that the results support each other and the affective characteristics for 

mathematics has a three-factor structure. 

Table 2. Questionnaire items, factor loadings and factors. 

Item code Item 
Liking 

Mathematics 

Interest in 

Mathematics 

 Self-

Confidence in 

Mathematics 

ASBM01A I enjoy learning mathematics .790   

ASBM01C Mathematics is boring .488   

ASBM01D I learn many interesting things in 

mathematics 

.309   

ASBM01E I like mathematics .798   

ASBM01F I like any schoolwork that involves 

numbers 

.538   

ASBM01G I like to solve mathematics problems .630   

ASBM01H I look forward to mathematics lessons .648   

ASBM01I Mathematics is one of my favorite 

subjects 

.702   

ASBM02A I know what my teacher expects me to 

do 

 .314  

ASBM02B My teacher is easy to understand   .424  

ASBM02C I am interested in what my teacher says  .498  

ASBM02D My teacher gives me interesting things 

to do 

 .327  

ASBM02E My teacher has clear answers to my 

questions 

 .590  

ASBM02F My teacher is good at explaining 

mathematics 

 .510  

ASBM02G My teacher lets me show what I have 

learned 

 .476  

ASBM02H My teacher does a variety of things to 

help us learn 

 .499  

ASBM02I My teacher tells me how to do better 

when I make a mistake 

 .576  

ASBM02J My teacher listens to what I have to say  .587  

ASBM03B Mathematics is harder for me than for 

many of my classmates 

  .669 

ASBM03C I am just not good at mathematics   .692 

ASBM03E Mathematics makes me nervous   .577 

ASBM03F I am good at working out difficult 

mathematics problems 

  .350 

ASBM03G My teacher tells me I am good at 

mathematics 

  .377 

ASBM03H Mathematics is harder for me than any 

other subject 

  .661 

ASBM03I Mathematics makes me confused   .631 
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Table 3. Eigen Values Regarding Partial Correlations Obtained from the MAP Test. 
 

TR2 TR4 
 

TR2 TR4 
 

TR2 TR4 

0 0.06555 0.00991 9 0.03196 0.00768 18 0.17084 0.07851 

1 0.01779 0.00076 10 0.03951 0.01096 19 0.18635 0.07830 

2 0.01421 0.00056 11 0.05099 0.01526 20 0.20042 0.08979 

3 0.00842* 0.00025** 12 0.06017 0.01774 21 0.26284 0.14586 

4 0.01010 0.00040 13 0.06642 0.01780 22 0.38916 0.26106 

5 0.01249 0.00108 14 0.07968 0.02544 23 0.54993 0.42485 

6 0.01594 0.00296 15 0.09420 0.03611 24 100.000 100.000 

7 0.01969 0.00448 16 0.11363 0.04385 
   

8 0.02518 0.00684 17 0.13486 0.05890 
   

* The smallest average squared correlation  

**The smallest average squared correlation’s 4th power  

Confirmatory factor analysis (CFA) was performed with Lisrel 8.24 to verify the model by 

EFA. EFA was run with ML algoritm and results showed there is no need for modifications. In 

the established model, it was found that 𝑥2= 2605.21, df = 272,  𝑥2/ df = 9.57. In the model 

established with CFA, the 𝑥2/df ratio is expected to be ≤ 3.00. However, 𝑥2statistics is sensitive 

to sample size, and as the sample size increases, this ratio exceeds 3 (Kline, 2011). Therefore, 

the model 𝑥2/df value obtained was not interpreted as a model-data misfit and other fit statistics 

were examined. Accordingly, it was found that RMSEA=0.056, SRMR=0.052, CFI =0.96, and 

NNFI =0.96. Since all of these values indicated good fit, it was concluded that the model was 

validated (Kline, 2011). Correlations between factors are r12=0.54; r23=-0.53 and r13=-0.34The 

path diagram for the model is presented in Figure 1. 

After the mathematical affective characteristics model was verified, measurement invariance 

tests were carried out. Accordingly, the data set was analysed by MGCFA in configural, metric, 

scalar, and strict invariance stages separately for each home resources variable. The values of 

fit statistics, 𝑥2, df, RMSEA, SRMR, NNFI and CFI were examined in each invariance stage. 

In addition, the ΔCFI values revealing the change in the CFI in the transition from the 

unconstrained model to the constrained model were examined in order to decide if invariance 

was achieved. In the literature, measurement invariance is examined according to the chi-square 

difference test and the difference in CFI. In various studies, the lack of significance of chi-

square has been shown as evidence for measurement invariance (Hirschfeld & von Brachel, 

2014; Brannick, 1995; Kelloway, 1995). However, as the chi-square is sensitive to the sample 

size, it tends to be significant in large samples. This situation is also valid for this study. 

Similarly, Cheung and Rensvold (2002) stated that the ∆X2 test is sensitive to the sample size, 

the complexity of the model and is less effective in making practical decisions. Cheung and 

Rensvold (2002) examined 20 different fit indices in their study and stated that the strongest 

statistics to be examined in the test of intergroup invariance are ∆CFI, ∆Gamma line, and 

∆McDonald's NCI. For these reasons, in making the decision about measurement invariance, it 

is taken as a reference whether the |∆CFI| is <0.01 or not as stated by Wu, Li and Zumbo (2007).  
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Figure 1. Path diagram for mathematical affective characteristics model. 
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3. FINDINGS 

The MGCFA method was used for the measurement invariance test with Lisrel 8.54 in the 

study. In the analysis EM algoritm and covariance matrix were used.  However, the validation 

of the model was tested first in each of the subgroups where invariance would be examined. 

Accordingly, the mathematical affective characteristics model was validated separately for two 

groups (according to the responses “yes, I have” and “no, I haven’t”) of the internet connection 

variable. The same procedure was carried out for the heating system, cooling system, and 

dishwasher variables. The fit statistics for the model verified in the groups created based on 

each variable are given in Table 4. 

Table 4. CFA fit statistics of the groups based on home resources variables. 

Variable Group  𝑥2 𝑑𝑓 𝑥2/𝑑𝑓 RMSEA SRMR NNFI CFI 

Internet 

connection 

Yes 3322.49 272 12.215 0.056 0.052 0.96 0.96 

No 2498.51 272 12.862 0.057 0.055 0.94 0.95 

Heating system Yes 2779.62 272 10.208 0.055 0.052 0.96 0.96 

No 2777.77 272 10.212 0.057 0.055 0.95 0.95 

Cooling system  Yes 2313.34 272 8.504 0.057 0.055 0.95 0.96 

No 3443.07 272 12.658 0.055 0.053 0.95 0.96 

Dishwasher Yes 3968.37 272 14.589 0.056 0.052 0.96 0.96 

No 1804.79 272 6.635 0.057 0.058 0.94 0.95 

According to Table 4, the 𝑥2/df value was found to be >3 in the model established for each 

subgroup of variables. Since the 𝑥2statistics is sensitive to the sample size, 𝑥2, df, 𝑥2/df were 

reported in the following phases of the study, but other statistics were taken as a basis to decide 

if the model was validated. In Table 4, from fit statistics, it was found that RMSEA was <0.06, 

SRMR <0.08, and NNFI> 0.90, and this corresponds to a good fit; also that CFI ≥ 0.95 

corresponds to a perfect fit (Hu & Bentler, 1999; Klein, 2011). These results show that the 

model is validated in the subgroups of each home resources variable. After the model was 

verified separately in each subgroup, measurement invariance analyses were initiated.  

3.1. Measurement Invariance According to Internet Connection Variable  

Whether or not there is an internet connection at home is one of the common questions asked 

regarding home resources in all countries. In Turkey, 58.4% of students (n=3576) have an 

internet connection at home and the remaining 41.6% (n=2549) do not. The results of 

measurement invariance across groups concerning students with and without internet 

connection are presented in Table 5. 

Table 5. Measurement invariance according to internet connection. 

Invariance type 𝑥2 df 𝑥2/df    RMSEA SRMR NNFI CFI ΔCFI 

Configural 5821.00 544 10.700 0.056 0.055 0.95 0.96 - 

Metric 5903.51 566 10.430 0.056 0.054 0.96 0.96 0.00 

Scalar 6030.11 575 10.487 0.056 0.060 0.95 0.96 0.00 

Strict 7082.32 597 11.863 0.060 0.061 0.95 0.95 -0.01 

According to Table 5, it is seen that RMSEA is  <0.08, SRMR <0.08, NNFI ≥ 0.95, and CFI ≥ 

0.95. ΔCFI was calculated as 0.00 when changing from configural to metric, from metric to 

scalar and it became -0.01 when switching from scalar to strict. Based on model fit indexes and 

ΔCFI, the mathematical affective characteristics model ensures all stages of measurement 

invariance across groups of internet connection variable. According to this result, the factor 
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structure, item factor loadings, item constants, and error variances of mathematical affective 

characteristics do not differ depending on whether there is an internet connection at home or 

not. According to this result, mathematical affective characteristics can be compared 

significantly concerning the internet connection variable and it can be concluded that the 

possible differences are due to internet connection. 

3.2. Measurement Invariance According to The Heating System Variable 

One of the country-specific indicators of wealth concerning home resources is heating systems 

in TIMSS 2015 4th grade Turkey administration. Accordingly, 49.1% (n=3010) of the 

participating students have a heating system in their houses, whereas 50.9% (n=3115) do not. 

The findings regarding the invariance of the mathematical affective characteristics model across 

the sub-groups of the heating system are given in Table 6. 

Table 6.  Measurement invariance according to heating system. 

Invariance type 𝑥2 df 𝑥2/df    RMSEA SRMR NNFI CFI ΔCFI 

Configural 5829.38 544 10.716 0.056 0.052 0.95 0.96 - 

Metric 5897.45 566 10.420 0.055 0.054 0.95 0.96 0.00 

Scalar 6009.45 572 10.506 0.056 0.058 0.95 0.96 0.00 

Strict 6857.99 597 11.487 0.059 0.061 0.95 0.95 -0.01 

According to the results in Table 6, error indices for RMSEA were found to be <0.08 and for 

SRMR <0.08; and fit indices for NNFI and CFI were obtained as ≥ 0.95 for all invariance types. 

ΔCFI was calculated as 0.00 when changing from configural to metric, from metric to scalar, it 

takes -0.01 value when switching from scalar to strict invariance. These values obtained are 

within the accepted range indicating that invariance is achieved. The established model ensures 

all stages of measurement invariance in subgroups of the heating system. Accordingly, the 

factor structures, factor loadings, regression constants, and error variances obtained in both 

groups are equal. The differences of mathematical affective properties according to the heating 

system can be examined and the differences can be explained on the basis of home resource 

addressed. 

3.3. Measurement Invariance According to Cooling System 

In TIMSS 2015 Turkey administration, a cooling system is one of the home resources asked as 

a country-specific indicator of wealth. Students who have air conditioner-like devices as a 

cooling system account for 37.3% (n=2286) of all participants, and those who do not have a 

cooling system such as an air conditioner account for 62.7% (n=3839). Findings regarding the 

mathematical affective characteristics model invariance across groups based on the cooling 

system are given in Table 7. 

Table 7. Measurement invariance according to cooling system. 

Invariance type 𝑥2 df 𝑥2/df    RMSEA SRMR NNFI CFI ΔCFI 

Configural 5756.41 544 10.582 0.056 0.055 0.95 0.96 - 

Metric 5811.24 566 10.267 0.055 0.055 0.96 0.96 0.00 

Scalar 5857.85 572 10.241 0.055 0.065 0.96 0.96 0.00 

Strict 6123.63 597 10.257 0.055 0.068 0.96 0.96 0.00 

According to Table 7, RMSEA and SRMR were found to be  <0.08, NNFI and CFI were found 

to be  ≥ 0.95. Since CFI was 0.96 in all invariance models, all values of ΔCFI were equal to 

0.00. When the model fit statistics are evaluated together, it is seen that the mathematical 

affective characteristics model is invariant based on the groups of the cooling system. 
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Accordingly, it was shown that the factor structure, factor loadings, regression constants, and 

error variances of the mathematical affective characteristics model were equal in the two 

groups. Therefore, the mathematical affective characteristics model can be significantly 

compared and interpreted according to the cooling system variable. 

3.4. Measurement Invariance According to The Dishwasher Variable 

Dishwasher was considered a country-specific indicator of wealth in TIMSS 2015 4th grade 

Turkey administration. Accordingly, 71.4% (n=4376) of the participating students had a 

dishwasher at home, whereas 28.6% (n=1749) did not. The measurement invariance results of 

the mathematical affective characteristics model based on the dishwasher variable are presented 

in Table 8. 

Table 8. Measurement invariance according to the dishwasher variable, 

Invariance type 𝑥2 df 𝑥2/df    RMSEA SRMR NNFI CFI ΔCFI 

Configural 5773.16 544 10.612 0.056 0.052 0.95 0.96 - 

Metric 5860.76 566 10.355 0.055 0.052 0.96 0.96 0.00 

Scalar 5955.19 572 10.411 0.055 0.054 0.96 0.96 0.00 

Strict 7297.59 597 12.224 0.061 0.055 0.95 0.95 -0.01 

According to Table 8, RMSEA and SRMR values were <0.08; fit statistics NNFI and CFI were 

≥ 0.95. ΔCFI was calculated as 0.00 when changing from configural to metric, from metric to 

scalar, and as -0.01when changing from scalar to strict. When the statistics in Table 8 are 

evaluated together, the mathematical affective characteristics model ensures measurement 

invariance across the dishwasher-based groups. The factor structure, factor loadings, regression 

constants, and error variances of the model are identical across groups. Mathematical affective 

characteristics can be meaningfully compared and interpreted based on the dishwasher. 

4. DISCUSSION and CONCLUSION 

This study investigated whether the mathematical affective characteristics model proposed 

based on the TIMSS 2015 4th grade Turkey administration showed measurement invariance 

according to home resources or not. As a result of the study, it was shown that the variables of 

internet connection, heating system, cooling system, dishwasher, which are considered within 

the scope of home resources, provide configural, metric, scalar, and strict measurement 

invariance across the subgroups, respectively. Accordingly, the means, variances, covariances, 

and item residual variances of the model are identical across the subgroups of each established 

home resource. The results indicate that the mean of observed scores obtained from the 

mathematical affective characteristics scale can be compared according to home resources. The 

results of further research to be obtained by making comparisons are meaningful and possible 

differences can be attributed to the relevant home resource. 

Although there is no similar study in the literature examining measurement invariance based 

on home resources, there are various measurement invariance studies based on large-scale 

exams. One of these is the study by Hansson and Gustafsson (2013), which examined whether 

or not the socio-economic status is invariant according to the ethnic structure using TIMSS 

2003 data. In their study, Hansson and Gustafsson (2013) tested the invariance of the latent SES 

variable between Swedish and non-Swedish groups and found that configural invariance was 

achieved, but scalar invariance was not. Ertürk and Erdinç-Akan (2018) and Polat (2019) 

focused on the mathematical affective characteristics questionnaire of the TIMSS 2015 

administration in their studies. Accordingly, Ertürk and Erdinç-Akan (2018) examined the 

gender-based measurement invariance of variables related to mathematics achievement based 

on the 4th grade administration. According to the results of the study, they found that the liking 
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mathematics scale provides strict invariance, and interest in mathematics and mathematical 

self-confidence scales provide configural invariance. Polat (2019) investigated the invariance 

of both mathematical as well as the cultural affective characteristics questionnaire according to 

cultures (Turkey, Singapore, and Saudi Arabia) and regions (NUTS-Level 1), and gender based 

on the TIMMS 2015 8th grade administration. The study showed that the established 

mathematical and science affective characteristics models provide scalar invariance across 

cultures and regions and strict invariance across genders.  

Some of the invariance studies carried out based on PISA are the studies by Kıbrıslıoğlu (2015), 

Güngör and Kabasakal (2020), and Uyar and Uyanık (2019). Kıbrıslıoğlu (2015) investigated 

the invariance of the PISA 2012 mathematical learning model across cultures (Turkey, China-

Shanghai, and Indonesia) and genders. The study showed that the model provides only 

configural invariance across cultures. The study examined gender-based measurement 

invariance based on all of the data set obtained from three cultures, and as a result, the study 

showed that the mathematical learning model provides strict invariance across genders. Güngör 

and Kabasakal (2020) investigated the measurement invariance of instrumental motivation and 

science self-efficacy scales in science teaching according to gender and regions based on PISA 

2015 Turkey administration. Güngör and Kabasakal (2020) reported that only configural 

invariance was achieved based on gender, and metric invariance was achieved across regions. 

Uyar and Uyanık (2019) established a learning model for science by using the questionnaire in 

the PISA 2015 administration and investigated the invariance of the established model 

according to gender in Turkey sample and the invariance of the established model in Turkey-

Singapore samples according to cultures. As a result, Uyar and Uyanık (2019) found that across 

genders metric invariance and across cultures configural invariance was achieved.  

When the above-mentioned studies are evaluated together, it is seen that strict invariance based 

on gender is ensured under certain conditions in large-scale exams, and there are no studies 

ensuring strict invariance based on cultures. However, there are no studies carried out based on 

home resources in large-scale exams or SES in general that can be compared with the findings 

of the present study. In this regard, researchers are recommended that they investigate 

measurement invariance based on variables such as parental education level, parental income, 

number of siblings, along with other home resources not included in this study, and to address 

variables that ensure strict invariance in comparisons across groups. 
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Abstract: This paper aims to examine and assess the questions included in the 

“Turkish Common Exam” for sixth graders held in the first semester of 2018 which 

is one of the common exams carried out by The Measurement and Evaluation 

Centers, in terms of question structure, quality and taxonomic value. To this end, 

the test questions were examined by three specialists with expertise in different 

fields in terms of structure, content, and taxonomic values. The test questions were 

then rated by raters with expertise in different fields according to the criteria set by 

the researchers. Hence, the study employed the descriptive survey model. The data 

obtained from the assessment of the questions were analyzed using the Many Facet 

Rasch Model (MFRM). According to the findings, of the 20 questions included in 

the exam, 5 (five) are in the category of “Remembering”, 12 (twelve) in the 

category of “Understanding”, 2 (two) in the category of “Analyzing” and 1 (one) 

in the category of “Evaluating.” Accordingly, the number of questions that measure 

higher-order thinking skills was lower than the number of lower-level questions. 

In addition, the study contained three facets: raters, tasks (items), and criteria. 

There were no differences among the raters (a Turkish Education Specialist, a 

Program Development Specialist, and a Testing and Assessment Specialist) in 

terms of severity and leniency: all the raters were in agreement. Finally, in this 

study, the questions met the criteria measuring the structural features, while they 

failed to meet the criteria measuring the quality and clarity. 

1. INTRODUCTION 

The new century requires raising individuals who are not passive receivers of information,( i.e., 

who do not only obtain information but also question it, translate information into different 

forms according to changing conditions, use information effectively, and develop higher-order 

thinking skills, such as creative thinking, critical thinking, and comparison). Hill (2016) defines 

higher-order thinking skills as the ability to transcend the information provided, adopt a critical 

stance, make evaluations, develop meta-cognitive awareness, and use problem-solving skills. 

For this reason, education systems aim to raise individuals equipped with the skills needed in 

the 21st century, starting from the preschool period. Raising individuals who can meet the 
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expectations of the era, keep up with current developments, have a sense of self-confidence, 

research, question, and realize themselves is what is expected from modern education systems 

(Anil, 2009). Language skills are an important tool in the acquisition of high-level mental skills. 

According to Gunes (2007), language is the most important tool for learning as well as 

developing mental skills. In Turkey, language skills consisting of reading, writing, speaking, 

and listening skills are acquired and developed by students in Turkish classes. Turkish lesson 

is not considered a course aiming to give information, but a process aimed at helping students 

to acquire and develop language skills (Kurudayioglu & Cetin, 2015; Karaduz, 2010; Gunes, 

2011). The four basic language skills targeted by the Turkish course are also a basis for other 

courses. In other words, students' success in Turkish classes in understanding, interpreting, 

criticizing, and evaluating what they read and making inferences is a prerequisite for success in 

other courses as well as for overall academic performance. As a matter of fact, according to Cer 

(2018), one of the most important responsibilities in developing higher-order thinking skills in 

children falls upon the shoulders of mother tongue programs. 

Constructivism-based curricula that have been implemented in Turkey since 2006 target not 

only basic language skills but also higher-order thinking skills. For example, Turkish Course 

Curriculum designed by the Republic of Turkey Ministry of National Education (2006) includes 

higher-order thinking skills such as critical thinking, creative thinking, problem-solving, and 

decision making. Also, in the revised Turkish Course Curriculum (2019), the structure and 

hierarchy of the learning objectives have been arranged in a way that contributes to the 

development of students’ high-level cognitive skills as well as basic language skills. The 

curriculum aims to help students develop skills such as researching, exploring, interpreting, and 

constructing knowledge as well as accessing information from printed materials and multimedia 

sources and organizing, questioning, using, and producing information. In addition, it is aimed 

to help students understand, evaluate, and question what they read from a critical perspective. 

All these skills are planned to be conveyed to students through the learning objectives specified 

in the curriculum. On the other hand, testing and assessment, which reveals whether the stated 

learning objectives are achieved by students, is carried out by teachers through classroom 

activities. In addition, the Ministry of National Education or Student Selection and Placement 

Center conducts testing and assessment on a national and local scale in order to place students 

in a higher education institution (Kardes-Birinci, 2014; Cepni, Ozsevgenc & Gokdere, 2003). 

Furthermore, to evaluate the Turkish education system according to international criteria, 

Turkey has participated in the Programme for International Student Assessment (PISA), a 

worldwide study by the Organisation for Economic Co-operation and Development (OECD).  

Recent years have witnessed developments in cognitive, psychometric, and technological tools, 

concepts and theories in the assessment of education (Mislevy, 2006). One of the developments 

in Turkey is the "Turkish Language Test for Four Skills." This test is held to measure students’ 

four basic language skills within the framework of the Turkey’s 2023 Education Vision. The 

pilot implementation of the test, which was held by the Ministry of National Education to 

measure students’ four language skills in an electronic environment and with a standard 

measurement tool, was carried out with the participation of 7th-grade students in 15 provinces. 

This test is important in that it was the first nation-wide practice to measure students’ basic 

language skills in the mother tongue in line with international standards (Republic of Turkey 

Ministry of National Education, 2020). 

Regardless of the level and content of education, measuring student learning throughout and at 

the end of the education process is a necessity (Buyukozturk, 2016). The main tools for 

educational measurement are tests and exams. They do not only measure students’ knowledge 

and skills related to a particular area (Buyukozturk, 2016) but also are indicators of whether 

learning objectives specified in a curriculum are achieved. Downing (2006) underlines twelve 
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steps for effective test development: overall plan, content definition, test specifications, item 

development, test design and assembly, test production, test administration, scoring 

examination responses, establishing passing scores, reporting examination results, item 

banking, and test technical report. These twelve steps provide a structured, systematic process 

for developing effective exams/tests of all kinds.  

The content definition is one of the most important steps of test development. When defining 

the content, a table of specifications is used. On the other hand, when developing a table of 

specifications, taxonomies are used. The taxonomies developed to be used in the educational 

field (Bloom 1956, Haladayna, 1997; Marzano & Kendall, 2007, etc.) are used not only to guide 

the development of curricula but also for the development of effective test questions suitable 

for learning outcomes and objectives. These learning taxonomies also provide standardization 

in education both at the national and international levels. 

Revised Bloom’s Taxonomy employed in this study is a revision of Bloom’s Taxonomy 

developed by Bloom et al. in 1956. It was published in 2001 by a group of testing and 

assessment specialists, cognitive psychologists, curriculum theorists, and instructional 

researchers chaired by Lorin W. Anderson, who was once a student of Bloom (Anderson et al., 

2001). Bloom’s original taxonomy identified six levels within the cognitive domain, from the 

simple recall or recognition of facts to increasingly more complex and abstract mental levels. 

These six levels are (1) knowledge, (2) comprehension, (3) application, (4) analysis, (5) 

synthesis (6) evaluation (Anderson, 2005). On the other hand, Revised Bloom’s Taxonomy 

contains two dimensions: knowledge dimension (factual knowledge, conceptual knowledge, 

procedural knowledge, and meta-cognitive knowledge) and cognitive process dimension 

(applying, analyzing, evaluating). Also, in the revised taxonomy, knowledge was renamed as 

“remembering,” comprehension as “understanding,” and synthesis as “creating” (Anderson, 

2005). Thus, the original taxonomy was revised and provided with a structure more appropriate 

for the new century. 

Exams/tests are administered through asking questions. The question at the center of learning 

is generally defined as a statement expressed to extract information from the learner (Hill, 

2016). Asking and answering questions means engaging in a mental process. According to 

Dillion (2006), “one turns to logic, philosophy, and linguistics for analyses of the nature of 

questions, their relation to answers, and their function in discourse, that is, for a theory of 

questions.” This indicates that questions are a complex but effective tool consisting of many 

skills. 

Asking and answering questions is one of the activities/methods frequently used in 

communication. Since Socrates (469 BC - 399 BC), Socratic method and questions (Noddings, 

2018) have been at the center of learning and teaching activities. Teachers ask questions for 

different purposes in their educational activities. According to Yildirim (2012), for example, 

questions are the most important tools to monitor student learning. The competence of teachers 

and students at this level has an important place in improving students’ comprehension of what 

they read. Gunes (2012) lists the objectives of questions in Turkish teaching as motivating 

students, increasing their comprehension levels, helping them develop language and mental 

skills, and effectively conducting and evaluating the learning and teaching process. Andre 

(1979) argues that questions may be used in at least four different situations to guide student 

learning: questions can be used in classroom recitation or discussion; they can be inserted in 

text or other instructional media; they can be used on examinations; finally, students can ask 

questions of themselves while studying. 

The nature of questions has a crucial impact on the progress/development of thought in the 

classroom. The questions asked by teachers not only define the framework of the lesson but 

also indicate teachers’ expectations from students (Wilen, 1991). In addition, the level of 
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questions also affects the quality of thinking skills. According to Andre (1979), level-of-

question refers to the nature of cognitive processing required to answer a question. A question 

may ask a learner to repeat or recognize some information exactly as it was presented in 

instruction. Such a question is typically referred as a knowledge, factual, or verbatim question. 

Factual questions are believed to involve less complex cognitive processing than questions 

requiring more than direct memory. Ates et al. (2016) stated that teachers tend to ask lower-

level questions, that students’ thinking levels are affected by the questions asked by teachers, 

and students do not usually ask questions at higher levels than those posed by their teachers. 

The authors also stated that teachers often use questions to measure and assess students’ 

comprehension levels, rather than to improve their comprehension skills or enable them to 

develop higher-order thinking skills.  

Also, Dillon (2006) argues that questions alone are insufficient to foster students' independent 

thinking and may limit their thinking abilities. To eliminate these limitations, the following 

methods are recommended: avoiding direct questions, confirming what is said, keeping silent 

(waiting). Shaunessy (2000) recommends that for students to develop creative, critical, and 

higher-order thinking skills, teachers should use divergent questions to provoke more questions 

and new inquiries rather than convergent questions that have one correct answer. 

Questions are considered as one of the basic tools of thinking and are often employed in Turkish 

classes for different purposes. A thorough review of the relevant literature has yielded a number 

of studies examining the questions asked by teachers in Turkish tests, the questions included in 

teacher’s books and workbooks, and the questions asked by teachers and students during 

Turkish classes. Kavruk and Cecen (2013), Cintas Yildiz (2015), Gufta and Zorbaz (2008) 

examined the test questions prepared by Turkish teachers, Bircan (2012), Yesilyurt (2012), and 

Aktas (2017) examined the test questions prepared by prospective teachers studying in the 

Turkish language teaching department, and Gocer (2016) examined the questions prepared by 

Turkish teachers enrolled in postgraduate education. Also, Cayhan and Akin (2015) examined 

the nation-wide TEOG (transition from primary to secondary education) test, and Demiral and 

Mensan (2017) compared the test questions developed by teachers with TEOG test questions 

and PISA test questions. 

Besides, many studies have examined the questions in Turkish workbooks and teacher’s books 

as well as reading comprehension questions included in student’s books. Gocer (2008), Cecen 

and Kurnaz (2015) examined the questions in the measurement and evaluation sections at the 

end of each theme, Ozdemir et al. (2007) and Bozkurt et al. (2015) examined the questions in 

workbooks, Eroglu and Kuzu (2014) examined the grammar questions in workbooks, Onalan 

and Zengin (2015), Sarar-Kuzu (2013), and Celikturk-Sezgin and Gedikoglu-Ozilhan (2019) 

examined reading comprehension questions, and Durukan (2009) examined the questions in 

teacher’s books. All these studies examined the test questions developed by Turkish teachers, 

the questions in Turkish textbooks, the questions in workbooks, reading comprehension 

questions, and the questions in teacher’s books according to Bloom’s Taxonomy or the Revised 

Bloom’s Taxonomy and revealed that the examined questions do not address high-level mental 

skills, which is an important common finding.  

1.1. Many Facet Rasch Model 

The main problem of the study was answered by using the Many Facet Rasch Model (MFRM). 

The Rasch Model, which is a two-facet model based on Item Response Theory (IRT), is used 

in measurement situations where the Rasch Model is affected by different variability sources 

(raters, different measurement situations, etc.) other than individual and item facets. MFRM is 

a measurement model that can overcome the limitations of Classical Test Theory (CTT) 

(Anshel et al., 2009; Kim et al., 2012; Govindasamy et al., 2019; Uto, 2020 ). In the MFRM, 

predictions for each facet (individual, item, rater, situation, etc.) can be made independent of 
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other variability sources (Engelhard, 1994). For example; item parameters can be estimated 

independently of the severity/generosity levels of raters or other sources of variability that may 

affect the measurement results. In CTT, the ability levels of individuals in a test are estimated 

by the sum of their scores from test items. It is assumed that the difficulty levels of each item 

in the test (or the likelihood of participating in an item or not) are equal and / or their 

contribution to the total score is the same. However, if each item has a different contribution in 

the measured property, accepting the contribution of each item as equal in the total score causes 

biased results and the statistics based on this acceptance contain errors (Brinthaupt & Kang, 

2012). Based on the results obtained from raw scores in CTT, individuals can only be ranked 

according to their ability levels and these scores obtained in the ranking scale cannot be 

collected. However, the mathematical model on which MFRM is based overcomes this 

limitation and by taking the natural logarithm of the raw data (log-odds), the measurement 

results are converted to the interval scale (logit) level. In addition to these, compliance statistics 

(INFIT and OUTFIT) can be determined for each variability source with a single analysis in 

MFRM. In addition, parameter estimates for each facet can be interpreted together on a common 

ruler (logit scale) (Linacre, 1989). Relative places of facets can be examined in this ruler with 

a common metric. Thus, for example; By observing the distribution of items, it can be 

determined at what level the item was absent / missing and at what level there were many items 

throughout the skill level (Brinthaupt & Kang, 2012). In addition, MFRM also provides 

descriptive information about other facets (eg raters) in the study. For example, in a 

measurement case involving more than one rater, one rater scoring more generous than the 

others; This "unexpected scoring situation" can be determined where all other raters give a high 

score and this rater gives a lower score (Linacre, 1989). When examined in the light of all this 

information, it was thought that MFRM was a suitable method for this study where 3 different 

raters evaluated based on 20 different criteria. 

1.2. Purpose of the Study 

In 2017, the “Monitoring, Research and Development Project of Measurement and Evaluation 

Practices” was launched by the Ministry of Education in our country. In the annual report 

prepared, the main objectives of this project are stated as follows; 

• Improving the measurement and evaluation capacities of the provinces, 

• Revealing the acquisition levels of the students and teachers in a way to give feedback, 

• Ensuring that teachers perform more qualified exams by using the Question Bank software 

to be created at the end of the project, 

• Improving the capacity of conducting joint exams across the province. 

Within the scope of the project, measurement and evaluation centers have been established in 

81 provinces and common exams have been started in most of these centers and these exams 

are still ongoing. Besides, these exams expand their content in terms of grade level and lesson 

each year. In this study, conducted in this regard, it was aimed to examine and assess the 

questions included in the province-wide “Turkish Common Exam” for sixth graders held in the 

first semester of 2018 by the Sakarya measurement and evaluation center. To this end, the test 

questions were examined by three specialists with expertise in different fields in terms of 

structure, content, and taxonomic values, and the obtained results were evaluated. The study is 

considered to be important in terms of revealing the structural features of province-wide 

common examinations and providing suggestions for implementation in line with the opinions 

of the specialists. On the other hand, it is important in terms of bringing a critical perspective 

to the exams and revealing the points that should be considered in the exams held in all 

measurement and evaluation centers throughout the country through the Sakarya Sample. 

2. METHOD 
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This study examined the questions included in the province-wide “Turkish Common Exam” for 

sixth graders held in the first semester of 2018 by the Sakarya Provincial Directorate of National 

Education- Testing and Assessment Services Unit. The test questions were then rated by raters 

with expertise in different fields according to the criteria set by the researchers. Hence, the study 

employed the descriptive survey model (Karasar, 1998).  

2.1. Study Group  

The study group consists of a team of three raters (a Turkish Education Specialist, a Program 

Development Specialist, and a Measurement and Evaluation Specialist). Researchers came 

together to deal with the questions structurally. Then, they determined the structural criteria that 

should be included in a question in the context of curriculum development dimensions, 

assessment and evaluation dimensions and Turkish education program objectives in the light of 

the relevant literature. As a result of the decision of the researchers and the relevant literature 

review, 20 criteria have emerged. Each question addressed in the context of these 20 criteria 

was evaluated separately by the researchers. The researchers independently examined the 20 

test questions included in the common exam using the 20-criteria assessment form developed 

by the researchers.  

2.2. Data Collection Tools 

In the research, firstly, literature review was conducted on the stages of test development and a 

list of criteria obtained from the related sources (Downing, 2006; Garden & Orpwood, 1996; 

Lane et al., 2015; Ozcelik, 2009; Webb, 2007) was developed. The list was examined by the 

specialists, who added additional criteria suitable for the purpose of the study, and a form for 

assessing test questions was finally created. The form was then examined by the testing and 

assessment specialist in terms of its scope and by a grammar specialist in terms of grammar. 

The form was edited and finalized according to the opinions of the specialists. 

As a result of examinations and editions in terms of scope and grammar, a form consisting of 

20 items was obtained. The first part of the form consists of 2 items (to find out whether the 

test questions are positively or negatively worded and to what step in Revised Bloom’s 

Taxonomy the test questions correspond), aiming to describe the descriptive features of the test 

question. The second part contains 18 3-point Likert type items. Rating in the second part is as 

follows: 1= no, 2=partially, and 3=yes.The data collection tool used in the study is included in 

the appendix. 

2.3. Data Analysis 

The data obtained from the assessment of the questions were analyzed using the Many-Facet 

Rasch Model (MFRM). MFRM has a conceptual framework similar to regression analysis 

(Eckes, 2011), and with this analysis method, groups, raters, and items are categorized in a 

reliable manner (Basturk, 2009). In this model, when estimating an individual’s ability or levels 

of items, other variables that may affect the results are taken into account; thus, more objective 

results are obtained (Stenner, 1990). 

In the present study, three raters examined and rated the 20 multiple choise questions included 

in the common exam using an assessment form developed by the researchers. With MFRM 

analysis, the appropriateness of the questions, the consistency of the raters in rating, and the 

reliability of the examination criteria were tried to be determined. The study contained three 

facets: raters, tasks (items), and criteria. Mathematical formula for MFRM which is used for 

the study is: 

ln[Pnijk / Pnijk-1] = Ej (Bn – Di – Cj – Fk)                                         (1) 

In Equation (1); 
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Pnijk; probability of all items being awarded, 

Ej : a slope for the item characteristic curve associated with rater j. 

Bn : the items trait level,  

Di : difficulty level of the item,  

Cj : raters attitude:  

Fk : difficulty of observing k’th category (Myford & Wolfe, 2004) 

MFRM analyses were performed using the FACETS computer program developed by Linacre 

(2007). 

3. RESULT / FINDINGS  

Test questions were first examined in terms of expressing the item root as positive or negative 

form. Table 1 presents the findings. 

Table 1. Whether the test questions are positively or negatively worded. 

Question 

No 

Positive / 

Negative 

Question 

No 

Positive / 

Negative 

Question 

No 

Positive / 

Negative 

Question 

No 

Positive/

Negative 

1 Negative 6 Positive 11 Positive 16 Positive 

2 Positive 7 Positive 12 Positive 17 Positive 

3 Negative 8 Positive 13 Positive 18 Positive 

4 Positive 9 Positive 14 Positive 19 Positive 

5 Negative 10 Negative 15 Positive 20 Positive 

 

As can be inferred from Table 1, of the 20 questions included in the common exam, 4 are 

negatively while 16 are positively worded questions. Among the many suggestions given to 

question authors to write multiple choice questions, the most common one is to avoid negatively 

worded questions (Chiavaroli, 2017). In terms of frequency of citation, one review of 

educational textbooks noted that 31 of the 35 authors specifically advise against negatively-

worded multiple choise questions (Haladyna & Downing, 1989a, 1989b) When we look at the 

studies in the literature, the main reason for avoiding negative questions is the lowering of the 

validity of the test (Haladyna & Downing, 1989b; Case & Swanson, 2002). Researchers point 

to an increased risk of emerging associated technical defects, such as heterogeneous options or 

low cognitive levels that are seen to be encouraged by negatively worded questions (Chiavaroli, 

2017). For this reason, it is desirable to write multiple-choice items as positive questions. In 

this context, negatively worded questions were examined. It was realized that these questions 

could also have been written as positively worded. For example, the first question (Which of 

the following statements cannot be inferred from the graph?) seeks to measure students’ ability 

to read graphs. This question, which covers the learning objective of “interprets the information 

presented in graphs, tables, and charts”, could, in fact, be asked as a positively worded question. 

The test questions were also examined in terms of cognitive steps. For this, the raters examined 

the questions and decided to what step in Revised Bloom’s Taxonomy the questions 

correspond. Table 2 presents the findings. 

Table 2. Distribution of the Test Questions by the Revised Bloom's Taxonomy. 

 Remembering Understanding Applying Analyzing Evaluating Creating 

Items 4-8-18-19-20 1-2-5-6-7-9-11-

12-13-15-16-17 

        -       3-10          14          - 
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As can be inferred from Table 2, of the 20 questions included in the common exam, 5 

correspond to “Remembering” step, 12 correspond to “Understanding” step, 2 correspond to 

“Analyzing” step, and 1 corresponds to “Evaluating” step. Hence, we can conclude that 85% of 

the questions correspond to “remembering” and “understanding” steps and that there is an 

insufficient number of questions for higher-order thinking skills. 

The ratings of the raters based on the 18 criteria included in the second part of the assessment 

form were analyzed by MFRM, and the resulting variable map provided by FACETS (citation) 

software is given in Figure 1. 

Figure 1. Variable Map. 

 

The logit table in Figure 1 consists of five columns. The first column (Mease)contains the logit, 

the unit of measurement of the Rasch model. The rater, task (item), and criteria facets are 

interpreted at this unit level. The second column (Rater) contains the ratings of the raters. When 

interpreting the rater column, the rater with the highest ratings is considered the severest rater, 

while the rater with the lowest ratings is considered the most lenient rater. Accordingly, the 

severest rater was the Turkish Education Specialist (at 1.00 logit) and the most lenient raterwas 

the Program Development Specialist (at .70 logit). The third column lists the items according 

to the extent to which they meet the specified criteria. Accordingly, item 17 was the item that 

most met the criteria (at 1.05 logit), and item 5 was the item that least met the criteria (at -0.97 

logit). The fourth column lists the criteria according to the extent to which they are met. 

Accordingly, the 11th criterion (The question does not contain clues for other questions) and 
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the 12th criterion (The answer to the question is not given in other questions) were the criteria 

most met by the test questions (at 2.61 logit), whereas the 10th criterion (The question is for 

higher-order thinking skills) is the criterion least met by the test questions (at -1.72 logit).  

With the logit table, the three facets in the study are interpreted over a linear metric. In addition, 

detailed measurement reports were obtained for each facet by MFRM analysis. Table 3 presents 

the measurement results for the rater facet. 

Table 3. Measurement Results for the Rater Facet. 

Raters Measure Standard Error Infit Outfit 

R3 1.00 0.08 1.08 1.09 

R2 .94 0.08 .95 .87 

R1 .70 0.08 1.00 1.04 

Mean .88 0.08 1.01 1.00 

Standard Deviation 0.16 0.00 .07 .12 

Reliability= .75     Separation index = 1.27   Chi-square = 8.0    sd = 2           p = .02 

 

According to the measurement results given in Table 3, Rater 3 was the severest rater while 

Rater 1 was the most lenient rater, but there is no big difference between their logit values. The 

fit statistics show the degree of fit between the model and the data, and a value of 1.00 is 

considered a perfect fit (Hetherman, 2004). According to Wright and Linacre (1994), the 

acceptable range of infit and outfit values is between “0.5 and 1.5”. The fact that the values are 

in this range indicates that the raters’ ratings fit in with the model, in other words, none of the 

raters disrupted the model-data fit. Since the infit values are between 1.08 and .95 and outfit 

values between 1.09 and .87, it can be said that the model-data fit was achieved and that no 

rater disrupted the fit. Also, the raters’ reliability index was calculated as .75. The reliability 

value refers to the difference in the raters’ ratings and, like the Cronbach alpha reliability value, 

it ranges between 0 and 1 and is interpreted in a similar way. In addition, the separation index, 

which refers to the level of difference between the raters’ ratings, is 1.27. Low separation 

indices indicate that the raters’ ratings are consistent and that there is no big difference between 

the ratings. Thus, considering these two values, we can say that the severity and leniency of the 

raters were similar. The chi-square (chi-square = 8.0 p <.05) of this difference shows that the 

difference between the raters is statistically significant. When the logit table in Figure 1 is 

examined, it is seen that the least spread is among the raters. 

Table 4 presents the measurement results the task facet. As can be inferred from Table 4, item 

17 was the item that most met the criteria, in other words, it was found to be the most 

satisfactory item by the raters, whereas item 5 was the item that least met the criteria. The infit 

values of the items ranged between .63 and 1.34, and the outfit values ranged between .52 and 

1.34. This indicates that the infit and outfit values of all the items are in an acceptable range. 

The average statistical value of the infit and outfit values was found to be 1.00. Accordingly, 

the average of the fit statistics in the item measurement being equal to 1 indicates that the model-

data fit is perfect. The reliability and separation indices of the items were found to be .85 and 

2.30, respectively. These values show that the items could be adequately separated in terms of 

the criteria. 
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Table 4. Measurement Results for the Task Facet. 

Items Measure Standard Error Infit Outfit 

I17 1.05 .28 1.10 1.07 

I3 .77 .25 .97 .83 

I18 .71 .24 .85 1.30 

I19 .45 .22 .79 .65 

I9 .40 .22 .88 .67 

I15 .35 .22 .84 1.10 

I20 .30 .21 1.29 1.04 

I2 .09 .20 .92 .76 

I4 .01 .20 .94 .78 

I10 .01 .20 1.25 1.06 

I6 -.03 .20 1.34 1.22 

I11 -.03 .20 .96 .82 

I16 -.11 .19 .63 .52 

I12 -.26 .19 1.02 .93 

I8 -.29 .19 1.03 .91 

I1 -.36 .19 .94 .81 

I7 -.65 .19 1.11 1.14 

I14 -.65 .19 .95 .80 

I13 -.79 .19 1.05 .93 

I5 -.97 .19 1.20 .66 

Mean 0.00 .21 1.00 1.00 

Stn. Dev. .54 .02 018 .44 

Reliability= .85             Separation index = 2.30          Chi-square = 115.9       sd = 19      p = .00 

 

Table 5 presents the measurement results for the criterion facet. As can be inferred from Table 

5, the 11th criterion (The question does not contain clues for other questions) and the 12th 

criterion (The answer to the question is not given in other questions) were the criteria most met 

by the test questions, whereas the 10th criterion (The question is for higher-order thinking 

skills) was the criterion least met by the test questions. The infit values of the criteria ranged 

between .57 and 1.42, and the outfit values ranged between .60 and 1.35. Considering that the 

optimal range for fit statistics is between 0.5 and 1.5, all criteria contributed to a perfect model-

data fit. The reliability and separation indices of the criteria were found to be .93 and 3.64, 

respectively. Accordingly, the criteria functioned reliably to separate the items according to the 

extent to which they met the criteria. In addition, the significant chi-square value (chi-square = 

189.9, p <0.05) shows that there is a statistically significant difference between the difficulty 

levels of the criteria. 

 

 

 

 

 

 

 



Int. J. Assess. Tools Educ., Vol. 8, No. 3, (2021) pp. 649–666 

 659 

Table 5. Measurement Results for the Criterion Facet. 

Criteria Measure Standard Error Infit Outfit 

C11 2.61 .69 1.42 .87 

C12 2.61 .69 1.42 .87 

C14 1.02 .29 1.25 1.35 

C5 .66 .25 .94 1.07 

C16 .35 .21 .91 .81 

C1 .14 .20 .93 1.03 

C15 -.15 .18 1.25 1.19 

C2 -.21 .18 1.03 1.11 

C13 -.21 .18 1.18 1.07 

C9 -.34 .17 .86 .84 

C8 -.43 .17 1.24 1.19 

C3 -.52 .17 .98 1.03 

C4 -.57 .17 1.24 1.34 

C7 -.57 .17 .75 .73 

C18 -.63 .17 1.14 1.10 

C6 -.74 .17 .96 .92 

C17 -1.30 .17 .84 .88 

C10 -1.72 .19 .57 .60 

Mean 0.00 .25 1.09 1.00 

Stn. Dev. 1.11 .16 .32 .20 

       Reliability= .93     Separation Index = 3.64    Chi-square = 189,9   sd = 17      p = .00 

 

Table 6. Measurement Results for the Rating Scale Facet. 

Criterion 

Ratings 

Frequency % Cumulative % Average 

Measurement 

Expected 

Measurement 

Outfit 

1 226 21 21 -.04 -.11 1.3 

2 236 22 43 .30 .44 .5 

3 618 57 100 1.44 1.41 .9 

 

Table 6 presents the measurement results for the scale facet (1=no, 2=partially, 3=yes). As can 

be inferred from Table 6, of all the ratings, 21.2% are 1 (no), 22% are 2 (partially), and 57% 

are 3 (yes). Accordingly, as the ratings increased (from 1 to 3), their usage rates also increased. 

The frequency of the ratings at a value of at least 10 indicates that the ratings functioned 

adequately and have a balanced distribution (Engelhard, 1994). Accordingly, considering the 

obtained frequency, we can say that the rating data are at the desired level. The outfit values of 

the criterion rating range between .5 and 1.3, which indicates that the rating fits the model. 

4. DISCUSSION and CONCLUSION 

In this study, 20 multiple-choice questions in the 6th grade Turkish course common exam 

conducted throughout the province by the Directorate of National Education Directorate of 

Assessment and Examination Services were examined by three different field experts through 

a form consisting of 20 criteria. 

Our findings show that of the 20 questions included in the exam, 4 are negatively while 16 are 

positively worded questions. Using negative questions in a test affects the test reliability; 
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therefore, it is necessary to avoid negative questions. Negative expressions such as “not,” 

“except” decrease the comprehensibility of the question, increasing the probability of the 

student making mistakes due to lack of attention. In addition, it takes more time for the student 

to answer such items (McMillan, 2013). Therefore, in common exams seeking to measure 

students’ language skills, to achieve accurate measurement results and to exclude other 

variables like “attention” from the test results, it is recommended to avoid negative questions. 

It was also investigated that, the questions examined in the study correspond to which step in 

the "Revised Bloom Taxonomy". Of the 20 questions, 5 corresponded to “Remembering” step, 

12 corresponded to “Understanding” step, 2 corresponded to “Analyzing” step, and 1 

corresponded to “Evaluating” step. Accordingly, the number of questions that measure higher-

order thinking skills was lower than the number of lower-level questions. Studies in the relevant 

literature have also reported similar findings. In the study conducted by Kavruk and Cecen 

(2013), the questions in the 6th, 7th, and 8th-grade tests developed by 38 Turkish teachers were 

examined according to Bloom’s Taxonomy. As a result of the assessment, it was observed that 

most of the questions were at the level of knowledge, comprehension, and application that 

measure lower-level skills. In a similar study conducted by Cintas Yildiz (2015), the questions 

in the 5th, 6th, and 7th-grade tests were analyzed according to the Revised Bloom’s Taxonomy, 

and most of the questions were found to be at conceptual knowledge step of the knowledge 

dimension and at the understanding step of the cognitive process dimension. In addition, studies 

conducted with taxonomies other than Bloom’s Taxonomy reported similar results. Kocaarslan 

and Yamac (2018) examined reading comprehension questions in tests developed by Turkish 

teachers according to the reading comprehension taxonomy developed by Day and Park (2005) 

and stated that the questions were mainly for literal comprehension. The authors also found that 

only a few questions triggered learners’ reorganization, prediction, and personal response skills 

while none aimed to assess inference and evaluation skills. Similarly, Ates (2011) found that 

teachers most frequently employ the strategy of asking questions and that they do not ask many 

questions to trigger students’ higher-order thinking processes. This shows that teachers’ 

questioning skills remain unchanged and continue in a traditional way, even as time progresses.  

Lower-level questions that require memorization and conveying existing knowledge instead of 

generating new knowledge may be beneficial for the learning of disadvantaged children but 

does not contribute much to the development of normal and gifted children. In contrast, higher-

level questions that require students to use higher-order thinking skills contribute to normal and 

gifted students in terms of cognitive development (Gall, 1984 as cited in Topcu, 2017). 

According to Akyol et al. (2013), the success (or failure) of Turkish students at questions 

requiring higher-order thinking skills (such as critical thinking) in international tests such as 

PIRLS, PISA, and TIMSS may be related to the level of questions they encounter in the teaching 

process and written materials. Higher-order thinking requires students to go beyond simple 

recall of facts and manipulate information and ideas. When teachers ask higher-level questions, 

they may initially see that students have difficulty in answering the questions or that they give 

answers consisting of only a few words. Therefore, the teacher should model for his/her students 

how to give a higher-level answer. Though it may take some time to train students to give 

higher-level answers, it will definitely produce positive outcomes (Peterson & Taylor, 2012). 

In fact, the Turkish Course Curriculum (Republic of Turkey Ministry of National Education, 

2019) underlines the importance of developing tests and exams that contain various types of 

items that trigger students’ higher-order thinking processes such as making inferences, critical 

thinking, analysis, visual reading, reasoning, and spatial skills.  

The 18 criteria in the assessment form were analyzed by MFRM. The study contained three 

facets: raters, items, and criteria. There were no differences among the raters (a Turkish 

Education Specialist, a Program Development Specialist, and a Testing and Assessment 
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Specialist) in terms of severity and leniency: all the raters were in agreement. Commissions to 

develop common exams to be conducted through the central examination system should include 

specialists in different fields: a specialist in the lesson content, a program development 

specialist, and a testing and assessment specialist. The common exam assessed in this study 

was developed by a commission of Turkish teachers working in the Sakarya Provincial 

Directorate of National Education- Testing and Assessment Services Unit. The commission 

does not include a program development specialist or a testing and assessment specialist. 

However, the commissions to develop such province-wide common exams that will affect many 

students should include specialists with expertise in different fields. In addition, in-service 

training on testing and assessment approaches and tools and developing new types of questions 

should be given to the teachers in such commissions. As a matter of fact, Maden (2011) stated 

that Turkish teachers found complex the testing and assessment tools and methods in the 2006 

Turkish Course Curriculum, and Erdogan (2017) stated that teachers do not make enough effort 

to improve their questioning skills. As a result, rather than creating their own questions or tasks 

to use in tests, teachers use readily available questions included in printed or online resources. 

In fact, we realized that some of the test questions included in the common exam were taken 

from other resources. 

Considering all the criteria in the assessment form used in the study, of the 20 items, only 8 are 

in the range of 0 and 1 logit, 2 are at 0 logit, and 10 at a negative logit. This indicates that the 

questions failed to meet the criteria sufficiently. Also, it was observed that the criteria 

measuring the structural features of the questions were met while the criteria measuring the 

quality and comprehensibility of the questions were not met. This shows that though the exam 

development commission paid attention to the structural features of the test questions, they 

failed to attach sufficient importance to the quality of test questions. In other words, they took 

care to include multiple-choice items that seek to measure the learning objectives specified in 

the curriculum but failed to meet the criteria set for the quality of test questions. 

Furthermore, the exam failed to measure the four basic language skills in the mother tongue: 

though the exam contained questions measuring students’ grammatical knowledge and reading 

comprehension skills, there were no questions to assess students’ listening, speaking, or writing 

skills. Turkish classes are aimed at helping students develop all four basic language skills. For 

this reason, and in order to develop tests measuring students’ four basic language skills, the 

“Turkish Language Test for Four Skills” developed by Republic of Turkey Ministry of National 

Education (2020) should be examined thoroughly by teachers. 

Overall, the study concludes that the questions included in the common exam was appropriate 

for the learning objectives specified in the Turkish Course Curriculum (Republic of Turkey 

Ministry of National Education, 2019) but failed to address higher-order thinking skills. 

Therefore, we recommend that exam development commissions to develop province-wide 

common exams that will affect many students should include specialists with expertise in 

different fields. 

In this study, an exam for the Turkish course prepared and administered by the Sakarya 

Provincial Directorate of National Education- Measurement and Evaluation Center- is 

examined. In the future researches, it is recommended to examine the exams held in different 

provinces for both Turkish and different courses, compare the results obtained and thus 

determine the situation across the country. 
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Abstract: The aim of this study is to adapt the Statistics Anxiety Scale (SAS) 

developed by Vigil-Colet et al. (2008) to Turkish. This study is expected to fill an 

important gap in the literature since no valid and reliable specific statistics anxiety 

scale developed or adapted in Turkish for undergraduate students in the literature 

is available. The sample consists of a total of 439 university students, 258 women 

and 181 men, studying at Düzce University. The construct validity of the Turkish 

form of SAS was examined by EFA and DFA. Also, for the criterion validity, a 

different statistics anxiety scale whose validity and reliability tested was used. As 

a result of EFA, a three-dimensional structure was obtained as in the structure of 

the original scale. According to the CFA results, which is the second analysis for 

construct validity, all fit index results of the model were at an acceptable level. 

Thus, the CFA results supported the three-factor structure obtained from EFA 

findings. As a result of the reliability analysis, the Cronbach's Alpha internal 

coefficients of the SAS and its subscales and, the Guttman and Spearman-Brown 

internal consistency coefficients of Split-Half Reliability methods were quite high 

and above the limit of 0.70. For item discrimination, items have good 

discrimination by obtaining all values above 0.30 lower limit in the results. When 

the results of the study are evaluated as a whole, the SAS form adapted to Turkish 

can be used as a guiding scale to measure the statistics anxiety of undergraduate 

students. 

1. INTRODUCTION 

Statistics is a discipline that is very important today as it was in the past. Although there are 

many reasons for this, some of them are its being a necessary tool for scientific research (Neşe 

et al., 2019), used for logical inference, critical thinking and right decision (Joe, 2005; Chew, 

2016), and to promote in technology and knowledge. Along with these, Basic statistics 

information is used for many situations in daily life including forecasting weather and growth, 

crime and unemployment rates, the spread of a disease, keeping various reports as political 

elections, etc. (Chew, 2016; Paul et al., 2018). The use of statistics techniques especially in big 

data, data science and various artificial intelligence techniques, which are important 

components of artificial intelligence, increases the importance of statistics. However, many 

people are not statistically literate and lack the ability to perform statistics evaluation (Utts, 
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2003; Earp, 2007). In addition, it is stated in various studies that Statistics plays an important 

role in students' academic careers (Young & Nelson (1994); Parker et al., 1999; Collins & 

Onwuegbuzie, 2007; Neşe et al., 2019). For these reasons, statistics course is both very 

important and it is offered as a compulsory course in many programs of universities in both 

social sciences and natural sciences. For example, all the business program, one of the social 

sciences fields, at the graduate level is required to take at least one statistics course in Turkey. 

Similarly, research methods course includes a substantial proportion of statistics is offered 

among compulsory courses in almost all programs at the undergraduate and graduate education 

in Turkey. In addition, measurement and evaluation in education courses, which include a 

certain level of statistics and are included in all programs in education faculties, are among the 

compulsory courses. The important role of statistics and statistics related subjects in the 

curriculum in Turkey as it is visible in the curricula of other countries. For example, Stoloff et 

al. (2009) states that taking at least one statistics course is mandatory in 98% of psychology 

programs, which is one of the social sciences programs, in the USA Chew (2016), while this 

rate is 100% in Singapore and Australia.  

Although statistics is a compulsory course in many undergraduate programs, due to its 

quantitative and mathematical based structure, it can create a risky perception and cause anxiety 

in the minds of students who do not have a numerical background (e.g. social sciences). Even, 

statistics and statistics-based courses are positioned as a negative situation by graduate students 

(Collins & Onwuegbuzie, 2007). For this reason, students may exhibit academic procrastination 

behavior, which can be defined as delaying preparation to an exam, doing homework and other 

academic obligations for various reasons (Roberts & Bilderbeck, 1980). Moreover, being a 

known fact that personal characteristics play a role in the academic performance of students, 

this situation is supported in many studies (Furnham & Chamorro-Premuzic, 2004; Vigil-Colet, 

2008; Zhou, 2015; Hazrati-Viari et al.; Sarı et al., 2017). Anxiety, one of the personal 

characteristics, is a forward-looking mood and is defined as an emotional state associated with 

preparedness for possible upcoming negative events (Spielberger, 1983; Barlow, 2002). 

Although it is stated that moderate anxiety has a positive effect on the individual (Donnelly, 

2009), high levels of anxiety can negatively affect the social, work, psychological, family and 

educational life of the individual (Zahrakar, 2008). High level of anxiety in education life may 

occur more especially in some lessons. Since statistics, which is one of these courses, creates 

anxiety for many students, it is specifically addressed in the literature and is called "statistics 

anxiety".  

Statistics anxiety is a type of situational anxiety and is defined as an emotion that occurs when 

faced with statistics in any form or time (when a statistics lesson is taken, a statistics analysis 

or interpretation is required, etc.) (Zeidner, 1991; Onwuegbuzie et al., 1997). This situation 

prevents learning and negatively affects academic performance as well as creates various 

psychological problems (Onwuegbuzie & Daley, 1999). Such problems caused by statistics 

anxiety attracted the attention of researchers and led to the development of various scales to 

measure statistics anxiety. However, it is stated that some scales developed for statistics anxiety 

contain items related to attitude towards statistics lesson (For example, STARS) and some of 

them include items related to mathematics anxiety (For example, Zanakis & Valenzi, 1997), 

and it is emphasized that the distinction between them should be made (Nasser, 2004; Grajzel, 

2019). Unlike statistics anxiety, attitude towards statistics is a multidimensional phenomenon 

that shows students' learned tendencies to respond positively or negatively to statistics 

(Emmioğlu & Çapa -Aydın, 2012), while mathematics anxiety is generally a negative emotional 

reaction to mathematics and defined as a state of tension and discomfort caused by problems 

(Hembree, 1990). Although it was mostly associated with mathematics anxiety in the past (For 

example, Zanakis & Valenzi, 1997) and the statistics anxiety scale was first developed based 

on mathematics anxiety (Pretorius & Norman, 1992), these three concepts, which are clearly 
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seen to have different meanings by definition, should be distinguished from each other to 

measure them correctly. Apart from that, Vigil-Colet et al. (2008) stated that to reveal the 

relationship between academic performance and anxiety more clearly, a specific anxiety scale 

should be used for the variable aimed to be measured. Supporting this, the work of Rindermann 

and Neubauer (2001) and Ferrando et al. (1999) found that test anxiety scale is more related to 

academic performance than a general anxiety scale.  

When the literature on statistics anxiety is examined, it is seen that the literature focuses on the 

relationship between statistics anxiety and academic performance. Accordingly, statistics 

anxiety can damage students' thinking abilities, thus causing a decrease in learning and 

academic performance. To put it more clearly, it has been revealed by various researchers that 

statistics anxiety causes psychological problems such as depression and panic as well as various 

physical problems such as muscle pain and headache (Onwuegbuzie et al., 1997), decreases 

focus (Chiesi, Prime, & Marquez, 2011), and causes distraction. (Fitzgerald, Jurs, & Hudson, 

1996). It has been found as a result of various studies that such problems caused by statistics 

anxiety specifically affect statistics success negatively (Hanna & Dempster, 2009) and cause 

low academic success (Baloglu, 2001; Gal & Ginsburg, 1994; Fitzgerald, Jurs, & Hudson, 

1996). In some other studies, statistics anxiety was found to have an indirect negative effect on 

performance (Chiesi, Prime, & Marquez, 2011). In addition, another negative situation created 

by statistics anxiety is that it causes academic procrastination. As a matter of fact, a student 

who took the statistics course for the first time and failed or passed the statistics course with 

difficulty may prefer academic procrastination in order not to face statistics again. Supporting 

this, Alexander and Onwuegbuzie (2007) and Vahedi et al. (2012) found that students displayed 

the behavior of delaying writing the statistics term report, studying for the exam and performing 

weekly homework. 

The second focus of the literature is on the relationship between statistics anxiety and attitude 

towards statistics, and the relationship between statistics anxiety and mathematics anxiety. 

Accordingly, many researchers argue that there is a negative relationship between Statistics 

Anxiety and attitude towards statistics lesson (Chiesi et al., 2011; Mji & Onwuegbuzie, 2004; 

Watson et al., 2003; Zanakis & Valenzi, 1997). Accordingly, Chiese and Primi (2010) 

concluded and pointed out a two-way relationship that high statistics anxiety reduced attitude 

towards statistics, and low attitude towards statistics resulted in high statistics anxiety. When 

examining the studies on the relationship between statistics anxiety and mathematics anxiety, 

it was found that students who mostly have a poor mathematics background or take a limited 

number of mathematics lessons have higher statistics anxiety compared to other students 

(Baloğlu & Zelhart, 2004; Zeidner, 1991; Primi & Chiesi, 2018) . On the other hand, there are 

some studies that have been found to have high statistics anxiety, although mathematics anxiety 

is low (For example, Onwuegbuzie et al., 1997). However, a few such results in the literature 

do not cast doubt on the positive correlation between mathematics anxiety and statistics anxiety, 

which is generally accepted and proved by many studies. 

Another focus of the literature is the relationship between statistics anxiety and socio-

demographic characteristics. In this direction, the relationship of statistics anxiety with the 

following demographic characteristics was particularly emphasized; gender, age, mathematics 

background, social class, ethnicity, personality type, reading ability (Onwuegbuzie & Wilson, 

2003; Collins & Onwnegbuzie 2007). One of the most studied socio-demographic features in 

relation to statistics anxiety is gender. Benson and Bandalos (1989) found that girls have a 

higher level of statistics anxiety than boys. However, in a similar study, although statistics 

anxiety of girls was higher than boys, no difference was found between these two groups in 

terms of statistics success (Bradley & Wygant, 1998). There are also a bunch studies examining 

the relationship between statistics anxiety and mathematics background, one of the socio-
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demographic characteristics. Accordingly, Malik (2015), Becker and Bzhetai (2018) and 

Grajzel (2019) found that a strong mathematics background has a decreasing effect on statistics 

anxiety, and in the opposite case, it has an increasing effect. However, there are a few studies 

that conclude that there is no relationship between mathematics background and statistics 

anxiety (For example, Sutarso, 1992). 

In the past, statistics anxiety, which was mostly associated with mathematics anxiety and 

measured within that framework, resulted in the development of scales named directly with the 

statistics anxiety scale over time. For this purpose, the first scale included in the literature under 

the name of statistics anxiety is Statistics Anxiety Rating Scale (STARS), developed by Cruise 

et al. (1985). Afterwards, it can be listed as Statistics Anxiety Inventory developed by Zeidner 

(1991), Statistics Anxiety Scale developed by Köklü (1996), Statistics Anxiety Measure 

developed by (Earp, 2007), Statistics Anxiety Scale (SAS) developed by Vigil-Colet et al. 

(2008), and Statistics Anxiety Scale developed by Faber et al. (2018). Although STARS is the 

most widely used Statistics Anxiety Scale whose psychometric properties have been studied 

various studies as Baloğlu (2002), Hanna et al. (2008), Chew et al. (2018), this scale has been 

criticized for having different structures other than anxiety (attitude towards statistics) and 

being quite long (Vigil-Colet et al., 2008; Chew & Dillon, 2014; Grajzel, 2019). Therefore, 

Vigil-Colet et al. (2008) developed a shorter scale and specifically measuring statistics anxiety 

whose sub-dimensions taken from the STARS.  

In addition, until recently, there were no other scales other than the scale developed by Köklü 

(1996), which was developed in Turkish directly to measure statistical anxiety. However, it has 

been determined that the scale developed by Köklü (1996) is neither in the archive of the journal 

in which the study was published nor in Google Scholar etc. databases. On the other hand, as a 

result of the literature review conducted within the scope of this study and as stated by Güler et 

al. (2019), although there are Turkish studies (for example Baloğlu & Zelhart, 2004) using 

STARS, no studies have been found that adapt this scale to Turkish. Apart from that, in the 

Turkish literature, there is an adapted scale (adapted by Güler et al., 2019) to measure graduate 

students’ statistics anxiety. However, although this scale measures the statistics anxiety of 

undergraduate students to a certain extent, it cannot be able to measure comprehensively since 

it was developed for graduate students.  

Finally, it has just been noticed due recently published that Bektaş et al. (2021) adapted the 

SAS of Vigil-Colet et al. (2008) to Turkish. Our study includes some advantages over the study 

of Bektaş et al. (2021). Firstly, we also apply confirmatory factor analysis, which is a crucial 

analysis for testing the construct validity of the scale, as it was performed on many developed 

scales. Furthermore, there was no item lost in the scale we adapted but in theirs were. Therefore, 

it is aimed to fill an important gap by introducing a different reliable and validated scale for 

measuring Statistics Anxiety to the Turkish literature with this adaptation study. In addition, 

with this adaptation study, a scale that could both directly measure statistics anxiety and be 

considered relatively short to the STARS etc. scales would be introduced to the Turkish 

literature. 

2. METHOD 

This study, which aims to adapt Statistics Anxiety Scale developed by Vigil-Colet et.al (2008) 

into Turkish, is a quantitative descriptive research. Detailed information on participants, data 

collection tools, adaptation process of the scale to Turkish, data collection Process and analysis 

are presented below. 
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2.1. Participants 

The sample of the study consists of 439 undergraduate students who are studying at the Faculty 

of Business Administration of Düzce University and enrolled in the Statistics course in Fall 

2019. In this context, data were collected from the students of Business Administration, 

International Trade and Health Management departments of the Faculty of Business 

Administration using the random sampling method. In this regard, a questionnaire was shared 

in social media course groups in which all students participated, within the framework of the 

ethics committee's permission. The average age of the participants was 21.18 and the standard 

deviation was 1.13. The characteristics of the participants' department and gender variables are 

given in Table 1. 

Table 1. Frequencies of the Participants by Department and Gender. 

Department Frequency Percentage (%) Gender Frequency  Percentage (%) 

Business Administration 188 42.6 Female 260 59.0 

International Trade 137 31.1 Male 181 41.0 

Health Management 116 26.3 Female 260 59.0 

2.2. Data Collection Tools 

Statistics Anxiety Scale-SAS (Vigil-Colet et al., 2008): In order to purify statistics anxiety from 

the different structures as included in SARS scales and thus measure it more specifically and 

accurately, Vigil-Colet et al. (2008) developed a Statistics Anxiety Scale (SAS). This scale 

includes a total of 24 items and has a three-dimensional structure. In this scale, the participants 

were asked to state their opinions on a 5-point Likert-type scale ranging from 1 = No Anxiety 

(Absolutely Disagree) to 5 = Considerable Anxiety (Strongly Agree). The dimensions of this 

scale are Exam Anxiety-EA, Interpretation Anxiety-IA and Anxiety to Ask for Help-AAH. One 

of the sample items in the Exam Anxiety dimension is " Studying for an examination in a 

statistics course ". One of the items in the Interpretation Anxiety dimension is " Interpreting the 

meaning of a table in a journal article". One of the items in the Asking Anxiety dimension is " 

Going to ask my statistics teacher for individual help with material I am having difficulty 

understanding". Vigil-Colet et al. (2008) used three dimensions and 11 questions from the 

STARS scale while developing SAS. The remaining 13 questions were originally obtained from 

faculty members who teach statistics. In Table 2, questions in each dimension of original scale 

are given. 

Table 2. Subscales of SAS and Corresponding Items. 

Subscales Items 

Examination anxiety 1*, 4, 9*, 11*, 13, 14*, 15, 20 

Interpretation anxiety 2*, 6*, 8, 10*, 16, 18*, 19, 22* 

Asking for help anxiety 3*, 5, 7, 12, 17*, 21, 23, 24 

Note: *=Items obtained from the STAR 

The validity of SAS has been proved in Spain, Italy, Australia, Singapore, Bangladesh, and the 

USA and adapted into these languages. Accordingly, the internal consistency coefficient results 

obtained in these adapted studies are given in Table 3. 
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Table 3. Internal Consistency Coefficients Obtained from SAS in Various Studies. 

Studies 
Examination 

anxiety 

Interpretation 

anxiety 

Asking for help 

anxiety 

Total 

Score 

Vigil-Colet et al. (2008) 0.87 0.82 0.92 0.91 

Chiesi et al. 

(2011) 

I 0.87 0.84 0.92 0.90 

S 0.91 0.83 0.93 0.92 

Chew and Dillon (2014) 0.90 0.89 0.95 0.93 

O’Bryant (2017) 0.90 0.82 0.92 0.93 

Paul et al. (2018) 0.78 0.73 0.82 0.87 

Grajzel (2019) 0.91 0.84 0.95 0.94 

 Note. I=Italy, S=Spain 

Statistics Anxiety Scale-SAS (Faber et al., 2018): Faber et al. (2018) developed a statistics 

anxiety scale, aiming to measure the statistic anxiety of graduate students. This scale includes 

17 items in total and has a three-dimensional structure. In this scale, participants were asked to 

state their opinions on a 4-point Likert-type scale such as 1 = Strongly Disagree, 2 = Somewhat 

Agree, 3 = Strongly Agree and 4 = Fully Agree. The dimensions of this scale and the number 

of items in the dimensions are Worry (8 items), Avoidance (4 items), and Emotionality (5 

items). One of the sample items in the worry dimension is " Despite careful preparation for a 

statistics exam, I would worry about not passing it". One of the items in the avoidance 

dimension is " If I could, I would rather take two other courses than do one statistics course". 

One of the items in the emotionality dimension is " I would be very uncomfortable if I had to 

work on a statistical problem". This scale was adapted to Turkish by Güler et al. (2019). The 

Turkish Internal Consistency Coefficients of the scale were 0.91 for the worry dimension, 0.83 

for the avoidance dimension, 0.91 for the emotionality dimension, and 0.96 for the overall scale. 

2.3. The Adaptation Process of the Scale to Turkish 

The scale adaptation process generally consists of the following; obtaining the necessary 

permission from the authors for the adaptation of the scale, adapting the scale to the target 

language, piloting the adapted scale, performing validity analysis of the adapted scale, and 

finally performing the reliability analysis of the adapted scale. 

a) Obtaining permissions for adapting the scale: Primarily adapting the SAS scale to Turkish 

culture, Andreu Vigil-Colet, one of the authors who developed the original scale, was contacted 

via e-mail. The adaptation process was started after the e-mail reported by Urbano Lorenzo-

Seva, the one of the other authors in the study, stated that they approved and welcomed the 

adaptation of the scale to Turkish.  

b) Adapting the scale to the relevant language: First, it should be known that two frequently 

confused concepts, "translation" and "adaptation", are different from each other. Translation is 

only one of the stages in the adaptation process and includes linguistic conversion from a 

language to a language. However, adaptation is a much more comprehensive concept and 

requires taking into account the cultural, psychological and linguistic differences of the scale 

to be adapted (International Test Commission-ITC, 2017). Two basic methods are used in the 

literature in the process of adapting the scale to the relevant language. These are forward and 

backward translation methods. 

i) Forward translation: At this stage, one or more translators translate the relevant scale from 

its original language to the target language. Then, these translations are compared, and a form 

is created to reflect the common view. In this framework, the items of the scale were translated 

into Turkish by five experts, one in assessment and evaluation, one in psychological counseling 

and guidance, one in English and two in statistics. A common Turkish form was created by 
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comparing the scale items obtained from these experts. (At this stage, if there are items that do 

not comply with Turkish culture, write that you revise them. Benefit from Neşe Güler) 

ii) Back translation: At this stage, the items of the scale translated into the target language are 

translated into the original language of the scale by other translators, and by comparing these 

translations, a form in the original language that reflects the common opinion of the translators 

is obtained. Then, the similarity of the scales is compared by comparing this form obtained in 

the original language with the back-translation method with the scale form in the original 

language. In this direction, the scale translated into Turkish was given to a group of three people 

who are experts in the language of the original scale and independent from the experts in the 

second stage, and these experts were asked to translate the scale from Turkish into the original 

language of the scale. Then, the original expressions of each item and the expressions resulting 

from this translation were compared one to one. As a result of the comparison, it was seen that 

the translation and the original scale were generally equivalent to each other and the translation 

process was completed. In this scale, five-point grading was adopted as in the original form, 

and the scale categories were named as 1 = No Anxiety (Strongly Disagree) and 5 = 

Considerable Anxiety (Strongly Agree). 

c) Pilot study of the adapted scale: After this process, the scale was applied to a group of 35 

people in the sample to get feedback on the comprehensibility of the translations. It is aimed to 

identify problematic questions by adding a question such as "If there are questions you have 

difficulty in understanding, please specify" at the end of the questionnaire. It was stated that 

there was no problem with any understanding in line with the feedbacks. In addition, in the pilot 

study, Cronbach's Alpha coefficient was .78 and item-total correlations were .33 (item 19) and 

.68 (item 14). In this context, the Turkish form of the SAS, which was prepared for application 

and given in Appendix-A, was created in order to test its psychometric properties (The fifth 

item of the scale was removed from the scale as it did not meet the conditions specified in the 

test of construct validity. Thus, the scale adapted to Turkish consists of 23 items). 

2.4. Data Collection and Analysis 

The data of the study were collected online between 07 December 2019 and 02 January 2021. 

In the study, within the framework of the psychometric properties of the measurements obtained 

with the Turkish form of the SAS; construct validity, criterion validity, internal consistency 

reliability and item discrimination were tested. 

3. RESULT / FINDINGS 

Please This part covers outputs of data analysis for the psychometric properties of the adapted 

form of the SAS. The findings of the statistical analyses for construct validity, reliability, 

criterion validity and discrimination is presented below under related headings. 

3.1. Construct Validity 

For construct validity, exploratory factor analysis (EFA) was performed initially and then 

factors found by exploratory factor analysis were checked by confirmatory factor analysis 

(CFA). First, in the EFA results, the suitability of the data for factor analysis was examined. In 

this direction, Kaiser Meyer Olkin (KMO) coefficient and Bartlett test results were examined. 

The KMO value exceeded the lower limit of .60 (Büyüköztürk, 2010) and was obtained as .94. 

This result indicates that the sample size is sufficient for factor analysis, and even very good. 

In addition, Bartlett test detects whether there are high correlations between variables and 

checks compliance with factor analysis. While the correlation between the obtained factors is 

desired to be minimum, the intra-factor correlation value should be maximum (Eş & Durak, 

2018). In the analysis, Bartlett test was found statistically significant (χ2 = 6362.336, sd = 253, 

p < .001). These results show that the data are suitable for factor analysis. Later, EFA analysis 
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was done and the principal axis factor method was preferred in the analysis (Tan, 1999). In 

EFA, the value of .32 was obtained as the determining criterion based on Tabachnick and Fidell 

(2007) as the lower limit of factor loads. The total explained variances and eigenvalues obtained 

as a result of EFA are given in Table 4. 

Table 4. Explained Variance and Eigenvalues as a Result of EFA. 

Components Eigenvalues Explained Variance (%) Total Explained Variance (%) 

1 9.434 22.030 22.030 

2 3.516 21.652 43.683 

3 1.363 18.546 62.229 

Table 4 shows that three factors with eigenvalues greater than 1 were formed as a result of EFA. 

The first factor explains 22.03% of the total variance, the second factor explains 21.652% of 

the total variance, and the third factor explains 18.546%. The cumulative amount of variance 

explained by the eigenvalues is 62.23% of the total variance. It can be said that this value is 

quite good (Karagöz, 2016). The structure of the components obtained as a result of EFA is 

presented in Table 5. 

Table 5. Components Matrix for the Turkish Form of SAS, obtained from EFA. 

 Components 

Items 1 2 3 

Item-9 .830   

Item-15 .830   

Item-13 .810   

Item-14 .768   

Item-20 .756   

Item-4 .736   

Item-1 .702   

Item-11 .674   

Item-23  .823  

Item-17  .822  

Item-21  .810  

Item-12  .748  

Item-7  .715  

Item-3  .672  

Item-24  .660  

Item-6   .756 

Item-10   .720 

Item-22   .716 

Item-2   .672 

Item-18   .615 

Item-16   .556 

Item-8   .541 

Item-19   .532 
Extraction Method: Principal axis factoring 

Table 5 shows that the scale consists of 23 items and 3 dimensions. Since the factor load of 

item-5 was obtained less than .32 as a result of EFA, this item was removed from the factor 

analysis. The structure obtained from the Turkish form as a result of EFA is very similar to the 

structure in the original language of the scale. The first factor consists of items numbered 1, 4, 

9, 11, 13, 14, 15 and 20. The factor loads of these items ranged from .830 (item 9) to .674 (item 

11). The second factor consists of 3, 7, 12, 17, 21, 23, and 24 items. The factor loads of these 
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items ranged from .823 (item 23) to .660 (item 24). The third factor is composed of items 2, 6, 

8, 10, 16, 18, 19, and 22. The factor loads of these items ranged from .756 (item 6) to .532 (item 

19). The dimensions obtained by considering the meaning of the items in the factors, as in the 

original scale, has been named respectively factor 1: exam anxiety (EA,) factor 2: asking for 

help anxiety (AAH), factor 3: interpretation anxiety (IA). 

The structure obtained in the exploratory factor analysis was controlled by confirmatory factor 

analysis. Accordingly, the construct validity analysis was made with the confirmatory factor 

analysis and the obtained model fit indices are given in Table 6. 

Table 6. Result of CFA Fit Indices for three-Factor Structure. 

Fit Indices 

ꭕ2 df ꭕ2/df GFI IFI TLI CFI RMSEA SRMR 

743.950 220 
3.382 

(≤5) 

0.865 

(≥0.85) 

0.916 

(≥0.90) 

0.903 

(≥0.90) 

0.916 

(≥0.90) 

0.073 

(<0.08) 

0.0639 

(<0.08) 

The fit values show that the data fit the model well. In addition, the diagram showing the model 

fit and factor loadings obtained as a result of CFA is given in Figure 1.  

Figure 1. CFA Results of the Three-Dimensional Structure of the Turkish Form of SAS. 

 

Figure 1 shows that the factor loads of the items in the asking for help anxiety (AAH) dimension 

ranged between 68 and .87, the factor loads of the items in the test anxiety (EA) dimension 

ranged between .65 and .86, and the factor loads of the items in the interpretation anxiety (IA) 

dimension ranged between .61 and .73. Also, Figure 1 shows that item-2 and 3 in AAH; item-

8 and 9, item-9 and 10, item-9 and 11, item-11 and 12 in EA dimension; item-16 and 17, item-

17 and 18 in the IA dimension were correlated each other and modified. The modified items 

were examined, and it was seen that the modifications made statistically were supported 

theoretically.  
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3.2. Criterion Related-Validity 

The SAS scale developed by Faber et al. (2018) was used to test the criterion validity of the 

adapted Turkish form. The relationship between the SAS scale adapted to Turkish and the SAS 

scale of Faber et al. (2018) was determined by applying Pearson moments correlation analysis 

over the total score averages. In this direction, a positive relationship (r = .73, p <.01) was 

determined between the SAS scale adapted to Turkish and the SAS scale developed by Faber 

et al. This is a good level to ensure criterion validity. As a matter of fact, it can be said that the 

higher the level of correlation between the scales, the higher the criterion validity. 

3.3. Reliability Analysis 

A reliability analysis was performed by calculating the internal consistency coefficient both for 

the overall scale and the subscales. In addition, both Guttman and Spearman-Brown coefficients 

from Split-Half methods and Cronbach's Alpha were calculated as internal consistency 

coefficients. In this direction, the internal consistency coefficients for the overall and subscales 

of the Turkish form were calculated and presented in Table 7. 

Table 7. Internal Consistency Coefficients of Turkish Form of SAS and Three Subscales. 

Scale and 

Subscales 

Cronbach’s Alpha Split-Half Reliability 

Guttman Coefficient Spearman-Brown Coefficient 

SAS .934 .904 .905 

AAH .920 .899 .913 

EA .912 .873 .873 

IA .874 .830 .830 

SAS= Statistics Anxiety Scale, AAH= sking for Help Anxiety, EA= Exam Anxiety, IA= Interpretation Anxiety 

According to Table 7, Cronbach's Alpha internal consistency coefficients were found between 

.874 and .934, Guttman coefficients between .830 and .904, and Spearman-Brown coefficients 

between .830 and .913. These values show that the SAS, adapted to Turkish, has a good level 

of internal consistency. 

3.4. Item Analysis 

In the adapted Turkish form of the OIC, the corrected item total correlations (rjx) calculated to 

determine whether the items are discriminative or not are given in Table 8. Table 8 shows that 

item correlations take values varying between .446 and .691 (Büyüköztürk, 2010). 

Table 8. Discrimination Values of the Items in the SAS. 

Items 
Corrected item-

total correlation 

Cronbach's Alpha 

(if item deleted) 
Items 

Corrected item-

total correlation 

Cronbach's Alpha 

(if item deleted) 

Item-1 .650 .930 Item-14 .647 .930 

Item-2 .557 .931 Item-15 .478 .933 

Item-3 .600 .931 Item-16 .595 .931 

Item-4 .481 .932 Item-17 .691 .929 

Item-6 .568 .931 Item-18 .522 .932 

Item-7 .604 .931 Item-19 .585 .931 

Item-8 .660 .930 Item-20 .446 .933 

Item-9 .616 .930 Item-21 .684 .929 

Item-10 .585 .931 Item-22 .610 .930 

Item-11 .644 .930 Item-23 .634 .930 

Item-12 .679 .929 Item-24 .691 .929 

Item-13 .461 .933    
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3.5. Interpretation of Scores Obtained from SAS 

The results EFA and item total correlation values showed that all but one of the items in the 

Turkish form of the SAS had sufficient factor loadings and discrimination values. Therefore, 

only item 5 with low factor load was removed from the adapted scale. Thus, the scores that can 

be taken from the scale vary between 23 and 115. Low scores from the scale indicate less 

anxiety, while high scores indicate a high level of anxiety. Similarly, high scores obtained from 

the sub-dimensions of the scale indicate a high level of asking for help anxiety, exam anxiety 

and interpretation anxiety. 

4. DISCUSSION and CONCLUSION 

In this study, SAS developed by Vigil-Colet et al. (2008) was adapted to Turkish. There is only 

one statistics anxiety scale developed for undergraduate students in the Turkish literature. 

However, it was determined that this scale was not found in any database or in the archive of 

the journal in which the study was published. Thus, this study contributes to the literature by 

filling an important gap in Turkish literature. In the study, scale adaptation has been made, 

generally considering the framework recommended by ITC (2017). 

In the research, the construct validity of the Turkish form of SAS was examined by EFA and 

DFA. In addition, for the criterion validity of the adapted form, the scale developed by Faber et 

al. (2018) for graduate students and adapted to Turkish by Güler et al. (2019) was used. As a 

result of EFA using the Turkish scale form, a three-dimensional structure was obtained as in 

the original structure of the scale. The explained variance rate as a result of EFA was 62.229%. 

In the literature, there are different opinions about the explained variance rate. While 

Büyüköztürk (2010) stated that the explained variance rate should be at least 30%, Scherer et 

al. (1988) defined values of 40% and above as acceptable for the explained variance. 

Accordingly, it can be said that the variance ratio explained obtained as a result of this study is 

good. The factor loads of all items were above the lower limit of .32 (Tabachnick & Fidell, 

2007) as a result of EFA. In addition, as a result of AFA, it was obtained that the number of 

dimensions obtained in the Turkish form is three, which is the same number as the original form 

of the scale. When the items that make up the dimensions as a result of EFA are examined, all 

items except one item gave the same result with the structure in the original form of the SAS. 

Only the fifth item “Asking a private teacher to explain a topic that I have not understood at 

all” associated with the asking for help dimension, was not included in the AFA-resulting 

structure. For this reason, the item five was not included in the SAS form adapted to Turkish. 

In this direction, it was determined that all the results obtained from EFA, which is the first of 

the two analyzes made for construct validity, constitute evidence for construct validity. 

According to the CFA results, which is the second analysis for construct validity, it was found 

that all fit index results of the model created for CFA were at an acceptable level. Thus, it was 

determined that CFA results support the three-factor structure obtained as a result of EFA. 

As a result of the reliability analysis, the Cronbach's Alpha internal coefficients of the SAS and 

its subscales and, the Guttman and Spearman-Brown internal consistency coefficients of Split-

Half Reliability methods were quite high and above the limit of .70 (Karagöz, 2016). For item 

discrimination, it can be said that items have good discrimination by obtaining values above 

.30 lower limit in the results. When the results of the study are evaluated as a whole, the SAS 

form adapted to Turkish can be used as a guiding scale to measure the statistics anxiety of 

undergraduate students, since the validity and reliability of the Turkish form of the statistics 

anxiety scale was ensured. 

4.1. Limitations and Recommendations 

In this study, as O'Bryant (2017) and Grazjel (2019) did in their study, some words in the 

original of the scale were slightly changed due to cultural differences and with the approval of 
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experts. In addition, such small changes may occur due to cultural differences as Baloglu et al. 

(2011) and Liu et al. (2011) revealed in their study. Using the test-retest method in future scale 

adaptation studies will provide even stronger support for the reliability results. In addition, for 

item discrimination, it is recommended to perform item discrimination not only with one 

method as in this study, but also by using other methods such as Ferguson Delta. Finally, it is 

recommended that the academicians who teach statistics should use scales that specifically 

measure statistics anxiety to understand whether students have high statistics anxiety and to 

take the necessary measures in this direction. 
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6. APPENDIX 

Appendix-A. Turkish Version of Statistics Anxiety Scale* 

Açıklama: Lütfen istatistikle ilgili aşağıdaki durumların her birinde hissettiğiniz kaygı miktarını 1 ile 

5 arasında derecelendirin. 1= “Kaygılanmam”, 5= “Çok fazla kaygılanırım” anlamına gelmektedir. 

Faktör 1: Sınav Kaygısı 

1 Bir istatistik dersinin sınavı için çalışırken 1 2 3 4 5 

4 Sınavdan bir gün önce, kolay sandığım bazı soruları yapamadığımı fark 

ettiğim zaman 

1 2 3 4 5 

8 Bir istatistik dersinin final sınavındayken 1 2 3 4 5 

10 İstatistik sınavı olmak için sınıfa doğru giderken 1 2 3 4 5 

12 Derste işlediğimiz tüm konuları gözden geçirmeden sınavdan önceki gün 

geldiğinde 

1 2 3 4 5 

13 İstatistik sınavının olacağı günün sabahında uyandığımda 1 2 3 4 5 

14 Sınava girmeden hemen önce belli bir konuya hazırlanmadığımı fark 

ettiğimde 

1 2 3 4 5 

19 Çalışmak için yeterince zaman bulamadan bir istatistik sınavına girdiğimde 1 2 3 4 5 

Faktör 2: Yorumlama Kaygısı 

3 İstatistik hocasından anlamakta zorlandığım bir ders kitabı/ders notu 

hakkında bireysel yardım isterken 

1 2 3 4 5 

6 Bir olasılık tablosunun (z, t, ki kare vb.) nasıl kullanılacağını dersin 

hocasına sorduğum zaman 

1 2 3 4 5 

11 İstatistikle ilgili bir alıştırmanın nasıl yapılacağını dersin hocasına sorarken 1 2 3 4 5 

16 İstatistiksel bir analizin sonuç çıktısını anlamak için istatistik hocamdan 

yardım istediğimde 

1 2 3 4 5 

20 Bir istatistiksel sonuç tablosunu yorumlamak için istatistik hocamdan 

yardım istediğimde 

1 2 3 4 5 

22 Soru sormak için istatistik hocamın odasına giderken 1 2 3 4 5 

23 Bir istatistiksel alıştırmanın nasıl yapılacağını anlatması için bir istatistik 

uzmanından ücret karşılığı yardım istediğimde 

1 2 3 4 5 

Faktör 3: Yardım İsteme Kaygısı 

2 Bir ders kitabındaki/ders notundaki tablonun anlamını yorumlarken 1 2 3 4 5 

5 İstatistiksel analizler içeren bir ders kitabı/ders notu okurken 1 2 3 4 5 

7 Bir matematiksel formülü anlamaya çalışırken 1 2 3 4 5 

9 Bir otomobil reklamında yakıt tüketimi, yasal düzenlemelere uygunluk vb. 

özelliklerle ilgili şekilleri/oranları incelerken 

1 2 3 4 5 

15 İstatistik hocamın tahtaya yazılan matematiksel bir alıştırmayı açıkladığı 

esnada onu deftere geçirirken 

1 2 3 4 5 

17 Bir şans oyununda (piyango, zar vb.) kazanma olasılıklarını anlamaya 

çalışırken 

1 2 3 4 5 

18 Çözdüğü bir problemin sonuç tablosunu dikkatle inceleyen bir sınıf 

arkadaşımı gördüğümde 

1 2 3 4 5 

21 Bir gazete, kitap, makale vb. kaynakta yer alan istatistiksel analizleri 

anlamaya çalışırken 

1 2 3 4 5 

* Permission from the authors is not required for the use of the scale. Citing the source is sufficient 
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Abstract: Research is a concrete action in academia which has uplifted societies’ 

prosperity. Although researchers have given particular attention to student 

perceptions about what research is in a higher education context, little attention has 

been given to secondary school students’ perceptions about this issue. To fill this 

gap, Yeoman et al. (2016) qualitatively developed an instrument measuring 

secondary school students’ perceptions of what research is. The present study 

quantitatively validates this scale using the dataset originally used to qualitatively 

validate it. The factor structure of the ‘what research is’ scale and measurement 

invariance across gender, school type, and  key stage was examined. The sample is 

composed of 2634 secondary school students in seven schools located in East 

Anglia, UK. The data from this original sample showed a relatively acceptable fit 

to the four-factor structure after omitting some items. The result also highlighted 

that whilst there was evidence on configural and metric level invariance (i.e. the 

factor structures and the factor loadings of the scale are equivalent across gender, 

school type, and key stage), scalar level invariance was not met (i.e. the item 

intercepts of the scale are not equivalent across gender, school type, and key stage). 

Recommendations for future studies and future directions for research are 

discussed. 

1. INTRODUCTION 

Over the last few decades, with the expeditious advancement and development of technology, 

societies and organizations have become dependent on research to keep up with these changes 

(Bazley, 2019; Nishimura et al., 2019). Ensuring the education system's capability to integrate 

research-related activities to keep abreast of the advancements taking place in the world has 

been indispensable (Mosher, 2018; Saleem et al., 2020). Encouraging young people to give 

importance to research from an early age is of a growing importance in order to broaden the 

participation of research-related activities in the future (Moore & Hooley, 2012). Accordingly, 

having students participate in research related activities in their early school years is crucial to 

whether they choose a research related career in the future (Archer et al., 2013; Archer et al., 

2020). Therefore, it would seem logical to acknowledge students' perceptions of what research 
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is and how students perceive research as a potential future career choice during early school 

years. 

Although societies have become progressively more reliant on science and technology, 

previous studies found that very few students are choosing subjects related to STEM (science, 

technology, engineering, and mathematics) or considering these areas for a future career 

(Archer et al., 2020; Donghong & Shunke, 2008; Moore & Hooley, 2012; Mejía-Rodríguez, 

2020). There are many reasons why students do not consider science and technology as a future 

career choice. These include students’ attitudes to science at school and parental attitudes 

(DeWitt & Archer, 2015; Toma & Greca, 2018). There are few studies which examine whether 

young students have sufficient knowledge about what research is and why people do research 

(Yeoman et al., 2016; Yeoman et al., 2017).  

Furthermore, there is little clarity on whether there is a relationship between students' 

perceptions about what the research is and the education level they are at (Griffioen, 2019). For 

example, in studies of undergraduate students, Pearson et al., (2017) stated that students 

considered research experiences to be beneficial but also found them to be time-consuming. 

Studies such as this help us understand student perceptions of the research experience and can 

provide useful information for faculty that are interested in engaging students in the research 

process. Santos et al., (2017) highlighted that most students did not intend to pursue an 

academic career. For this reason, it has become more important to learn how the concept of 

research is shaped by young students and their attitudes towards research (Griffioen, 2019; 

Griffioen, 2020). This is important in determining whether students become good researchers 

in the future (Griffioen, 2019; Griffioen, 2020). Therefore, students' perceptions of, and 

attitudes towards, research at this early stage (secondary school), influence their future career 

choices (Yeoman et al., 2017). 

The present study aims to validate a measurement instrument developed by Yeoman et al. 

(2016) on research attitudes and research integration that can be used with secondary school 

students. In this study, the researchers attempt to prove the psychometric properties of students' 

perception of the ‘what research is' scale quantitatively. This questionnaire has been extensively 

validated using qualitative methods (through piloting and through building each item out of 

existing studies on public perceptions of research), however, the factor structure has not been 

validated quantitatively. This research aims to evaluate the psychometric properties of this scale 

and test its validity and reliability. 

In the following section, we present a brief conceptual summary of the 'what research is' scale 

and its conceptualization. Later, we summarise previous studies that examine students' 

perceptions of what research is in different educational settings. Next, we illustrate our sample, 

variables, analytical strategy and present our findings. Lastly, we discuss our results and present 

implications for both policy-making and future research. 

1.1. Conceptualizations of the ‘What research is’ scale 

In this section we briefly present concepts used by Yeoman et al. (2016) to develop the ‘what 

research is’ scale –who does research?, the value of research, the process of research and myself 

and research. 

1.1.1. Who does research? 

Research is a collection of activities that includes systematically collecting, analyzing, 

interpreting and evaluating data, and presenting results in a consistent manner, in order to 

contribute to science and humanity. Scientific research is defined by Santos et al. (2017, p.45) 

as “a process that occurs in all areas of knowledge and therefore society depends on it”. As a 

general definition, people who carry out these processes are also called researchers (Çaparlar 

& Dönmez, 2016). According to the OECD (2015, p.162) “researchers are professionals 
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engaged in the conception or creation of new knowledge. They conduct research and improve 

or develop concepts, theories, models, techniques instrumentation, software or operational 

methods”.  

1.1.2. The value of research 

The value of research is defined by Georghiou (2015, p.4) as “consumption through its instrinct 

value as a cultural good and symbol of human achievement”. There are several ways to ensure 

that research is valuable, effective, and of high quality (Salter & Martin, 2001). This includes 

increasing the stock of useful knowledge, training skilled people, creating new scientific 

instrumentation and methodologies, and collaborating in research projects and networks with 

users (Georghiou, 2015).  

Specifically, in the United Kingdom, the Research Excellence Framework (REF) has given 

substantial attention to the assessment of the research performance of universities and is being 

used to make funding allocation decisions (Georghiou, 2015). Another evaluation criterion is, 

at the institutional level, measuring the effect of universities on the UK economy as if it were 

an industrial establishment (Kelly et al., 2014). As a result, it is expected that the value of 

research will be reflected in society economically, socially, and culturally either in the short or 

long term. 

1.1.3. The process of research 

Generally, research begins with choosing the research topic. Then, based on this, the researcher 

proposes the research aim, objectives, and research questions. The researcher will then 

comprehesively investigate what has been done so far in this area, decide on data collection 

methods, collect the data, and carry out data analysis. Conclusions are then drawn and lastly 

research papers are prepared (Brew, 2001).  

1.1.4. Myself and research 

Self-efficacy is defined as someones’ belief in their potential to complete a time-bound task 

(Bandura, 2006). ‘Myself and research’ refers to someones’ capability or self-efficacy to 

conduct research by him/herself (Griffioen & De Jong, 2015). In the literature, some studies 

have been administered which dealt with students’ capability(self-efficacy) across different 

subjects such as mathematics and science (Britner & Pajares, 2006; Butz & Usher, 2015) but 

these were limited to within a higher education context (Webb-Williams, 2017). 

1.3. Studies That Examine Students Perceptions of What Research is 

Considerable research has been conducted investigating the perceptions of research of 

undergraduate students (Ommering et al., 2020), postgraduate students (Meyer et al., 2005, 

2007; Pitcher, 2011), postdoctoral researchers (Pitcher & Ǻkerlind, 2009), experienced 

researchers (Åkerlind, 2008; Brew, 2001), and postgraduate supervisors (Bills, 2004; Kiley & 

Mullins, 2005). 

Recently, Griffioen (2019) conducted a study to examine the relationship between students’ 

intention to use research in their future professional practice and their perceptions of and 

attitudes toward research. A sample of 2192 undergraduate students in an applied sciences 

university in the Netherlands was used. It was found that there was a high association with 

students’ intention to use research in their future professional practice and their perceptions of 

and attitudes toward research. Furthermore, another study by Griffioen (2020) examined 

differences in students’ experiences of research involvement by study year (grade) and 

disciplines (majors) using the same sample as above. The study’s findings revealed that research 

involvement showed a different pattern for students across study years and disciplines. 

Therefore, these studies showed how the relationship between students’ perceptions of what 

research is and their intention to benefit from research in their professional lives might change 
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depending on their year of study and their discipline. It is therefore important that year of study 

and discipline are not overlooked. 

There are very few studies that have explored the perceptions of research of secondary school 

pupils and the value they place on research for their future careers (Yeoman et al., 2016). Grever 

et al. (2008) conducted a study in the Netherlands and England with 400 young people 

concerning students’ views on history at school and identity. The study showed that there were 

substantial differences between young peoples’ opinions about identity and history. Another 

study was carried out by Schmidt et al. (2019) with 306 middle school students about their 

perceptions concerning the field of science and its applicability to daily life situations. They 

pointed out the importance and critical role of teachers in students’ perception of sciences’ 

utility for their daily activities. The more teachers make the connection with daily life, the more 

students consider science as useful and practical. Thus, these studies provide information about 

students’ comprehension of school subjects and how the perception varies between young 

people. 

With regard to measurement instrument, Visser-Wijnveen et al. (2016) developed the Student 

Perception of Research Integration Questionnaire (SPRIQ) to capture how students conceive 

research integration with 221 undergraduate students at a research-intensive university in the 

Netherlands. Another questionnaire developed by Griffioen (2019) the Research Attitudes in 

Vocational Education Questionnaire (RAVE-Q) to assess undergraduate students’ attitude 

towards research, which consists of perceptions of research in profession, cognitive attitude 

towards research, positive affective attitude towards research, negative affective attitude 

towards research, self-efficacy towards research, the importance of research, and intuition to 

show research related behaviour dimensions. Moreover, Griffioen (2020) designed a 

questionnaire to compare lecturers’ and students’ higher education research integration 

experience based on the RAVE-Q (Griffioen, 2019) and Research Experience scale (Verbugh 

& Elen, 2011).  

So far, to the best of our knowledge, a measurement instrument has not been developed to 

capture secondary school students’ perceptions of what research is. To fill in the secondary 

school context gap, the University of East Anglia’s research team conducted a project as a 

potential contributor to this under-researched area by exploring how pupils currently conceive 

research and science (Yeoman et al., 2016). As part of this project, they designed a 

questionnaire to gauge secondary school pupil’s perception of what research is (Yeoman et al., 

2016). However, this questionnaire has not been validated using quantitative methods. 

1.4. The Present Study 

As mentioned previously, the main purpose of the current study is to investigate the 

psychometric characteristics of Secondary School Students’ Perception of the ‘what research 

is’ Scale, quantitatively. To this end, the scale (Yeoman et al., 2016) that was developed with 

secondary school students was validated using the sample of secondary school students 

originally used to qualitatively validate the scale. In this paper we attempt to verify the four 

dimensions of the ‘what research is’ scale – who does research, the value of research, the 

process of research, and myself and research – quantitatively in secondary school students 

(Hypothesis 1). 

Research Question 1: Can the structure of this scale be confirmed quantitatively? 

Some researchers investigate the relationship between students’ gender, school type, and grade 

and their perceptions of what research is. To do this, this questionnaire should show 

measurement invariance across groups (Gender (male or female), School Type (state or 

independent), Key Stage (KS3, KS4, and KS5)). Otherwise, making comparisons between these 

sub-groups is problematic and researchers should be cautious about making such comparisons. 



Eryilmaz

 

 688 

The secondary purpose of this study is to test whether the factor structure of secondary students’ 

perception of what research is has measurement invariance across gender groups (Hypothesis 

2a), across school type (Hypothesis 2b) and across Key stage (Hypothesis 2c). It is 

recommended that to generalise to all secondary school students the measurement invariance 

of the scale should be investigated for different sub-groups such as gender, school type, and 

grade. For this purpose, measurement invariance of the questionnaire across gender groups, 

school type, and key stage is examined in this study.  

Research Question 2: Does this scale satisfy measurement invariance across gender, school 

type, and key stage? 

2. METHODOLOGY 

2.1. Participants 

The data was gathered from secondary school students from seven schools located in East 

Anglia in the UK during 2014. The questionnaire was completed by 2634 secondary school 

students studying in these seven schools. Properties of the seven schools are presented in Table 

1. 

There are four possible Ofsted ratings† (Ofsted Grade 1: Outstanding, Ofsted Grade 2: Good, 

Ofsted Grade 3: Requires Improvement, Ofsted Grade 4: Inadequate) that a school can receive. 

These Ofsted grades are based on inspectors’ judgements across four Ofsted categories – quality 

of education, behaviour and attitudes, personal development of pupils, leadership and 

management as set out in their Education Inspection Framework last updated in 2019. 

Table 1. School type and Ofsted rating of schools taking part in the study. 1Rating is as determined by 

the Office for Standards in Education, Childres’s Services and Skills (Ofsted). 

School Type Description Key Stages Taught Current Ofsted rating1 

A State Small, mixed, 

rural location 

KS3 and 4 Good 

B State Large, mixed, 

town location 

KS3, 4 and 5 Requires Improvement 

C State(Academy 

status) 

Large, mixed, 

city location 

KS3, 4 and 5 Requires Improvement 

D State Large, mixed, 

coast location 

KS5 Good 

E Independent Small, mixed, 

city location 

KS3, 4 and 5 Outstanding 

F State(Academy 

status) 

Large, mixed, 

rural location 

KS3, 4 and 5 Special Measures 

G State(Academy 

status) 

Large, mixed, 

town location 

KS3, 4 and 5 Good 

(Adapted from Yeoman et al. 2016) 

 

† More information can be found in (https://thirdspacelearning.com/blog/ofsted-ratings-reports/#4-
what-are-the-ofsted-ratings ). 

https://thirdspacelearning.com/blog/ofsted-ratings-reports/#4-what-are-the-ofsted-ratings
https://thirdspacelearning.com/blog/ofsted-ratings-reports/#4-what-are-the-ofsted-ratings
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The split between male and female participants is almost equal (1134 female, 1259 male). The 

majority of participants were from state schools (2200 state, 434 independent). Almost an equal 

number of student participants were from KS3, KS4 and KS5 (see Table 2). 

Table 2. Descriptive statistics in terms of gender, school type and key stage. 

Variables Categories Sample(n) Percentage 

Gender Male  1134 %47.38 

Female  1259 %52.62 

School Type State 2200 %83.52 

Independent  434 %16.48 

 

 

Key Stage 

KS3(aged 11-14) 

Years 7, 8 and 9 

928 %35.23 

KS4(aged 14-16) 

Years 10 and 11 

845 %32.08 

KS5(aged 16-18) 

Years 12 and 13 

861 %32.69 

(Adapted from Yeoman et al. 2016) 

All data used in this study is publicly available. Anyone who is interested in conducting research 

using this data or wants to check data characteristics can access the data, without permission, 

on this website (http://dx.doi.org/10.5256/f1000research.7449.d108247). 

2.2. Instrument  

The researchers (Yeoman et al. 2016) explained how they developed this questionnaire as ‘A 

questionnaire was designed in a series of research team meetings in the early months of the 

study. Starting from one of the widely-used and reliability-tested Fennema-Sherman 

Mathematics Attitudes Scales (Fennema & Sherman, 1976; Wikoff & Buchalter, 1986), 25 items 

were constructed around the four themes who does research, the value of research, the process 

of research, and myself and research (6, 4, 9 and 6 items respectively). Attention was given to 

the inclusion of both positive and negative statements. Seven schools located in East Anglia 

participated (Table 1). The questionnaire was piloted to about 600 pupils in School C’ (p.4). 

The final version of the questionnaire consists of 25 items that are divided into four main themes 

who does research, the value of research, the process of research, and myself and research (6, 

4, 9, and 6 items respectively). The questionnaire uses a 5-point Likert-type scale (1 = strongly 

agree, 3 = neither agree nor disagree, 5 = strongly disagree). The researchers included both 

positive and negative statements together. Q4, Q5, Q8, Q11, and Q18 behaved as negative 

statements in the questionnaire (see Appendix Table A1). In Table 3, certain information 

including factors, number of items, and sample items within each factor are provided. 

 

 

 

 

 

 

 

http://dx.doi.org/10.5256/f1000research.7449.d108247


Eryilmaz

 

 690 

Table 3. Factors, number of items, and sample items. 

Factors  Number of items (N) Sample item 

who does research 6 items (Q1, Q7, Q10, Q17, 

Q21,Q24) 

Q1. Scientists do a lot of 

research. 

the value of research 4 items (Q2, Q3, Q5, Q18) Q2. Research is a worthwhile 

activity. 

the process of research 9 items (Q9, Q12, Q13, Q14, 

Q15, Q16, Q19, Q20, Q22) 

Q14. Research involves 

collecting new data. 

myself and research  6 items (Q4, Q6, Q8, Q11, 

Q23, Q25) 

Q6. I am confident that I can 

do research. 

2.3. Analytical Strategy 

Our analytical strategy in this study is divided into three steps: confirmatory factor analysis 

(CFA), correlation and internal consistency (reliability), and multi-group confirmatory factor 

analysis (MG-CFA). 

Confirmatory factor analysis: In the main study, the scale consisted of a four-factor structure, 

consisting of who does research, the value of research, the process of research, and myself and 

research. To verify this four-factor structure, confirmatory factor analysis (CFA) was 

implemented on the original dataset of the sampled secondary school student groups. CFA 

model fit was evaluated using four traditional fit indexes. These indexes are commonly used to 

assess the latent construct of variables. Firstly, we use the Comparative Fit Index (CFI) and the 

Tucker-Lewis index (TLI) as goodness of fit statistics[the traditional cut-off value for a good 

model fit, (CFI) and (TLI) should be taken into account as 0.90 or higher]. We also use the root-

mean-squared error of approximation (RMSEA) and the standardized root-mean-squared 

residual (SRMR) as residual fit statistics [the traditional threshold value for an acceptable 

model, (RMSEA) and (SRMR) is 0.80 or less] (Hu & Bentler, 1999; Kline, 2011).  

Correlation and internal consistency: To investigate the patterns between factors and reliability 

within each factor, correlation, and internal consistency were tested. For correlation, Cohen 

(1988) suggested the cut-off point as r ≥ .224 to identify if the correlation effect size is at least 

moderate. For internal consistency, reliability (internal consistency) was evaluated using 

Cronbach’s alpha coefficient (Cronbach, 1951). This coefficient ranges from 0 to 1, with values 

close to 1 indicating high levels of reliability. 

Multigroup invariance tests: The measurement invariance of secondary students’ perception of 

the ‘what research is’ measurement model was examined across gender, school type, and key 

stage using multi-group confirmatory factor analysis technique (MG-CFA) (Jöreskog, 1971). 

In the present study, measurement invariance was investigated by running a series of statistical 

analyses in the subsequent order –configural, metric, and scalar invariance (Meredith, 1993; 

Vandenberg and Lance, 2000). This is to test if the same construct is measured and if the items 

of the construct are treated in the same way across subgroups (gender, school type, and key 

stage). The first level is configural invariance which means the same items load on the same 

latent variables across sub-groups. The second level is metric invariance which means factor 

loadings of the latent variables are constrained to be equal across sub-groups. The third and last 

level is scalar invariance which means the items are constrained to have the same intercepts 

across sub-groups. He and van de Vijver (2012, p.12) stated that “individuals who have the 

same score on the latent construct would obtain the same score on the observed variable 

regardless of their groups”. 
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Scalar invariance is the required condition to make valid comparisons of means of the latent 

construct across sub-groups.  

In the literature, there are two acknowledged approaches commonly used to examine 

measurement invariance – one is the chi-square (2) test and the other is changes in CFI and 

RMSEA statistics (ΔCFI and ΔRMSEA) (Cheung & Rensvold, 2002)– Employing the chi-

square test to determine the overall model fit is maintained to be unsuitable due to being very 

sensitive to large sample sizes (Tabachnick & Fidell, 2001). Thus, the ΔCFI and ΔRMSEA 

values were taken into account to assess measurement invariance. The cut-off criteria (ΔCFI ≤ 

0.01, ΔRMSEA ≤ 0.015) recommended by Chen (2007) and Cheung and Rensvold (2002) were 

used to test metric and scalar invariance.  

In this study, all analyses were run in R statistical software (R Core Team, 2019) using the 

lavaan (Rosseel, 2012) and semPlot (Epskamp, 2015) packages.  

3. RESULTS 

3.1. Preliminary Analysis 

First, as Q4, Q5, Q8, Q11, and Q18 behaved as negative statements in the questionnaire (see 

Appendix Table A1), these questions were reverse coded. Data were screened to check 

multivariate assumptions (normality, linearity, homogeneity, and homoscedasticity). For 

missing data value analysis, according to the suggestion by Tabachnick and Fidell (2001), cases 

with more than 5% item non-responses were extracted. This resulted in the removal of 275 

cases. The rest of the missing data values were replaced using multiple imputation chained 

equations with the mice package (Buuren & Groothuis-Oudshoorn, 2010). This technique has 

flexibility in dealing with different types of variables such as binary, categorical, and 

continuous (Hughes et al., 2014). A Mahalanobis distance (2(28) = 56.89) was used to detect 

multivariate outliers. One hundred and sixteen cases were removed using these criteria. All 

other assumptions were met although there were slight problems with heteroscedasticity. For 

further analyses, this study continued with observations from 2243 participants.  

3.2. Confirmatory Factor Analysis 

In Table 4, the CFA results showed that the hypothesized four-factor structure was not verified 

with the original secondary school student sample (Hypothesis 1) as the CFI and TLI values are 

less than the 0.90 cut-off suggested by Hu and Bentler (1999). The CFA unstandardized and 

standardized factor loadings are shown in Table 5. For standardized factor loadings, Tabachnick 

and Fidell (2001) stated that the correlation should be at least 0.30 or higher as lower would 

suggest a very weak relationship between the variables. Most standardized factor loadings were 

higher than 0.30, with the exception of Q4 and Q8 on the ‘myself and research’ factor; Q12, 

Q15, Q20, and Q22 on the ‘process of research’ factor. Therefore, these questions were 

removed, and a confirmatory factor analysis was then run with the remaining items.  

Table 4. Confirmatory Factor Analysis Model Fit. 

Fit statistics Chi-sqaure df CFI TLI RMSEA SRMR 

Secondary school students (n=2243) 2204.611 269 0.732 0.701 0.057 0.059 

Note: df = degree of freedom; CFI = Comparative Fit index; TLI = Tucker-Lewis index; RMSEA = Root Mean 

Square Error of Approximation; SRMR = Standardized Root Mean Square Residual. 
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Table 5. Unstandardized and Standardized Factor Loadings for Confirmatory Factor Analysis. 

Factors Items  Unstandardized Factor Loadings Standardized Factor Loadings 

who does 

research 

Q1 1 0.579 

Q7 1.077 0.602 

Q10 0.736 0.306 

Q17 0.911 0.427 

Q21 1.112 0.522 

Q24 0.713 0.321 

the value 

of research 

Q2 1 0.501 

Q3 1.095 0.575 

Q5 1.223 0.512 

Q18 1.070 0.557 

the process 

of research 

Q9 1 0.525 

Q12 0.669 0.254 

Q13 0.861 0.364 

Q14 0.828 0.332 

Q15 0.468 0.169 

Q16 1.055 0.490 

Q19 1.061 0.550 

Q20 0.703 0.247 

Q22 -0.258 -0.085 

myself and 

research 

Q4 1 0.117 

Q6 3.474 0.611 

Q8 0.645 0.089 

Q11 2.390 0.382 

Q23 2.776 0.434 

Q25 3.352 0.559 

 

A new confirmatory factor analysis was executed to investigate the factor structure of the ‘what 

research is’ scale in this sample. In Table 6, the CFA results indicated that the four-factor 

structure was confirmed with this sample (Hypothesis 1) as the CFI and TLI were just about 

within an acceptable range, around 0.90. The RMSEA and SRMR were less than the 0.80 cut-

off suggested by Hu and Bentler (1999). Overall, the results of the confirmatory factor analysis 

indicated that the fit indexes were within an acceptable range. The CFA unstandardized and 

standardized factor loadings are presented in Table 7. The standardized factor loadings of each 

item were higher than 0.30 as suggested by Tabachnick and Fidell (2001). Lastly, the 

measurement model including parameter estimates is provided in Figure 1.   

Table 6. Confirmatory Factor Analysis Model Fit. 

Fit statistics Chi-square df CFI TLI RMSEA SRMR 

Secondary school students (n=2243) 756.264 146 0.891 0.873 0.043 0.037 

Note. df = degree of freedom; CFI = Comparative Fit index; TLI = Tucker-Lewis index; RMSEA = Root Mean 

Square Error of Approximation; SRMR = Standardized Root Mean Square Residual. 
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Table 7. Unstandardized and Standardized Factor Loadings for Confirmatory Factor Analysis. 

Factors  Items Unstandardized Factor Loadings  Standardized Factor Loadings 

who does 

research 

Q1 1 0.581 

Q7 1.085 0.609 

Q10 0.723 0.302 

Q17 0.892 0.420 

Q21 1.110 0.523 

Q24 0.693 0.313 

the value of 

research 

Q2 1 0.498 

Q3 1.098 0.574 

Q5 1.230 0.512 

Q18 1.085 0.561 

the process 

of research 

Q9 1 0.535 

Q13 0.773 0.333 

Q14 0.714 0.292 

Q16 1.038 0.491 

Q19 1.079 0.570 

myself and 

research 

Q6 1 0.598 

Q11 0.702 0.381 

Q23 0.816 0.434 

Q25 0.994 0.563 

 

Figure 1. Measurement model including parameter estimates. 

 

3.3. Correlation and Internal Consistency 

In Table 8, Cronbach's alpha values of the four dimensions were within a somewhat reasonable 

range (ranging from 0.53 to 0.63), and factor correlations for the secondary school students 

sample were within a moderate range (0.21 to 0.37). 
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Table 8. Factor Correlations, Descriptive Statistics and Cronbach's Alpha Values of the sub-scales. 

  

who does 

research 

the value of 

research 

the process of 

research 

myself and 

research 

who does research 1    
the value of research 0.22 1   
the process of research 0.29 0.34 1  
myself and research 0.21 0.37 0.35 1 

Max 24 17 19 16 

Min  9 4 5 4 

Mean 15.86 8.08 10.19 7.1 

SD 2.31 2.28 2.15 1.93 

Cronbach alpha (α) 0.63 0.62 0.53 0.56 

3.4. Multigroup Invariance Tests 

In addition to confirmatory factor analysis, measurement invariance analysis was performed to 

investigate if the ‘what research is’ measurement model was identical for gender, school type, 

and key stage groups (see Table 9, Table 10, Table 11).  

In Table 9 we first examine configural invariance for gender groups. Configural invariance tests 

whether the same factor structure holds across gender. The results indicated that fit indexes 

were within an acceptable range. In our second step of measurement invariance, metric 

invariance was investigated to see if the factor loadings were identical across gender groups. 

The results revealed that the general adjustment measures were within acceptable ranges. In the 

metric invariance model, the changes in the CFI and RMSEA values were within acceptable 

criteria as specified by Chen (2007) and Cheung and Rensvold (2002). This result suggested 

that the factor loadings were identical across gender groups. CFI reduced from 0.89 to 0.86 

when moving from the metric invariance model to the scalar invariance model, which is higher 

than the expected values. This finding indicated that the intercepts were not invariant across 

gender groups in the gender model. 

Table 9. MGCFA Results across Gender. 

Level of invariance Chi-Square df CFI TLI RMSEA SRMR ΔCFI ΔRMSEA 

Baseline model 756.264 146 0.891 0.872 0.043 0.037 
  

Configural invariance 912.735 292 0.89 0.871 0.043 0.038 
  

Metric invariance 923.39 307 0.891 0.878 0.042 0.039 0.001 -0.001 

Scalar invariance 1106.859 322 0.861 0.852 0.046 0.043 -0.03 0.004 

Note: CFI = Comparative Fit Index; TLI = Tucker-Lewis Index; RMSEA = Root Mean Square Error of 

Approximation; ΔCFI = Change in values of CFI; ΔRMSEA = Change in values of RMSEA.  

In Table 10, our first step is to examine configural invariance for school type groups. We use 

configural invariance to test whether the same factor structure holds across school type groups. 

Configural invariance results showed that fit indexes were within an acceptable range. For our 

second step of measurement invariance, metric invariance was examined to see if the 

constraining factor loadings were equal across school type groups. This result showed that the 

general adjustment values were within acceptable ranges. For metric invariance we found that 

changes in the CFI and RMSEA measures were within acceptable criteria set out by Chen 

(2007) and Cheung and Rensvold (2002). This finding suggested that the factor loadings were 

equal across school type groups. The CFI value decreased from 0.89 to 0.87 from the metric 
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invariance model to scalar invariance model, which was not within an acceptable range. This 

finding revealed that the thresholds were not invariant across school type groups in the school 

type model. 

Table 10. MGCFA Results across School Type. 

Level of invariance Chi-Square df CFI TLI RMSEA SRMR ΔCFI ΔRMSEA 

Baseline model 756.264 146 0.891 0.872 0.043 0.037 
  

Configural 

invariance 
887.003 292 0.894 0.876 0.042 0.037 

  

Metric invariance 902.531 307 0.894 0.882 0.041 0.038 0 -0.001 

Scalar invariance 1027.59 322 0.874 0.867 0.044 0.04 -0.02 0.003 

Note: CFI = Comparative Fit Index; TLI = Tucker-Lewis Index; RMSEA = Root Mean Square Error of 

Approximation; ΔCFI = Change in values of CFI; ΔRMSEA = Change in values of RMSEA. 

In Table 11 we first examine configural invariance across key stage groups. Configural 

invariance is used to test whether the same factor structure holds across key stage groups. 

Configural invariance results indicated that fit indexes were within an acceptable range. As the 

second step of measurement invariance, metric invariance was investigated to see if the factor 

loadings were identical across key stage groups. These results showed that the general 

adjustment measures were within acceptable ranges. Moving from the configural invariance 

model to the metric invariance model, the changes in the CFI and RMSEA measures were 

within the acceptable criteria set out by Chen (2007) and Cheung and Rensvold (2002). This 

finding indicated that the factor loadings were identical across key stage groups. CFI was 

reduced from 0.87 to 0.84 when moving from the metric invariance to the scalar invariance 

model, which was not within acceptable criteria. This finding revealed that the intercepts were 

not invariant across key stage groups in the key stage model. 

Table 11. MGCFA Results across Key Stage. 

Level of invariance Chi-Square df CFI TLI RMSEA SRMR ΔCFI ΔRMSEA 

Baseline model 756.264 146 0.891 0.872 0.043 0.037   
Configural 

invariance 
1118.68 438 0.88 0.86 0.045 0.042 

  
Metric invariance 1159.21 468 0.879 0.867 0.044 0.045 -0.001 -0.001 

Scalar invariance 1405.52 498 0.841 0.836 0.049 0.05 -0.038 0.005 

Note: CFI = Comparative Fit Index; TLI = Tucker-Lewis Index; RMSEA = Root Mean Square Error of 

Approximation; ΔCFI = Change in values of CFI; ΔRMSEA = Change in values of RMSEA. 

4. DISCUSSION 

The present study aimed to quantitatively validate secondary students’ perception of the ‘what 

research is’ scale developed by Yeoman et al. (2016) using the dataset orginally used to 

qualitatively validate the scale. The scale was comprehensively developed qualitatively at the 

beginning of its development process but had not yet been quantitatively validated. In order to 

empirically validate the scale the factor structure was investigated, reliability analyses of the 

sub-scales were carried out, and measurement invariance for gender groups, school type groups, 

and key stage groups were examined.  

Providing quantitative evidence for the proposed four-factor structure model of secondary 

school students’ perceptions of the ‘what research is’ scale was essential to improve the scale’s 

robustness and validity. First, the data from the original sample of secondary school students' 



Eryilmaz

 

 696 

did not fully fit to the proposed four-factor structure. Nineteen items out of twenty-five were 

loaded reasonably acceptably on relevant unobserved factors with all factor loadings higher 

than 0.30. Four items –Q12.Research involves coming up with new theories, Q15. Research 

always involves investigating a question, Q20. You do research to confirm your own opinion, 

Q22. Research is carried out solely through experiments in a laboratory – from the process of 

research factor and two items –Q4. People around me would not take me seriously if I said I 

was interested in a career in research and Q8. Doing research is challenging – from the myself 

and research factor loaded very weak (lower than 0.30) factor loadings on their factors. Second, 

after omitting these items from the questionnaire, new confirmatory factor analysis was 

performed to verify the proposed four-factor structure model with the rest of the nineteen items. 

The secondary school student data demonstrated an acceptable fit to the proposed four-factor 

structure. The revised version of the secondary school student perception of the ‘what research 

is’ scale was provided in Appendix Table A2.   

We found reasonably moderate correlations between factors for the factor correlations patterns. 

The highest factor correlations between myself and research and the value of research (r = 

0.37) and the lowest factor correlation patterns were found between ‘who does research’ and 

‘myself and research’ (r = 0.21). The reliability analysis of each dimensions showed that every 

factor demonstrates a relatively moderate alpha (ranging from 0.63 to 0.53) probably due to 

having relatively moderate item factor loadings to some degree. Future studies may investigate 

this issue by either deleting some items or checking other combinations in relation to the 

theoretical foundations of what research is.   

Supporting evidence concerning the equivalence of the factor structure of secondary school 

students' perception of the ‘what research is’ scale with its original dataset would increase the 

feasibility of the ‘what research is’ scale in comparing students’ perceptions about what 

research is across gender groups, school type groups, and key stage groups. To examine the 

measurement invariance at three hierarchical levels across gender, school type, and key stage, 

respectively, the configural, metric, and scalar invariance models were compared. The findings 

revealed that there were no significant differences between fit indexes at configural and metric 

level invariance, but there was scalar level invariance across gender, school type, and key stage. 

Thus, the British sample data satisfied the full configural and metric level invariance model but 

did not satisfy the scalar invariance model. These findings showed that whilst the scale had the 

same pattern structure and factor loadings it did not show the same item intercepts across 

gender, school type, and key stage. The scale allows comparisons of associations, for example, 

correlation and regression coefficients within gender, school type, and key stage groups. 

However, the mean of the scale (the average of secondary students’ perception of what research 

is) cannot be compared between gender groups, school type groups, and key stage groups.  

There is a growing body of research that has examined students’ perceptions of what research 

is at higher education level or higher. However less attention has been paid to this at secondary 

level. The validation of the secondary school students’ perception of the ‘what research is’ scale 

provides insights for researchers concerning secondary school students’ perceptions of 

research. Accordingly, longitudinal studies could be designed to observe students’ future career 

paths.  

4.1. Limitations 

This study has limitations that should not be ignored. In the current study, all analyses were 

performed using the original sample of 2634 secondary school students from seven schools 

located only in East Anglia in the UK. Furthermore, in this sample, the majority of participants 

were state school students (2000 state school students, 434 independent school students), this 

distribution might give rise to some difficulties in terms of generalizability. To increase the 

generalizability of these research findings in England, the secondary school students' perception 
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of the ‘what research  is’ scale should be implemented in larger samples drawn from other parts 

of England using an even school type distribution.  

Although this current study contributed some concrete evidence that this scale is reliable and 

valid in an English sample, the secondary school students' perceptions of the ‘what research is’ 

scale should be investigated to determine its reliability and validity in different cultures and 

countries. In the present study, measurement invariance was investigated regarding gender, 

school type, and key stage. Future research should investigate measurement invariance across 

age groups, ethnicity, culture, and country as well as gender, school type, and key stage to 

provide more robust and valid evidence on this scale. 

4.2. Conclusion 

In this study, secondary school students’ perceptions of the ‘what research is’ scale were 

validated using the original dataset that was used to comprehensively validate the scale 

qualitatively. The reliability results showed that the ‘what research is’ scale can be used to 

assess secondary school students' perception of what research is as a moderately reliable 

measurement instrument. The validity results demonstrated a good fit for the “what research is” 

scale, which confirms the four-factor structure. The structure includes, who does research, the 

value of research, the process of research, and myself and research after extracting some items. 

Furthermore, measurement invariance results indicated that the ‘what research is’ scale has 

equivalence at metric invariance level across gender, school type, and key stage. Therefore, 

comparisons should be made cautiously across gender, school type, and key stage regarding 

secondary school students’ perceptions of what research is.  

In conclusion, the current study should be considered as a starting point to paying attention to 

early years students' perceptions of what research is and whether it can predict future career 

aspirations.  
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6. APPENDIX   

Table A1.  Original questionnaire 

 

Male          Year 7   Year 10    Year 12    We thank you very 

much for taking 

the time to help us 

with our research! 

Kay Yeoman, 

Project Director 

Female      Year 8   Year 11   Year 13    

 Year 9    State School  

 

Independent  

School   

 

This short questionnaire aims to explore your views on what is research, who uses it, how it is 

conducted, whether you see it as something useful and enjoyable, and as something that you are 

good at and interested in. We expect this to take no longer than 15 minutes to complete. 

 
Please shade the box 1, 2, 3, 4 or 5, with 1 standing for Strongly Agree and 5 for Strongly Disagree.  

Shade 3 if you neither agree nor disagree, or if you are unsure. 

 

 Statement   1 2 3 4 5 

1.  Scientists do a lot of research.      

2.  Research is a worthwhile activity.       

3.  Knowing how to do research will help me in my future career.       

4.  People around me would not take me seriously if I said I was interested in a career in 

research. 

     

5.  Research will not be important in my life's work.       

6.  I am confident that I can do research.      

7.  Historians do a lot of research.      

8.  Doing research is challenging.       

9.  Research can be carried out through collecting data during a fieldtrip.      

10.  Artists do a lot of research.      

11.  You have to be a genius to do research.      

12.  Research involves coming up with new theories.      

13.  The main purpose of research is to generate new knowledge.      

14.  Research involves collecting new data.      

15.  Research always involves investigating a question.      

16.  Research involves searching through sources, such as libraries.      

17.  Philosophers do a lot of research.      

18.  Doing research is not useful.      

19.  Research can involve collecting data through interviews and questionnaires.      

20.  You do research to confirm your own opinion.      

21. Lawyers do a lot of research.      

22. Research is carried out solely through experiments in a laboratory.      

23. Anybody can do research.      

24. Mathematicians do a lot of research.      

25. I think I do research in school.      

http://ueasupp.org/
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Table A2. Revised version of the questionnaire. 

Who does research 

 Statement   1 2 3 4 5 

1.  Scientists do a lot of research.      

7.  Historians do a lot of research.      

10.  Artists do a lot of research.      

17.  Philosophers do a lot of research.      

21. Lawyers do a lot of research.      

24. Mathematicians do a lot of research.      

 

The value of research 

2.  Research is a worthwhile activity.       

3.  Knowing how to do research will help me in my future career.       

5.  Research will not be important in my life's work.       

18.  Doing research is not useful.      

 

The process of research 

9.  Research can be carried out through collecting data during a 

fieldtrip. 

     

13.  The main purpose of research is to generate new knowledge.      

14.  Research involves collecting new data.      

16.  Research involves searching through sources, such as libraries.      

19.  Research can involve collecting data through interviews and 

questionnaires. 

     

 

Myself and research 

6.  I am confident that I can do research.      

11.  You have to be a genius to do research.      

23. Anybody can do research.      

25. I think I do research in school.      
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Abstract: Monte Carlo simulation is a useful tool for researchers to estimated 

accuracy of a statistical model. It is usually used for investigating parameter 

estimation procedure or violation of assumption for some given conditions. 

To run a simulation either the paid software or open source but free program 

such as R is need to be used. For that, researchers must have a good 

knowledge about the theoretical procedures. This paper introduces the R 

package called MonteCarloSEM. The package helps to simulate and analyze 

data sets for some simulation condition such as sample size and normality for 

a given model. Also, an example is given to show how the functions within 

the package works. 

1. INTRODUCTION 

Monte Carlo (MC) simulation studies are used to investigate the accuracy of statistical 

modeling in educational sciences as well as other social sciences. MC can be used to test such 

as violations of assumptions (Schumacker & Lomaz, 2010), effect of missing data or sample 

size on the model-data fit or parameter estimates. In the simplest terms, for example, we can 

examine how the t-test behaves if the small sample size is small (i.e., de Winter, 2013). 

Similarly, simulation studies are also used with structural equal modeling techniques. Boomsma 

(2013) pointed out that 31% of the studies published at the Structural Equation Modeling 

journal between 1994 and 2012 are MC studies. In order to run a MC study, either paid 

programs such as Mplus and Lisrel-PRELIS or open source but free program such as R (R Core 

Team, 2020) is need to be used. In both cases, it is necessary to know how the programs work.  

Even though R is a free program it has a somewhat complex structure, especial for beginners. 

It is because all the coding must be done by the individual or a ready-made package needed to 

be used. In addition to the coding difficulties, the individual must also have a good knowledge 

about the theoretical procedures of simulation studies. 

The “MonteCarloSEM” package has been developed to facilitate these operations and to enable 

researchers who are not familiar with such complex operations to perform MC simulation 

studies. In short, this package allows to test different conditions for a given Structural Equation 

Models (SEM) such as confirmatory factor analysis. 

To run a MC simulation, a SEM model, the true model, must first be determined: number of 

factors in the model, the correlation between these factors and number of items loaded on each 
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factor and so on. Then, a model which the data will be tested with is need to be determined. 

The testing model does not have to be the same with the true model. If it is not the same it is 

called misspecified model. A simulation study where the true model and misspecified model 

are used could give the effect of the misspecification on the parameter estimations and the 

model-data fits.  

Different simulation conditions can be used for simulation studies. Number of factors, values 

of the factor loadings, the sample size and shape of the data (i.e., normal or non-normal) are 

some of them. This package enables us to use some these conditions. Detailed information 

about the contents of this package were given below. Each function and its parameters were 

explained with examples. Then, a simple simulation study is given as an example. 

2. MonteCarloSEM PACKAGE 

The package can be installed by using install.packages("MonteCarloSEM") comment. The 

documents for the package is available at the Comprehensive R Archive Network (CRAN): 

https://CRAN.R-project.org/package=MonteCarloSEM. The first version of the package was 

available as of September 22, 2020. The package requires to install some other packages. For 

example, the “Matrix” package (Maechler & Bates, 2006) is used for the matrix decomposition. 

The names of the required packages were given at the package’s documents (Orçan, 2020).  

There are five functions under this package. In case the arguments required for simulation are 

given, these functions enable us to a) generate artificial (i.e., simulated) data and b) analyze 

previously generated data and report the results. 

2.1. Generating Artificial Data 

The data sets were generated based on the standard normal distribution with mean of zero and 

standard deviation of one. Based on a given Confirmatory Factor Analysis (CFA) model, first 

uncorrelated factor scores were generated. Then, Cholesky decomposition method (Higham, 

2009) was used to get correlated factor scores. On the other hand, independent error scores for 

each item were generated. Using correlated factor scores and random error scores, observed 

item scores were gained by the following formula (Orçan & Yanyun, 2016).  

𝑋𝑖 = 𝜆𝑖 ∗ 𝐹 + (√1 − 𝜆𝑖
2) ∗ 𝐸𝑖 

where 𝑋𝑖 is an observed score on item i, F is factor score, 𝜆𝑖 and 𝐸𝑖 indicates the factor loading 

and random error for item i, respectively. 

If non-normality is desired, Fleishman’s power transformation method (Fleishman, 1978) was 

applied to obtain scores with the predefined skewness and kurtosis values: 

𝑋𝑠𝑘𝑒𝑤𝑒𝑑 = 𝐴 + 𝐵 ∗ 𝑋𝑛 + 𝐶 ∗ 𝑋𝑛
2 + 𝐷 ∗ 𝑋𝑛

3 

where Xn is a previously generated normally distributed variable. The coefficients A, B, C and 

D are constants corresponding to a specific skewness and kurtosis values given at Fleishman’s 

(1978) Table 1. For example, for skewness and kurtosis of one the values of B, C and D are 

1.0174852, .190995 and -.018577, respectively. 

2.2. Analyzing the Data 

After the data sets were generated, the data sets can be tested with a given CFA model under 

“lavaan” package (Rosseel, 2012). To run the simulation under this package, first a lavaan 

model is needed to be defined. Definition of a lavaan model is not in the scope of this paper. 

Therefore, please see the lavaan documentation for the modeling strategies. Once the model is 

https://cran.r-project.org/package=MonteCarloSEM
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tested with the simulated data sets, the fit indices and the parameters estimated with their 

standard errors are printed to a Comma Separated Values (CSV) file. 

The model given in Figure 1 was used to explain the MonteCarloSEM functions. As seen in 

Figure 1, there were two factors in the model (F1 and F2). The correlation between these factors 

was set to .5. Factors were defined with 3 and 4 items, respectively. The factor loadings of these 

items were indicated in the figure. 

2.3. fcors.value Function 

This function creates a symmetric matrix which specifies the correlation between the factors. If 

you are familiar with matrix formatting in R there is no need to use the function. Factor 

correlation matrix can be created by base matrix function. fcors.value function has two 

arguments: nf and cors. 

Figure 1. The model which the data simulated based on. 

 

 

• nf: It represents the number of factor/s in the data generation (true) model.  

• cors: It represents the values of the correlation between the factors. Values of the 

correlation should be between -1 and +1. In case there is only one factor in the model, 

fallowing line should be entered "cors.value(nf = 1, cors = c(1,1,1))" to define 

factor correlation matrix. 

For the model shown in Figure 1, the function should be: 

fcors.value(nf = 2, cors = c(1, .5, .5, 1)) 

2.4. loading.value Function 

The function specifies the factor loadings as a matrix. For each factor, the factor loadings values 

should be given by a column. That is, the columns represent the factors and rows represent the 

items. If there are k factors and m different items in the model the function creates a matrix 

of 𝑘 × 𝑚. This function also has two arguments: nf and fl.loads. 

• nf: It represents the number of factor/s in the data generation (true) model. This value 

should be identical to nf argument at fcors.value function.  

• fl.loads: This is a vector where all values of the loadings are given. The values 

entered should be larger than 0 and smaller then 1.  
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The values are assigned by columns. Therefore, firstly the values of loading for factor 1, starting 

from the first item to last, have to be given. For the model shown in Figure 1 the function should 

be: 

loading.value(nf = 2, fl.loads = c(.4, .5, .6, 0, 0, 0 ,0, 

                    0, 0, 0, .4, .5, .6, .7)) 

2.5. sim.normal Function 

This function generates normally distributed data sets by a given (i.e., true) CFA model. In each 

data file, the first column shows sample numbers. Starting from the second all other columns 

show actual simulated data for each item. For the model shown in Figure 1, for example, the 

column names colud be ID, F1X1, F1X2, F1X3, F2X4, F2X5, F2X6, F2X7. Besides the data 

set files, the function produces two more files. The first of them is "Model_Info.dat". This file 

shows the factor correlation and the factor loading matrices which were used for the data 

generation process. The second file is "Data_List.dat". The file includes names of the data files 

which were generated. sim.normal function has five arguments: nd, ss, fcors, loadings, f.loc.  

• nd: It is an integer. It shows the number of data sets which will be generated. The default 

values for the arguments is 10. 

• ss: It is an integer larger than 10. It indicates sample size for the data generation process. 

The default values for the arguments is 100. 

• fcors: A symmetric factor correlation matrix. In order to define this argument 

fcors.value function would be used.  

• loadings: It is the factor loading matrix. Columns represent factors and non-zero rows 

represent number of items under each factor. In order to define this argument 

loading.value function would be used. 

• f.loc: It indicates where the simulated data sets will be saved. In order to run the 

function successfully, a file path has to be defined.  

Let’s now assume that we would like to generated 100 data sets by the model given in Figure 

1. The sample size is 500 and the data sets will be saved Documents folder under C driver. 

Following codes do this simulation.  

FCorr <- fcors.value(nf = 2, cors = c(1, .5, .5, 1)) 

FLoad <- loading.value(nf = 2, fl.loads = c(.4, .5, .6, 0, 0, 0 ,0, 

                                             0, 0, 0, .4, .5, .6, .7)) 

FileLoc <- "C:/Users/user/Documents" 

sim.normal(nd = 100, ss = 500, fcors = FCorr, loading = FLoad, f.loc = FileLoc) 

2.6. sim.skewed Function 

The function is similar to sim.normal function except that sim.skewed generates non-normally 

(skewed) distributed data sets by a given CFA model. The function generates data files, model 

information and data list files as sim.normal. However, the model information file has two more 

information under this function. One of them indicates if the items were non-normal or not. The 

second one shows Fleishman's B, C and D values which were used for data generation 

procedure. sim.skewed function has seven arguments: nd, ss, fcors, loadings, nonnormal, 

Fleishman and f.loc. The details about new arguments are given here. The others are the same 

as in sim.normal function.  

• nonnormal: It is a vector of 0 or 1s. Each value in the vector represents an item in the 

model. If there are seven items in the model, for example, the length of the vector has to 

be seven. 0 indicates if the item is distributed normally while 1 indicates non-normal 

distribution for the corresponding item. 
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• Fleishman: It shows B, C and D values from Fleishman’s power method. Since 

 𝐴 = −𝐶, the value of A is not needed here. 

Again, let’s assume that we would like to generated 100 data sets by the model given in Figure 

1. Also, assume that only the item X6 and item X7 were non-normally distributed with 

skewness and kurtosis of 1. The sample size is 500 and the data sets will be saved Documents 

folder under C driver. Following codes do this simulation. 

2.7. fit.simulation Function 

sim.normal and sim.skewed functions generate data sets and save them into the specified folder. 

However, fit.simulation function uses these data sets and runs a CFA model, which does not 

have to be the same with the true model. Therefore, in order to run the function, the data sets 

have to be generated previously. 

FCorr <- fcors.value(nf = 2, cors = c(1, .5, .5, 1)) 

FLoad <- loading.value(nf = 2, fl.loads = c(.4, .5, .6, 0, 0, 0 ,0, 

                                             0, 0, 0, .4, .5, .6, .7)) 

IfNon <- c(0, 0, 0, 0, 0, 1, 1) 

FleisV <- c(1.0174852, .190995, -.018577)  

FileLoc <- "C:/Users/user/Documents" 

sim.skewed(nd = 100, ss = 500, fcors = FCorr, loading = FLoad, nonnormal = IfNon,     

Fleishman = FleisV, f.loc = FileLoc) 

 

The “lavaan” package (Rosseel, 2012) is used to fit the model to the data sets. Please see the 

lavaan documentation for more detailed information about how to build a CFA model.  Once 

the model run is done, fit indices and parameters estimated with their standard errors are printed 

to a Comma Separated Values (CSV) file named as "All_Results.csv".  Each line in the output 

file represents results of a simulated data set. The columns such as “chisq”, “df”, “cfi” or 

“rmsea” are self-explanatory but the second column named as “Notes”. This column shows the 

model-data convergence. If the model is converged without any problem the value will be 

"CONVERGE". If it is not converged the value will be "NONCONVERGE" and all the other 

values in the row will be "NA". Lastly, if there were some kind of warning such as negative 

variance during the model run the value will be "WARNING" and based on the types of 

warnings, some of the values in the row might be "NA".  

To run the simulation, the generated data sets and the list of the data sets’ names (Data_List.dat) 

have to be located at the same folder. fit.simulation function has five arguments: model, 

PEmethod, datalist and f.loc. 

• model: It indicates the lavaan model. The model will be used to test the generated data 

sets. Therefore, it does not have to be the same with data generation (true) model.  

• PEmethod: It indicates the parameter estimation method. The default estimation method 

is Maximum Likelihood (ML). Other estimation methods such as Robust Maximum 

Likelihood (MLR) or Weighted Least Squares (WLS) are available under lavaan package. 

Please see the lavaan documentation for more information.  

• dataList: It shows the name of the file which has list of the data sets’ names. If 

sim.normal and sim.skewed functions were used for the data generation, as it was pointed 

earlier the name of the file is “Data_List.dat”. However, data sets generated with other 

statistical programs or r-packages can also be used with this function. In that case, name 

of the file might be different. Therefore, it should be specified here.   
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• f.loc: It indicates where the simulated data sets are located. The dataList file and the 

simulated data sets have to be in this location. 

Let’s run a simulation based on previously generated data sets from sim.skewed function. For 

this, first a model needed to be defined by lavaan. The model given below (LavaanM) defines 

the model given in Figure 1.  

LavaanM <- ' 

# CFA Model 

f1 =~ NA*x1 + x2 + x3 

f2 =~ NA*x4 + x5 + x6 + x7 

# Factor Correlations 

f1 ~~ f2 

# Factor variance 

f1 ~~ 1*f1 

f2 ~~ 1*f2 

' 

DList <- "Data_List.dat" 

FileLoc <- "C:/Users/user/Documents" 

fit.simulation(model = LavaanM, PEmethod = "MLR", dataList = DList, f.loc = 

FileLoc) 

 

Once the simulation process is completed the result of the simulation is saved as a CSV file to 

the location. A part of the CSV file was displayed in Figure 2. As it is seen form the figure, the 

first column showed replication number. For example, the results which were obtained from 

the first data set was given at the replication number 1. Based on the results, the first data set 

was converged. The chi-square value for the model was 6.351 with 13 degrees of freedom. The 

CSV file also shows fit indices such as the comparative fit indices (CFI) and the standardized 

root mean square residual (SRMR). Their values for the first data set were 1 and .018, 

respectively. The column W in the file shows the values of the factor loadings from item X1 to 

factor F1. The value for the first data was .403. Fallowing two columns (X and Y) shows 

standard errors of the estimates and the p-values. The standard error of the factor loading for 

the first data set was .061, for example. On the other hand, column Z (std.est) shows values of 

the standardized parameter estimates (.411). 

Figure 2. Sample view of “All_Results.csv” file. 
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3. EXAMPLE SIMULATION STUDY 

An example simulation is given here to demonstrated functions in the package. Let’s assume 

that a researcher wanted to see the effects of nonnormality on the parameter estimation under a 

CFA model. For this purpose, a CFA model was defined which has three factor and each factor 

was loaded by three items. Factor loadings for the model were all equal to .7. Besides, the 

correlation among the factors were set to .5.  

In order to create a manageable example only three conditions were simulated with sample size 

of 500 for 1000 times: All items were a) normally distributed (skewness = 0, kurtosis = 0), b) 

skewed (skewness = 1, kurtosis = 1) and c) skewed (skewness = 1.5, kurtosis = 2.5). The true 

model then used to get the parameter estimates under each conditions. Following codes simulate 

normal data sets at the step 1 and analyze the simulated data sets at the step 2. 
 
# First, the package has to be installed. 

install.packages("MonteCarloSEM") 

library("MonteCarloSEM") 

 

## Step 1: Simulate normally distributed data sets 

# Define correlation among the factors 

 

Ex.FCorr <- fcors.value(nf = 3, cors = c(1, .5, .5, 

                                        .5, 1, .5, 

                                        .5, .5, 1)) 

# Define factor loadings 

Ex.FLoad <- loading.value(nf = 3, fl.loads = c(.7, .7, .7, 0, 0, 0, 0, 0, 0, 

                                                0, 0, 0, .7, .7, .7, 0, 0, 0, 

                                                0, 0, 0, 0, 0, 0, .7, .7, .7)) 

# Define where the simulated data sets will be saved 

Ex.FileLoc <- "C:/Users/user/Documents" 

sim.normal(nd = 1000, ss = 500, fcors = Ex.FCorr, loading = Ex.FLoad,  f.loc = 

Ex.FileLoc) 

 

# Step 2: Analyze simulated data sets with the true model. 

 

# Define CFA model under lavaan package 

Ex.CorrectM <- ' 

# CFA Model 

f1 =~ NA*x1 + x2 + x3 

f2 =~ NA*x4 + x5 + x6 

f3 =~ NA*x7 + x8 + x9 

# Factor Correlations 

f1 ~~ f2 

f1 ~~ f3 

f2 ~~ f3 

# Factor variance 

f1 ~~ 1*f1 

f2 ~~ 1*f2 

f3    ~~ 1*f3 

' 
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# Define the folder which contains names of the simulated data sets 

Ex.DList <- "Data_List.dat" 

 

# Define where the data sets are located 

Ex.FileLoc <- "C:/Users/user/Documents" 

 

fit.simulation(model = Ex.CorrectM, PEmethod = "ML", dataList = Ex.DList, f.loc = 

Ex.FileLoc) 

 

Similarly, following codes simulates skewed data (skewness =1 and kurtosis = 1) at step 1 and 

runs simulated data set at step 2. Since the same model was used for the simulations, step 2 is 

the same as normal data study above. Therefore, the same codes were used for the skewed data 

at step 2 and codes were not given again. Also, to run the second skewed data study the 

Ex.FleisV values should be replaced by .9920986, .3452694 and -.0418153 respectively. Later, 

the step 1 and the step 2 should be run again for the second skewed data simulation. 
 
## Step 1: Simulate first skewed (non-normal) data sets. 

 

# Define correlation among the factors 

Ex.FCorr <- fcors.value(nf = 3, cors = c(1, .5, .5, 

                                        .5, 1, .5, 

                                        .5, .5, 1)) 

 

# Define factor loadings 

Ex.FLoad <- loading.value(nf = 3, fl.loads = c(.7, .7, .7, 0, 0, 0, 0, 0, 0, 

                                                0, 0, 0, .7, .7, .7, 0, 0, 0, 

                                                0, 0, 0, 0, 0, 0, .7, .7, .7)) 

 

# Define which items are non-normal.  

Ex.IfNon <- c(1, 1, 1, 1, 1, 1, 1, 1, 1) 

 

# Define Fleishman's values: B, C and D 

Ex.FleisV <- c(1.0174852, .190995, -.018577) # Values for Sk = 1, K = 1 

 

# Note: Replace these values with following values for Sk = 1.5, K = 

2.5: .9920986, .3452694 and -.0418153 

 

# Define where the simulated data sets will be saved 

Ex.FileLoc <- "C:/Users/user/Documents" 

 

sim.skewed(nd = 1000, ss = 500, fcors = Ex.FCorr, loading = Ex.FLoad, nonnormal = 

Ex.IfNon, Fleishman = Ex.FleisV, f.loc = Ex.FileLoc) 

 

# Step 2: Run simulated data sets with the correct model. 

## This was the same as above. Therefore, use the same codes at step 2 given 

under normal data study. 

4. RESULTS OF THE EXAMPLE 

First, sample histograms for item scores generated under each simulation condition were 

pictured in Figure 3. The left panel shows an item scores under normal data generation while 

the right panel shows an item scores under skewness = 1.5 conditions. The actual skewness 

values of the specific items were .07, .99 and 1.46 respectively.  
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Table 1 summarizes the results of the simulation studies. The first row shows the average Chi-

squares values. The second row shows that as the skewness increased the number of chi-square 

test which had p-values smaller than .05 were also increased. When the data were normal only 

4.5% of the models showed no-model-data fit based on the chi-square tests. However, when the 

skewness increased to 1.5, the ratio increased to 17.4%. Since the factor loading had similar 

values only four of them were reported in table 1. Based on the results, as it was expected, the 

values of the parameter estimates were equal to the true values under the normally distributed 

data. However, as skewness increased the values of the parameter estimates got worse. Similar 

conclusions can also be made for the values of the correlations among factors. Therefore, as it 

was expected, as skewness increased the parameter estimated got worsen. 

5. CONCLUSION 

MonteCarloSEM package was introduced in this study. The package is useful for simulation 

data sets for a given model and analyzing the simulated data sets. There are five function in the 

package. This study described the functions and gave examples for the usage of the functions. 

Also, R codes for an example simulation study were provide in the study. 

Figure 3. The model which the data simulated based on. 

   

Normal  Skewness = 1 Skewness = 1.5 
 

With the help of this package, researchers do not have to pay for expansive software to 

simulated data sets. Besides, the researchers can do simulation studies with little knowledge 

about R programing, considering simulating data for a given model is relatively complex and 

requires some knowledge about the formulas. 

Table 1. The Results of Example Simulation. 

 Normal  Skewness = 1 Skewness = 1.5 

Chi-Square 23.84 26.85 29.01 

Number of p <.05 45 113 174 

F
ac

to
r 

L
o
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g
s Item 1 .70 .68 .65 

Item 2 .70 .68 .65 

Item 8 .70 .68 .65 

Item 9 .70 .68 .65 

F
ac

to
r 

C
o
rr

el
at

io

n
s 

Factor 1 and 2 .50 .49 .47 

Factor 1 and 3 .50 .49 .46 

Factor 2 and 3 .50 .49 .46 
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The first version of the package is available now at CRAN (https://github.com/cran/MonteCar

loSEM). The package has some limitations for now. However, some new functions are under 

construction now. For example, it is planned to add a function which creates missing data based 

on missing completely random (MCAR), missing at random (MAR) and missing not at random 

(MNAR) to the package for the later versions. Besides this, functions which creates item parcels 

and categorical (i.e., Likert) data sets were also under construction. 

Declaration of Conflicting Interests and Ethics 

The author declares no conflict of interest. This research study complies with research 

publishing ethics. The scientific and legal responsibility for manuscripts published in IJATE 

belongs to the author. 

ORCID 

Fatih Orçan   https://orcid.org/0000-0003-1727-0456 

6. REFERENCES 

Boomsma, A. (2013) Reporting Monte Carlo Studies in Structural Equation Modeling. 

Structural Equation Modeling: A Multidisciplinary Journal, 20(3), 518-540. 

https://doi.org/10.1080/10705511.2013.797839 

de Winter, J.C.F. (2013). Using the Student's t-test with extremely small sample sizes. Practical 

Assessment, Research, and Evaluation, 18, 10. https://doi.org/10.7275/e4r6-dj05 

Fleishman, A. I. (1978). A method for simulating non-normal distributions. Psychometrika, 43, 

521-532. https://doi.org/10.1007/BF02293811 

Higham, N.J. (2009). Cholesky factorization. WIREs Computational Statistics, 1, 251-254. 

Maechler, M., & Bates, D. (2006). 2nd Introduction to the Matrix package. URL: https://cran.r-

project.org/web/packages/Matrix/vignettes/Intro2Matrix.pdf 

Orçan, F. & Yanyun, Y. (2016). A Note on the Use of Item Parceling in Structural Equation 

Modeling with Missing Data. Journal of Measurement and Evaluation in Education and 

Psychology, 7 (1), 59-72. https://doi.org/10.21031/epod.88204 

Orçan, F. (2020). MonteCarloSEM 0.0.1. https://CRAN.R-

project.org/package=MonteCarloSEM 

R Core Team (2020). R: A language and environment for statistical computing. R Foundation 

for Statistical Computing, Vienna, Austria. Retrieved September 10, 2020, from 

http://www.R-project.org/ 

Rosseel, Y. (2012). lavaan: An R Package for Structural Equation Modeling. Journal of 

Statistical Software, 48 (2), 1-36. URL: http://www.jstatsoft.org/v48/i02/ 

Schumacker, R. E., & Lomax, R. G. (2010). A beginner's guide to structural equation modeling 

(3rd ed.). Routledge. 

 

https://github.com/cran/MonteCarloSEM
https://github.com/cran/MonteCarloSEM
https://orcid.org/0000-0003-1727-0456
https://doi.org/10.7275/e4r6-dj05
https://cran.r-project.org/web/packages/Matrix/vignettes/Intro2Matrix.pdf
https://cran.r-project.org/web/packages/Matrix/vignettes/Intro2Matrix.pdf
http://www.r-project.org/
http://www.jstatsoft.org/v48/i02/


 

International Journal of Assessment Tools in Education 

 2021, Vol. 8, No. 3, 714–728 

https://doi.org/10.21449/ijate.858183 

Published at https://ijate.net/              https://dergipark.org.tr/en/pub/ijate                         Research Article 

 

 714 

 

Investigating Invariant Item Ordering in Intelligence Tests: Mokken Scale 

Analysis of KBIT-2 

 

Eren Halil Ozberk 1,*, Elif Bengi Unsal Ozberk 1,  Sait Uluc 2, Ferhunde Oktem 3 

 
1Trakya University, Faculty of Education, Department of Educational Sciences, Measurement and Evaluation in 

Education, 22100, Edirne, Turkey 
2Hacettepe University, Faculty of Letters, Department of Psychology, 06800, Ankara, Turkey 
3Hacettepe University, Faculty of Letters, Department of Psychology (Retired), 06800, Ankara, Turkey 

 

ARTICLE HISTORY 

Received: Jan. 11, 2021 

Revised: June 14, 2021 

Accepted: July 11, 2021 
 

Keywords: 

Mokken scale analysis,  

Intelligence tests,  

Invariant item ordering.  

Abstract: The Kaufman Brief Intelligence Test – Second Edition (KBIT-2) is 

designed to measure verbal and nonverbal abilities in a wide range of individuals 

from 4 years 0 months to 90 years 11 months of age. This study examines both the 

advantages of using Mokken Scale Analysis (MSA) in intelligence tests and the 

hierarchical order of the items in the KBIT-2: Turkish form by estimating the 

parameters of each of the three subtests by testing the dimensionality of the KBIT-

2 subtests by using the Invariant Item Ordering (IIO) assumptions. 2850 people 

participated in the study, including children, adolescents, and adults. Participants' 

ages varied from 48 months (4 years 0 months) to 539 months (44 years 11 

months). Automated Item Selection Procedure (AISP) was applied for the 

assessment of unidimensionality under three different lower bounds as 0.30, 0.40, 

and 0.55. The items of all three subtests formed a unidimensional scale. Backward 

Item Selection (BIS) procedure detected seven items in the Matrices and 17 items 

in the Verbal Knowledge, while six items in the Riddles subtest violated the IIO 

criteria. KBIT-2: Reliability values obtained using MSA analysis show that all three 

subtests have a high degree of internal consistency.   However, care should be taken 

when IIO assumptions do not fit the intelligence scales in the original form. 

1. INTRODUCTION 

The Kaufman Brief Intelligence Test – Second Edition (KBIT-2) is designed to measure verbal 

and nonverbal abilities in a wide range of individuals from 4 years 0 months to 90 years 11 

months of age (Kaufman & Kaufman, 2004). The first version of the test, KBIT, consisted of 

only two subtests: Vocabulary and Matrices (MT). Vocabulary subtest aimed to measure 

crystallized intelligence with questions focusing on expressive language skills and general 

knowledge gained through school. It is widely accepted that the MT subtest, which includes 

pictures or abstract patterns, is a good indicator of fluid intelligence (such as non-verbal abilities 

and instant problem-solving skills) (Cole & Randall, 2003).  

KBIT-2, especially the verbal section, was revised within Cattell–Horn–Carroll Theory (CHC) 

after a comprehensive renovation and norm adjustment study. The number of Vocabulary 

 

*CONTACT: Eren Halil Özberk    erenozberk@trakya.edu.tr   Trakya University, Faculty of Education, 

Department of Educational Sciences, Measurement and Evaluation in Education, 22100, Edirne, Turkey 

e-ISSN: 2148-7456 /© IJATE 2021 

https://doi.org/10.21449/ijate.858183
https://ijate.net/
https://dergipark.org.tr/en/pub/ijate
https://orcid.org/0000-0003-2136-3081
https://orcid.org/0000-0003-3605-3983
https://orcid.org/0000-0002-7048-8545
https://orcid.org/0000-0001-6971-6822


Int. J. Assess. Tools Educ., Vol. 8, No. 3, (2021) pp. 714–728 

 715 

subtests in the first version was divided into two separate subtests: Verbal Knowledge (VK) 

and Riddles (RD). Since the test is designed to measure Verbal and Nonverbal intelligence in a 

wide range of ages, it is essential to start from an item likely to measure the desired latent trait 

for a given age group and stop the test after a varying number of consecutive incorrect 

responses. 

Starting and discontinue rules are used in various intelligence tests to reduce the burden, shorten 

the testing time, and minimize error scores, which prevents respondents from answering easy 

questions far below their abilities (Kaufman & Kaufman, 2004; von Davier et al., 2019). To 

apply the starting and discontinue rule for each ability group, intelligence test batteries are 

designed to start with easy to difficult items consecutively for each subtest.  

The Turkish Ministry of National Education standardized the test as part of the project called 

Empowering Special Education (ESE). KBIT-2 has been widely used to identify the children 

in need of special education in order to decide whether they should have that special education 

since it was adapted in Turkey. The test has also been of great interest in scientific studies. The 

validity and reliability of the KBIT-2 studies have been tested many times using item analysis, 

internal consistency, and split-half consistency, which are all based on the Classical Test Theory 

(CTT) (Atalay, 2007; Öktem, 2016; Savaşan, 2006; Uluç et al., 2015). Although the studies on 

CTT provide information about the test's psychometric characteristics, they have several 

limitations. In CTT, item characteristics such as item difficulty and item discrimination are 

group dependent (Hambleton et al., 1991), which means the parameter estimations of item 

difficulty and discrimination change when the group changes. Also, estimated errors are 

considered to be equal for all individuals irrespective of their intelligence levels. 

1.1. Nonparametric Item Response Theory in Psychological Tests 

Parametric Item Response Theory (IRT), also called 'latent trait theory,' was developed against 

the limitations of CTT in the test development, adaptation, and evaluation of measurement tools 

in education and psychology (Lord & Novick, 1968; Embretson & Reise, 2000; Hambleton et 

al., 1991). IRT focuses on an individual's responses to each item rather than the total scores 

obtained from the test.  

Numerous studies have been conducted on the advantages of using IRT in developing tests for 

psychological structures (Embretson & Reise, 2000). Ability measures obtained from the tests 

designed according to IRT can be obtained independently from the sample of the items applied 

to the individual. When the model-data fit is achieved, IRT methods reveal more accurate items 

and ability parameter estimates than CTT does. (Hambleton et al., 1991). Precise parameter 

estimates are an essential part of intelligence test development; thus, they are so widely used 

and much research prefers parametric IRT methods to develop psychological structures (Robie 

et al., 2001; Steinberg, 1994; Waller et al., 2000). 

Empirical research has suggested that the nonparametric approach should be preferred over the 

parametric approach, especially in psychological scales (Meijer et al., 1990; Meijer & Baneke, 

2004; Reise & Waller, 2003). In contrast to the large-scale tests used in education, it is not 

always possible to meet the parametric IRT assumptions in the tests that measure psychological 

structures. In parametric IRT models, item and ability parameters are estimated with one, two, 

or three parameters logistic models or normal ogive models. If the unidimensionality and local 

independence assumption criteria are not met, the item and ability parameter estimates become 

uncertain. Nonparametric models are less restrictive about the shape item response functions 

(IRF) (Sijtsma & Van der Ark, 2017). Even though IRFs do not fit logistically as in 

nonparametric models, they should be in an increasing form. 

In nonparametric models, individuals and items ordered according to total scores reflect a latent 

continuum scale (Meijer & Baneke, 2004). Also, Junker and Sijtsma (2001) state that it is more 
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advantageous to use the nonparametric IRT method in psychological and sociological studies 

when the sample size is low. One of the most known nonparametric methods is Mokken Scale 

Analysis (MSA), proposed by Mokken (1971). 

1.2. Mokken Scale Analysis Overview 

Mokken (1971), contrary to Guttman's deterministic model, developed a probabilistic 

nonparametric method. MSA can be used when items are in a hierarchical order to test the 

relationships between items and the latent ability (Sijtsma & Van der Ark, 2017). The 

individuals' observed scores are obtained through the sum of the scores on the original scale, 

while mean item scores are obtained from item scores. Mokken model uses two models to 

evaluate scales.  

The first model is called the Monotone Homogeneity Model (MHM) (Mokken, 1971; Mokken 

& Lewis, 1982; Sijtsma & Molenaar, 2002; Sijtsma & Molenaar, 2016). MHM is a non-

restrictive model that aims to rank individuals (Sijtsma & Van der Ark, 2017). In the MHM, 

there are unidimensionality, local independence, and monotonicity assumptions. The second 

model is called the Double Monotonicity Model (DMM). Unlike MHM, the DMM aims to rank 

individuals and items simultaneously. In the DMM, items are ordered using mean item scores. 

The equivalent of mean item scores in CTT is the item difficulty. In many intelligence tests, 

items are ordered from easiest to most difficult, aiming to reduce test anxiety by taking easy 

questions first and helping practitioners apply the starting point and discontinue rule easily. 

Item order must be equal for all intelligence score levels to make a fair and unbiased evaluation. 

At this point, the DMM can provide a practical solution for this situation using invariant item 

ordering (IIO). The DMM model includes all the assumptions of the MHM model besides 

nonintersecting IRFs as the fourth assumption. MHM and DMM can be used for dichotomous 

and polytomous items (Molenaar, 1997; Sijtsma et al., 1990).   

There are three different scalability coefficients: MSA item scalability coefficient (𝐻𝑖), item-

pair scalability coefficient (𝐻𝑖𝑗), and total scalability coefficient (𝐻). Also, the 𝐻 transposed 

scalability coefficient (𝐻𝑇) is used in IIO analysis to express the respondents' consistency of 

invariant item orders (Ligtvoet et al., 2010; Sijtsma & Meijer, 1992). All scalability coefficients 

can take a range of values from 0 to 1 (Wind, 2017). 𝐻𝑖 can also be defined as item 

discrimination (Sijtsma et al., 2011) that high 𝐻𝑖 values are a proof of a highly discriminating 

item. The 𝐻𝑖𝑗 coefficient is an indicator of the internal consistency of each item pair. High 

values indicate that item pairs have high internal consistency. 𝐻 total scalability coefficient is 

known as the coefficient indicating the whole scale's quality according to Mokken model 

(Mokken, 1971; Molenaar & Sijtsma, 2000). The scale can be evaluated according to the 𝐻 

coefficient. Similarly, IIO accuracy is interpreted by the 𝐻𝑇 coefficient. 

1.2.1. Assumptions of the Mokken Model 

There are several assumptions in Mokken models as in parametric models:   

Unidimensionality: Unidimensionality means that a set of items in the scale or test measures 

only one latent trait (Straat et al., 2013; Sijtsma & Van der Ark, 2017). There are two methods 

to assess dimensionality. The first method is called the Automated Item Selection Procedure 

(AISP), which selects the highest 𝐻𝑖𝑗 item pairs to ensure that they are higher than the minimal 

lower bound (𝑐) determined by the user (Sijtsma & Van der Ark, 2017). In the next step, a third 

item having a positive correlation with the selected items and also having a 𝐻𝑖 value greater 

than both zero and 𝑐 values to produce the highest 𝐻 coefficient is selected. This process con-

tinues until certain conditions are met. If there are any unselected items, AISP follows the same 

process for another dimension. After creating the dimensions, if there are still unselected items, 

these items are marked as "non-scaling items," which cannot distinguish high and low ability 
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individuals and are excluded from the test or scale.  The items with low discrimination do not 

contribute to individual ranking. Another method is called the Genetic Algorithm (GA), which 

defines random partitioning and evaluates each partitioning according to the specified condi-

tions (crit statistic). This cycle repeats for all partitioning, and the best partitioning is reported 

when appropriate conditions are met. 

Local Independence: Local independence is defined as the responses to one item that does not 

affect other responses when the latent variable is controlled (Nunnally, 1978; Wind, 2017; 

Sijtsma & Van der Ark, 2017). The conditional association procedure (CAP), proposed by 

Straat et al. (2016), is used to assess the local independence. CAP uses 𝑊1 and 𝑊3 indices to 

determine if the item pairs violate the local independence assumption. Straat et al. (2016) de-

fined 𝑊 indices to identify locally independent item sets that each index flags suspected item 

by calculating particular conditional covariances. 

Monotonicity: It is also known as the monotonicity of IRFs. As the ability level increases (𝜃), 

the probability for a correct response to the item (𝑃(𝑋𝑖 = 1)) does not decrease (Wind, 2017). 

Monotonicity can be shown graphically, as in Figure 1. There was no decrease in probability 

as the ability level increased in item j; whereas in item i, when the ability level increased, the 

probability decreased. Therefore, while item j ensured the monotonicity assumption, item i did 

not meet the monotonicity assumption. Besides graphical representation, rest scores and statis-

tical hypothesis tests are used to evaluate monotonicity (Wind, 2017). 

Figure 1. Monotonicity plots. 

 

Invariant Item Ordering (IIO): IIO is defined as the IRFs that do not intersect for the specified 

item set (Sijtsma et al., 2011; Sijtsma & Van der Ark, 2017). This definition explains that the 

IIO assumption is satisfied, and the items are ordered from easy to difficult hierarchically. IIO 

can be shown graphically, as in Figure 2. Panel A, IRFs for the two items do not intersect with 

each other, so the IIO assumption is satisfied. Panel B illustrates intersecting IRFs that violate 

the IIO assumption. 

Several methods evaluate IIO assumptions, including Restscore, P-matrix, and Item Splitting 

(Sijtsma & Molenaar, 2002; Wind, 2016, 2017). These methods evaluate rest scores and 

probability for a correct response through graphics. Ligtvoet et al. (2010) stated inconsistencies 

regarding the assumption of nonintersecting IRFs on polytomous data and encouraged 

researchers to use the manifest IIO (MIIO) method. Sijtsma & Van der Ark (2017) stated the 

advantages of using the MIIO method over previous methods. In the MIIO method, the 
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backward item selection (BIS) procedure removes the items which violate the IIO assumption. 

BIS is an iterative procedure and reestimates 𝐻𝑖 scalability coefficients after the items, causing 

violations from the test. If there are still items in violation, BIS keeps this process continuing 

until there are no violations. 

Figure 2. Intersecting and Nonintersecting IRFs. 

 

Ligtvoet et al. (2010) stated the advantages of using IIO in intelligence tests. Intelligence test 

items are administered in ascending order of item difficulty (Kaufman & Kaufman, 2004; Zhu 

et al., 2005). There are multiple reasons why intelligence test items are administered in a way 

from easy to difficult. The first reason for this practice is that respondents will succeed in the 

first items. Therefore, items will not negatively affect their motivation to proceed with later 

items to gain confidence and not feel stressed. The second reason for this practice is that since 

the intelligence tests are applied to various age groups, individuals in the upper age group do 

not get bored with questions far below their abilities, and item ordering practice shortens the 

testing time in terms of the usefulness of the test. Therefore, individuals in the upper age group 

do not take some starting items and start with specific items that better fit their age group and 

ability. It is assumed that the upper age group will answer the easy items correctly at the 

beginning. In such a practice pattern, the general assumption relies on that item difficulty orders 

are equal across each age group. However, since the item parameters cannot be estimated as 

sample independent in CTT models, the assumption that the "item difficulties are invariant" 

cannot be tested with distinct ability levels. However, the IIO estimations are sample 

independent, which provides the opportunity to test the assumption item difficulty invariance 

across all distinct ability levels. 

Many studies apply MSA analyses to psychological scales in the literature, like personality and 

psychopathology scales (Chernyshenko et al., 2001; Meijer & Baneke, 2004). However, only a 

few studies have focused on nonparametric methods in intelligence tests (Abdelhamid et al., 

2019). There is no discussion of the KBIT-2 subtest properties adapted for the original and 

Turkish forms. It is essential to test the psychometric properties of items using modern 

psychometric methods, like MSA, to check whether item orders in each subtest are consistent 

in the original form and the adapted one.  As the item parameters, such as difficulty and 

discrimination, are sample dependent, person parameters are also dependent on the specific 

selection of items in the psychological tests. MSA can estimate the psychometric properties of 

the items independently from the sample, which provides practitioners to create adapted forms 

of the test using sample independent item parameters. 
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The main aim of the current study is therefore to examine both the advantages of using MSA 

in intelligence tests and the hierarchical order of the items in the KBIT-2: Turkish form by 

estimating the parameters of each of the three subtests by testing the dimensionality of the 

KBIT-2 subtests by using the IIO assumptions. 

2. METHOD 

2.1. Participants 

2850 people participated in the study, including children, adolescents, and adults. Participants' 

ages varied from 48 months (4 years 0 months) to 539 months (44 years 11 months). The 

average age of the participants is M = 178.72; the standard deviation is SD = 103.47. The 

Turkish form of the KBIT-2 test was applied to all individuals who participated in the study. 

All participants were native speakers of the Turkish language. Each test was applied and 

evaluated by the psychologists, who had KBIT-2 training. 

2.2. Instruments 

KBIT-2 Turkish form was first adapted in 2014 (Atalay, 2007; Öktem, 2016; Savaşan, 2006, 

Uluç et al., 2015) and comprised three subtests called MT, VK, and RD that produce Verbal, 

Nonverbal, and IQ composite scores (M=100; SD= 15) like the original form developed by 

Kaufman & Kaufman (2004). VK (60 items) and RD (48 items) subtests comprise the Verbal 

Standard Score, while MT (46 items) makes up the Nonverbal Standard Score (Kaufman & 

Kaufman, 2004). All subtests are scored dichotomously. 

2.3. Data Analysis 

Data analysis was performed with the R package "Mokken version: 3.0.3" (Van der Ark, 2012) 

in order to investigate the MHM and DMM assumptions. First, the total scalability coefficient 

(H) was evaluated with the conditions in which 0.30 ≤ 𝐻 < 0.40 indicates a weak scale, 0.40 ≤ 

𝐻 < 0.50 indicates a medium scale, and 𝐻 ≥ 0.50 indicates a strong scale (Wind, 2016). 𝐻 <.30, 

𝐻 indicates that the item does not fit the Mokken scale, which is also called an unscalable item. 

Also, item scalability coefficient and item-pair scalability coefficient were evaluated with the 

condition 𝐻𝑖 ≥ 0.30 and 𝐻𝑖𝑗 ≥ 0, which indicate items should be selected for Mokken scaling; 

otherwise, items should be reviewed or excluded from the test, and item pairs should not be 

negative, respectively. 

For unidimensionality assumption AISP, 𝑐 is set to 0.30, 0.40, and 0.55. Per Element Accuracy 

(PEA), proposed by Hogarty et al. (2005), is used to evaluate how accurately items were 

allocated to scales or dimensions with following conditions: 0.80 < PEA ≤ 0.90 mediocre; 

0.90<PEA ≤ 0.95 adequate; 0.95<PEA ≤ 0.99 good, and PEA > .99 excellent. 

For the local independence assumption, the 𝑊1 and 𝑊3 indices show that high values indicate 

item pair positively and negatively locally dependent, respectively (Sijtsma & Van der Ark, 

2017). To examine each subtest's monotonicity assumption, IRF graphs, based on 

nonparametric regression between item scores and total scores, are obtained (Junker & Sijtsma, 

2001; Sijtsma & Molenaar, 2002) and significant violations are reported.  

IIO assumption is tested with BIS procedures, an iterative method, to detect items that cause 

violations. Wind (2016) stated that the Crit statistic, an impact size measure for item violation 

(Molenaar & Sijtsma, 2000), is also used in some studies to identify which items violate IIO 

assumptions. Items indicate no serious violations if Crit < 40; minor violation if 40 ≤ Crit ≤ 80, 

and significant violations if Crit> 80. However, Crișan et al. (2019) suggested that Crit has 

failed to discriminate fitting and misfitting items for IIO. BIS procedure overcomes this 

problem using the iterative procedure by removing an item from the scale even though the Crit 

statistic is lower than 40.  In this study, items that violate IIO assumptions were determined 
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using the BIS procedure. Furthermore, 𝐻𝑇 coefficients are reported to provide information 

about the accuracy of IIO based on the following criteria: Item orderings show high accuracy 

if 𝐻𝑇 ≥ 0.50; medium accuracy if 0.40 ≤ 𝐻𝑇 <0.50; low accuracy if 0.30 ≤ 𝐻𝑇 <0.40, and item 

orderings are inaccurate if 𝐻𝑇 <0.30. 

Finally, to assess the reliability of the scale, lambda-2 statistics (Sijtsma, 2009), Molenaar-

Sjitma coefficient (Sijtsma & Molenaar, 2002), and latent class reliability coefficient (LCRC) 

are reported (Van der Ark et al., 2011). 

3. RESULTS  

Table 1 provides an overview of the descriptive summaries of the KBIT-2: Turkish form 

administration. Table 1 shows the minimum and maximum mean score values similar for all 

subtests except for RD, which has the most challenging item mean score of 0.04. The skewness 

and kurtosis values are also included in Table 1 in order to interpret the normality assumption, 

which can be considered acceptable to prove normal univariate distribution. Three reliability 

coefficients (alpha, split-half, and test-retest) were also estimated and reported. The reliability 

coefficients of all three subtests were estimated above .90, which shows that the test reliability 

is high. This finding implies that KBIT-2: Turkish form shows high reliability on each subtest 

based on CTT. 

Table 1. Descriptive Statistics and Reliability Estimates for the Kaufman Brief Intelligence Test-2: 

Turkish Form Subtests. 

 N Mean SD S K 

Reliability 

Alpha 
Split 

Half 

Test-

Retest 

Matrices 48 0.031-0.992 0.09-0.50 -0.36 -0.54 0.95 0.96 0.93 

Verbal Knowledge 60 0.030-0.995 0.07-0.49 -0.53 -0.45 0.96 0.97 0.94 

Riddles 46 0.004-0.993 0.06-0.50 0.20 -0.32 0.93 0.95 0.91 

N= number of items; SD=standard deviation; S=skewness; K=kurtosis; Alpha= Cronbach’s alpha coefficient 

3.2. MSA Results 

This section summarizes the results from KBIT-2: Turkish form data in which the scalability 

coefficients from the subtests were estimated according to the MHM and the DMM 

assumptions. The estimated coefficients were then compared based on the evaluation criteria 

mentioned earlier to address the research questions in this present study. MHM and DMM 

results are discussed, respectively:  

Table 2 presents the MHM outputs for all three subtests, along with the number of total 

violations and PEA estimates. The total scalability (𝐻) coefficient was achieved for the criteria 

𝐻> 0.5, which indicates all three subtests formed a strong Mokken scale. Also, item scalability 

coefficients for each subtest succeeded in satisfying 𝐻𝑖 >0.30 criterion, indicating that all items 

fit for Mokken scaling, and no item was excluded from the test. For MT, VK, and RD subtests, 

item scalability coefficients ranged between 0.50 to 0.88. Finally, item-pair scalability 

coefficients (𝐻𝑖𝑗) were all above the minimum value zero, while the lowest 𝐻𝑖𝑗 value was 

estimated as 0.59 for the VK subtest.  

Table 2 also shows the effect of varying minimal lower bound values (0.30, 0.40, and 0.55) and 

PEA values for AISP on the assessment of dimensionality. Results indicate that PEA values 

estimated from various lower bounds provide consistent information about the test 

dimensionality. For MT and RD (with c = 0.30 and 0.40), PEA is excellent; and for the rest, 

PEA is good for allocating items into the dimensions. Considering the PEA measures for 
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various conditions, the items can form a single scale in each subtest, which is interpreted as all 

three subtests that are unidimensional.  

For each subtest, the conditional association procedure indices 𝑊1 and 𝑊3 did not flag any 

items, which indicates all item pairs are locally independent. Thus, it was concluded that all 

three subtests ensured the local independence assumption. 

The probability of a correct response to the question was calculated by creating rest score 

groups according to their ability levels with the help of IRF graphics to test the monotonicity 

assumption in MHM analyses. When the analysis results in Table 2 are examined, it can be seen 

that only the 27th   item in the Verbal Knowledge subtest created one violation, however it was 

not marked as significant. In this respect, it can be said that the monotonicity assumption is 

ensured for all three subtests. Furthermore, IRF outputs provided strong evidence of 

monotonicity for all items in all three subtests.   

In summary, MHM results indicate that the monotonicity, local independence, and 

unidimensionality assumptions held for each of the KBIT-2 subtests and PEA values provided 

consistent estimates on dimensionality assessment. 

Table 2. Summary of Scalability Coefficients and Per Element Accuracy Values for the Kaufman Brief 

Intelligence Test-2: Turkish Form Subtests. 

 N H 𝐻𝑖  𝐻𝑖𝑗  #∑vi #∑sigvi 
PEA 

0.3 0.4 0.55 

Matrices 48 0.74 0.61-0.88 0.67-0.89 0 0 1.00 1.00 1.00 

Verbal 

Knowledge 
60 0.69 0.50-0.86 0.59-0.90 1 0 0.98 0.98 0.97 

Riddles 46 0.64 0.54-0.83 0.67-0.90 0 0 1.00 1.00 0.98 

#∑vi = total number of violations; #∑sigvi= total number of significant violations; PEA= per element accuracy 

The KBIT-2 data were tested with the MIIO method to identify the items that violated the 

invariant ordering for each subtest. The BIS procedure, which eliminates the lowest scalability 

item, was used to remove items violating the IIO. Subsequently, the HT coefficient was 

estimated for selected items in each subtest to check the accuracy of the IIO. The IIO 

assumption results were solely summarized for the removed items determined by the BIS 

procedure in Table 3, which shows the number of significant violations for the IIO and crit 

statistics along with the mean score, item scalability coefficient, and the number of significant 

violations for monotonicity. 

As shown in Table 3, although Molenaar & Sijtsma (2000) suggest that items for which the Crit 

statistic was estimated below 40 can be considered as not seriously violating items and can be 

safely included in any Mokken scale, the BIS procedure excluded the items regardless of Crit 

statistic. The BIS procedure detected seven items (9, 15, 18, 23, 28, 30, and 36) for the MT, 

seventeen items (19, 21, 22, 23, 24, 25, 27, 28, 32, 33, 34, 37, 42, 43, 44, 46, and 50) for the 

VK and six items (14, 15, 16, 19, 21, and 22) for the RD that violated the invariant ordering. 

Figure 3 demonstrates a graphical illustration of items that violated the IIO and nonintersecting 

IRF assumptions. As shown in Figure 3, Items 9 and 15 for MT, Items 34 and 37 for VK, and 

Items 21 and 22 for RD were graphically shown as intersecting IRFs that violated the IIO 

assumption. 
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Table 3. Summary of Invariant Item Ordering Results for the Kaufman Brief Intelligence Test-2: Turkish 

Form Subtests. 

    Scalability Monotonicity IIO 

 Item# M SD 𝐻𝑖 se #sigvi 
MIIO 

#sigvi 
crit 

Matrices        

 9 0.90 0.30 0.71 0.02 0 2 19 

 15 0.90 0.30 0.62 0.02 0 5 43 

 18 0.78 0.41 0.73 0.01 0 6 59 

 23 0.78 0.42 0.88 0.01 0 10 63 

 28 0.49 0.50 0.67 0.01 0 3 33 

 30 0.42 0.49 0.67 0.01 0 4 39 

 36 0.21 0.40 0.70 0.01 0 2 25 

Verbal Knowledge       

 19 0.82 0.39 0.76 0.01 0 5 32 

 21 0.80 0.40 0.70 0.02 0 10 53 

 22 0.80 0.40 0.77 0.01 0 4 26 

 23 0.73 0.44 0.70 0.01 0 14 90 

 24 0.74 0.44 0.72 0.01 0 7 74 

 25 0.61 0.49 0.50 0.02 0 30 189 

 27 0.72 0.45 0.65 0.02 0 13 93 

 28 0.73 0.44 0.70 0.01 0 10 71 

 32 0.60 0.49 0.68 0.01 0 6 49 

 33 0.49 0.50 0.62 0.01 0 3 33 

 34 0.56 0.50 0.64 0.01 0 11 79 

 37 0.56 0.50 0.62 0.01 0 12 74 

 42 0.37 0.48 0.62 0.01 0 2 28 

 43 0.28 0.45 0.64 0.01 0 5 36 

 44 0.26 0.44 0.56 0.01 0 9 72 

 46 0.24 0.43 0.62 0.01 0 3 35 

 50 0.16 0.36 0.58 0.01 0 2 24 

Riddles        

 14 0.83 0.38 0.63 0.02 0 6 54 

 15 0.71 0.45 0.72 0.02 0 1 15 

 16 0.55 0.50 0.55 0.02 0 7 55 

 19 0.49 0.50 0.60 0.01 0 2 34 

 21 0.43 0.50 0.54 0.01 0 8 72 

 22 0.45 0.50 0.67 0.01 0 6 58 

Item#= deleted item number; Mean= mean item score; #sigvi = number of significant violations; Crit= critical 

value for model violations  
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Figure 3. Example violations of the IIO assumption for Matrices (M), Verbal Knowledge (VK), and 

Riddles (R) Subtests. 

 

Table 4 summarizes the 𝐻𝑇   statistics and reliability estimates for Mokken analysis. 𝐻𝑇   values 

for the MT, the VK, and the RD subtests were found as .88, .91, and .91, respectively, which 

indicated sufficient item ordering accuracy for the subtests. Finally, Table 4 also provides 

reliability estimates that MS ranging from .95 to .97; 𝜆2 ranging from .94 to .96 and LRCR 

ranging from .96 to .97 that revealed high reliability for each subtest.  

According to Wind (2017), items that violate the MHM and DMM assumptions should be 

removed from the data matrix. If possible, it is recommended to revise items accompanied by 

content experts and practitioners. After revising or removing items, it is recommended to 

readminister the updated test items before additional analyses are conducted. Even though 

updated test items were not readministered in this study, the total scalability coefficient for 

updated test items is also estimated and reported in Table 4, namely 𝐻𝑎𝑑 (after deleted). The 

main reason for reestimating the total scalability coefficient is to predict how the test might 

behave when the specified items are removed from the test. It is highly recommended to 

interpret the 𝐻 coefficient differences after real data application.   

Table 4. Summary of Double Monotonicity Model and Reliability Statistics for the Kaufman Brief 

Intelligence Test-2: Turkish Form Subtests. 

 N 𝐻𝑎𝑑 𝐻𝑇   
Reliability 

MS λ2 LCRC 

Matrices 48 .75 (.01) .88 .97 .96 .97 

Verbal Knowledge 60 .74 (.05) .91 .97 .96 .97 

Riddles 46 .66 (.02) .91 .95 .94 .96 

𝐻𝑎𝑑= Total scalability coefficient after items deleted (the difference between the previous H coefficient); 

𝐻𝑇=transpose H; MS = Molenaar–Sijtsma coefficient; 𝜆2 = lambda-2 coefficient; LCRC = latent class 

reliability coefficient 

4. DISCUSSION and CONCLUSION 

This study aimed to demonstrate MSA's fundamental principle, including how MHM and DMM 

can be applied to intelligence tests that aim to rank individuals according to latent ability. It 

also investigates the psychometric properties of KBIT-2 subtests using modern theoretical 

approaches rather than CTT, making it possible to spot the differences in ordering items and 

persons between the KBIT-2: Turkish and the standard version. A detailed assessment of 
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dimensionality and Invariant Item Ordering (IIO) assumptions were also examined by the 

KBIT-2 subtests.  

Overall, the KBIT-2 test showed robust psychometric specifications on monotonicity, 

scalability, and local independence. However, IIO results reported items with significant 

violations. Regarding the IIO results, results lead practitioners to use the KBIT-2 test cautiously. 

The findings of the study suggested that MHM fit well to all items of the subtests without 

creating a significant violation. Item scalability coefficients provided sufficient estimates in 

which all values range between 0.50 to 0.88. Thus, it can be concluded that the sum score of 

correct responses for each subtest is a good indicator of the latent ability for ordering 

individuals.  Thus, it can be stated that individuals with a higher level of intelligence would 

score higher for each subtest. Regarding the subscales, Matrices, Verbal Knowledge, and 

Riddles showed strong Mokken scalability that the 𝐻 coefficient was estimated as above 0.74, 

0.69, and 0.64, respectively. 𝐻 coefficients provide support that sum scores for the KBIT-2 

subtests are able to order persons based on their intelligence abilities.  

AISP is used to evaluate unidimensionality assumptions. While determining the number of 

Mokken scales in the data, the AISP procedure was replicated separately for 0.30, 0.40, and 

0.55 lower bounds. Correct partitioning ratios of the items were interpreted using PEA values 

that ranged from adequately to excellent for various lower bound conditions. Comparison of 

the PEA findings with various lower bounds confirms that the total score of each of the KBIT-

2 subtests fits the unidimensionality assumption that total scores represent an individual's 

intelligence level for each subtest. As no significant differences were found in PEA estimations, 

scalability coefficients for 0.30 lower bound criteria were taken as reference.  

𝑊1 and 𝑊3 indexes flagged no item pairs likely to be positively or negatively local dependent. 

However, significant violations for the IIO appeared to be tempting to remove items for each 

three subtests. Abdelhamid et al. (2019) provided an IIO analysis and discussed the importance 

of testing invariant items in an adult intelligence test, called WAIS, using the BIS procedure. 

In detecting violating items, the results of the MIIO method for dichotomous items were 

reported. For KBIT-2 data, the BIS procedure detected seven items for the MT, seventeen for 

the VK, and six items for the RD that violated the invariant ordering. 

In the literature, MSA is applied to evaluate the psychometric quality of tests in psychology, 

education, and health research (Meijer & Banneke, 2004; Meijer et al., 2011; Watson et al., 

2008; Wind, 2017). The MHM and the DMM results demonstrated how an item order affects 

an intelligence test results even if there was no problem detected in classical analysis. The 

findings also indicated that IIO provided consistent predictions about item order and 

item/person order for various ability levels, mainly if the sample ranges from young to adults 

for KBIT-2 test. It is therefore likely that an item that violates should be removed from the test 

to better estimate intelligence levels. This finding, while preliminary, suggests that it is essential 

for the intelligence test that item orders must show the same sequence for each ability level to 

create accurate norms. As Meijer and Egberink (2012) stated, if the items are not ordered the 

same way for all ability levels, scores may differ when evaluating the expected symptoms. 

These findings are in line with the study of Ligtvoet et al. (2010), which states that test 

constructors assume items to be easy for each respondent, but it is not easy to prove this 

assumption empirically. 

4.1. Limitations and Recommendations 

The generalizability of these results is subject to certain limitations. The most important 

limitation lies in the fact that even though some of the psychometric properties of an intelligence 

test were estimated satisfactory, IIO assumption was not supported. KBIT-2 test was originally 

conceptualized as an intelligence test that test takers respond to items in an increasing difficulty 
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order. Empirical support for this assumption is not provided due to the items that violate 

invariant ordering. As Ligtvoet et al. (2010) stated empirical evidence should be tested to make 

interpretations. Another limitation of this study is that the GA procedure was not applied for 

dimensionality assumption due to the large sample size and the number of items. Abdelhamid 

et al. (2019) investigated the differential impact of GA estimation on adult intelligence scales 

and provided satisfactory results. This study only used the AISP method to investigate 

unidimensionality (Sijtsma & Van der Ark, 2017).  

An additional uncontrolled factor is the possibility that the age range of the sample which might 

cause peculiarities in IIO assumptions. Current findings must be considered for each age norm 

with regard to a representative sample size.   

For the future adaptations of KBIT-2, MHM and DMM analyses are recommended to examine 

the psychometric properties of the test. In addition to KBIT data, it is also recommended that 

MSA can be used for various intelligence tests such as Wechsler Individual Achievement Test 

(WAIT), Woodcock-Johnson (WJ), and Wechsler Intelligence Scale for Children (WISC). 

Moreover, MSA can also be used for different psychological tests, consisting of a starting and 

discontinue rule, such as Vineland Adaptive Behaviour Scales. 
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