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39th IAHR World Congress

Venue: Palacio de Congresos de Granada
Location: Granada, Spain

Begins: July 4, 2021
Ends: July 9, 2021

17th International Symposium on Biopolymers 
(ISBP 2021)

Venue: Congress Center Le Regent
Location: Crans-Montana, Switzerland

Begins: September 14, 2021
Ends: September 17, 2021

18th International Conference on Microwave and 
High Frequency Applications (AMPERE 2021)

Venue: Chalmers University of Technology
Location: Gothenburg, Sweden

Begins: September 13, 2021
Ends: September 16, 2021

20th International Conference on Soil Mechanics 
and Geotechnical Engineering 2021

Venue: International Convention Centre
Location: Sydney, Australia

Begins: September 12, 2021
Ends: September 17, 2021

25th International Congress of Theoretical and Ap-
plied Mechanics

Venue: MiCo Congress Centre
Location: Milano, Italy

Begins: August 22, 2021
Ends: August 27, 2021

50th International Congress and Exposition on 
Noise Control Engineering

Venue: Marriott Wardman Park
Location: Washington, USA

Begins: August 1, 2021
Ends: August 4, 2021

14th Mediterranean Congress of Chemical Engi-
neering

Venue: Gran Via Venue, Pavillion 3
Location: Barcelona, Spain

Begins: September 14, 2021
Ends: September 17, 2021

2021 International Conference on Smart Transpor-
tation and Future Mobility (CSTFM 2021)

Venue: Virtual Environment
Location: Frankfurt, Germany

Begins: September 17, 2021
Ends: September 19, 2021

8th World Congress on Engineering and Technol-
ogy (CET 2021)

Venue: The Grand Dynasty Culture Hotel
Location: Xi’an, China

Begins: October 22, 2021
Ends: October 24, 2021

42nd Ibero-Latin-American Congress on Computa-
tional Methods in Engineering (XLII CILAMCE)

Venue: Virtual Environment
Location: Rio de Janeiro, Brazil

Begins: November 09, 2021
Ends: November 12, 2021

IEEE 40th International Conference on Consumer 
Electronics

Venue: Tuscany Suites and Casino
Location: Las Vegas, USA

Begins: January 07, 2022
Ends: January 09, 2022

The 35th International Conference on Micro Elec-
tro Mechanical Systems

Venue: Tokyo International Forum
Location: Tokyo, Japan

Begins: January 09, 2022
Ends: January 13, 2022



The author recognized that some references are excluded and positioned in incorrect places 
due to the reference manager software after the manuscript [E1] is published. 

Erratum to: Analysis of miRNA-Mediated ceRNAs In The Pathogenesis of Renal 

Cell Carcinoma: An In Silico Approach                                                                    85-85

Orcun Avsar

Therefore, in this research, a new customized hybrid model consisting of Back Propagation-
Based Artificial Neural Network (BP-ANN), Correlated Additive Model (CAM) and 

Auto-Regressive Integrated Moving Average (ARIMA) models were developed to forecast of 
Covid-19 prevalence in Brazil, US, Russia and India.

Hybrid Machine Learning Model Coupled with School Closure For Forecasting 

COVID-19 Cases in the Most Affected Countries                                                                 123-131

Yildiran Yilmaz and Selim Buyrukoglu 

In the study, it is aimed to develop gesture control applications for electrical household 
appliances and small budget devices. 

Realization of Gesture Control Application on Openmv Board Using Optical Flow 
in Real-Time Video Images                                                                            87-96
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In this study, the fatigue behavior of Engineered Cementitious Composites incorporating 
high tenacity polypropylene fiber was investigated.

Study on the Investigation of the Fatigue Behavior of Engineered Cementitious 

Composites with High Tenacity Polypropylene (HTPP) Fibers                        97-102

Mert Tatarca, Burak Felekoglu and Eren Godek
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After demonstrating initial manual analysis techniques, this study proposes a novel 
adaptation of the Kruskal-Wallis statistical test to compare a group of datasets over multiple 

prominent binary features that are very common in today’s datasets. 

Gaining New Insight into Machine-Learning Datasets via Multiple Binary-Fea-

ture Frequency Ranks with a Mobile Benign/Malware Apps Example       103-121

Gurol Canbek

A Comparative Study of Handwritten Character Recognition by using Image 

Processing and Neural Network Techniques                                                      133-140

  Hakan Koyuncu

This study aims to analyze the effects of noise, image filtering, and edge detection techniques 
in the preprocessing phase of character recognition by using a large set of character images 

exported from MNIST database trained with various sizes of neural networks. 
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In this study, we have reported the effect of I. glauca subsp. sivasica extract on diabetic wound 
healing process.

Isatis Glauca Subsp. Sivasica Extract Contributes to Diabetic Wound Healing-

Process via Increased Collagen and Nitric Oxide Content                       141-147

Kaan Kaltalioglu and Sule Coskun Cevher

In this research, rutin (RUT) molecule which is a natural flavonoid was bounded with 
epoxy groups of poly(ethylene glycol) diglycidyl ether crosslinker by using micro emulsion 

crosslinking technique to synthesize of poly(rutin) (p(RUT)) micro/nanogels. 

Poli(Rutin) Micro/nanogels for Biomedical Applications                          179-187

Mehtap Sahiner and Selin Sagbas Suner

In this study, REBA and RULA risk scores are tried to be calculated by studying the motions 
of apparel workshop employees working in the fabric cutting, quality, packaging, ironing and 

stain removal sections. 

Investigation of The Posture Positions of The Apparel Workshop Employees with 
The REBA and RULA Method                                                                    149–160

Senol Yavuz, Berna Gur, Ahmet Dogan Cakir and Dursun Ali Kose

In this study, the method is modified by means of integral calculus to acquire the actual trend 
between logarithmic resistivity and porosity log.

Modification of ΔlogR method and Nonlinear Regression Application for Total 

Organic Carbon Content Estimation from Well Logs                                161 - 169

Can Polat and Tuna Eren

In this study, nanofibrous biohybrid scaffolds were developed by electrospinning using poly 
(ε-caprolactone) (PCL) and decellularized bovine tissue derived extracellular matrix (ECM).

Development of a Nanofibrous Scaffold Based on Bovine Tissue-derived ECM 

and Poly(ε-caprolactone) for Tissue Engineering Applications                     171 -177

Mahmut Parmaksiz

The aim of this work, investigating the skin, lung, and bone marrow-related cancer 
prevalence and biochemical serum parameters of all these cancer patients. 

The Prevalence of Neoplasm Diseases and Investigation of Some Biochemical 

Serum Parameters                                                                                     189-195

Hasan Karagecili, Emrah Yerlikaya and Mustafa Oguzhan Kaya
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........pathogenesis of diverse cancers [11, 12, E2, E3].

MATERIAL AND METHODS

....... ‘Verified Target Module’ [E3, 13].
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....... used for the analysis of gene expression [E2, E3, 
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Today, developments in the field of human-compu-
ter interaction (HCI) exponentially grows. HCI is 

most fundamentally carried out with keyboard and 
mouse. Humanity has been making efforts to develop 
the channel of interaction in this field. Today touch 
screens (especially indispensable on mobile devices), 
wearable devices, etc. are actively used in HCI. The 
technologies developed in this area and the studies 
that are still in progress can vary widely according to 
the purpose and place of use. For example, using web-
cam images to control of the cursor on the computer 
screen with the eye movements [1]. Control of smart 
TV, etc. systems [2, 3], control of humanoid robots [4], 
control with palm movement of the in-car multime-
dia device [5] can be realized by detecting and trac-
king of body movements with Kinect camera images.

Studies in the field of HCI began in the 1980s [6]. 

Article History: 
Received: 2020/12/01
Accepted: 2021/03/29
Online: 2021/06/30

Correspondence to:  Bülent Turan, 
E-mail: bulent.turan@gop.edu.tr; 
Phone: +90 505 737 6766.

Especially in the 2000s, studies have intensified. Due 
to the fact that gesture control concerns all parts of the 
body, special sensors can be used in the region where the 
studies are focused and the data obtained can be proces-
sed with different methods. For example, only data rece-
ived with an accelerometer are processed using statisti-
cal analysis methods [7, 8], while images captured with 
cameras are processed using image processing methods 
[9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19]. Also, both data 
received using the PIR sensor and accelerometer were 
used together with image processing methods and sta-
tistical analyzes [20, 21]. Even, studies were to determine 
the gestures to be accepted by the users and have been 
conducted out to determine which gesture will be used 
for what purpose [7, 22]. In addition, there are studies to 
compare the studies in the literature. These studies also 
determine the advantages and secrets of the techniques 
used under different conditions [23, 24].

A B S T R A C T

OpenMV Board is designed for purpose of non-complex image processing applications. 
It is an image processing sensor that has been a MicroPython embedded operating-

system(OS). 
In the study, it is aimed to develop gesture control applications for electrical house-

hold appliances and small budget devices. Therefore, the hardware to be used should be 
cheap and the algorithm should be simple. Thus three gesture control applications have 
been developed by using OpenMv board for use in different electrical appliances. These are 
1-level control, 2-multi-component simple system control and 3-page f lip. The algorithms
used in the study are independent of the user because they are optical f low-based. Thus,
the use of low-cost simple gesture control applications for industrial purposes (electrical
appliances) can be realized.

Algorithms developed for applications were written on the OpenMV IDE. These app-
lication results were monitored in real-time through the IDE. In addition, the algorithm 
developed for level control has been embedded and tested on an SD card on OpenMv 
independent of OpenMV IDE. During the test, output information was generated using 
OpenMV pins and the level indicator created using yellow, green and red LEDs connected 
to the pins was checked real-time. Thus, the algorithm was tested on a computer-indepen-
dent embedded system.

INTRODUCTION 

Keywords: Gesture control, Low-cost control with image processing, Simple gesture control applications, Image processing 
sensors, Open source SmartCam

Realization of Gesture Control Application on Openmv 
Board Using Optical Flow in Real-Time Video Images

Bulent Turan
Tokat Gaziosmanpasa University, Department of Computer Engineering, Tokat, Turkey

http://orcid.org/0000-0003-0673-469X
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system, it is sufficient to perform a few basic checks such as 
switching on/off, changing channels, increasing or decrea-
sing the volume. Or, it is sufficient to perform the controls 
in the form of on-off, forward-back page-turning for the re-
ading of an electronic book.

In this study, no organs of the user were detected and 
followed in the images captured from the camera. The aim 
of the study was to determine the direction of movement 
in a real-time image. With the algorithm developed using 
motion direction data, certain movements have been deter-
mined in a stable manner. Thus, the algorithm developed 
can be operated quickly on a card with a camera module 
and used for industrial purposes.

RELATED WORK

In the literature, it has been tried to develop gesture cont-
rol applications by using different equipments. Some of 
those;

Image Processing Based Gesture Control Studies

Lee et all. have tried to develop a smart TV system with 
body movements. They used a Kinect camera in their 
study. Program opening, channel switching (increase/
decrease), web page scrolling, return to homepage and 
exit are all expressed by separate body movements [2]. 
The necessity of using a special camera for this study is a 
disadvantage in terms of cost. Communication with the 
television can only be achieved by standing up and de-
termined body movements. The challenge of standing up 
and the difficulty of carrying out wide-area movements 
is another disadvantage of this study.

Bellmore et al. have preferred Kinect camera in their 
work. They used to face and gesture control in their study 
[3]. It has similar disadvantages with other work with Kinect 
cameras. The method also requires a separate calibration 
for each user. The calibration stage can be unsuccessful ac-
cording to the user's special situation (plenty of clothes, bags 
etc., having children, etc.) [3]. This is a major disadvantage 
because it can not be used in simple applications. Yavşan 
used a Kinect camera in his study, detected human upper 
body movements in real-time, and transferring them to a 
humanoid robot, simulating the human being by the robot 
[4]. A similar study was performed without using Kinect 

Study; 
• Within probability of use in small/daily household

appliances,
• Low cost,
• It consists of gestures that each user can simply per-

form

They were designed to develop gesture control algo-
rithms.

To this end, the gestures were first identified to enable 
the user requests to be digitized. In determining the gestu-
res, similar studies [7,20] have been examined. It has been 
tried to choose the gestures that will be catchy and unfor-
gettable for users. Determined gestures should be able to di-
gitize user requests such as level control, multi-component 
system control, page flip application. It must also consist of 
hand movements that can be easily repeated by each user.

In order to lower the application cost, the source code 
(without licensing and programming problems) and circuit 
diagrams must be accessible by the public, capable of cost-
effective image processing (only determination of the direc-
tion of movement is sufficient), and supported by the em-
bedded OS. The preferred OpenMV Board is an image pro-
cessing sensor with MicroPython embedded OS that meets 
all these requirements. Image processing sensors can be 
developed from simple to complex for very comprehensive 
image processing applications. This can lead to a very wide 
range of costs. However, the study focuses on the movement 
direction of the user's hand movements and the follow-up of 
the sequential movements. OpenMV board allows the cost 
of the hardware to remain at the desired levels.

A wide range of work in the field of gesture control le-
ads to different levels of technology at the same time. On 
the one hand, high technology studies including machine 
learning, artificial intelligence, image processing techniques 
and 3D are continuing in the laboratory. These studies are 
used in developed and specific applications today. However, 
they are high-cost applications. On the other hand, a single 
image processing function for industrial purposes and soft-
ware algorithms can be carried out. Especially in applicati-
ons such as simple home appliances and in-car multimedia 
control, it is possible to achieve sufficient results with optics 
flow information in the moving image and optimized stu-
dies with a good software algorithm. In such studies, many 
gestures can be defined when a steady determination and 
follow-up of organs such as hands, fingers, body, and eyes 
can be made. Using these gestures, many control applica-
tions can be performed. Simple industrial applications can 
be controlled with simple image processing methods by 
identifying a small number of gestures. For example, if we 
only want to perform a control operation on a multimedia Figure 1. a) Kinect based 3D human gestures [5] b) Akyol et al. gestures 

and functions they use in their study [10]
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camera by Kaura [15]. He captures images of the palm of 
the user at close range and morphologically determined the 
direction of motion and guided the robot [15]. On the other 
hand, Raghu produced control signals by detecting and fol-
lowing his hand similarly. He developed the application in 
a Matlab environment and did not use it as embedded [16].

Rahman et al. in their work, aimed to control the in-car 
multimedia device with hand movements. Due to the use of 
simple hand movements in the narrow space [5], there are 
many similarities with my study. However, in this study, the 
use of a Kinect camera will obviously affect the cost negati-
vely. In addition, only one application was developed in the 
study [5]. The developed application in the study, is similar 
to the proposed multi-component simple system control al-
gorithm in my study. But the other two algorithms do not 
meet. The sample images they use for the detection of mo-
vements with the Kinect camera was shown in Fig 1a.

In another study, an image processing-based gesture 
control algorithm was recommended. In this study, both the 
camera used and simple gestures in the narrow space was 
recommended for the control process [10]. For this reason, 
it is advantageous for simple systems. However, in order for 
the study to be carried out, the hand must be recognized 
and followed up [10]. Recognition and tracking increase the 
processing load in such applications. For this reason, it can 
be advantageous in real-time applications by reducing the 
processing load and removing the recognition and follow-
up operations from the algorithms. The sample images they 
use for the detection of movements are shown in Fig 1b.

Accelerometer Based Gesture Control

Mantyjarvi et al. planned the gesture control based on 
the accelerometer. In their study, they examined what 
different users prefer for different functions and the 
complexity of these movements [8]. In general, it was ob-
served that the movements that the users prefer for diffe-
rent functions differ [8]. Generally;

On – off -> push –pull
Next – previous -> right-left
İncrease – decrease  -> up – down  

They stated that hand gestures on the right can be ac-
cepted to represent functions on the left. [8]. These gestures, 
which are determined for accelerometer-based studies, can 
be used in image processing-based applications.

Also, Kela and al. were worked to identify gestures for 
accelerometer-based VCR control [7]. Similarly, in this study 
next and previous were expressed in the same way with right 
and left movements by users. Up and down movements are 
adopted for play and stop. As a result, the acceptance of the 

gestures may vary slightly depending on the characteristics 
of the device to be controlled

MATERIALS

These algorithms developed in the study will be run on 
the OpenMv board. OpenMV; It has a 216 MHz ARM 
Cortex M7 processor, 512 KB RAM, 64 KB heap space, 
MicroPython embedded operating system and a 0.3 MP 
camera which can be captured 640x480 sized grayscale 
image [25]. The IDE has been developed by the develo-
per to program the OpenMv board. Applications can be 
developed with MicroPython embedded OS. In addition, 
the developer presents examples of card-specific image 
processing functions available to programmers.

Some examples of applications and functions offered 
by the developer are given below.

• Image filters
• Optical flow function
• Morphologic functions
• Edge functions
• Feature detection
• Face detection
• Eye tracking
• Color tracking
• Motor control applications
• Machine learning applications
• Barcode applications

In addition, applications and functions continue to be 
developed by the developer.

The study focuses on the movements in the image. 
Therefore, it is important to determine the optical flow as 
stable. The optical flow application on the OpenMV board 
is performed with the find_displacement function. The 
function is applied to two consecutive images and returns 
the changes in x-direction (delta_x), y-direction (delta_y), 
and response coefficient between the previous image and 
the next image. The fact that the response value is close to 1 
indicates the high-reliability rate. It is accepted that there is 
no trouble as long as the response value is above 0.2

• Delta_x; Gives information about the change in
x-direction within the image

• Delta_y; Gives information about the change in
y-direction within the image.

Table 1. Optical f low application (find_displacement) made in OpenMV 
compared with optical f low application (estimateFlow) made in MAT-
LAB.

find_displacement OpenMV estimateFlow MATLAB

input Consecutive two images of gray 
level

Consecutive two images of gray 
level

output Delta_x, Delta_y, Response Vx, Vy, Orientation, Magnitude
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• Vx ; X variable of change rate calculated separately for 
each pixel

• Vy ; Y variable of change rate calculated separately for
each pixel

Similarly, the estimateFlow function gives informa-
tion about the changes in x and y direction in the values 
obtained from MATLAB optical flow application. However, 
MATLAB's estimateFlow function gives these values based 
on pixels. This provides an advantage for some applications. 
For example, when there is more than one movement in the 
image, comprehensive studies can be done by determining 
regionally different movements. However, in studies where 
it is desired to determine a single movement, these values 
should be processed and updated to give a single output. 
This is an additional process load for the programmer.

• Response  ; It is the coefficient of confidence for
Delta_x and Delta_y

• Orientation ; Gives the phase angle of the optical flow
in radians.

• Magnitude ; Express the amplitude of the optical flow

The response value calculated with the find_displace-
ment function is produced for each image, while the orienta-
tion and magnitude values calculated with the estimateFlow 
function are produced separately for each pixel.

In this study, it has been performed the find_displace-
ment function on OpenMV card is aimed to determine a 
single movement at the same time. Simple gesture control 
applications using the find_displacement function with 
OpenMV card can easily be performed.

"Hand movements planned to be used in order to cont-
rol any simple device have been given in Fig. 2. It was fore-
seen that hand movements can be detected at a distance of 
10-60 cm from the camera. In practice, it was not planned to 
develop image processing techniques to find hand or hand
position within the image. Instead, the detection of the di-
rection of movement and the determination of the directi-
ons of successive motion have been sufficient to carry out
the control application. At this point, it can be assumed that 
movements (such as any object) will occur outside the hand 

movement in the area of interest (ROI) of the camera and 
that the control operation will be unstable. In order to sol-
ve this problem in the study, it was planned to activate the 
control system with a combination of sequential movement. 
Also In addition, the control system has been deactivated 
when no significant movement was taken for a certain pe-
riod of time.

METHOD

Three different algorithms and one application have been 
developed on OpenMV card. These;

• Level control algorithm,
• Multi-component Simple System Control algorithm,
• Page turning algorithm.
• Level control application

These controls can be performed using many different 
methods. Electronic based control systems that detect and 
operate the on-off switch time, systems that perceive the 
pressure force as an analog and adjust the level according 
to the magnitude of the force, level controls using a poten-
tiometer, can be done with electromechanical, electronic or 
even computerized control methods. 

Today, these controls can be performed using image 
processing methods. However, it takes time for the comp-
rehensive control applications realized by image processing 
to be economically achievable. From this point of view, the 
applications developed out within the study aim to bring the 
advantages of image processing methods to the users wit-
hout increasing the cost even in the simplest and cheapest 
electrical/electronic appliances. 

In industrial R & D studies, simple, result-oriented, 
stable and at the same time low-cost solutions are preferred 
for the production stage. Thus, companies develop themsel-
ves in terms of competitiveness. High-cost solutions are the-
refore not preferred as much as possible. However, in case of 
obligation, also high-cost solutions are preferred.

Level Control Algorithm

Level control has been using often in many places in the 
industry and in our daily lives. For example, level control 
has been carried out in many applications in our daily life 
such as the voice of a multimedia device, opening level of 
the vehicle glass, light intensity level.

In the study, in order to develop an image processing 
based level control algorithm, it has been decided to use 
the circular gesture of the index finger. Movement of the 
index finger rotate clockwise and rotate counterclockwise 
was used for level control. By turning the index finger rotate 
clockwise, the level was increased and the level was redu-

Figure 3. Page turning gesture

Figure 2. Respectively right-left, up-down, rotate clockwise- rotate 
counterclockwise and push-pull hand gestures
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ced by moving the index finger in the opposite direction. 
Although the level of the maximum level in the systems to 
be controlled varies, the level is expressed as a percentage 
in most systems. In other words, the ratio is expressed as 
corresponding to the %ratio. Due to the general use in this 
direction, the level of the study was decided to be in the ran-
ge of 0-100. Therefore, the level value was limited to 0-100 
in order to be compatible with many real-life applications.

Of the application developed, for realization on 
OpenMv Cam, the algorithm given below has been followed.

Level Control Algorithm
• Delta_x ve Delta_y is detected,
• Delta_x and Delta_y's polarization (Positive or Negati-

ve) is detected and saved,
• When the polarization of either Delta_x or Delta_y

changes, the new polarization of both is determined and the 
last four polarizations are saved,

• Compare the last four polarizations of Delta_x and
Delta_y,

CONTROL LEVEL is increased CONTROL LEVEL is reduced 
if appropriate to the combination if appropriate to the combination 

given below given below
_ _ _ _Delta x Delta y Delta x Delta y 

 + − + + 
 + + + −
 

− + − − 
 − − 

 
 
 
 
 
  

  
  
  
  
  
  − +  

The results obtained by moving the index finger clock-
wise and counter-clockwise using the software prepared in 
the OpenMV IDE were given in Fig. 4.

Fig 4 will be seen when examined, the clockwise move-
ment of the index finger increases the level value. The coun-
ter-clockwise movement of the index finger decreases the 
level value. The level is called "CONTROL LEVEL" in the 

developed software and algorithm.

The level is set in the range 0-100 and the level resolu-
tion in this range is 1 unit, it takes some time to adjust the 
level values in this long-range. In addition, it is necessary to 
repeat the sequential rotational movements in the same di-
rection. Although random movements in the sensor visual 
field may cause changes in the level value, it is not possible 
to have a change in the continuous same direction as a result 
of random movements. Also, the average change in random 
movements will be zero. For this reason, no key movement 
combination has been planned for the use phase of the de-
veloped algorithm.

Multi-Component Simple System Control 
Algorithm

Many products for the end-user (home appliances etc.) 
have more than one component to be controlled.

For example, the following devices, etc. which we use in 
daily life, include multi-component systems; 

• Paddle box; engine level and lighting level,
• Microwave oven; program selection and duration,
• Electrical oven; program selection, heat and time,
• Multimedia systems (radio, cd player, aux); source se-

lection channel selection and volume adjustment,

In these systems, is first determine which component 
to control, then we adjust the level of the component. The-
refore, in this study, it is necessary to determine the gestures 
that produces at least two different results. For the realiza-
tion of this selection was determined right-left, up-down 
hand movements. With up-down palm movements the de-
sired component was selected, the level of the component 
was controlled with another gesture (right-left palm move-
ments).

In the study, it was preferred to use the up-down and 
right-left gestures in front of the camera of the palm for mul-
ti-component system control. In multi-component system 
control, the level limits of the components may vary. At the 
same time, the number of components may vary. In the 
study, the algorithm was developed for two components 
consisting of three levels. If necessary, the number of com-
ponents and the operating range of the components can be 
updated via an algorithm. 

Negative objects and gestures incoming to ROI should 
not adversely affect to component selection and levels. For 
this, a lock of gesture combinations has been developed. 
Component selection and level control cannot be performed, 
if it does not occur the gesture combinations. However, after 
a certain time the control operation has been completed the 
lock of gesture combinations was automatically activated.Figure 4. a-b Clockwise rotation c-d counter-clockwise rotation 

gesture and resulting output values
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The lock combination was carried out by the user mo-
ving of the palm to form a square up-right-down-left in 
succession against the camera. This lock combination was 
controlled in the second step of the algorithm. 

Of the application developed, for realization on 
OpenMv Cam, the algorithm given below has been followed. 

Multi-Component Control Algorithm
• Delta_x ve Delta_y is detected,
• Combination of lock gesture took place -> is control

active. Or no -> is control pasive
• Lock timeout is checked

• If there is movement in ROI when the lock is active,

the direction of movement is determined.

Multi-Component Control Algorithm developed by 
following the algorithm given below was run real-time on 
OpenMV IDE by connecting with OpenMV. Outputs obta-
ined during the study are given in Fig. 5.

In practice, 2 components are controlled with CONT-
ROL ACTIVE. When CONTROL ACTIVE is 0, no compo-

nent is controlled. When the CONTROL ACTIVE is 1, the 
Motor Level operation is checked. The Motor Level has 4 
levels of operation. If Motor Level = 0, the motor does not 
work, if Motor Level = 1-3, motor operation level sets.

If CONTROL ACTIVE = 2, Light Level operation is 
checked. The Light Level has 3 levels of operation. If Light 
Level = 0, Light does not work, if Light Level = 1-2, Light 
operation level sets.

As can be seen from Fig 5, the UP-DOWN movement 
of the palm allows us to select the component to be cont-
rolled. (CONTROL ACTIVATE = 0-2). The RIGHT-LEFT 
movement of the palm allows the value of the component to 
be increased or decreased. (Engine Level = 0-1-2-3).

Page Turning Algorithm

In many virtual book applications such as e-books, 
e-catalogs, is performed page turn process using any of
the physical contact methods (touch, clicks etc.). Simi-
larly, in many digital applications, up-down, right-to-left
shifts are performed using physical contact methods.
Whereas these processes can also be physical contactless
with OpenMv Cam. In this application, page-turning and 
page reversal turning was performed with image proces-
sing-based gesture control.

In fact, the page-turning process and page reversal tur-
ning differ in real-life. However, when this process is consi-
dered as the turn of the pages of a book in a digital environ-
ment with the image processing, the gesture of the hand in 
one direction can be regarded as turning the page in this 
direction, and the reverse gesture of the hand direction can 
be considered as the page reversal turning. In this dilemma, 
which is logically correct, it may be problematic if the gestu-
res are performed consecutively. For example, the page-tur-
ning gesture must be repeated 10 times for the book to turn 
10 pages. However, this gesture will be done 10 times in the 
forward direction and 9 times in the reverse direction, and 
in fact only 1 page-turning will be performed.

Elimination of this problem, which direction we want 
to turn the page (forward-back) depends on our ability to 
transfer to the smart camera. Push gesture has been used 
to transfer of this data to the smart camera. The direction 
of rotation turning of the page is determined by the pushing 
gesture. Also with page-turning gesture it is turning at the 
desired number. Each push action changes the current po-
sition (page-turning/page reversal turning). Thus, page-tur-
ning and reverse page-turning gestures are prevented from 
interfering with each other.

Of the application developed, for realization on 
OpenMv Cam, the algorithm given below has been followed. Figure 5. a-b Up and down c-d right and left movements of the palm 

and output values obtained
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Page Turning Algorithm
• Delta_x ve Delta_y is detected,
• Page turning direction determined,

• The page turning gesture is detected and the page is
turned forward if the turn direction is forward

• The page turning gesture is detected and the page is
turned backward if the turn direction is backward

No need for any lock combinations for this algorithm. 
Because if the user is doing right or left random movements 
in front of the camera, it is not already focused on the page. 
This is not a problem for the operation of the system. The 
software developed by following the given algorithm was 
run on OpenMV IDE by connecting with OpenMV. Out-
puts obtained during the real-time operation were given in 
Fig. 6.

When Fig. 6 are examined, it has been seen that the 
algorithm changes the detection direction after each push 
motion. For example, when a pushing gesture was perfor-
med while sensing page turn movement in the forward di-
rection, the software stops detecting the page turn move-
ment in the forward direction and begins to detect the page 
turn movement in the reverse direction.

Level Control Application

The program written with the algorithm developed for 
level control has been embedded in the OpenMV ima-
ge sensor. Thus, the suitability to work on the embedded 

system has been tested. There is actually no difference 
between running the software on the OpenMV card and 
working on the OpenMV IDE. Because the OpenMV 
IDE was developed to match the capabilities of OpenMV 
Cam. Hence, the software is performing the same perfor-
mance on the IDE and on the card.

OpenMV Cam has serial and parallel communication 
pins (I/O) for communication with other hardware (electro-
nic cards, sensors, indicators, etc.). In the developed applica-
tion, parallel communication was preferred due to the fact 
that the number of pins is sufficient and the possibility of 
direct supply (no additional equipment is needed). However, 
UART, I2C, SPI serial communication pins can also be used 
in studies where the number of pins is not sufficient or more 
comprehensive studies.

The program prepared by following the Level Control 
Algorithm was applied to the level indicator by using 10 
steps led (4 green-3 yellow-3 red). Normally, the program 
outputs 0-100 level and 1 unit resolution. However, since the 
use of 100 indicator leds would not be very efficient during 
the application, the data resolution transferred to the exter-
nal environment was reduced by 10 times. Only 10 different 
levels have been transferred to external environment using 
OpenMV pins. The indicator control was made using the 
pins on the OpenMv. In the table 2 are the OpenMv I/O and 

Figure 6. a) Right page b) left page-turning gesture and resulting output 
values   c) Push gesture and output values obtained

Figure 7. Level control application circuit diagram

Table 2. OpenMv I/O and control level

OpenMv I/O Control Level Led Level

Pin0 0-10 1     Green
Pin1 10-20 2     Green
Pin2 20-30 3     Green
Pin3 30-40 4     Green
Pin4 40-50 5    Yellow
Pin5 50-60 6    Yellow
Pin6 60-70 7    Yellow
Pin7 70-80 8        Red
Pin8 80-90 9        Red
Pin9 90-100 10      Red
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indicator levels. The circuit diagram of the developed level 
control application was given in Fig. 7 and output images 
were given in Fig. 8.

RESULTS

In this study, image processing-based gesture control 
algorithms has been developed to be used in low-cost 
embedded systems. The cost of such embedded systems 
affects hardware and software together. Since the scope 
of the software to be developed is wide or includes ad-
vanced image processing methods, it will have a negative 
effect on the cost as it will increase the hardware requi-
rement. Therefore, the software to be developed should 
be able to run on small budget hardware. In this study 
OpenMV Cam was preferred as hardware. The algo-
rithms used in the study are based on the find_displa-
cement function that can be implemented on OpenMV 
Cam. Thus, gesture control applications can be realized 
with low-budget hardware without using advanced image 
processing methods.

OpenMv board was used to develop gesture control 
applications. Applications developed using the researcher's 
developed functions, on the OpenMv IDE have worked 
stably. The study has been used the find_displacement func-
tion based which developed by the researcher. This function 
provides the determination of the changes occurring betwe-
en consecutive images. Thus, the researchers can develop 
a gesture control application by following the direction of 
movements in the image. Developed as a raw image sensor, 
OpenMv can be used as an image sensor by the users/rese-
archers. MicroPython embedded OS based functions were 
available for users to develop applications on OpenMV.

The level control, multi-components simple system 

control and page-turning algorithms developed in the study, 
can be embedded on the OpenMV board and can be used to 
control any multimedia device or any household electrical 
appliance. OpenMV source code and schematic drawings 
are open to help reduce costs. It contributes to a positive 
increase in cost-performance ratio. Thus, the OpenMV 
image sensor can be used as hardware in low-cost industrial 
applications. However, the software also to be used together 
with the hardware should not contain high technology. Ot-
herwise, the cost will adversely affect the performance ratio. 
At the same time, high-tech software on low-cost hardware 
cannot already be implemented. For example, operations 
with the Kinect camera cannot be performed on OpenMV 
Cam.

In this study, the software based on the developed algo-
rithms were not developed specifically for a particular user. 
So it can be used by all users. In addition, they do not require 
calibration at every restart as in some applications. However, 
the system response may not be the same for every user. Be-
cause each user's preferred movement speed and styles vary. 
According to the way users perform gestures, the system 
can make more mistakes for some users. However, altho-
ugh the users tend to make different choices, the necessary 
corrections for the control will occur spontaneously after 
certain usage.

In the study "Optical flow-based gesture motion direc-
tion recognition method", up-down and right-left directions 
are determined. It has been stated that it is sufficient to de-
tect movements in the same direction twice for these deter-
minations. The algorithm has been developed accordingly. 
It is like the Multi-Component Simple System algorithm in 
my study. Success rates in the study are not given in nume-
rical values. In both studies, the system is independent of 
the user. At the same time, the user's success in using the 
system is related to the usage experience. The most impor-
tant difference between the two studies is the wide range of 
level control (Level Control Algorithm) and the page tur-
ning control (Page-Turning Algorithm). These controls are 
not carried out in the study [26].

Pathak and Jalal [27] determined eight different hand 
movement directions (right-left, up-down and intermedia-
te directions) in their studies. With different combinations 
of these directions of movement, they identified the words 

Figure 8. Level control application images

Table 3. Test results

Level Control Algorithm Multi-Component Control Algorithm Page Turning Algorithm

inexperienced experienced inexperienced experienced inexperienced experienced
Person1 False True False True True True
Person2 True True True True False True
Person3 True True False True False True
Person4 False True False True False True
Person5 True True True True True True

Total 60% 100% 40% 100% %40 100%
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in the Indian sign language. With the method they deve-
loped, they first used 15% of the recorded images to create 
the sequential code combination and the remaining 85% for 
testing. As a result, they achieved 90.4% success. The focus 
on sign language of the study is the difference. They exp-
ressed the recurring direction determinations as residuals 
and filtered them. Because repeatedly repeated direction de-
terminations cause incorrect code combinations [27]. In the 
method proposed in this study, repetitive direction deter-
minations express the level change and are not filtered. The 
method suggested in the study is independent of the user, 
as it focuses on the direction of movement as in this study.

Hand movements should not be too fast or too slow in 
order to be detected correctly and to ensure stable operation 
of the algorithms. In general, it is thought that the user expe-
rience will experience the stable operation of the algorithms 
and calibrate the movement speed itself. At the same time, 
during the application phase, the movement speeds were 
approximately determined as follows.

• Clockwise or counter-clockwise rotation speed is 1
turn/sec for the Level Control Algorithm.

• Up-down or right-left movements speed is 0.5 level/
sec for Multi-Component Control Algorithm.

• Right or left page-turning gestures speed is 1 sec for
Page Turning Algorithm.

After the developed algorithms were completed, they 
were tested by 5 person who used the system for the first 
time. Test results are given below.

After the users were informed, they were enabled to 
use the applications. In the Table 3, the first use results and 
the results after experiencing the applications for a certain 
period of time are given. In the first use, Level control, Mul-
ti-component control and page-turning algrithms were rea-
lized with 60%, 40% and 40% success, respectively. However, 
after the users experienced the applications, 100% success 
rate was achieved for all applications.

CONCLUSION AND RECOMMENDATIONS

• Developed algorithms can be run independently from 
the computer when embedded on OpenMV. Therefore, it is 
suitable for embedded system design.

• In the development phase, algorithms were tested by
different users via OpenMV IDE and no differences were 
determined. In fact, the study has been based only on the 
determination of the direction of movement. Therefore, it 
does not have the ability to distinguish users.

• It was anticipated that the movements will be perfor-
med with an average speed, the number of repetitions in the 

successive data is determined according to this prediction. 
For this reason, the rate of producing false results is increa-
sed in very fast and very slow-motion combinations. Howe-
ver, due to the fact that the machines to be controlled are 
machines such as small appliances etc, the erroneous results 
will not be a big problem and the users will adjust their mo-
vement speed according to the embedded system as in all 
technological devices.

The study was carried out on the OpenMV board. 
Special hardware can be developed for the developed algo-
rithms. Also, applications are independent of the user but 
dependent on movement speed. The stable operating range 
can be expanded by developing filters for moving speed.
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Fatigue is a complex thermic and mechanical incident 
which can result thaw, wear and decomposition oc-

curring in the materials due to repetition of loads and 
unloads, periodically [1]. Especially in some structures, 
which exposed to loads such as traffic, thermal chan-
ging, winds, sea waves and earthquakes, the rigidity of 
the structures decrease and collapse [2]. Construction 
materials can lose their strength when loaded periodi-
cally with sufficient repetition between two specified 
limit values of loads even the loads below their load be-
aring capacity.

In general, there are two basic loading methods to 
investigate of fatigue behavior of materials. First met-
hod is load controlled method that based on stress level 
and most common method (Fig. 1a). The other method 
is called deformation controlled method that facilitates 
particular analysis of stress and strain in local areas (Fig. 
1b) [3]. Additionally, fatigue loads are separated to two 
parts as low cyclic and high cyclic loading. Low cyclic 
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loading is defined by loading at a high stress level and 
making a small number of cycles. On the other hand, 
high cyclic loading is characterized by loading at the low 
stress level and making lots of number of cycles [4].

Concrete is one of the most used construction ma-
terial today. During various loading conditions, a crack 
is formed at the cross section of concrete which reac-
hed to load bearing capacity. This cause to lose entire 
load bearing capacity of concrete rapidly without using 
all mass of concrete. Due to this situation, it is become 
very common that usage of macro or micro fiber into 
the concrete which in order to prevent abrupt collapse 
failure and much more take advantage of mass of conc-
rete [5]. Poor performance of plain concrete under cyclic 
loading has been reported by various researchers [6,7]. 
By using these kinds of fibers, it is possible to enhance 
mechanical performance of concrete under fatigue loa-
ding [8]. Many fiber types are adopted to cement-based 
composites due to the developed concrete technology. 

A B S T R A C T

In this study, the fatigue behavior of Engineered Cementitious Composites incorporating 
high tenacity polypropylene fiber was investigated. The strain curves, cycle numbers, 

crack numbers and stiffness values were obtained from the experiments carried out with 
the load-controlled fatigue method at 80, 90 and 110% stress level (maximum stress/ul-
timate static strength). In conclusion, at 80% stress level, average 1127 cycles, 1.37% the 
unit deformation capacity and 6 cracks were achieved. At 90% stress level, 215 cycles, 
1.89% the unit deformation capacity and 8 cracks were obtained. In the specimens where 
110% stress level was applied, the average number of cycles was decreased to 38 cycles, the 
unit deformation capacity increased up to 2.60% and the average number of cracks also 
doubled and raised to 15 cracks. Additionally, the average stiffness values of 8.68 and 9.57 
GPa were obtained in the first cycles at 80% and 90% stress levels, it was observed that 
the stiffness values gradually decreased with increasing cycles. Although high strain values 
were achieved at the 110% stress level, micro cracks were formed suddenly due to the very 
high applied loading and the rigidity values remained low since the first cycle due to the 
plastic deformation.
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fibers being more active and the ability to make multiple 
cracks give more favorable results in terms of fatigue life and 
reach high deformation capacities [14].

Nowadays, there are abundant studies conducting with 
PVA or PE fibers composites [15-19]. The commonly used 
fiber type in the literature is mostly PVA. Last decade, ECC 
produced with HTPP fiber (HTPP-ECC), which are consi-
dered as new generation polymeric fibers, has growing in-
terest. HTPP-ECC differs from PVA-ECC due to fiber and 
fiber-matrix interaction properties. There are studies on 
the flexural and tensile performances of HTPP-ECC [5, 20]. 
However, fatigue performance of HTPP-ECC under flexu-
ral and tensile stress has been investigated, rarely. Jin and Li 
(2019) has investigated fatigue performance of HTPP-ECC 
which used on wind turbine tower under 4-point flexural 
loading at 70, 80 and 90% of their static strength and it was 
reported that fatigue life of HTPP-ECC was 50 times longer 
compared to plain concrete [21]. 

Apart from the study which mentioned upward, it is 
seen that there is not enough research on the fatigue beha-
vior of HTPP-ECC. In order to fill this gap and to contribute 
to the literature, fatigue performance of HTPP-ECC under 
different stress levels has been investigated within the sco-
pe of the study. For this purpose, dog-bone shaped tensile 
specimens were produced and they were subjected to tensile 
fatigue loading at 80, 90 and 110% of tensile strength. Thus, 
it was planned to better understand the low cycle dynamic 
effects at the high stress value as earthquake loads and exa-
mine the correlation between deformation ability and cycle 
capacity of ECCs at the different stress levels. In addition to 
this, it was aimed to contribute to literature by examining 
fatigue life and stiffness changes of composites.

MATERIAL AND METHODS

Within the scope of the experimental program, previ-
ously designed matrix adopted from the study that it is 
compatible with HTPP fiber [20]. The water/cement ra-
tio of the mixture was 1.10 and powder material/cement 
ratio was 2.5. The composites were labelled as HCF and 
mixture ratios were presented in Table 1. CEM I 42.5 R 
type cement and Granulated Blast Furnace Slag (GBFS) 
were used. Chemical, physical and mechanical properties 
of the cement is shown at Table 2.

Chemical and physical properties of GBFS is shown in 
Table 3. HTPP fibers were used in fiber phase of the mixtu-
re. Physical and mechanical properties of HTPP fibers are 
shown at Table 4.

The volume of the mixture was determined as 4 dm3 

for pouring process. In mixing process laboratory type Ho-

Substitution of the steel fibers into concrete, which are the 
first advanced fibers of modern times, increase load bea-
ring capacity, crack growth resistance and fatigue strength 
[4, 9]. In recent years, cement-based composites which are 
produced with using fibers such as poly-vinyl alcohol (PVA), 
high tensile polypropylene fibers (HTPP) and polyethylene 
(PE), are considered that will indicate superior performan-
ce under the fatigue loading [10]. These composites which 
demonstrate high ductility and toughness under tensile, fle-
xural and shear loading owing to strain-hardening behavi-
or, are called ECC (Engineered Cementitious Composites). 
High toughness and ductility feature of these composites 
are provided by their multiple cracking behaviors. Owing 
to this behavior, ECC demonstrate strain-hardening unlike 
plain and conventional fiber reinforced composites [11]. Af-
ter the first crack is occurred at the weakest section of the 
composites, loads mentioned upward which cause propa-
gation of crack abruptly, are held by fibers and transmitted 
to the other uncracked sections of matrix. Then, additional 
cracks occur in the sections where the load is transferred. 
This repetitive event prevents sudden collapse and achieve 
deformation hardening behavior and energy absorption ca-
pacity of composites rises considerably when compared to 
plain composites [12]. There are studies showing that the 
performance of these polymeric fiber reinforced composites 
can also be increased under fatigue loads. Mechtcherine and 
June (2007) studied the fatigue behavior of PVA-ECC under 
load controlled method and deformation controlled met-
hod. Under the fatigue loading, secant modulus of composi-
tes was calculated and change of rigidity of these composites 
were investigated in addition to cycle and cracks numbers. 
When the hysteresis curves were examined, it was observed 
that composites had high stiffness values at low deformation 
values in the initial cycles. Decreases in stiffness values were 
also observed with expanding hysteresis curves and increa-
sing deformation values as the number of cycles increased 
[13]. Another study conducted by Sui (2018), compared the 
fatigue performance of PVA-ECC and PE-ECC under flexu-
ral loading at the rates of 50%, 65, 80 and 90 of the flexural 
strength under static loading. Due to the inability of fibers 
to be actively used under low fatigue loading of ECC and 
because fatigue loads are mostly carried by the matrix at low 
fatigue loading, less crack numbers and deformation valu-
es were obtained. With the increase in the stress level, the 

Figure 1. The typical demonstrations for a) Load controlled method; b) 
Deformation controlled method.
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bart mixer was used. Cement and GBFS were mixed for 3 
minutes, then water was added and mixed for another 3 mi-
nutes. After that, HTPP fibers by 2% of total mixture volu-
me was added to the mixture and superplasticizer additive 
was added in order to distribute the fibers homogeneously 
to the whole matrix and the mixing process was continued 
for 3 more minutes. 12 samples were taken into dog-bone 
shaped steel molds. The dimensions of molds were shown 
in Fig. 2, which were manufactured in accordance with the 
recommendation of the Society of Japanese Civil Engineers 
[22]. After the specimens stayed for two days in molds, they 
removed and stayed for 28 days in lime-saturated curing 
pool at 20±2oC.

Shimadzu branded tensile tester was used for measure-
ment of fatigue performance of the specimens under tensile 
fatigue tests. The device has 50 kN load capacity and capable 
of repeated loading at 0.05 Hz with three cycles per minute, 

load measurement accuracy ± 1% between 1/1 and 1/1000 of 
the load cell capacity, vertical test area 1250 mm, horizontal 
test area (between columns space) is 500 mm countertop 
type (Fig. 3a). The bottom of the tensile mechanism has 
embedded, the upper side has jointed pin configure and it 
is allowed to apply of uniaxial tensile load to specimens. In 
order to measure displacement of the specimens during the 
test, four extensometers were used (Fig. 3b).

3 specimens from the prepared twelve specimens, ex-
posed to static tensile test for the determination of tensile 
strength and unit deformation. The uniaxial tensile test 
carried out with speed of 0.5 mm/min. Tensile strengths 
were calculated by dividing the maximum stress to cross-
sectional area of the composite and corresponding strain 
value to the maximum stress was determined as unit defor-
mation. Remaining nine specimens exposed to load cont-
rolled fatigue test at the stress levels of 80%, 90 and 110 of 
the tensile strength. During the test, frequency was set up 
constantly 0.05 Hz so as to each last take 20 seconds. After 
the fatigue failure tests were ended, the stress-strain curves 
of the specimens were drawn and the number of cycles were 
determined. The secant modulus values at 1., 10., 100., 1000. 
and the last cycle were computed as shown at Fig. 4 and 
the change of secant modulus values were investigated. In 
the equation, Esec: Secant modulus, σmax: Maximum applied 

Table 1. Mixture ratio of HCF.

Ingredients Cement

Granulated 
Blast 

Furnace 
Slag

Water Super-
plasticizer HTPP fiber

kg/m3 424 1059 466 8 18

Table 2. Chemical, physical and mechanical properties of the CEM I 42.5 
R cement.

Chemical Analysis (%)

SiO2    Al2O3 Fe2O3 CaO MgO Na2O K2O SO3 Cl-

18.57 4.95 3.11 63.94 0.98 0.37 0.75 3.07 0.006

Mechanical and Physical Properties

Compressive Strength 
(MPa) Specific 

gravity 
(g/cm3)

Specific 
surface 
(cm2/g)

Residue 
on 

0.090 
mm 

sieve 
(%)

Residue 
on 

0.045 
mm 

sieve 
(%)

Soundness 
(mm)

2 days 7 days 28 days

27.2 39.9 49.3 3.09 3370 0.7 19.3 0.5

Table 3. Chemical and physical properties of Granulated Blast Furnace 
Slag.

Chemical Analysis (%)

SiO2 Al2O3 Fe2O3 CaO MgO SO3 Cl-

39.98 11.06 0.77 32.95 10.26 0.34 0.0075

Physical Properties

Ignition loss  (%)
Specific 
gravity 
(g/cm3)

Specific 
surface 
(cm2/g)

Residue on 
0.090 mm sieve 

(%)

Residue on 
0.045 mm  sieve 

(%)

2.34 2.87 5500 0 0.40

Table 4. Physical and mechanical properties of HTPP fibers.

Specific 
gravity 
(g/cm3)

Diameter 
(μm)

Length 
(mm)

Fiber aspect 
ratio

Tensile 
strength 

(MPa)

Modulus of 
elasticity 

(GPa)

Elongation 
at failure 

(%)     

0.91 12 10 833 850 6 21

Figure 2. Dog-bone shaped steel molds [22].

Figure 3. a) Laboratory countertop type tensile test machine, b) tensile 
test setup.
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stress, σmin: Minimum applied stress, εtotal: Total strain, εpl: 
Sum of plastic strain, εr: Recoverable strain. Finally, fatigue 
life graphs were drawn by the data obtained from stress-
strain curves.

RESULTS AND DISCUSSION

Uniaxial Static Tensile Test Results

Uniaxial static tensile tests were executed on 3 specimens, 
in order to determine the tensile strength of composites. 
The stress-strain curves were shown in Fig. 5, maximum 
stress and corresponding unit deformation values that 
obtained from these curves, are given Table 5. The ave-
rage tensile strength and the average unit deformation 
values of 3 specimens were determined as 3.05±0.06 MPa 
and 3.84±0.54 %, respectively.

Fatigue Test Results

The stress-strain curves of cyclic loadings were given in 
Fig. 6. The applied stress, the unit deformation values, the 
number of cycles and cracks were calculated by using the 
curves and given in Table 6. On the graphs, 1., 10., 100., 
1000. and the last cycles of specimens are demonstrated 
different colors and at this cycles, rigidity changes (Esec 

values) of the specimens have been calculated which is 
goingto to be discussed in the next section (Fig.7).

When the graph at 80% stress level was examined (Fig. 
6a), it was observed that the specimens exhibited average 
1127 cycles, 1.27% unit deformation value and 6 cracks be-
fore the collapse failure (Table 6). When fatigue loading was 
increased to 90% stress level, the average number of cycles 
decreased to 215 and the unit deformation value increased 
to 1.89% (Fig. 6b; Table 6). There was no significant chan-
ge in the average number of cracks, the average number of 
cracks was determined to be 8. In the series where the hig-
hest stress level was applied (110%), the specimens exhibited 
an average of 38 cycles despite being exposed to dynamic 
loading at a level above the static strength, and the average 

Figure 4. Computing method of change of the secant modulus [23].

Figure 5. The stress-strain curve of uniaxial static tensile tests.

Table 5. The results of the uniaxial static tensile tests.

Specimen Ultimate tensile static 
strength (MPa) Tensile static strain (%)

HCF-1 2.99 4.45

HCF-2 3.13 3.12

HCF-3 3.02 3.96

Average 3.05 ± 0.06 3.84 ± 0.54

Figure 6. Fatigue tests graphs applied at the different stress levels a) 80%, b)90%, c) 110%.
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number of cracks doubled and reached to 15 (Fig. 6c; Table 
6). Compared to other series, the significant increase in mul-
tiple cracking behavior increased the unit deformation value 
of the samples to an average of 2.60%.

Secant Modulus Results

Within the scope of the study, the changes of secant mo-
dulus (Esec) were calculated and given in Fig. 7. At the 80% 
and 90% stress levels, the change of Esec values were found 
to be similar to each other’s. At the beginning, both se-
ries exhibited high Esec values however these values dec-
reased by increased number of cycles. It was determined 
that average number of cycle was 1127 at the 80% stress 
level and 215 at the 90% stress level. Although high unit 
deformation values were achieved in the samples exposed 
to 110% stress level, the Esec values were calculated remar-
kably low when compared to 80 and 90%. The reason for 
this is thought to be the early micro cracking as a result 
of the relatively high dynamic loading. With the trigge-
ring of multiple crack mechanism, the rapid increase in 
the number of micro cracks in a short time caused high 
plastic deformation in the samples (Fig.7). This situation 
caused the Esec values to remain at lower values compared 
to the other series since the first cycle.

The stress-cycles to failure graph (S-N) is presented in 
Fig. 8. As expected, the number of cycles to failure gradu-
ally increased with decreased stress level. Also, there was a 
strong correlation with a correlation coefficient of R = 0.99.

CONCLUSION

In this study, the fatigue performance of HTPP-ECC has 
been investigated at 80, 90 and 110% stress levels by load 
controlled method. The results are given below:

• As a result of the static tensile test, the composites
exhibited an average tensile strength of 3.05 ± 0.06 MPa 
and an average unit deformation of 3.84 ± 0.54 %. By using 
HTPP fibers in the production of ECC has increased both 
the tensile strength and unit deformation when compared 
to conventional cement-based composites.

• When the number of cycles performed at three stress
levels are examined, it is seen that high cycle numbers are 
reached at low stress level. With the increase in the stress 
level, decrease in the number of cycles were observed due 
to the higher tensile stress value the material is exposed to. 

• The most valuable part of this study as a contribution
to the literature is that HTPP-ECC have reached an average 
of 38 cycles, although it is loaded with a stress much higher 
than its tensile strength (110% stress level). It is thought that 
the reason for this is that the fatigue loading speed is faster 
than the static tensile loading speed, so the HTPP fibers in 
the composite take a much more active role and can with-
stand considerable cycles at these levels with the feature of 
more active multiple crack behavior.

• The secant modulus (Esec) of the samples loaded at
80% and 90% stress levels were obtained higher, initially. 
However, these values gradually decreased as the number of 
cycles increased. Although high strain values were reached 

Table 6. Fatigue test results obtained at 80, 90 and 110% stress levels.

Specimen Applied stress 
(MPa)

Unit 
deformation 

(%)

Cycle 
(N)

Crack number 
(n)

HCF80-1 1.01 1142 5

HCF80-2 2.435 1.72 929 5

HCF80-3 1.40 1311 7

Average 1.37 ± 0.29 1127 ± 156 6

HCF90-1 1.71 222 9

HCF90-2 2.740 2.07 125 7

HCF90-3 2.53 298 9

Average 1.89 ± 0.46 215 ± 71 8

HCF110-1 1.92 19 13

HCF110-2 3.350 2.07 27 18

HCF110-3 3.83 67 15

Average 2.60 ± 0.86 38 ± 21 15

Figure 7. The graph of secant modulus changes of HTPP-ECCs at the 
different stress level.

Figure 8. The stress-cycles to failure graphs (S-N) obtained from at 80, 
90 and 110% stress level values.
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in the samples exposed to a fast loading above the capacity 
with 110% stress level, the secant modulus values remai-
ned lower when compared to 80 and 90% stress level. This 
phenomenon can be explained by the fact that the relatively 
high dynamic loading triggers the multiple crack mecha-
nism early and the rapid increase in the number of micro 
cracks in a short time causes high plastic deformation in the 
samples.
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The success and performance of Machine Learning 
(ML) algorithms closely depend on the datasets

used, their sample and feature spaces, and sampling 
quality. Researchers who build a classifier that is tra-
ined and tested on a dataset publish their classificati-
on performances in terms of standard metrics such as 
accuracy, true positive rate, or F1 [1]. The classifiers 
are compared with other classifiers that are trained 
and tested on different datasets via the same perfor-
mance metrics. The datasets are usually not compa-
red or analyzed. On the other hand, researchers who 
wish to enrich their datasets usually merge new data-
sets they acquired from other sources without analy-
zing them. They could not be sure how these datasets 
are different from the existing ones.
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Indeed, some statistical methods could be used to 
describe datasets. However, those statistical approaches 
summarize a dataset based on a single feature that is 
usually continuous. A box plot, for example, visualizes 
and compares the descriptive statistics such as mean, 
median, range, and outliers [2]. Likewise, the statistics 
related to the shape of the feature distribution, such as 
skewness, kurtosis, and the number of peaks, can be 
analyzed [3]. Dataset profiling based on other statistical 
properties such as timeliness (freshness of the samples), 
sample duplication, and feature density gives extra in-
sight among the compared datasets [4]. Nevertheless, 
interpreting and comparing statistical figures alone are 
not convenient; besides, they are usually not suitable for 
discrete or qualitative features. To avoid such problems, 

A B S T R A C T

Researchers compare their Machine Learning (ML) classification performances with 
other studies without examining and comparing the datasets they used in training, 

validating, and testing. One of the reasons is that there are not many convenient meth-
ods to give initial insights about datasets besides the descriptive statistics applied to in-
dividual continuous or quantitative features. After demonstrating initial manual analysis 
techniques, this study proposes a novel adaptation of the Kruskal-Wallis statistical test to 
compare a group of datasets over multiple prominent binary features that are very common 
in today’s datasets. As an illustrative example, the new method was tested on six benign/
malign mobile application datasets over the frequencies of prominent binary features to 
explore the dissimilarity of the datasets per class. The feature vector consists of over a hun-
dred “application permission requests” that are binary f lags for Android platforms’ primary 
access control to provide privacy and secure data/information in mobile devices. Permis-
sions are also the first leading transparent features for ML-based malware classification. 
The proposed data analytical methodology can be applied in any domain through their 
prominent features of interest. The results, which are also visualized in three new ways, 
have shown that the proposed method gives the dissimilarity degree among the datasets. 
Specifically, the conducted test shows that the frequencies in the aggregated dataset and 
some of the datasets are not substantially different from each other even they are in close 
agreement in positive-class datasets. It is expected that the proposed domain-independent 
method brings useful initial insight to researchers on comparing different datasets.

INTRODUCTION 
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THE CASE STUDY CLASSIFICATION 
PROBLEM DOMAIN

The following subheadings introduce the case study 
problem domain, the binary features to be used in com-
parisons, and dataset usage in the related literature.

Android Mobile-Malware Classification Problem

Android is a mobile platform that provides a large num-
ber and a wide range of mobile applications. Android 
applications are developed by anyone and released on 
third-party application markets besides the official mar-
ket named Google Play. Despite this diversity, the plat-
form could be the target of malicious people who develop 
or make injections into existing applications that exposes 
some risks against end-users. Malware authors develop 
and use different techniques in those applications appe-
aring as legitimate to overcome the platform’s security or 
exploit human factors. Therefore, mobile malware detec-
tion, which labeling a given application as ‘benign’ (‘ne-
gative’) or ‘malign’ (‘positive’, also known as ‘malware’), 
is one of the urging areas to be studied by the security 
sector and academia. Experts examine the applications 
manually with the help of specialized tools (e.g., reverse 
engineering software) and decide whether they are be-
nign or malign. This human-involved process is called 
malware analysis [6]. In addition to dynamic malware 
analysis that concentrates on applications’ behaviors ob-
served at run-time, static malware analysis examines bi-
naries, files, and codes to classify Android malware from 
benign applications [7].

Mobile Application Permission Requests as 
Features

Manual analysis is impossible to conduct, considering 
the excessive number of applications. Solely in Google 
Play Store, on average, 3,700 new mobile applications are 
released every day [8]. To some degree, machine learning 
comes as a promising solution to classify malware among 
many mobile applications based on various features [9]. 
Android’s permission mechanism limits the specific ope-
rations performed by applications or provides ad hoc ac-
cess to particular data at the end-users discretion [10]. If 
an application is required to initiate a phone call without 
going through the standard dialer user interface for the 
user to confirm the call, for example, it must manifest 
or request CALL_PHONE permissions. Please, refer to 
Android API (Application Programming Interface) docu-
mentation for the list of the permissions and their desc-
riptions [11]. For static analysis, application permissions 
requested are the first natural and noticeable (i.e., promi-
nent) feature category to be examined among the wide 

new methods should be developed to give insights about 
one or comparatively more than one dataset. Better, the 
methods should be enhanced by visualization.

This study has proposed a method to compare datasets 
by adapting the Kruskal-Wallis test with a novel approach 
to compare the medians of a prominent feature’s frequen-
cies to determine if the samples come from the same po-
pulation or equivalently having the same distribution. This 
study aims to provide a new method for the researchers to 
compare more than one dataset over the common binary fe-
atures. The study also adopts three visualization techniques 
to assess the comparisons based on the proposed method’s 
outputs. A developed API described in Appendix A to cal-
culate and visualize the method is provided to conduct such 
comparisons conveniently.

The method was tested and evaluated on Android mo-
bile benign applications and malware datasets in the litera-
ture. The mobile malware classification problem was chosen 
because it is a critical emerging cyber security field where 
ML-based classification approaches are highly studied and 
practiced in the literature and the industry to enhance the 
capacities related to the human factor [5]. The results of the 
proposed comparison method summarized in Section 6 are 
encouraging, and shed light on using datasets on malware 
classification. Note that the proposed method is not specific 
to malware analysis, and it is expected that it could be used 
in any other area for comparing datasets in binary and even 
multi-class classification problems.

The rest of the paper is organized as follows. Section 
2 introduces the classification problem domain. Section 3 
describes and demonstrates techniques for an initial ma-
nual analysis of the reviewed datasets, namely basic quan-
titative comparison of sample/feature spaces and binary-fe-
ature space graphical analysis. It summarizes the negative 
and positive-class datasets to be compared in this study. 
Two suggested graphics, one of which is provided online as 
an interactive chart, to support such analysis are also de-
monstrated. Section 4 presents the followed methodology 
and the activities for comparing the datasets from different 
perspectives, including how to aggregate datasets. Section 5 
explains the proposed comparison method based on a novel 
adaptation of the Kruskal-Wallis test. Section 6 provides the 
dataset comparison results enhanced with the suggested 
visualization techniques. The last two sections present the 
discussion and summarize the advantages of the proposed 
comparison methods and outline this study’s contributions. 
Appendix A lists online supplementary materials (open-so-
urce API, interactive chart, and datasets). Appendix B sur-
veys the related chosen pieces of work about Android app-
lication permissions and highlights the Android permission 
mechanism’s significant aspects related to static malware 
analysis.
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range of possibilities. The dynamic analysis could also 
take application permissions into account [12]. Requested 
permissions could not provide conclusive evidence that 
an application conducts malicious activity. However, not 
requested permissions could generally absolve applicati-
ons from possible abuses, and some of the requested per-
missions are notable in most malign applications. Andro-
id application permissions have been used as a prominent 
feature in many ML studies on static malware analysis, 
some of which are reviewed in Appendix B.

Some might argue that the change in Android 6.0 (API 
level 23) deferring permission check from install time to 
run time should affect the permission feature and related 
studies. This ostensible change will not affect the underl-
ying mechanism shortly. Only the permission ranks will be 
reordered, but the features are still discriminative from an 
inter-class perspective. For further information, see the Ap-
pendix reviewing Android mobile malware detection litera-
ture, explicitly focusing on application permission request 
features.

Mobile Application Datasets

It is observed that the related literature compares classi-
fication performances with others via performance met-
rics, and the researchers do not consider the similarities 
or dissimilarities among the datasets they used. Moreo-
ver, the literature has not explicitly compared the data-
sets used in those studies. Whereas the performance of 

supervised machine learning algorithms closely depends 
on the datasets used, their sample sizes, sampling qua-
lity, and class ratios. Android mobile application datasets 
can hold many features that can be used for comparing 
different datasets such as the range or distribution of 
the application’s creation date that maybe not definite 
or other metadata, even the exact hash of the application 
samples. Nevertheless, these features could be arbitrary 
or manipulative, comparing permission features that are 
still at the core of the Android security mechanism. Hen-
ce, application permissions were chosen as a prominent 
feature category to compare the datasets.

AN INITIAL MANUAL ANALYSIS OF 
THE DATASETS

Before describing the proposed method and providing 
the results obtained from the case study domain, namely 
Android mobile malware detection, a manual analysis 
and comparison approach is described. Such an appro-
ach is also valuable to show the difference between the 
manual and the proposed method. The proposed method 
is then verified by a demonstration that examines and 
compares negative (benign) datasets and positive (ma-
lign) used in various binary classification (malware clas-
sification) studies based on binary features (application 
permission requests) as summarized in Table 1.

The initial manual analysis conducted in this study 
comprises the following two techniques:

Table 1. The aspects of demonstrating dataset comparison for the case study classification domain.

Binary Classification Demonstration

Classification problem (domain) Android mobile malware classification

Examples (samples) Android mobile applications

Negative class label “Benign” application

Positive class label “Malign” application or “Malware”

Prominent binary features Android application permission requests
(shortly ‘application permissions’ or ‘permissions’)

Example binary feature CALL_PHONE: It allows an application to initiate a phone call without going through the Dialer user interface for 
the user to confirm the call.

Binary feature values 0: No permission is given for the application (not allowed, default)
1: The permission is given (allowed)

Missing values
Datasets might have a missing value (i.e. they do not have at least one sample (application) with the specific binary 
feature).
Such features are taken as default 0 (not allowed) in dataset comparisons.

Number of features Minimum: 69 and maximum: 118

Compared datasets
Five pairs (negative/positive class) of datasets (DS0, DS1, DS2, DS3, and DS5) and one positive-only dataset (DS4).
An aggregated dataset (DSA) per class is also generated, as described in Section 4. The details are provided in Table 
2.
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Basic Quantitative Comparison of Sample/Feature 
Spaces: The negative and positive class datasets are descri-
bed based on sample space and feature space sizes. The dist-
ribution of positive/negative class ratios is another critical 
attribute for quantitative dataset comparisons.

Binary-Feature Space Graphical Analysis: The binary-
feature space per dataset is analyzed and compared via the 
following attributes:

• The frequency distribution of the features that are 
common in all the datasets (a dataset might have a missing 
value, i.e. binary-feature)

• The change in top-ranked features (a bump-chart 
is recommended; an interactive version is also provided on-
line).

After elaborating the manual analysis, the next secti-
ons describe the possible approaches to compare datasets 
(i.e. the types of the comparison activities), provides the defi-
nition and description of the proposed comparison method, 
and finally demonstrates the results when the method is 
applied to the reviewed datasets.

The Datasets

This study reviewed six academic studies providing And-
roid mobile benign and malign datasets. These datasets 
are used to demonstrate some initial manual analysis 
techniques and the proposed comparison method. The 

following subsections describe each technique and pre-
sent the results for the reviewed datasets.

Basic Quantitative Comparison of Sample/
Feature Spaces

Table 2 lists the basic quantitative information for the 
datasets and introduces the related studies that are also 
reviewed in Appendix A. The two dimensions, namely 
sample-space size (m) and feature-space size (n), are valid 
for any datasets, whereas prevalence (PREV; The propor-
tion of total positive samples (mP), e.g., having a malign 
characteristic, in total sample size [mP + mN]) is determi-
ned by comparing sample-space sizes of the positive and 
negative class datasets. In the related literature, it is ob-
served that authors compare their malware classification 
performance with others, most of which are based on 
different benign and malign datasets. The method pro-
posed in this study can help to compare those datasets. 
Highlighting once again, there has been no large-scale 
comparative study on comparing datasets used for mo-
bile malware classification encountered in the literature. 
However, it was not possible to see to what extent the 
proposed aggregation and comparison methods can be 
valid. A more recent independent study is used for asses-
sing validity. Lindorfer et al. [13] presented their findings 
based on a dataset collection called “ANDRUBIS” from a 
wide range of sources.

The DS0 dataset listed in the first row in Table 2 has not 
only a higher number of samples but also the highest num-
ber of malware (positive-class examples) compared with ot-

Table 2. Summary of sample and feature spaces of the benign (negative) and malign (positive) dataset.

Dataset Name Authors and reference mN PREV mP nN nP

Sample space Feature space

DS0 Touchstone Dataset1 Lindorfer et al., [13] 264,303 60% 399,353 84 90

DS1 Contagio Aswini and Vinod, [14] 254 52% 280 94 81

DS2 Wang et al.[15]2 310,926 2% 4,868 83 69

DS3 Yerima et al., [16]2 1,000 50% 1,000 99 75

DS4 Android Malware Genome Project Jiang and Zhou [17] 100% 1,260 83

DS5 Peng et al., [18] 207,865 0.2% 378 118 73

DSA Aggregated Dataset DS1 – DS5 520,045 1% 7,786 59 47

-DS6 Hoffmann et al., [19] 136,603 6,187

-DS7 Contagio Sarma et al., [20] 158,062 121

-DS8 Canfora et al., [21] 400

-DS9 Peiravian and Zhu, [22]2 1,250 1,260

-DS10 Felt et al., [23] 900

1. Original dataset name: ANDRUBIS 
2. The positive-class datasets contain AMGP samples.
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her datasets. Thus, it was selected as a kind of correctness 
measure that is called ‘touchstone’ in this study, to support 
verifying the comparisons. In this study, the permission fre-
quencies in DS1 to DS5 datasets per class were also aggrega-
ted into single combined values. The aggregated dataset, na-
med DSA is used to search for their consistencies among the 
datasets and to provide a baseline for further research. The 
aggregated frequencies are calculated by the weighted arith-
metic mean of frequencies in individual datasets according 
to dataset sample sizes per class, as explained in Section 4 
in detail. This is a natural calculation approach conside-
ring combining all the datasets into one dataset named DSA 
(ignoring the duplicate samples due to the same samples 
existing in one or more datasets). Note that the aggregated 
dataset (DSA) and the touchstone dataset (DS0) are entirely 
different and independent.

Note that two published datasets were combined, one 
from 2011 and one from 2012 in [18] into one dataset (DS5). 
The six datasets (DS6 – DS11) encountered in the literature 
were excluded from this study due to the following reasons. 
The DS9 dataset [22] is the same as the original DS4 dataset 
[17]. The datasets DS8 [21], DS10 [23] have missed one class. 
Only the top ten permissions were published for DS6 [19], 
and only the top 20 permissions were published for DS7 [20], 
but the whole feature space could not be obtained for this 
study.

Binary-Feature Space Graphical Analysis

As seen in Table 2, dataset sample sizes, prevalence, and 
feature space sizes of the datasets are dispersed. Sample 
sizes and equal class sample sizes (i.e. near 50% preva-

lence) are critical for generalization and unbiased classi-
fication. The low number of samples and low prevalence 
rates also cause limited credibility in the literature. The 
feature-space sizes and elements (permissions existing 
in each dataset) are also different in Table 2. Moreover, 
frequencies and ranks of permission requests vary from 
dataset to dataset.

Binary-feature frequency distribution

Fig. 1 shows the frequency distribution of the prominent 
binary features in negative and positive-class datasets 
together in one graphic, including only the common 
features (i.e. the permissions existing in all the datasets 
per class). The lower left part shows the distribution for 
the positive-class, while the upper right part is for the 
negative-class in reverse order of binary-feature frequ-
ency. The permissions within five datasets (from DS1 to 
DS5) and aggregated dataset (DSA) are sorted according to 
the touchstone dataset’s (DS0) permissions with descen-
ding frequency order of corresponding class. Fig. 1 also 
exhibits a discrepancy between the datasets per class 
when the permissions are ordered according to DS0. The 
proposed method helps to assess the discrepancy, as exp-
lained in the next sections.

Nevertheless, interpreting Fig. 1, the following findings 
were deduced:

• Negative-class datasets, except for dataset DS1 ha-
ving very few samples, are more similar to the touchstone 
dataset than positive-class ones.

Figure 1. Binary-feature frequency distribution: Lower-Left Group: Frequency distribution of 47 common permissions in positive-class datasets and 
Upper-Right Group: Frequency distribution of 59 common permissions in negative-class datasets. Common permissions are the intersection of all 
datasets per class and sorted according to the corresponding touchstone dataset (DS0, with thicker gold colored lines).
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• The distribution of aggregated datasets (DSA) se-
ems closer to the touchstone dataset (DS0) than individual 
datasets.

The first finding suggests that positive classes (gene-
rally abnormal entities like malware in provided applicati-
ons or illness for a medical classification or diagnosis test) 
possess high variability (or entropy). The second one implies 
that the aggregation of different datasets reduces noise and 
enhances sampling. Concerning the first finding, this is es-
pecially valid for the example domain where malware pro-
pagating by repackaging benign applications are the most 
common ones that request one or more extra permission 
from benign ones [24]. For the second finding, as seen in the 

dataset DS1 example, the low number of samples does not 
provide sufficient generalization; therefore, they should be 
used with caution in machine learning applications.

The top binary feature ranks

Fig.s 2 and 3 show the changes in the ranks of permissions 
between DS0, DS1, …, DS5 for positive and negative-class 
datasets, respectively, for the top 15 permissions only (for 
the sake of simplicity). The readership is encouraged to 
visit http://tabsoft.co/32CQGIP for interacting with the 
online chart prepared for this study in full-intersected 
permission space coverage.

Figure 3. Ranked top 15 permissions for benign datasets (from DS0 to DS5)

Figure 2. Ranked top 15 permissions for positive-class (malign) datasets (from DS0 to DS5). Visit http://tabsoft.co/32CQGIP for full data and an 
interactive chart.
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Please, refer to Android API documentation for desc-
riptions of the permissions (at developer.android.com). Con-
sidering the top 15 permissions in positive-class datasets, 
Fig. 2 shows DS3 with DS4, and DS4 with DS5 are relatively 
similar rankings for corresponding features (permissions). 
Using an interactive chart hovering on permissions (circles) 
in the DS0 dataset’s column, you can see that DS0 with DS5 

are also similar rankings (although they are not adjacent).

Concerning negative-class datasets, Fig. 3 shows DS2 
with DS5 and DS0 with DS5 are relatively similar rankings 
considering the top 15 permissions. If positive-class (Fig. 2) 
and benign-class (Fig. 3) feature ranks are compared, the 
top two permissions are the same in all the malign datasets 
while the top four ones in benign datasets. This supports 
the interpretation of high variability in malign datasets in 
Fig. 1 above. These two types of graphs help to analyze and 
compare datasets, but it is manual and may be subjective. 
Therefore, it is necessary to measure similarities that provi-
de more accurate results.

METHODS

Fig. 4 describes the general methodology followed in this 
study. The permissions were collected directly from dif-
ferent negative and positive-class datasets of the related 
six studies. Some of the authors were contacted to recei-
ve their datasets covering all the permission requests (i.e. 
full feature space for a dataset). After pre-analyzing the 
permission request features, their frequencies (i.e. ratio 
of the number of samples requesting permission to total 
sample size) were calculated for each class, and binary 
features were ranked according to these frequencies per 
each dataset from the most frequent to the least frequent.

For a dataset with c binary class (positive (P) or negative 
(N)), the existing nc binary features 1 2{ }

cnx ,x ,...,x  are presen-
ted as X vector. c iX DSf  denotes binary-feature frequencies 

vector for i. dataset. 
c iX DSF  denotes ranked feature-frequen-

cies vector and holds ranks within the same datasets instead 
of frequencies. The ranked feature-frequencies vector for 
the aggregated dataset (DSA) per each class was calculated 
by applying a weighted average of feature frequencies in 
each dataset (from DS1 to DS5) and ranked from top to bot-
tom as shown in Eq. (1) where 

iPm  and 
iNm  denote the total 

sample size of i. dataset per c class, and Sc is the number of 
datasets compared.

,

1

1

rank
c

c i i

c P N A c

i

S
x DS ci

X DS S
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F

m
    

=

=

=

 ⋅
 =
 
 

∑
∑

(1)

The ranked binary-feature frequencies per negative 
and positive classes are compared between:

• (Comparison-1) all the dataset including the to-
uchstone dataset (DS0) and the aggregated dataset (DSA)

• (Comparison-2) pair of all the datasets (e.g., bet-
ween DS1 and DSA or DS1 and DS0)

The results of the two comparisons on the reviewed 
datasets are given in Section 6.

NEW METHOD: COMPARISON VIA 
ADAPTED KRUSKAL-WALLIS TEST

The Kruskal-Wallis test is a nonparametric test to cal-
culate the null hypothesis assuming that independent 
samples are from the same population. The test, which 
was developed by and named after Kruskal and Wallis 
[25], is an extension of the Wilcoxon Rank Sum Test on 
two groups. As a nonparametric test, the Kruskal-Wallis 
test does not assume that populations have normal distri-
butions. The test is applicable for measurement variables 
as well as nominal variables classifying observation valu-
es into discrete categories (like binary features) among at 
least three or more samples.

Figure 4. Activity flows for comparing datasets via feature frequency ranks.
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This test is based on ranks instead of the original ob-
servation values (i.e. frequencies). This makes the test much 
insensitive to outliers that make it more suitable for this 
experimental study on the negative (benign) and positive 
(malign) mobile applications like other practical research 
studies such as clinical ones [26]. The ranks are calculated 
across all the samples by ordering the observation values 
from smallest (a rank of 1) to largest and could be fractional. 
The sum of the ranks per sample is also calculated.

Typical usage of the Kruskal-Wallis test in machine-le-
arning is using as a filtering method for feature selection in 
high-dimensional datasets [27,28]. It is appropriate for not 
only binary classification but also multi-class classification 
problems [29]. The literature has successfully used the test 
on analyzing and comparing data with different characte-
ristics, for example, censored data [30] and microarray gene 
expression data [31], but also addressed the limitations when 
applied in high dimensional low sample size data (shallow 
datasets) [32]. Another usage of the Kruskal-Wallis test, 
along with the one-way analysis of variance test, Friedman’s 

test, in ML is in testing the statistical significance between 
the different individual classifiers (i.e. whether a classifier is 
significantly different from the others) [33]. The significan-
ce in algorithm factors or parameters such as the data-size 
effect or fitness values is also tested with the Kruskal-Wallis 
test [34,35]. From an information security perspective, the 
test was used for evaluating different alternatives, such as 
measuring differences in password behaviors and attitudes 
between research participants [36] or selecting more discri-
minative features in the forensic analysis [37]. It was enco-
untered that only one study uses the Kruskal-Wallis test in 
malware analysis in the literature. Asmitha and Vinod [38] 
employ the test for selecting prominent features from be-
nign and malign applications on the Linux desktop platform. 
According to their classification experiment, the Kruskal-
Wallis test achieves slightly better than the other feature se-
lection methods. The review reveals that the literature uses 
the test in comparing the dataset’s features and classifier’s 
performances. However, it is not used to compare datasets. 
This study explores and proposes such usage demonstrated 
in real-world datasets in a specific domain.

Figure 5. Normality check by Quantile-Quantile chart with Shapiro-Wilk test values and p-values. y-axis shows binary-feature frequencies  for (a) 
positive-class datasets (b) negative-class datasets. Note that some of the frequency values (points) are outside the corresponding normal distribution 
indicated by a shaded area.
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Normality Check

Before applying the proposed adapted Kruskal-Wallis 
test, we must ensure that the frequencies do not present 
a normal distribution [39]. If a normal distribution exists, 
the distribution can be entirely defined by using merely 
two parameters: mean and standard deviation, which 
may be used for dataset comparison statistically instead 
of this method.

Two supportive approaches are employed for checking 
normality:

• A formal method by using the Shapiro-Wilk Test

• A manual method by drawing Quantile-Quantile 
charts

Eq. (2) is the Shapiro-Wilk test explicitly written for 
binary-classification datasets where aj normalized standard 
normal-order statistics and 

cX DSf
ι

 is the mean value for an 
i. dataset:

c ij c

2
1

2
X DS X DS1

( )

(f f )

cmn

c ij

i cmn

n
x DSj

DS n

j

aj f
W

ι

=

=

⋅
=

−

∑
∑

(2)

W is between 0 and 1, and lower W values against the 
corresponding test table value indicate the rejection of the 
normality null hypothesis. Fig. 5 shows not only the quanti-
le-quantile chart but also the Shapiro-Wilk test values with 
P probability values (p-values) for each dataset in x-axes.

Lower W values, or better specifically, lower correspon-
ding p-values (less than 0.05 for 95% significance level), re-
ject the normal distribution. Here we have p-values that are 
even very close to zero (more than 99% significance level). 
Note that the original Shapiro-Wilk test is suitable for less 
than 50 observations. In this study, Royston’s [40] extension 
is used here to avoid such a limit. Benign and malign data-
sets have 59 and 47 common (intersected) feature-space si-
zes (ncmn). Ensuring non-normality, the test can be employed 
as described in the following subsection.

Adapted Kruskal-Wallis Test

In the standard notation, given C samples with N num-
ber of total observations in all samples combined, with ni 

observations yielding the sum of the ranks as Ri in the i. 
sample, the Kruskal-Wallis Test value (H) is calculated by 
the following equation:

1

12 3 1
1

2
C i
i=

i

RH = - (N + )
N(N + ) n∑ (3)

Eq. (4) has specifically annotated for the reviewed data-
set comparisons where Sc is the total number of datasets in 
this study (seven for positive, six for negative, including agg-
regated dataset DSA). N in Eq. (3) corresponds to the total 
of samples’ common (intersected) feature-space size (ncmn) 
(7x59 for negative-class, 6x47 for positive-class). Ri corres-
ponds to rank( )

C iX Df , the sum of binary-feature frequencies 
ranks in the i. dataset. Rank orders are determined within 
all the datasets as if there is one dataset where the lowest 
value corresponds to the lowest rank. Fractional ordering is 
used for ties by averaging orders.

1
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∑   (4)

Low H values or low p-value as an approximate chi-
square statistic (with Sc – 1 the number of degrees of free-
dom, DoF) in the range [0, 1] rejects the null hypothesis that 
independent samples are from the same population.

RESULTS

The following subsections provide comparison results for 
all the datasets together (Comparison-1) and per pair of 
all the datasets (Comparison-2).

Comparison-1 (All)

The proposed adapted Kruskal-Wallis test was conduc-
ted for all the permission frequencies in negative and 
positive-class datasets (touchstone, aggregated, and four 
negative-class or five positive-class datasets, respecti-
vely) listed in Table 2. The conducted test produced two 
different results per class. Table 3 displays the summary 
of the test. The p-values less than the significance level 
(α = 0.05) reject the null hypothesis that the samples in 
negative-class datasets are from the same population 
concerning ranks of the frequencies of the same permis-
sion features or “negative-class datasets are different from 

Table 3. Dataset comparison summary based on adapted Kruskal-Wallis method.

Class (c) ncmn Sc (DoF) H p-value Test Result*

Positive (Malign) 47 Seven datasets (6) 2.45 0.8735 Failed to reject the null hypothesis

Negative (Benign) 59 Six datasets (5) 27.84 3.92e-05 Rejected

* Significance level, α = 0.05
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each other”. In comparison, we could not conclude if the 
positive-class datasets are different, although the p-value 
is close to 1. The alternative hypothesis indicating “dissi-
milarity” assumes that at least one dataset comes from a 
different population than the others.

The H value obtained by Eq. (4) is merely for stating 
whether the group of datasets together differs in some way. 
This is important because one could not express this evi-
dently by analyzing and comparing the samples as tried in 
Section 3.3 via different graphs. However, the dissimilarity 
of individual datasets should also be interpreted separately 
afterward.

Comparison-2 (Pairs) with Suggested 
Visualization Techniques

Comparison-2 shows the similarity test per pairs of the 
dataset. Instead of giving the results in a cross-tabular 
fashion, three visualization techniques are recommen-
ded:

1) Multiple comparisons of mean ranks

2) All-in-one binary-feature frequency descriptive
statistics

3) Complete clustered pairwise comparison of
p-values.

The suggested visualization techniques demonstrated 
in Fig.s 6 and 7 are straightforward, informative, and easy 
to interpret.

Visualization-1 (Multiple comparisons of mean ranks)

The first visualization technique depicts the pairwise 
comparison of the datasets based on rank means calcula-
ted by the Kruskal-Wallis test. The graph is developed by 
using MATLAB’s multi compare functionality [41]. The 
interactive version of the graph shows the mean rank dif-
ference between a selected dataset and the others. The 
findings of the multiple comparisons of mean ranks to be 
highlighted are

• “No positive-class datasets have mean ranks sig-
nificantly different from the aggregated positive-class da-
taset (DSA),” as shown in Fig. 6 (b) (Kruskal-Wallis test can 
reject the null hypothesis even the means or medians are 
the same. Therefore, p-values are valid.).

• The same findings are not valid for negative-class 
datasets. However, four datasets, including the aggregated 
dataset (DSA), have mean ranks significantly different from 
the benign (DS1) dataset, as shown in Fig. 7 (b).

• Interestingly, mean ranks are not significantly dif-
ferent for DS1 and the touchstone dataset DS0.

Visualization-2 (All-in-one binary-feature frequency 
descriptive statistics)

Violin with a box-plot comparison diagram in Fig.s 6 and 
7 (b) show the following binary-feature frequency desc-
riptive statistics for negative and positive-class datasets:

• ranges (min/max values shown in vertical line
ends),

• quartiles (lower and upper shown in the bottom
and top edges of boxes),

• medians (horizontal line in box),

• means (black dot),

• outliers (pink dot), and

• probability densities (violin shape).

The significant difference of negative-class DS1 and 
no-significance difference among positive-class datasets 
can be observed in Visualization-2 graphs (see the shapes 
of the violins). Note that DS1 has the smallest samples for 
both classes.

Visualization-3 (Complete clustered pairwise 
comparison of p-values)

The third visualization technique that is originally de-
signed as an API in R by the author. The API displays 
the p-values for all the pairs of datasets. Pairwise data-
set comparisons with heatmap diagrams in Fig.s 6 and 
7 (c) present a complete set of comparison information. 
It shows colored p-values for the null hypothesis indica-
ting similarity between the paired datasets. Datasets are 
also hierarchically clustered by Euclidean distances of 
p-values (i.e. their similarities). In other words, the da-
tasets in row/columns are reordered according to row or 
column means and then hierarchically clustered using 
Euclidean distance. A similar group of datasets is shown 
as horizontal and vertical dendrograms.

The findings complying with the Comparison-1 shown 
in Table 3 are

• We could not reject the null hypothesis that each
pair of the positive-class datasets are from the same popula-
tion with ultimately high p-values. DS0 and DS1 have 0.7989 
p-values at a minimum.
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• The following dataset pairs are significantly diffe-
rent from each other: DSA vs. DS1 (with p-value: 8e-04), DSA 
vs. DS5 (with p-value: 0.00001), DS1 vs. DS2 (with p-value: 

0.0021), and DS1 vs. DS3 (with p-value: 0.0361). For others, 
we could not reject the null hypothesis.

Figure 6. Comparison graphs for malign datasets: (a) multiple comparisons of mean ranks (graph shows DSA comparison) (b) violin with a box-plot 
comparison diagram (c) Pairwise dataset comparisons with heatmap diagram
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Figure 7. Comparison graphs for benign datasets: (a) multiple comparisons of mean ranks (graph shows DS1 comparison) (b) violin with a box-plot 
comparison diagram (c) Pairwise dataset comparisons with heatmap diagram
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Touchstone vs. Aggregated Datasets Comparison

Overall assessment of the test results suggest the follo-
wing two highlighted findings of touchstone and aggre-
gated datasets:

• For the comparison of the touchstone and aggre-
gated datasets: There is no significant difference between 
the datasets DS0 and DSA. Rank means the difference betwe-
en these datasets is 17.2 (162.9 and 180.1) for positive-class 
and 26.1 (158.6 and 184.7) for negative-class, as shown in 
Fig.s 6 and 7 (b).

• For the comparison between each dataset and the 
aggregated dataset (DSA): Fig.s 6 and 7 (b) show that the ma-
lign datasets are more similar to the aggregated dataset than 
the touchstone dataset. Considering the touchstone dataset 
(DS0), the DS4, DS5, and DS3 malign datasets and DS3 and 
DS2 are the most similar datasets to the touchstone dataset 
so that their sampling approaches are quite successful.

DISCUSSION

Two aspects addressed in this study are discussed in 
this section: first the issues and findings specific to the 
case study domain and the prominent feature category, 
second, the issues related to the proposed comparison 
method.

Firstly, permission requests are leading clues to an-
ticipate the purpose of Android applications not only for 
regular users but also for malware analysts who use them 
as a prominent feature category to classify malware. A fun-
damental problem with much of the literature on mobile 
malware classification on the Android platform is that they 
use different datasets and focus on the results of their clas-
sification. However, the comparison of the datasets has not 
been dealt with in-depth.

Comparison of performances of malware classification 
attempts with various ML algorithms cannot be consistent 
without knowing the difference of the used datasets. To 
study this gap, this study has compared the permissions 
ranked by request frequencies of different datasets of the se-
ven reviewed academic works. The ANDRUBIS dataset, as 
it is called the “touchstone” dataset in this study, was used as 
a verification dataset for comparing the similarity of binary-
feature (permissions) frequencies of individual datasets.

This study has conducted a focused review of the lite-
rature and highlighted the different issues around permissi-
ons to classify Android mobile malware. In summary, it is 
concluded that;

• The Android permissions and frequency of per-
mission requests do continue to hold its invaluable contribu-
tion to statically classify Android applications as long as they 
are selected comparatively and continuously updated;

• Satisfactory results were obtained showing that
frequently requested permissions extracted benign/malign 
applications, as well as the permissions dominantly reques-
ted by malign applications, should be the first statistical fe-
atures to examine for static malware analysis and dynamic 
analysis further;

• Comparing the performance of malware classifi-
cation, the published research should consider the compari-
son of their datasets and others;

• Authors could use the proposed dataset compari-
son method and initial manual analysis approaches to com-
pare their datasets with others easily. The permission-requ-
ests feature distribution could also be used as an indicator to 
examine datasets;

• Reducing the number of top permissions that are
considered may provide more accurate comparison statis-
tics; and

• The characteristics of the feature used for compa-
rison, especially the factors affecting its frequency, should 
be scrutinized (as discussed in Appendix A). Eliminating 
this kind of external effect makes comparisons more accu-
rate.

The followings are the summary of the overall findings 
in the conducted test on the case study domain:

• Further evidence has been provided on the effect
of good sampling of negative-class (benign applications) and 
positive-class (malign or malware) datasets in static malwa-
re analysis research in the literature, which pointed towards 
the idea that even a small number of well-selected datasets 
could present a sufficient level of representation comparing 
the touchstone dataset.

• There is still a need for continuously updating
samples to adapt to the existing trends in benign and malign 
applications.

Secondly, concerning the proposed comparison met-
hod, the Kruskal-Wallis test was conducted with a comple-
tely different approach. The test is typically applied through 
a single ordinal variable (apart from categorical or interval 
variables), for example, “levels of blood cholesterol” with 
different observations in more than two samples. For the 
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proposed approach, the frequencies of the specific number 
of the same binary features, namely Android mobile appli-
cation permission requests, are used as the observations in 
each dataset. In this manner, it is possible to create a kind 
of ‘imitated’ ordinal variable per dataset that could be exp-
ressed as ‘the frequency of any binary feature of a specific 
number of requested permissions in the compared dataset.’ 
The datasets were compared by using this variable. The 
comparison via binary-feature frequencies by this method 
has the following advantages:

• It provides a single metric (a test value (H) with
easy to interpret p-value indicator) for similarity among da-
tasets.

• This test also shows the similarity positions for
all datasets without pairwise comparisons, which could be 
time-consuming and hard to analyze.

The method does not require any preference for the 
choice of parameter settings (except default significance 
level); therefore, it can be used as-is. The comparison does 
not need the feature-space details of all the samples in the 
dataset; the frequencies of the prominent binary features are 
sufficient. This is practical considering the difficulties or 
obstacles in sharing the datasets. The provided API facilita-
tes the comparison process providing results and generating 
graphs for the recommended visualization techniques. The 
results that were reported from the complete perspective in 
this study are promising. The subject matter experts can 
find the methodology convenient and insightful. At least, 
the method addresses the dissimilarity among the datasets 
allowing the researchers and experts to focus. Nevertheless, 
theoretical validation cannot be found; therefore, more si-
mulations should be conducted. The future work will be 
validating the method in synthetic datasets.

This study also includes comparing the individual 
datasets with the aggregation of the datasets. Aggregating 
compared datasets spots the missing frequent and rare 
patterns in samples. Thus, adding different samples having 
those missing patterns could improve the overall sampling 
quality of a dataset in hand.

Regarding the novel adaptation of the Kruskal-Wallis 
test, there could be some controversy surrounding the imi-
tation of the ordinal variable. Instead of using values of a 
single variable from different observations for each sample 
(e.g., INTERNET permission request frequencies observed 
per dataset), using the values of a group of variables from 
different observations may seem unconventional. However, 
it becomes more understandable and valid for the test when 
the variable is stated as “the binary-feature frequency values 
of a specific group of observations”. Upon suggesting this 

approach, other studies in different domains could try the 
usability of the methods.

Limitations comparison of the datasets over common 
features seems to discard the real differences among data-
sets. In this case, the missing values (i.e. nonexistent featu-
res) should also be reported in the comparisons. Neverthe-
less, as the datasets become large, having at least one sample 
per feature, the comparison over common features becomes 
more representative.

The comparison approaches and the proposed method 
has been demonstrated in real-world datasets. The manu-
al analysis generally supports the results. Furthermore, the 
fact that the malign DS2 and DS3 datasets have the same 
samples as the malign DS4 (Android Malware Genome Pro-
ject) dataset is also validated via the clustered complete pair-
wise comparison of p-values in Comparison-2 (DS3 and DS4 
in one dendrogram, which is then in the upper dendrogram 
with DS2, as shown in vertical dendrograms in Fig. 6).

CONCLUSION

The researchers mostly focus on selecting and optimi-
zing ML classification algorithms and improving the ac-
hieved performance expressed in terms of conventional 
performance metrics such as accuracy and F1. Selecting 
and maintaining a dataset is a secondary concern for not 
only classification problems but also clustering problems. 
Both in practice and the literature, performance metrics 
are the only criteria to claim success or improvement in a 
specific classification problem domain whereas the data-
sets are not taken into account in comparison of different 
studies.

The initial manual analysis of datasets demonstrated 
in Section 3 provides little insight and requires efforts for 
preparing summary data and related graphics. Basic quan-
titative comparison of sample and feature spaces presents 
the preliminary perspective in compared datasets whereas 
binary-feature space graphical analysis provides more deta-
il. Especially, feature ranks are more understandable to re-
aders; however, the approximation used on calculating the 
ranks according to the frequencies decreases. The precision, 
related calculations, and analyses are simplified.

To help to avoid such inefficiencies in the manual 
analysis of datasets, this study proposed a novel adaptation 
of the Kruskal-Wallis test. In the proposed method, instead 
of providing a single ordinal variable, a kind of variable was 
created, indicating the frequencies of the binary features. 
The features are selected from the intersection of existing 
features in all of the compared datasets. Each of those fre-
quencies is provided as if they are the observations per da-
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taset. Then the tests are conducted based on these variables 
in the case study domain. It is observed that the results of 
manual analysis for the case study domain and the proposed 
method are coherent. Although the method and approaches 
provided in this study were applied to the mobile malware 
domain, they could be used in other domains having a bi-
nary-feature space vector.

The demonstration in the case study domain has 
shown that the method gives clear and measurable initial 
insights to see the differences among available datasets. The 
researchers can publish the dataset comparison test results 
among their dataset and the other datasets along with the 
classification performance metrics. The method can also be 
particularly useful for the practitioners and researchers to 
compare different open ML datasets provided in different 
platforms such as Kaggle. It can be used in data mining, data 
quality, and data profiling activities. The provided API given 
in Appendix A supports the possible future uses of the met-
hod. Finally, it is expected that the proposed comparison 
method and findings potentially lead to practical improve-
ments in dataset collection, sampling, profiling, and mobile 
malware analysis and provide a measurable indicator for 
comparing the used and related datasets.
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APPENDIX A. SUPPLEMENTARY 
MATERIAL

A.1. DsFeatFreqComp – Dataset Feature-
Frequency Comparison R Package

The developed open-source API provides two categories 
of important functionality for dataset manipulation and 
visualization conducted and recommended in this study.

Address: https://github.com/gurol/dsfeatfreqcomp

Visualization functions (as appeared in Fig.s 5 – 7):

• plotDsFreqDistributionViolin

• plotQQ

• plotPairwiseDsPValuesHeatMap

Dataset manipulation functions:

• loadDsFeatFreqsFromCsv2

• meltDataFrame
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• loadPairwiseDsComparisonOfMeanRanks

• getPairwiseDsPValueMatrix

More information is provided in the developed packa-
ge. The installation is also described in the GitHub address 
above.

A.2. Online Interactive Bump Chart for
Permission Ranks for Intersection of Malign/
Benign Datasets

The online interactive dataset comparison chart appea-
red in Fig.s 2 and 3. The number of top binary features 
can be changed per class. Tooltips provide extra infor-
mation.

Address: https://tabsoft.co/32CQGIP

A.3. Prominent Binary-Feature (Permissions)
Frequencies for Android Mobile Benign Apps and
Malware Datasets

The datasets compared in this study are provided online 
at Mendeley Data.

Address: http://dx.doi.org/10.17632/ptd9fnsrtr.1

APPENDIX B. RELATED EXAMPLE-
DOMAIN WORKS

Since 2009 starting from the first version of Android, 
some studies have published frequent permission requ-
ests on benign/malign samples as a part of their static 
malware analysis. The following paragraphs outline the 
studies’ review by only examining some of their high-
lights on permissions to explain the different aspects of 
permissions. As one of the earlier studies, Enck et al. [42] 
examined permission requests of 311 malicious appli-
cations and heuristically defined eight combinations of 
13 permissions as the rules to signal malware. Table B.1 
shows the rules decomposed in this study. Expressing 
their research solely based on a narrow set of permissi-
on combinations as a “certification” or “risk mitigation” 
process may cause misunderstanding. It is suggested that 
naming such an approach as ‘suspiciousness indicator’ for 
binary decisions or ‘suspiciousness score’ for rating the 
decision.

A composed rule is stated as “an application must not 
receive phone state, record audio, and access the Internet.” 
In contrast, the actual threat is not requesting the permissi-
ons but allowing an application to record audio upon getting 
phone state (upon incoming or outgoing call), which is pos-
sible only by examining the code or catching the behavior 

Table B.1. Decomposition of Rule-Based Classification in [42].

RULES
(Combination of permissions)

PERMISSIONS Number of rules R1 R6 R7 R8 R2 R3 R4 R5

SEND_SMS 1 X

RECEIVE_SMS 1 X

READ_PHONE_STATE 1 X

INSTALL_SHORTCUT 1 X

UNINSTALL_SHORTCUT 1 X

PROCESS_OUTGOING_CALLS 1 X

ACCESS_FINE_LOCATION 1 X

ACCESS_COARSE_LOCATION 1 X

SET_DEBUG_APP 1  X

RECEIVE_BOOT_COMPLETED 2 X X

WRITE_SMS 2 X X

RECORD_AUDIO 2 X X

INTERNET 4 X X X X

Number of permissions involved in the combination 1 2 2 2 3 3 3 3
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at run-time on dynamic analysis. One question that needs 
to be asked is how the permissions chosen in the rules are 
sufficient to indicate the suspiciousness, which is not elabo-
rated in [42].

One of Android’s permission mechanism’s nontrivial 
aspects is the distinction between the request and the actual 
use of permissions. Android application developers can dec-
lare a permission request, but there is no related action in 
the existing code that needs the existence of that permission 
granted. In a related study, Felt et al. [23] examined Android 
applications’ permission requests. They evaluated whether 
the applications need the requested permissions based on 
their generated API (Application Programming Interface) 
permission map. They implemented a tool to scan the API 
calls to determine the required permissions and compare 
them with those requested. The generated result shows that 
about one-third of the examined 940 sample applications 
are over-privileged, violating the least privilege principle 
in information security. The study is based on API-level 8 
(2010) with 85% coverage and 134 permissions and finds 
that 6.5% of all API calls depend on permission checks. The 
authors address the following reasons for developers to re-
quest unnecessary permissions:

• Being misled by permission names (e.g., MO-
UNT_UNMOUNT_FILESYSTEMS, ACCESS_NET-
WORK_STATE, and ACCESS_WIFI_STATE)

• Making unnecessary permission requests for the
intents of deputy applications even though the deputy appli-
cation already requested them (e.g., asking INSTALL_PAC-
KAGES for Google Play deputy application, CAMERA for 
default camera, INTERNET for opening a URL (Uniform 
Resource Locator) in a browser, and CALL_PHONE for de-
fault Phone Dialer)

• Requesting permissions for unprotected methods 
such as ‘getters’ (e.g., no need to ask WRITE_SETTINGS for 
only calling getters [not setters] for Settings Content Provi-
der)

• Pasting code snippets found on the Internet ha-
ving inaccurate permission requests

• Requesting deprecated permissions (e.g., AC-
CESS_GPS or ACCESS_LOCATION has been deprecated 
since 2008)

• Forgetting the permission requested for tests (e.g.,
ACCESS_MOCK_LOCATION) and trials

• Requesting invalid ‘Signature’ or ‘SignatureOrSy-
stem’ permissions that are silently refused since they are va-
lid for the applications signed by the device manufacturers

• Requesting permissions intentionally in advance
for future versions.

These reasons do certainly cause discrepancies in per-
mission request frequencies, which should be considered as 
a significant noise in mostly benign datasets. However, it co-
uld be hypothesized that malware authors tend to develop 
malware requesting the minimal set of necessary permissi-
ons to avoid falling under suspicion.

Another attribute is advertisement libraries that are 
immensely used in Android applications. However, they ca-
use over privilege in applications and consecutively mislead 
the analysis of permission requests for malware classificati-
on. Pearce et al. [43] examined 964 sample applications and 
found that some of the permissions requested by applicati-
ons do not need for their functionalities but requested on 
behalf of advertisement libraries. Fig. B.1 shows the prepa-
red depiction of the top permissions causing ‘over privilege 
by advertisement’ as they called it. The application category 
is another attribute that characterizes the permission re-
quirements of applications. For instance, an application in 
the ‘Games’ category tends to request certain permissions 
than those in other categories such as the ‘Shopping’ cate-
gory. Sarma et al. [20] present an approach that evaluates an 
application’s permissions with those requested from other 
applications in the same category. They proposed a warning 
mechanism as ‘the first line of defense’ to inform the gi-
ven application’s permissions frequency compared with its 
category’s permissions frequencies. Permissions rarely used 
by the category trigger a warning. Peng et al. [18] suggested 
using probabilistic generative models instead of frequency 
analysis to formulate a suspiciousness score for applications. 
The preferred scoring approach is based on the application’s 
permission requests besides its category.

Figure B.1. The top permission requests cause over privilege due to the 
advertisement libraries, derived from [43].
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Permissions in Android have other related attributes 
such as API-level, at which the permission is introduced, 
permission types (i.e. standard or custom), protection level, 
permission group, and used hardware or software features. 
The number of studies examining these additional attribu-
tes is very few. Sanz et al. [44] add informational used fea-
tures as declared by ‘uses-permissions’ tags in an Android 
manifest file beside the permission requests. These features 
could be used for clustering permissions.

Besides the declarative static features extracted from 
an Android manifest file and Google Play data, as seen in 
the studies summarized above, some studies combine per-
missions with actual code structures, especially with And-
roid API calls. Peiravian and Zhu [22] focus on the combi-
nation of permissions and API calls on potentially benign/
malicious application classifications. Another observable 
attribute about permissions is comparing the number of 
requested permissions between benign and malicious app-
lications. The executors of the “Android Malware Genome 
Project” Jiang and Zhou [17] conducted a very comprehen-
sive analysis of Android malware, malware families’ charac-
teristics, propagation methods, triggering conditions, and 
payloads and permission usage. Analyzing 1,260 malware 
and 1,260 benign applications, they found that the malware 
usually requested more permissions than the benign appli-
cations, which are consistent with the other observations in 
the literature [13,15,18,19,22,44].

The study by Hoffman et al. [19] is noteworthy for exp-
ressing the possibility of data leakage threat by the existence 
of a specific pair of permissions. One permission is for ac-
cessing the critical or sensitive data (e.g., device information, 
contacts, location), and the other is for delivering them to 
the attacker (INTERNET permission with the overwhel-
ming majority). Searching for critical permission combina-
tions is not limited to permission pairs as in the indication of 
data leakage; more than two prerequisite permissions could 
also foresee other threats or abuse of privileges. Going be-
yond [21,42], Hoffman et al. [19] suggested, without giving 
sufficient explanation, a small number of suspicious per-
mission patterns that are heuristically combined by logical 
connectives comprising not only ANDs but also ORs.

Yerima et al. [16] looked for the answers to ‘which car-
dinality of the feature sets does yield a better result?’ and 

‘which type or types of feature category generates more 
accurate classification result?’ Comparing the top 30 per-
missions ranked by mutual information (MI), they conclu-
ded that a small number of features are sufficient, namely 
application permission requests and code attributes such as 
command calls, intent filters, embedded binaries, and API 
calls. The features could be used for statically classifying be-
nign and malign applications at an underestimated perfor-
mance. Wang et al. [15] examined the Android permission 
mechanism from different aspects and pointed to a different 
discriminative pattern in permission requests. Instead of re-
viewing a single or combination of a few permissions, the 
distribution of all permissions requested by applications co-
uld be used to classify applications as malign or benign. As-
wini and Vinod [14] categorized the permissions according 
to their occurrence in two classes and assessed their cont-
ribution to classification. The common permissions occur 
at the intersection of two classes. Common and discrimi-
nant permissions are applied in different machine learning 
algorithms. They suggested that the common permissions 
have more influence on accurate classification. The ones 
having high inter-class variance are categorized as common 
prominent features. Another finding of the study in featu-
re selection, contrary to assumptions, was the bottom BNS 
(Bi-Normal Separation) permissions exhibit better accuracy 
than the top BNS permissions because the distribution of 
top ones was nearly the same for both classes.

In summary, the review of related works highlights that 
several issues are related to permissions and the usage of 
permissions as a prominent feature for classifying malware 
such as

• effect of the combination of individual permissi-
ons, application category, and advertisement libraries,

• noise in permission request frequencies caused by 
over-privileged applications, and

• selection of the prominent permissions for achie-
ving more successful classification.

However, as described in the examples of ‘over privile-
ge by advertisement’ [43] and ‘rule-based classification’ [42] 
above, discriminative malign permissions’ frequencies still 
provide a valuable indicator for practical malware classifi-
cation.
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In literature, even if the proposed studies have pro-
vided promising results, to the best of our knowledge, 
no work has focused on a hybrid model for predicting 
Covid-19 cases by exploiting the impacts of school 
closure and interruption of face to face education in 
countries with the highest number of Covid-19 cases. 
Thus, we proposed a new hybrid model combining 
the ARIMA model, CAM(Correlated Additive Model) 
and Back-Propagation Artificial Neural Network algo-
rithm (BP-ANN) which is one of the contributions of 
this study. It proposes a novel correlated additive model 
(CAM) in contrasts to the traditional hybrid models. In 
our study, correlation is calculated between the number 
of the actual case and school closure situation in the US, 
Brazil, Russia and India. Then, a correlation rate (CoR) 
is obtained for each country. Finally, CoR is multiplied 
by the additive model to create CAM. A case study was 
carried out before we formed the final version of the 
CAM. In this case, the additive model was divided and 
multiplied by CoR, respectively. At the end, we decided 

A B S T R A C T

Coronavirus disease (Covid-19) caused millions of confirmed cases and deaths worl-
dwide since first appeared in China. Forecasting methods are essential to take preca-

utions early and control the spread of this rapidly expanding pandemic. Therefore, in this 
research, a new customized hybrid model consisting of Back Propagation-Based Artificial 
Neural Network (BP-ANN), Correlated Additive Model (CAM) and Auto-Regressive In-
tegrated Moving Average (ARIMA) models were developed for the purpose of forecast 
Covid-19 prevalence in Brazil, US, Russia and India. The Covid-19 dataset is obtained 
from the World Health Organization website from 22 January, 2020 to 6 January, 2021. 
Various parameters were tested to select the best ARIMA models for these countries based 
on the lowest MAPE values (5.21, 11.42, 1.45, 2.72) for Brazil, the US, Russia and India, 
respectively. On the other hand, the proposed BP-ANN model itself provided less satisfac-
tory MAPE values. Finally, the developed new customized hybrid model was achieved to 
obtain the best MAPE results (4.69, 6.4, 0.63, 2.25) for forecasting Covid-19 prevalence 
in Brazil, the US, Russia and India, respectively. Those results emphasize the validity of 
our hybrid model. Besides, the proposed prediction models can assist countries in terms of 
taking important precautions to control the spread of Covid-19 in the world.
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detection and diagnosis of the infection”, “monitoring the 
treatment”, “contact tracing of the individuals”, “projec-
tion of cases and mortality”, “development of drugs and 
vaccines”, and also, “reducing the workload of healthcare 
workers” [7]. Covid-19’s data structure is a kind of non-
linear data, and its management and analysis can quickly 
be performed using AI. We believed that AI can be used 
simply to assist governments in terms of the projection of 
upcoming cases. In this sense, forecasting can be made 
with the available data on confirmed cases from govern-
ments’ official website or social media etc. The forecas-
ting would help governments about the spread and risk 
of the virus. 

In the field of case forecasting, various studies have 
been presented on a daily basis. In a study, Moran’s corre-
lation algorithm has been used to analyze the spread of the 
Covid-19 pandemic [8]. In another study [9], a new forecas-
ting model is presented in order to forecast the number of 
positive cases in China in the upcoming ten days. Adaptive 
neural fuzzy inference system is combined with salp swarm 
and enhanced flower pollination algorithms. In a different 
study  [10], a mathematical model was developed in terms 
of the short time estimation of the Covid-19 outbreak’s peak 
time and final size. It has been proposed to evaluate the hu-
man to human transmission outside of Wuhan, China. AI 
and statistical-based methods have been presented in the 
literature on time series problems. For instance, Artificial 
Neural Network (ANN) is used to forecast powder disper-
sion in a complex environment [11]. Moreover, a study has 
already been developed using an artificial neural network 
in order to diagnose Covid-19 using medical images [12]. 
Non-linear data mostly has been used to forecast weather 
condition, powder dispersion, bacteria population forecast 
and virus infection in different areas. In this sense,  ARI-
MA is mostly used as a statistical-based method and then 
its performance is mostly compared to AI methods such as 
ANN models, neuro-fuzzy inferred systems, hybrid random 
vector functional link and henry gas solubility optimization 
[13]–[16]. Many researchers have stated that hybrid models 
mostly provides better performance compared to single ba-
sed prediction systems [17]–[22]. 

In literature, various hybrid models have been propo-
sed to predict Covid-19 cases. Ensemble empirical mode de-
composition (EEMD) and artificial neural network (ANN) 
have been combined to forecast the upcoming Covid-19 
cases in a study,  [17]. In a different study, autoregressive in-
tegrated moving average (ARIMA) and wavelet forecasting 
models have been incorporated for short-term prediction 
for Covid-19 cases [18]. Moreover, the number of confir-
med case and mortality rate has been predicted based on a 
hybrid model applying both adaptive network-based fuzzy 
inference system (ANFIS) and multi-layered perceptron 

to use CAM based on the case study in the way that the ad-
ditive model is multiplied by CoR. Thus, the purpose of this 
paper is to build a new hybrid model based on the ARIMA 
model, CAM and BP-ANN to forecast Covid-19 cases in the 
US, Brazil, Russia and India. Moreover, no work has focused 
on the performance comparison of the popular machine 
learning algorithm, statistical model and hybrid model for 
prediction of the Covid-19 cases in the US, Brazil, Russia 
and India.

The aforementioned countries were selected since they 
are the most affected countries in the world by Covid-19 on 
6 January 2021. More detailed information on the dataset 
is available in Dataset Description Section. We believe that 
our study helps governments and health organisations in 
terms of reducing the spreading speed of Covid-19. Perfor-
mance metrics of these models are compared in terms of 
Root Mean Squared Error (RMSE), Mean Absolute Error 
(MAE) and Mean Absolute Percentage Error (MAPE). The 
contributions are listed below based on the aim of this study.

• In the initial contribution, we proposed a new BP-
ANN forecast algorithm for confirmed cases of Covid-19 in 
the US, Brazil, Russia and India. 

• The second contribution lies in developing a hybrid
model for predicting covid19 cases by exploiting the impacts 
of school closure and interruption of face to face education 
in countries with the highest number of COVID cases. 

• The final contribution to this study compares the
most popular machine learning algorithm, statistical model 
and hybrid model, and then evaluates the models forecas-
ting in multi-day ahead in the interval of one, five and ten 
ahead. Thus, this range of the forecasting time allows us to 
verify the effectiveness of the proposed forecasting models 
in different scenarios which helps governments and health 
societies in terms of reducing the spreading speed of Co-
vid-19.

The structure of the paper is as follows: Literature Revi-
ew Section provides information about the literature review. 
The next section introduces materials and methods which 
can be listed under three headings: dataset description, the 
theoretical background of models and the evaluation cri-
teria of models. Results Section presents results and then  
the next section presents the discussion part of this study. 
Conclusions are drawn in the last section.

LITERATURE REVIEW

Artificial Intelligence (AI) models have been widely used 
both for time series and machine learning forecasting [4], 
[5]. A review paper (in the context of AI) is presented in 
[6] on the basis of Covid-19 analysis. The key aspect of
AI in Covid-19 pandemic can be listed as follows: “early
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imperialist competitive algorithm (MLP-ICA) [19]. Discre-
te wavelet decomposition and ARIMA models have been 
applied in a hybrid model to forecast the casualties cases of 
Covid-19 [20]. Also, a new hybrid artificial intelligence (AI) 
model has been proposed applying the natural language 
processing (NLP) module and the long short-term memory 
(LSTM) network in order to predict the Covid-19 pandemic 
in China [22]. In a study, X-Ray images have been used for 
the recognition of Covid-19 disease based on a hybrid model 
including 2D curvelet transform, chaotic salp swarm algo-
rithm and deep learning technique [21]. 

As highlighted in the Introduction Section, to the best 
of our knowledge, no work has focused on a hybrid model 
for predicting Covid-19 cases by exploiting the impacts of 
school closure and interruption of face to face education in 
countries with the highest number of Covid-19 cases. Thus, 
the initial aim of this paper is to build a new hybrid model. 
The next section presents the background of the proposed 
new hybrid model. 

METHODOLOGY
This section firstly describes the Covid-19 dataset emplo-
yed in this paper. Subsequently, the theoretical backgro-
und of data mining models are introduced and the propo-
sed hybrid correlated additive model (CAM) is described. 
Then, performance metrics such as Root Mean Squared 
Error, Mean Absolute Error and Mean Absolute Percen-
tage Error for the evaluation of the data mining models 
are described in this section.

Dataset Description

The Covid-19 prediction model flow chart in this paper 
is illustrated in Fig. 1. Our work based on time series was 
carried out to predict the COVID-19 cases in countries 
with the highest number of cases by January 6, 2021, na-
mely the US, Brazil, Russia and India. From January 22, 
2020 to January 6, 2021, Covid-19 cases, which are confir-
med daily in the mentioned countries, have been derived 
from the open datasets provided from the daily reports 
of the World Health Organization (WHO). The dataset 
was collected from https://data.world/ datasets/covid-19. 
The dataset of 350-day cases in the before-mentioned 
countries was used for experiments. Also, previous stu-
dies have shown that if time series modelling is used for 
prediction, the infection disease case forecasting may be 
more effective [23]. Therefore, time series forecasting 
was used in our methods as the Covid-19 cases predic-
tion problem involve a time component. As mentioned 
in Introduction Section, the correlation rate is calculated 
based on the covid data and school status data. School 
status data represents whether schools are fully open, 
closed or partially open in the aforementioned countries 
as illustrated in Fig. 2.

The Theoretical Background of Models

The data mining models implemented in this work and 
the proposed hybrid correlated additive model (CAM) 
are described in this section. 

The Autoregressive Integrated Moving Average 
(ARIMA)

ARIMA model was firstly presented by Box and Jenkins 
towards the end of the 1900s [24]. In time series analysis, 
the aim is to reveal predictable and significant data to 
forecast upcoming values of the series [25], [26]. ARIMA 
is one of the most widely used time series models, and 
also, random distributions and regular changes are taken 
into account in the time series. ARIMA is calculated ba-
sed on three parameters: ARIMA (p,d,q), where p dona-
tes the auto-regression order, d is the differencing degree, 
and q represents the moving average order [27]. In the 
process of model identification and parameter estima-
tion, MSE rate was taken into account to select the top 
three ARIMA models. Then, the best model was selected 
using performance metrics (RMSE, MAE, MAPE). The 
best models for each country are highlighted with bold 
font in Table 1. Note that the Orange DB platform has 
been used to forecast the number of upcoming cases in 
the US, Brazil, Russia and India. Detailed information on 
the performance metrics is available in the the Evaluation 
Metrics of Models Section.

Figure 1. Infectious disease Covid-19 prediction model.

Figure 2. School status of the most affected countries during Covid19 
pandemic
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Back Propagation-Based Artificial Neural Network 
(BP-ANN)

An artificial neural network (ANN), which is especially 
capable of solving nonlinear problems, is a mathemati-
cal model designed to solve complex problems especially 
nonlinear problems [11]. In this regard, BP based neural 
networks (BP-ANN) are one of the most broadly emplo-
yed neural network types, as they improve the accuracy 
of predictions [28]. Backpropagation (BP) networks use 
the method of returning the error amount in a feedfor-
ward network to the neurons in the hidden layer, thereby 
increase the success of its training. Fig. 3 shows backpro-
pagation between neurons in a hidden layer. However, 
there is no backpropagation in the input and output la-
yers in BP-ANN.

The learning rule of BP-ANN is based on continuously 
adjusting weights with the steepest descent method [19]. 
BP-ANN working principles can be described precisely as 
follows. Firstly, inputs (I) enter into the preconnected path. 
Then the input is modelled using randomly selected weights 
(W). Afterwards, the output for each neuron in the input, 
hidden and output layers are calculated. Subsequently, the 
network estimates the error (E) in the outputs by subtrac-
ting the obtained output (O) from the actual output (A). 
Finally, the network moves backwards to the hidden layer 
and modifies the weights in order to decrease the error (E). 
This process repeats itself until the E is reduced to the below 
threshold error value. The model with the ultimate optimal 
weights is created when the sum of the square error of the 
network reaches the specified minimum threshold.

In this study, a BP-ANN with a single hidden layer is 
used to forecast the number of Covid-19 cases as it is one of 
the best training algorithm improving prediction accuracy, 
consistent with the expression elsewhere [28]. Forecasting 
is performed with the BP-ANN algorithm developed in C 
sharp visual studio environment.

Time Series Model

The time series can be defined as a set containing the va-
riable of observation values put in time order. This vari-
able takes different values depending on various reasons 
over time [29]. Therefore, time series can be expressed 
as a variable value set in time order. In other words, the 
series obtained by performing observations at equal in-
tervals for a certain period such as days, weeks, months, 
and years are called time series. For example, when the 
observed time series is symbolised by Yt where t=1,2,..T, 
then the observations can be interpreted as Y1,Y2..Yt [29].

In time series analysis, forecasting is based on analy-
sing past data and using it to make predictions. Consequ-
ently the relationship between output (Yt) and inputs (Yt-1); 
Yt-2; ..; Yt-p) is as follows.

0 0
1 1

q p

t j j ij t i t
j i

Y a a g Yβ β ε−
= =

 
= + + + 

 
∑ ∑                            (1)

This formula has the following variables: αj  where (j = 
0,1,...,q) and βij stand for the network connection weights; p 
for the number of input neurons; q for the number of hidden 
neurons. As the single hidden layer backpropagation net-
work is a commonly employed network model in forecas-
ting applications [28], our network contains a single hidden 
layer along with input and output layers, connected by links 
as shown in Fig. 4.

There are 4 input, 12 hidden and 1 output neurons con-
nected together in the introduced Back Propagation-Neural 
Network architecture (BP-ANN) as depicted in Fig. 4. BP-
ANN uses the sigmoid activation function in neurons. The 
dataset for BP-ANN has created with Covid- 19 cases as 
inputs (or features) and forecasted value as the output. BP-
ANN gives the mean squared error (MSE), root mean squ-
ared error (RMSE) and mean absolute error (MAE) values 
as the evaluation metrics. BP-ANN uses backpropagation 
to calculate weights in order to train the introduced neural 
network.

Figure 3. Backpropagation in a hidden layer Figure 4. The architecture of the developed ANN
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Proposed Hybrid Correlated Additive Model (CAM)

The proposed hybrid model is consisting of two steps. 
The first step analyses the linear part of the time series 
with the ARIMA model because ARIMA is capable of 
modelling the linear components in a time series. Then 
nonlinear time series are obtained by using ARIMA fore-
casted values. Once the nonlinear time series is captured, 
then ANN models the nonlinear components of the spe-
cified time series. In other words, the second step models 
the residuals from the ARIMA by employing ANN, be-
cause ANN is better at modelling the nonlinear compo-
nents in a time series [11]. In order to analyse the time 
series, two models can be considered such as additive and 
multiplicative models [23]. Both models can be expressed 
as follows.

• Additive Model: t t ta x y= +

• Multiplicative Model: t t ta x y= ∗

In both formula, αt stands for the actual value, xt for 
linear component and yt for the nonlinear component. 

In the first step, the linear components in the time se-
ries i.e. {αt,t=1,2,…} are issued to the ARIMA to generate the 
predicted forecast value i.e. xt

~. Afterwards, to obtain nonli-
near components termed as Nt, actual value at is compared 
with the forecasted value of the linear component xt

~. The 
comparison is carried out as follows according to the additi-
ve model and multiplicative model. 

• In the Additive Model: t t tN a x= − 

• In the Multiplicative Model: t t tN a x= 

Consequently, a nonlinear time series termed as Nt can 
be generated based on the above formulas. It was decided 
that the best method for this investigation was to use the 
additive model along with the proposed method which mul-
tiplies correlation rate value and nonlinear components as 
described in Formula 2. Through the use of the proposed 
model, we were able to obtain nonlinear components and at 
the end, better-predicted forecast values. In our hybrid cor-
related additive model termed as CAM, we used the additive 
method then multiplied the results with the correlation rate 
as follows.

( )t t tN a x CoR= − ∗                                                         (2)
where the correlation rate (CoR) is the value that cor-

relates Covid cases in four countries(US, Russia, Brazil and 
India) to whether schools are fully open, closed or partially 
open.

In the second step, nonlinear components i.e. 
{Nt,t=1,2,…} are given to the ANN as inputs to generate the 
predicted forecast value of nonlinear components i.e. yt

~. 
The combined forecasted value can be generated as follows 
based on the additive and multiplicative model. 

• Additive Model: t t ta x y= + 

• Multiplicative Model: t t ta x y= ∗ 

Based on the trial and error method, we used the addi-
tive model in this experiment as it gives the best results for 
the Covid19 dataset.

Evaluation Metrics of Models

RMSE, MAE and MAPE can be considered as model 
evaluation criteria in terms of accuracy [30]. The average 
magnitude of the error is measured by MAE, and accu-
racy is measured for continuous variables. On the other 
hand, RMSE measures the average magnitude of the er-
ror and it is considered as the most useful error metric 
when huge errors are undesirable (Çinaroğlu, 2017). The 
value of RMSE is always bigger or equals to MAE [30]. 
MAPE measures the average of the absolute percentage 
error [32]. Note that models are considered a better fit 
of the data when RMSE, MAE and MAPE values are low. 
RMSE, MAE and MAPE are calculated by the following 
formulas.

( )2

1

1 N

i i
i

RMSE P A
N =

= −∑ (3)

1

N
i ii

P A
MAE

N
=

−
= ∑ (4)

1

1 100
N

i i

i i

P AMAPE
N A=

−
= ×∑ (5)

Three formulas have the following variables: N stands 
for the number of training data; Ai for the actual value; Pi for 
the predicted value.

RESULTS

In this section, the performance results obtained from 
data mining models are illustrated with figures and tab-
les. Different ARIMA models were created using diffe-
rent parameters for each country as highlighted in ARI-
MA Section. Then the best models were selected based 
on MAPE rates. The selected best ARIMA models are the 
ARIMA (0,2,1), ARIMA (2,2,1), ARIMA (0,1,2) and ARI-
MA (0,2,3) for Brazil, US, Russia and India, respectively. 
The models were fitted to Covid-19 data well with the 
smallest MAPEBrazil = 5.21, MAPEUS = 11.42, MAPERussia = 
1.45, and MAPEIndia = 2.72 rates (see Table 1).

On the other hand, the proposed new BP-ANN algo-
rithm also provided sophisticated MAPE rates. The rates 
are as follows: MAPEBrazil = 8.27, MAPEUS = 7.45, MAPE-
Russia = 1.7, and MAPEIndia =4.75. As seen in Table 1, ARIMA 
model performances are slightly better than the proposed 
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new BP-ANN algorithm. One possible implication of this 
is that the MAPE rates between the ARIMA models and 
BP-ANN is few. Moreover, the proposed new customised 
hybrid model provided promising results among the ARI-

MA and BP-ANN about MAPE rates. They are MAPEBrazil = 
4.69, MAPEUS = 6.4, MAPERussia = 0.63, and MAPEIndia = 2.25 
as seen from Table 1. Fig. 5 evaluates the three models fore-
casting in multi-day ahead in the interval of one, five and ten 
forward. These models give satisfactory prediction results. 
In addition, it is noted that the proposed new hybrid model 
can be effectively used for forecasting as a better alternative 
to the ARIMA and BP-ANN models.

Figure 5. Multi-day ahead predictions of models at one, five and ten forward intervals for four countries.

Figure 6. The Covid-19 case prediction for the US

Table 1. Comparison of tested models with the proposed hybrid model

Country Model RMSE MAE MAPE

Brazil

ARIMA (0,2,1) 239299 171873 5.21
ARIMA (3,1,2) 307737 263087 7.6
ARIMA (2,1,0) 1526802 1312023 37.94

ANN 511597 410623 8.27
Hybrid (ARIMA+CAM+ANN) 215369 154686 4.69

US

ARIMA (1,2,1) 698729 630971 12.27
ARIMA (3,1,1) 1532416 1326203 23.89
ARIMA (2,2,1) 649569 583112 11.42

ANN 410666 114362 7.45
Hybrid (ARIMA+CAM+ANN) 357542 329522 6.4

Russia

ARIMA (0,1,2) 14244 12011 1.45
ARIMA (0,2,1) 272771 210771 21.09
ARIMA (2,1,1) 61897 51191 5.24

ANN 52817 43065 1.7
Hybrid (ARIMA+CAM+ANN) 6267 5284 0.63

India

ARIMA (3,2,1) 71582 49265 4.85
ARIMA (0,2,3) 69635 47327 2.72
ARIMA (1,2,2) 738307 360436 12.77

ANN 47667 38182 4.75
Hybrid (ARIMA+CAM+ANN) 58298 41564 2.25
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It is apparent from Fig. 6, 7, 8, 9,  that the spread of Co-
vid-19 slightly increases for Brazil, the US, Russia and India. 
In the same vein, the forecast value is also slightly increasing 
for both ARIMA, BP-ANN and hybrid models. While the 
ARIMA model forecasted a closer value to the confirmed 
case value for Brazil, India and Russia than the proposed BP-
ANN model, the BP-ANN model forecasted a closer value 
to the confirmed case value for the US. Among the afore-
mentioned machine learning models, the proposed new 
hybrid model forecasted the best values for these countries 
and gave the least error rates in terms of the evaluation met-
rics such as RMSE, MAE and MAPE as compared in Table 1.

DISCUSSION

ARIMA and BP-ANN models’ well-organised construct 
and satisfactory forecasting performance made them 
popular time-series forecasting methods [33]. In this 
research, the current situation of the most affected four 
countries (Brazil, US, Russia and India) in the world by 
Covid-19 was highlighted, and then the number of con-
firmed cases in these countries were predicted with mac-
hine learning models for comparison. To the best of our 
knowledge, this research is the first to combine ARIMA, 
CAM (Correlated Additive Model), and BP-ANN models 
to forecast the prevalence of Covid-19 in the US, Brazil, 
Russia and India. 

A great concern of Covid-19 is that medical treatments 
cannot be sufficient to treat infected patients, even if the US 
and Russia are the developed and rich countries. Unfortu-
nately, the total of Covid-19 deaths in these four countries 
has increased dramatically during the Pandemic period. By 
6 January 2021, additionally, the US, Brazil, Russia and India 
four worst-hit countries with 364963, 201242, 59568 and 
150222 deaths, respectively. To conclude, life might return 
to normal as Covid-19 vaccine usage becomes widespread 
during this outbreak [7]. Otherwise, people may meet a gre-
at disaster because of the Covid-19 pandemic.

CONCLUSION

The following conclusions can be drawn from the present 
study that Covid-19 is a global and pandemic disease that 
can be spread rapidly; therefore, it threatens all huma-
nity. In this regard, it is vital to predict the number of 
cases of this disease and to take the relevant measures 
immediately in countries with a high incidence. For this 
reason, this work was carried out to lessen the govern-
ment health burden by forecasting the number of cases 
in countries with the highest Covid-19 outbreaks. In 
addition, the aim of this study was to create a more ac-
curate prediction model than conventional models. The 
proposed hybrid method is an architecture that combi-
nes ARIMA, CAM (Correlated Additive Model) and the 
deep learning Backpropagation algorithm. In this study, 
two of the most commonly used time series forecasting 
models, ARIMA and ANN, was also used, and then they 
were compared with the hybrid model in terms of error 
rates. The forecasting performance seen in this work re-
veals that the Hybrid model provides the best results and 
secondly ARIMA gives slightly better results than the 
proposed BP-ANN model. We believe that the proposed 
hybrid model may provide more convincing results than 
the similar studies presented in Literature Review Sec-
tion. The reason behind this is that our study proposes 
a novel correlated additive model (CAM) in contrasts to 

Figure 9. The Covid-19 case prediction for the India

Figure 8. The Covid-19 case prediction for the Russia

Figure 7. The Covid-19 case prediction for the Brazil
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the traditional hybrid models presented in Literature Re-
view Section. Consequently, the proposed hybrid model 
can be used as a Covid-19 prediction application to obta-
in better forecasting values and take immediate measures.
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Optical character recognition, (OCR), in the field 
of research where images of typed, handwritten, 

or printed text get converted into machine-encoded 
text [1,3]. Optical character data can be obtained 
from a photo of a document, from a scanned docu-
ment, or directly from a photograph [4]. The recog-
nition technology is extensively used for data entry 
such as recording of passport data, invoices, receipts, 
or any appropriate documentation [5]. Storing prin-
ted texts in digital format requires documents to be 
searched, displayed, edited, processed, and stored in 
various ways [6]. This may be achieved by using mac-
hine processing such as translation, semantic com-
puting, text to speech conversion, and text mining. 
OCR is an area or research field, [7,8], which focuses 
on artificial intelligence, (AI), computer vision, and 
pattern recognition.

Article History: 
Received: 2021/02/08

Hittite Journal of Science and Engineering, 2021, 8 (2) 133–140

ISSN NUMBER: 2148–4171

DOI: 10.17350/HJSE19030000223

A Comparative Study of Handwritten Character 
Recognition by using Image Processing and Neural 
Network Techniques
Hakan Koyuncu 
Altinbas University, Department of Computer Engineering, Istanbul, Turkey

Accepted: 2021/05/23
Online: 2021/06/30

Correspondence to: Hakan Koyuncu, 
Altinbas  University, Computer Engineering, 
34217, Istanbul, TURKEY
E-Mail: hakan.koyuncu@altinbas.edu.tr

Initial versions of OCR required a preparation pha-
se where character images are deployed for training to 
deal with individual fonts,[9]. A high level of identifica-
tion accuracy is possible with most fonts due to the new 
capabilities of advanced systems,[10]. Some systems can 
produce an approximate format of the original docu-
ment at the output, [11].

Matrix matching technique compares an image 
with a stored symbol image on a pixel-by-pixel basis, 
[12]. This is also identified as "pattern matching", "pat-
tern recognition", or "image correlation". In this case, the 
input symbol is correctly isolated from the rest of the 
image and is in a similar font with the symbol stored on 
the same scale. This method fits well for the typewrit-
ten text and struggles as new fonts are introduced. This 
is the technique, which was implemented directly, [13], 
with the early photocell-based OCR equipment.

A B S T R A C T

This study aims to analyze the effects of noise, image filtering, and edge detection 
techniques in the preprocessing phase of character recognition by using a large set of 

character images exported from the MNIST database trained with various sizes of neural 
networks. Canny and Sobel algorithms are deployed to detect the edges of the images. The 
Canny algorithm can produce smoother and thinner continuous edges compare to the 
Sobel algorithm. The structural forms were reshaped using the Skeletonization algorithm. 
The Laplacian filter was used to increase the sharpness of the images and  High pass filter-
ing was used to highlight the fine details in blurred images in the form of image filtering. 
Gaussian noise or image noise with Gaussian intensity was used in Matlab on MNIST 
character images with the probability density function P. The effects of noise on charac-
ter images are displayed during character recognition related to Neural network proper-
ties.  Neural networks are commonly used to recognize patterns among optical characters. 
Feedforward neural networks are deployed in this study. A comprehensive analysis of the 
image processing algorithms is included during character recognition. Improved accuracy 
is observed with character recognition during the prediction phase of the neural networks. 
A sample of unknown numeric characters is tested with the application of High pass fil-
tering plus feedforward neural network and 89% average output prediction accuracy was 
obtained against the average number of hidden layers in the neural network. Other predic-
tion accuracies were also tabulated for the reader’s attention.

INTRODUCTION 
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Optical character recognition (OCR); Pattern recognition.
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The single neuron, shown above, receives numerical 
inputs X₁ and X₂. W₁ and W₂ weights correlate to inputs X₁ 
and X₂. An additional input 1 is also included with a bias 
weight b in the network. The primary task of bias, b, is to 
provide every neuron with a constant value in addition to 
the normal inputs, [17].  The Neuron output Y is determined 
as shown in Fig. 1. f  is a non-linear function, named the 
Activation Function. The activation function aims at sug-
gesting non-linearity to the neuron output. It is crucial, as 
real-world data is non-linear, and learning these non-linear 
representations would be desirable for the neurons. Each 
activation function takes an individual numeric value and 
executes a specific fixed numerical operation on it. There 
are a few activation functions in the literature. Fig. 2 below 
displays each of these activation functions:

Sigmoid

This function takes an input value and compresses it in a 
range of 0 and 1.

( ) 1  
1 xx

e
σ −=

+
(1)

Tanh

This function takes an input value and compresses it to 
the range between -1 and 1.

( ) ( )  2 2 1tanh x xσ= − (2)

ReLU

This function is called Rectified Linear Unit, ReLU. To 
replace negative values with zero, it takes an input value 
and thresholds it.

There are two types of OCR algorithm which can pro-
duce a list of possible characters. Matrix matching is associ-
ated with the comparison of a character picture to a stored 
character on a pixel-by-pixel basis. This technique depends 
on the fact that the input character needs to be accurately 
confined from the rest of the picture.

The technique of extraction of features breaks down 
symbols into "features" such as lines, closed loops, the direc-
tion of the line, and intersections of line,[14]. The extraction 
features lower the representation dimensionality and render 
the method of recognition computationally effective. These 
characteristics are compared to an abstract vector-like rep-
resentation of a character, which could be reduced to one or 
more prototypes. Generic feature identification techniques 
applied to this form of OCR in computer vision are widely 
used in "intelligent" handwriting recognition, and in most 
modern OCR applications, [15]. Closest neighborhood clas-
sifiers like the k-nearest neighborhood (k-NN) algorithm 
are used to equate image features with stored character fea-
tures and pick the closest fit,[16].

METHODOLOGY

Neural Networks

Artificial Neural Networks are inspired by how biologi-
cal neurons process data. Neural Networks have caused 
a great amount of enthusiasm in the field of machine le-
arning. It has caused a great amount of success, in areas 
such as image processing, autonomous driving, speech 
recognition, and character recognition. In this study, we 
try to understand the effects of how noise, image filters, 
and edge detection affect neural networks in the prepro-
cessing phase.

The simplest computing element in a neural network 
is the neuron that often can be called a unit or node. This 
node takes information from a particular neuron or exter-
nal source and determines an output. Every input has a cor-
responding weight (w) associated with it, which is appointed 
according to its relative influence on other inputs. The node 
as defined in Fig. 1 has a function, f, for the total weighted 
inputs.

Figure 1. A single neuron. Figure 2. Different activation functions.
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Feedforward Neural Network

The term Feedforward is used because the information 
travels forward in the network. Initially through the in-
put nodes, followed by the hidden nodes, and finally en-
ding at the output nodes. Feedforward networks are ge-
nerally used for supervised learning where the data being 
trained is neither sequential nor dependent on time.

A single-layer neural network can be seen in Fig. 3 with 
S neurons and R number of inputs. Each of the R numbers of 
inputs is connected to each of the S number of neurons with 
a weight matrix of S rows. Inputs are p=p₁, p₂, p₃,…,pR and 
each enters the network through weight matrix, W=(wi,j). 
With b=(bi) being the bias and the output can be written 
as a =f(Wp+b).

A neural network can have multiple layers. Each layer 
having its unique weight matrix W, network input vector n, 
bias vector b, and output vector a. The leftmost layer is cal-
led the input layer with the far right being the output layer. 
The layers that are in between are known as hidden layers. 
Depending on the task, multilayer networks can perform 
better compared to single-layered networks.  For example, 
multilayer networks can be used to solve difficult complex 
problems such as object identification in an image. A sing-
le-layered network is only able to learn linearly separable 
patterns.

Fig. 4 shows a neural network with 2 hidden layers L₂ 
and L₃, with an output layer L₄ consisting of 2 outputs. For 

this network to be trained, it needs training samples ( , )i ix y
where 2 n

iy R R∈ ⋅  represents the n-dimensional Euclidean 
input space. This type of network is advantageous in cases 
where there is more than one output to be predicted. For 
example, a diagnosis application can use this network se-
tup where vector x contains the patient to input information 
and output y can show the existence or absence of disease.

Canny Edge Detection Algorithm

Operator Canny is operating in a multi-stage process. 
Firstly, the Gaussian convolution smoothes the signal. A 
basic 2-D first derivative operator (like the Roberts Cross 
operator) is then added to the smooth image to illuminate 
image regions with the first strong spatial derivatives. In 
the gradient magnitude image, the edges give rise to rid-
ges. Then the algorithm monitors around the top of these 
ridges and sets to zero all pixels that are not currently 
on the top of the ridge to make the output of a thin line, 
a method known as non-maximal suppression. There is 
hysteresis controlled by two thresholds in the tracking 
process: T₁ and T₂, with T₁ > T₂. Tracking can start only 
at a point higher than T₁ on a ridge. Tracking continues 
from that point in both directions until the ridge's height 
falls below T₂. Such hysteresis helps insure that rough 
surfaces do not break into several parts of the edge.

Sobel Edge Detection Algorithm

In image processing techniques Sobel operator is gene-
rally used in edge detection. The Sobel operator is convol-
ving the image with a small, integer-valued filter which 
is applied vertically and horizontally. It is comparatively 
cost-effective in terms of computation-wise. In computa-
tion-wise Sobel operator is relatively cost-effective. Mat-
hematically, the operator uses two 3x3 kernels convolved 
to the original picture to measure derivative approxima-
tions for vertical and horizontal shifts as seen in Fig. 5.

The center pixel of the masks is used for calculating the 
differences. The 3x3 convolution masks smoothen the ima-
ge by some amount, hence it is less affected by noise. But it 
produces thicker edges.Figure 3. A single layer neural network.

Figure 4. Multi-layer neural networks.
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Gaussian Noise

Gaussian noise is a statistical noise that is considered to 
have a probability density function similar to that of the 
standard distribution, commonly known as Gaussian. In 
other terms, Gaussian-distributed values are the values 
the noise will take on. A Gaussian random variable z has 
the probability density function P given by:

( )
( )

2

2

2

 1
2

z

G

µ

P z e σ

σ π

−
−

= (3)

where z represents the grey level, µ the mean value, and 
σ the standard deviation. The main source of Gaussian 
noise in digital images appears during image acquisition. 
For example, sensor noise caused by poor illumination, 
high temperature, transmission, and electronic circuit 
noise. Gaussian noise can be reduced in image proces-
sing by using spatial filters to smooth out the image. An 
undesirable outcome of this smoothing operation may 
be the blurring of finer details, which correspond to the 
blocking of high frequencies.

Laplacian Filter

Discrete Laplace operator is often used in image proces-
sing for image enhancement purposes. The Laplacian 
filter highlights the areas of rapid intensity change in 
grayscale and hence it is used for edge detection. Deri-
vative filters are sensitive to noise, and images are gene-
rally smoothed before applying the Laplacian filter. The 
Laplacian of an image, L (x, y), with I (x, y) pixel intensity 
values are given as:

2 2

2 2( , ) I IL x y
x y
∂ ∂

= +
∂ ∂

(4)

For two-dimensional signals, the discrete Laplacian 
approximations to the Laplacian filter can be given as con-
volution with the following kernels in Fig. 6.

High Pass Sharpening Filter

A high pass filter is used for highlighting fine details or 
enhancing the details that are blurred inside an image. 
A high-pass filter does the opposite of a low pass filter. 
As low-pass filtering smooths out noise, high-pass filte-
ring amplifies the noise to bring out the details. If the 
original image is not too noisy applying a high pass filter 
shouldn’t be a problem. For example, the Kernel in Fig. 7 
shows minus signs for adjacent pixels. Meaning if there 
is no change in pixel intensity nothing takes place howe-
ver if one pixel is brighter than its immediate neighbor, it 
gets boosted.

Skeletonization Algorithm

Representing the structural shape of a 2D region is to re-
duce it to a graph. This can be obtained by the skeletoni-
zation of a region via a thinning algorithm. Thinning al-
gorithms can be used in various fields such as inspection 
of circuit boards, optical character recognition, etc. It is 
commonly used to trim the output of the edge detection 
by reducing all lines to a thickness of a few pixels.  The 
Behavior of the thinning method is obtained through 
structuring elements as shown in Fig. 8. It makes a total 
of 8 structuring elements by 90° rotations (4×2).

Consider all pixels on the boundaries of foreground 
regions (i.e. foreground points that have at least one back-

Figure 5. Sobel horizontal and vertical kernels.

Figure 6. Examples of Laplacian kernels (center with 4 is used in this 
study).

Figure 7. High-pass filter kernel.

Figure 8. Skeletonization kernels.
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ground neighbor) in an image. Delete any such point that 
has more than one foreground neighbor, if doing so does not 
locally disconnect (i.e. split into two) the region containing 
that pixel. Iterate until convergence. Fig. 9 shows the result 
of this thinning operation on a simple binary image.

IMPLEMENTATIONS

Introduction to Neural Network

In this study, various preprocessing techniques have been 
applied to the MNIST dataset. The aim of applying these 
techniques is to observe the enhancements and accuracy 
in character identification. Adding information to the 
existing original image theoretically should improve the 
prediction of the neural network. Various methods were 
applied such as Laplacian transform for sharpening the 
images, Gaussian noise to observe effects of noise, and 
edge detection for re-representation of a character. The 
architectural representation of the neural network is pre-
sented in Fig. 10.

Edge Detection (Canny & Sobel) Application

Edge detection is a process used to detect and locate spa-
tial discontinuities within the image. An Edge is identifi-
ed as the finite area where the image contrast or intensity 
is largely changed. Edge Detection locates finite areas 
where there are high contrasts in intensity. Edge detecti-
on helps to collect details in an image, such as the shape, 
position,  scale, detail sharpening, and enhancement of 
artifacts present in the image. Two of the most common 

algorithms for edge detection are implemented as shown 
in Fig. 11.

Sobel and Canny edge detection algorithms are appli-
ed to the original 28x28 pixel-sized MNIST images. Since 
it surrounds the entire character while performing edge 
detection and Sobel edge detection does not; Canny edge 
detection is considered for further calculations.

Canny was applied for the entire training MNIST da-
taset of 5000 number characters images with each has a size 
of 28x28 pixels. These images were used to train with their 
corresponding 10-bit labels. It was observed in Fig. 16 that 
the accuracy of an applied algorithm is measured as the per-
centage of true prediction with respect to total prediction. 
Canny edge detection produced an average of 84% accuracy 
while the Sobel algorithm has produced an 82.6% accuracy 
in character prediction. as seen in Fig.16 (blue and red color). 
Hence it was concluded that Canny was better than Sobel in 
terms of numeric character prediction.

Gaussian Noise Application

Gaussian noise, imnoise (image, ’gaussian’, intensity) 
function in Matlab, with the probability density function 
P is applied on 5000 number character images of MNIST. 
During the implementation of Gaussian noise on images; 
Intensity values of 0.01, 0.1, 0.2, 0.3, 0.4 and 0.5 are deplo-
yed. Gaussian noise intensities create sets of varying noi-
se intensity images. Each set of 5000 images were used for 
training purposes with their corresponding labels. The 
effects of additional noise in the predictions of feedfor-
ward neural networks are recorded. Various levels of Ga-
ussian noise intensities are deployed for the training and 
prediction of the neural network.

The introduction of noise in character images was 
employed to show that the noise was an important factor. 
It degraded the images during testing and reduced the per-
centage accuracy. This can be predicted without repeating 
the test furthermore. It can be concluded that the addition 
of the noise to images would show a deterioration in all the 
applications.  It was observed that as the amount of noise 
increases in character images, the accuracy of the neural 
network proportionally decreases. Examples of various Ga-
ussian noise intensity levels can be seen in Fig. 12.

Figure 9. Thinning operation applied.

Figure 10. Neural network architecture.

Figure 11. From left a) The original image, b) Sobel edge detection, c) 
Canny edge detection.
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The noisy image dataset is used to train the neural net-
work and the resultant percentage accuracy level obtained 
was an average value of 75.2%  as seen in Fig.16 (green color).

Laplacian Filter Application

Laplacian filter is a derivative operator. It emphasizes 
gray level disjunctions in an image and minimizes areas 
of slowly varying gray levels. By applying the Laplacian 
filter, images tend to obtain with grayish edge lines and 
other discontinuities that are all overlapped on a dark 
featureless background. Background details can be reco-
vered while keeping the sharpening effect of the Lapla-
cian operation by adding or subtracting the original and 
Laplacian images depending on the center coefficient.  By 
applying the Laplacian image kernel with center value 4 
in Fig. 6 on 5000 number character images of MNIST da-
tasets, the Laplacian of these images is generated.

This can be identified as the enhancement of images. 
Fig. 13 shows the original image, Laplacian filtered image, 
and the combined image of an MNIST number character.

The combined image consists of the addition of origi-
nal and Laplacian filtered images. This combined enhanced 
image dataset is used to train the neural network which re-
sults in average prediction accuracy of 87.4% in Fig. 16 (cyan 
color).

High Pass Filter Application

A high pass filtering technique is applied to see the shar-
pening effects on the image. Applying this filter amplifies 
the noise and brings the image details forward. A high 
pass filter kernel in Fig. 7 is applied to the character ima-
ge and these images are convoluted with the kernel to 
generate a sharper image. 5000 images of number cha-
racters from the MNIST image database are high pass 
filtered. These high pass filtered images are later added 

to the original image to increase the sharpening effect. 
These two combined images are fed into the feed-for-
ward neural network for training purposes. A combined 
image of the high pass filtered image + original image is 
presented in Fig. 14.

At the end of the training stage, the unknown combi-
ned images of characters are tested with a feedforward neu-
ral network, and 89% average output prediction accuracy is 
obtained in Fig.16 (purple color).

Skeletonization Application

Skeletonization algorithm is applied to obtain the re-
shaping of structural shapes. The implementation of the 
Skeletonization algorithm yields a skeleton image.  An 
original numeric character image is converted to a ske-
leton image as shown in Fig. 15. 5000 images of numeric 
characters are deployed from the MNIST database for 
skeletonization.  The skeleton images of all the 5000-cha-
racter images are obtained and they are inputted to the 
neural network for training. Once the training process 
is completed, at the end of the test stage for unknown 
characters, the prediction output accuracy is measured 
as 85.4% in Fig.16 (yellow color).

RESULTS AND DISCUSSIONS

Each application is carried out on 5000 MNIST images. 
These raw images are converted to resultant images by 
using different applications such as High Pass Filter, Ga-
ussian Noise, Laplacian Filter, Canny, Sobel, Skeletoni-
zation algorithms. These resultant images are deployed 
to train a feedforward neural network with a different 
number of hidden layers for pattern recognition purpo-
ses in this study. The training of the network for each 
image type is the first step towards the quantization of 
prediction accuracy of unknown numerical characters. 
The number of hidden layers in a feedforward network 

Figure 12. (a) Original İmage (b) Gaussian Noise 0.01 (c) Gaussian No-
ise 0.1.

Figure 13. a) Original image, b) Laplacian filtered image, c) Laplacian 
filter + original image combined.

Figure 14. a) Original image (left), b) original image + High pass filtered 
image.

Figure 15. a) Original image, b) skeleton image.
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where the input image data goes through is an important 
indicator for the output prediction accuracy of the neural 
network.

As the number of hidden layers changes, the image data 
which is going through the network also changes. Each of 
the affects the output prediction accuracy differently. In this 
study, 5 to 25 numbers of hidden layers are deployed. Opti-
mum number of hidden layers was found to be 15 to obtain 
best prediction accuracies. Processed input image data are 
applied through these hidden layers. Hence, the prediction 
accuracies of different processed images through hidden la-
yers are obtained by testing the neural network.  Prediction 
accuracies versus the number of hidden layers are presented 
in Fig. 16.

It can be seen in Fig. 16 that high-pass filtering com-
bined with the original image to increase the sharpening 
effect performs the highest output prediction accuracy of 
the neural network. The second-highest output prediction 
accuracy is obtained with the Laplacian filtering combined 
with the original image. Both application methods yield bet-
ter results than the rest of the applications with the feedfor-
ward neural network. This is due to the extra enhancement, 
introduced with High pass and Laplacian filtering by com-
bining the filtered image with the original image.

Edge detection algorithms, Canny and Sobel, both 
underperform compared to Laplacian and High pass shar-
pening filters. It is because edge detection algorithms only 
draw an outer contour of the character images. This causes 
a vast amount of information loss from the original data. 

Canny seems to perform slightly better because of the 
contour drawing around the entire number character. Sobel, 
on the other hand, draws the contours with gaps. This small 
difference in edge detection techniques leads to a slight dif-

Figure 14. Output prediction accuracy of processed images for diffe-
rent applications versus the number of hidden layers.

ference in the accurate prediction of the neural network tra-
ined with the Canny algorithm.

The skeletonization algorithm performs better than 
the edge detection algorithms. This can be possible due to 
the skeletonization algorithm consists of more pixel infor-
mation compared to edge detection algorithms. Additio-
nally, white pixels contribute to the learning process of the 
neural network. Having void regions with no information in 
images with applied edge detection does not contribute to 
the training process of the neural network. Hence accuracy 
prediction decreases.

Lastly, the neural network trained with added Gaussian 
noise to the character images performs the worst among the 
other application techniques. Training the neural network 
with noisy images leads to a worse performance compared 
to other applications which were predicted from the start. 
Hence, the prediction output accuracy is the lowest among 
the other applications.

CONCLUSION

It could be seen in this study that sharpening filters such 
as high pass and laplacian filters generated image enhan-
cements of their original images before applied to the ne-
ural network.  These enhanced images were later used 
to train the neural networks and give high prediction 
accuracy. In Literature, no study has been conducted on 
the comparison of different image processing techniques 
affecting output prediction accuracy of neural networks 
for character recognition.

A comparative study was proposed to transform the 
original MNIST images into resultant filtered images at the 
end of the filtering processes and use these images to tra-
in the neural network. The prediction accuracies for these 
image processing techniques on the character images are 
also investigated with respect to the number of hidden la-
yers of the neural network.

The novelty lies in identifying the best pre-processing 
methods for input images to enhance them and in determi-
ning the optimum number of hidden layers in the Neural 
network.

The prediction accuracies are compared with respect 
to the number of hidden layers of the neural network. The 
prediction accuracy increases with sharpening filter effects 
and decreases with the inclusion of the noise. Unknown 
character images could also be exposed to similar High pass 
and Laplacian filtering and then applied as test inputs to the 
neural network to get the best prediction accuracies.
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Plants are traditionally used for medicinal purpo-
ses in the treatment of many diseases. Isatis L. ge-

nus (Brassicaceae), locally known as çivitotu in Tur-
key, has about 31 species and 15 subspecies in Turkey 
[1]. Isatis L. members are folkloric plants and are used 
both as an indigo plant and as a medicinal plant [2].

The members of this genus contain secondary 
metabolites like isatin, indicant, indirubin, tryptanthrin, 
p-coumaric acid, quercetin, chlorogenic acid, p-OH
benzoic acid, caffeic acid [2,3] and have antioxidant,
antimicrobial, anti-inflammatory and antinociceptive
properties [3,4]. These plants are used for rheumatism,
asthma, ulcer, constipation, fever, tumor, eczema, bite
and hemorrhoid [5-7]. In addition, it has been reported
that I. glauca subsp. glauca, I. glauca subsp. iconia and
I. tinctoria are traditionally used for the wound healing
in Turkey [8,9]. 

Wounding is one of the oldest and basic health 
problems in human history. Since the human body he-
als wounds by itself as an innate ability, wound healing 
may be overlooked. However, it is a highly complex and 
sensitive physiological process consisting of intertwi-
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ned stages (inflammation, proliferation, remodeling) 
[10]. Many factors can disrupt this process and decrease 
the quality of life by delaying or preventing healing. Di-
abetes mellitus is one of these factors and is a systemic 
disease characterized by hyperglycemia [11]. In diabetic 
patients, almost all stages of the wound healing process 
are damaged. The diabetic wound healing process is dis-
rupted due to the complications such as reduced colla-
gen and growth factors production, infection, changing 
cellular activities, oxidative stress, vascular diseases and 
neuropathy [11,12]. 

The collagen is the dominant protein of the ext-
racellular matrix (ECM) in the dermal layer of the skin, 
and is a vital element of the wound healing process [13]. 
Additionally, nitric oxide (NO) is a significant message 
molecule synthesized by various cell types in the skin 
during the healing process [14]. It has been reported that 
collagen and nitric oxide levels decrease in diabetic wo-
unds [15,16].

Alternative treatment methods have been investi-
gated in order to promote and accelerate diabetic wound 
healing process. This study was carried out to evaluate 

A B S T R A C T

Isatis L. genus is highly endemic in Turkey and it is traditionally suggested for the wound 
management. In this study, we have reported the effect of the I. glauca subsp. sivasica 

extract on the diabetic wound healing process. A diabetic model was generated in Wistar 
rats using streptozotocin injection. The rats were divided into two main groups: the control 
group and the Isatis group. Full thickness excisional skin wounds were created by using a 
biopsy punch. The Isatis group was treated with single daily dose I. glauca subsp. sivasica 
extract (50 mg/kg). The rats were sacrificed on day 3 or day 7 after wounding. The domi-
nant phenolic compounds identified with RP-HPLC-DAD from the Isatis extract were the 
benzoic acid and the vanillic acid. The Isatis extract significantly accelerated the wound 
healing process considering the wound closure rates (WCR). Moreover, the levels of colla-
gen and nitric oxide were elevated on day 3 and day 7 by Isatis administration in the diabet-
ic wound tissue. This data suggests that, for the first time, I. glauca subsp. sivasica extract 
may have the potential to promote the impaired wound healing in patients with diabetes.
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ments (G.Ü.ET-15.052). 24 Wistar rats were accommoda-
ted in standard cages with rat food and water (at room 
temperature, normal light-dark cycle). The diabetes mo-
del was induced in all rats via single dose intraperitoneal 
freshly prepared streptozotocin (STZ) (Sigma, USA) so-
lution injection (60 mg/kg in sodium citrate buffer, pH 
4.5). Three days after STZ injection, glucose levels were 
determined by a commercial glucometer, and those with 
above 250 mg/dL were considered as diabetic.

Induction of Wound Model

The animals were anesthetized with IM ketamine and 
xylazine. The dorsum of the rat was shaved and cleansed. 
Full thickness excisional skin wounds (six per animal) 
were created by using a biopsy punch (8-mm, Acu-Punch, 
Acuderm, USA) in all rats. The animals were randomly 
divided into four groups under two main groups (control 
and Isatis).

1. Control day 3: Wounded, no treatment was applied,
sacrificed at post wounding day 3 (n=6)

2. Control day 7: Wounded, no treatment was applied,
sacrificed at post wounding day 7 (n=6)

3. Isatis day 3: Wounded, the Isatis extract was applied,
sacrificed at post wounding day 3 (n=6)

4. Isatis day 7: Wounded, the Isatis extract was applied,
sacrificed at post wounding day 7 (n=6)

The Isatis extract was dissolved in 500 mL of physiolo-
gical saline and the dose was adjusted such that 50 mg/kg of 
plant extract was applied to each wound (approx. 1 mL solu-
tion) based on the weight of the rats. In the treatment groups, 
the Isatis extract was applied topically to wounds via a ste-
rile pipette as a single daily dose until sacrifice. The animals 
were sacrificed under anesthesia at post wounding day 3 or 
day 7, and wound tissue samples were collected. The col-
lected samples were stored at − 80 °C. Simultaneously, the 
punch samples representing day 0 were also collected from 
the animals of the same groups.

Measurement of Collagen Levels

The collagen assay kit (Biocolor, UK) was used to measu-
rement of the total collagen amount (type I-V) in the wo-
und tissues. Collagen levels were determined according 
to the manufacturer’s protocol and Tsuda et al. [18]. Bri-
efly, the collected samples were homogenized in pepsin-
acetic acid solution overnight, and mixed with Sircol dye 
reagent. Finally, the absorbances were recorded spectrop-
hotometrically at 540 nm.

the phenolic compounds of I. glauca subsp. sivasica (locally 
known as Sivas çiviti) extract and examine the effects of the 
extract on collagen and nitric oxide levels and wound closu-
re rates throughout diabetic healing process on day 3 and 7. 

MATERIAL AND METHODS

Plant Materials

I. glauca subsp. sivasica (Davis) Yıldırımlı samples were
collected from Kemah/Erzincan province (between Ke-
mah-Erzincan roadside, 1300-1400 m) in Turkey and
were identified by Dr. Mustafa Karaköse. The voucher
specimens have been deposited at the Espiye Vocational
School Herbarium, Giresun University (Voucher num-
ber: ESPH 20)

Preparation of the Isatis Extract

The collected and identified plant samples (aerial parts) 
were dried under shade. Powdered samples (5 g) were ext-
racted with methanol (100 mL) using Soxhlet apparatus. 
After the filtration with Whatman Millipore filter paper, 
methanol was evaporated by using a rotary evaporator 
(The yields of the extract: 15.69% w/w from dried star-
ting material). 

Reverse phase-high performance liquid 
chromatography method with diode array 
detector (RP-HPLC-DAD) analysis

The analysis was obtained according to a previously 
described method [17]. The gradient program was set by 
using the binary solvent system (A: distilled water with 
2% acetic acid, B: distilled water with 70% acetonitrile, 
initial condition 5% B, final condition 60% B, run time 26 
min). The column was operated at temperature of 30 °C. 
The flow of mobile phase and injection volume were ad-
justed as 1.2 mL/min and 10 μL, respectively. The eluted 
10 phenolic acid standards and 2 flavonoids were analy-
zed at 280 nm by using a reversed phase column (Table 
1). The validation parameters such as limits of detection 
(LOD) and limits of quantification (LOQ) were calcula-
ted to present much more reliably quantified results abo-
ut analyses. Briefly, the phenolic compounds of the Isa-
tis extract were evaluated by RP-HPLC-DAD using the 
calibration and validation values of the studied standard 
phenolic compounds (Table 1).

Induction of the Diabetes Model

This study was conducted with the approval from Gazi 
University Local Ethics Committee for Animal Experi-
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Determination of NOx Levels

The levels of NOx in the wound tissue were evaluated 
according to a previously described method [19]. NOx 

levels were calculated by Griess reagent assay. Briefly, 
the collected samples were homogenized in phospha-
te buffer (pH 7), and mixed with Griess reagents (N-1-
naphthylethylenediamine dihydrochloride and sulpha-
nilamide). After, the absorbances were recorded spect-
rophotometrically at 540 nm. Sodium nitrite and sodium 
nitrate solutions were used as standards.

Determination of Wound Size and Wound 
Closure Rate (WCR)

The wounds were photographed during the healing pro-
cess. The wound sizes and the wound closure rates are 
assessed and measured using the ImageJ software (NIH, 
USA). The WCR was calculated as follows: 

WCR (%) = [(wound size day 0–wound size on day 3 or 
7)/wound size day 0] × 100. 

Statistical Analysis

The obtained results were presented as the mean ± stan-
dard deviation (SD), and were compared using one-way 
ANOVA post-hoc Tukey test. Results with P<0.001 were 
interpreted as statistically significant (SPSS version 16, 
IBM, USA).

RESULTS

Phenolic Compounds

The RP-HPLC-DAD analysis revealed that Isatis ext-
ract contained protocatechuic acid, rutin, vanillic acid, 

p-hydroxybenzoic acid, rosmarinic acid, p-coumaric 
acid, caffeic acid, and benzoic acid (Fig. 1). Benzoic acid 
(6.95 mg phenolic/g extract) and vanillic acid (2.88 mg 
phenolic/g extract) were major phenolics in Isatis extract 
(Table 2). Gallic acid, chlorogenic acid, syringic acid and 
quercetin were not detected (Table 2).

Figure 1. Chromatogram of I. glauca subsp. sivasica extract (a) standard 
phenolic compounds (b) Isatis (1) gallic acid (2) protocatechuic acid (3) 
p-OH-benzoic acid (4) chlorogenic acid (5) vanillic acid (6) caffeic acid
(7) syringic acid (8) p-coumaric acid (9) rutin (10) rosmarinic acid (11)
benzoic acid (12) quercetin

No RT Standarts R2 RSD%(RT) RSD%(Area) LOD (mgL-1) LOQ(mgL-1) 

1 3.72±0.006 Gallic acid 0.999 0.168 4.315 0.070 0.213

2 6.74±0.019 Protocatechuic acid 0.998 0.291 5.973 0.495 1.499

3 10.13±0.029 p-OH Benzoic acid 0.999 0.290 4.817 0.224 0.680

4 11.46±0.027 Chlorogenic acid 0.997 0.239 6.177 0.512 1.550

5 13.49±0.023 Vanillic acid 0.994 0.168 6.794 0.171 0.518

6 13.84±0.032 Caffeic acid 0.999 0.235 6.861 0.058 0.175

7 14.79±0.012 Syringic acid 0.999 0.082 5.116 0.096 0.290

8 16.41±0.010 p-Coumaric acid 0.999 0.061 2.935 0.005 0.014

9 16.63±0.012 Rutin 0.999 0.075 2.855 0.311 0.942

10 18.41±0.013 Rosmarinic acid 0.999 0.069 3.388 0.162 0.492

11 18.84±0.014 Benzoic acid 0.999 0.076 2.721 0.550 1.665

12 21.71±0.019 Quercetin 0.999 0.087 2.268 0.335 1.014

Table 1. The calibration and validation values of the studied standard phenolic compounds
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3.2. Collagen and NOx Levels

Topically administrated Isatis extract altered collagen 
and NOx levels in diabetic wound tissue on both day 3 
and day 7 compared to the control group as shown in 
Table 3. On day 3 and day 7, statistically increased colla-
gen amount was determined in the Isatis group compa-
red to the control group (P< 0.001) (Fig. 2). Similarly, NOx 

levels in the Isatis group were also elevated significantly 
on day 3 and day 7 compared to the control group (P< 
0.001) (Fig. 3).

Wound Sizes and WCRs

Fig. 4 shows the statistically significant decrease of wo-
und size after Isatis extract administration on day 3 and 
day 7 compared to control group (P< 0.001). Isatis group 

displayed a higher WCR on day 3 and day 7 compared to 
control group (Table 4).

DISCUSSION

Since the wound healing is impaired in patients with 
diabetes, it is very important in terms of the life quality. 
New healing methods are increasingly gaining attention 
and are being researched in order to promote the diabe-
tic wound healing process. Plant extracts have been used 
for this purpose since ancient times. This work aimed to 
investigate the effect of I. glauca subsp. sivasica extract 
on wound healing process of the STZ-induced diabetic 
Wistar rats. The I. glauca subsp. sivasica was chosen for 
this work because I. glauca and its various subspecies are 
traditionally used in the treatment of wounds as reported 
in ethnobotanical works [8,9].

The family of phenolic compounds are generally ca-
tegorized into two class termed as phenolic acids and fla-
vonoids. Besides ten phenolic acids, two flavonoids were 
analyzed for calibration and identification in this work. Our 
results showed that different ranges of concentration of pro-

Phenolic Compounds
Isatis glauca subsp. sivasica

mg phenolic/ g extract

1 Gallic acid n.d.

2 Protocatechuic acid 0.705

3 p-OH Benzoic acid 1.783

4 Chlorogenic acid n.d.

5 Vanillic acid 2.879

6 Caffeic acid 0.103

7 Syringic acid n.d.

8 p-Coumaric acid 1.158

9 Rutin 0.194

10 Rosmarinic acid 0.652

11 Benzoic acid 6.954

12 Quercetin n.d.

Total 14.432

n.d. = not dedected

Table 2. Phenolic compounds of I. glauca subsp. sivasica extract

Figure 2. Comparison of Isatis and control groups in terms of collagen

Collagen
(μg/mg tissue)

NOx
(nmol/g tissue)

Control group

day 0 15,24±0,87 528,26±30,41

day 3 7,32±0,73 535,43±30,38

day 7 7,36±0,81 562,10±11,27

Isatis group

day 0 14,88±0,93 541,26±30,22

day 3 15,72±1,40* 739,20±36,00*

day 7 21,32±0,74* 887,04±64,04*

*P<0.001 compared to control group on same day

Table 3. The collagen and NOx levels in diabetic wound tissue

Figure 3. Comparison of Isatis and control groups in terms of NOx 
levels
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tocatechuic acid, rutin, vanillic acid, p-hydroxybenzoic acid, 
rosmarinic acid, p-coumaric acid, caffeic acid, and benzoic 
acid were contained in the Isatis extract. Phenolic compo-
unds are commonly used in the treatment of various disor-
ders thanks to its antioxidant and antimicrobial activity [17]. 
The Isatis extract can be considered as a source of bioactive 
compounds. The evaluated outputs are nearly similar to the 
phenolic compounds of the other members of the Isatis ge-
nus. Karakoca et al. [3] reported that I. floribunda contains 
phenolic components such as p-hydroxybenzoic acid, ca-
techin, chlorogenic acid, caffeic acid, ferulic acid, quercetin, 
cinnamic acid and p-coumaric acid. In another study, Miceli 
et al. [20] showed that chlorogenic acid, sinapic acid, caffeic 
acid, ferulic acid, rutin, p-coumaric acid, apigenin-glucoside, 
isovitexin and vicenin-2 detected in I. tinctoria.

Collagen and NO are two important molecules that 
play a role in the complex wound healing process. Colla-
gen is a major ECM component made up of amino acids (3 

chains in triple helix form), and it accounts for about 75% 
of dry weight of the human skin. The synthesis, accumula-
tion, deposition and degradation of collagen are important 
for proper wound healing process [21]. An important task 
of collagen is to increase the wound tensile strength by pro-
viding a structural support [13]. NO, an endogenous gasot-
ransmitter, is synthesized from L-arginine by nitric oxide 
synthases (NOS), and has roles in the regulation of anti-
microbial action, vascular homeostasis and inflammation 
during the wound healing process [16]. It has been demons-
trated that both collagen and NO content decreased in the 
wounds of diabetes-induced animals and chronic wounds of 
diabetic patients [15,16]. These decreases may be one of the 
underlying causes of the damaged wound healing in diabe-
tic patients. In our study, a statistically significant elevation 
in collagen and NOx levels on days 3 and 7 were founded in 
the Isatis group compared with the control group. 

However, there is no study showing the effects of I. gla-
uca subsp. sivasica or another Isatis species on collagen and 
NO contents in the literature. These effects of Isatis may be 
due to its chemical composition. Kumar et al. [22] showed 
that the administration of vanillic acid increases NO levels 
in hypertensive rats. Additionally, it has reported that rutin 
enhances NO and collagen production in endothelial and 
fibroblast cells, respectively [23,24]. Isatis extract may also 
have increased the collagen and NO level due to the vanillic 
acid and rutin content (Table 2). 

According to Kızıl et al. [25], palmitic, oleic, erucic, 
stearic, linoleic and linolenic acids were detected in the 
fatty acid composition of I. glauca. Lambertucci et al. [26] 
reported that palmitic acid induces NO production and of 
inducible nitric oxide synthases (iNOS) protein content in 

Figure 4. (a) Comparison of Isatis and control groups in terms of wound sizes depending on time (b) an example of the full thickness excisional skin 
wound model

Wound size (mm2) and WCR (%)

Control group

day 0 63,15±3,48

day 3 44,22±2,41 (29,97 %)

day 7 26,11±1,72 (58,65 %)

Isatis group

day 0 64,03±3,17

day 3 19,94±2,56* (68,86 %)

day 7 6,64±0,98* (89,63 %)

*P<0.001 compared to control group on same day

Table 4. Wound sizes and WCRs during diabetic wound healing process
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muscle cells. Additionally, de Lima et al. [27] demonstrated 
that fatty acids (palmitic, stearic, oleic, linoleic acids) incre-
ase NO production in macrophages at low concentrations. 
Taken together, these results suggest that I. glauca subsp. si-
vasica extract can increase NO content in diabetic wound 
tissue through the composition of fatty acids and phenolic 
compounds. Furthermore, NO enhances the production 
and deposition of collagen during wound healing in non-
diabetic or diabetic experimental models [28-31]. Hence, it 
can be stated that Isatis glauca subsp. sivasica extract cont-
ributes to diabetic healing process via increased collagen 
and nitric oxide levels.

Wound closure occurs due to the movement and pro-
liferation of epithelial cells at the edge of the wound area 
(called as epithelialization). Diabetes mellitus causes non-
closing (non-healing) wounds or impaired wound healing 
[11]. In our study, a statistically significant decrease in the 
wound sizes were measured in the Isatis group compared to 
the control group on day 3 and day 7 (p<0,001). In addition, 
WCRs detected in the Isatis group reached about 69% and 
90%, in contrast to only 30% and 59% in the control group 
on day 3 and 7, respectively. The presented results suggested 
that this Isatis species accelerates the wound healing pro-
cess supporting its traditional use.

CONCLUSION

This work shows that I. glauca subsp. sivasica extract can 
contribute to promote diabetic wound healing process by 
increasing collagen and NO levels and WCR on days 3 
and 7. In this context, the I. glauca subsp. sivasica extract 
can be a potential therapeutic agent for the management 
of diabetic wounds.
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The human labor force gained importance with the 
industrial revolution. At first, there was barely 

any study on occupational accidents and diseases. As 
the time went on, the term “occupational health and 
safety” gained importance primarily in England and 
later on in other European countries with “providing 
the workers a healthy and safe environment” in mind 
as occupational health issues rose and accidents be-
gan happening due to the nature of the work. In time, 
the Occupational Health and Safety legislation (num-
bered 6331) has been implemented so as to prevent 
occupational accidents and diseases[1].
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Thanks to the technology on the rise, employees’ 
activities in the workplace has been studied with the 
Occupational Health and Safety applications.  Deter-
mining the dangers and risks by studying employees’ 
activities and working environments led to the deve-
lopment of proactive approaches. Employees have been 
raising their awareness with the help of risk assessment 
methods, environment observations and occupational 
health and safety education programmes[2,3].

The Occupational Health and Safety legislation 
(numbered 6331) imposes the employer to conduct risk 

A B S T R A C T

A s the industry made progress, human labor force gained importance as an element of 
work life. The science of ergonomics came into being in order to take necessary pre-

cautions by determining the convenience of human motions with anatomy and risks and 
possible dangers during work. Through the methods of risk assessment, risks and possible 
dangers are determined to create a healthy environment for workers. Through REBA and 
RULA risk assessment methods, worker motions and postures are studied to determine 
convenience by calculating risk scores related to worker motions. The aim of REBA and 
RULA risk assessment methods is to study whether or not the worker is functioning in 
accordance with his/her skills and to prevent labor accidents and occupational diseases 
as a result of the data obtained. In this study, REBA and RULA risk scores are tried to be 
calculated by studying the motions of apparel workshop employees working in the fabric 
cutting, quality, packaging, ironing and stain removal sections. According to the analysis 
obtained, REBA score for the fabric cutting employee is 6, RULA score for the sewing 
machine operator is 4, REBA score for the quality control employee is 4, REBA score for 
the stain removal employee is 3, REBA score for the ironing employee is 6 and REBA score 
for the packaging employee is 5. According to the scores obtained through the use of REBA 
and RULA risk assessment method, the motions and postures of employees are determined 
to be at dangerous levels. The results obtained by examining the postures of the employees 
according to the REBA and RULA risk tables, and the results confirming the hazard class 
of the workplace show that it can be used in ergonomic risk analysis.Among the primary 
precautions needed to be taken to prevent the risks can be having the employee work at dif-
ferent tasks within certain intervals, monitoring the health, providing occupational health 
and safety educational programs.
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The most important way to prevent muscular and ske-
letal diseases by foreseeing the ergonomical dangers is to 
implement the risk assessment enabling to determine such 
dangers.  As the ergonomical risk assessment is properly 
implemented in instituons and corporations, the dangers 
and as well as the ergonomical risks that the employees and 
the employers can possibly be facing could be foreseen ef-
fectively[14].

Rapid Entire Body Assessment (REBA) and Rapid 
Upper Limb Assessment (RULA) in Ergonomical 
Risk Analysis

Today, one of the most common occupational health di-
seases is muscular and skeletal diseases. 29% of loss in 
the quality and productivity in a workplace stems from 
muscular and skeletal diseases [15]. The physical labor 
burden analysis is done to show the faulty posture effects 
employees’ health negatively. The muscular and skeletal 
diseases caused by the faulty posture is closely related to 
the environmental conditions, frequency of the work and 
the amount of the weights lifted [16]. Various methods 
have been developed to determine the risk of such factors 
turning into a cause of health issue in people. These met-
hods are grouped as three. They are namely as;

• Personal Survey Method, 

• Methods Based on Systematic Observations,

• Direct Measurement Method

Systematic Methods are also divided into two as Ba-
sic and Advanced Observations. Basic observations uti-
lize methods like RULA(Rapid Upper Limb Assessment), 
REBA(Rapid Entire Body Assessment), NIOSH(Lifting Equ-
ation Calculator), ROSA((Rapid Office Strain Assessment) 
etc. while advanced observations utilize methods like Ergo-
Man, 3DSSPP, Jack, RAMSIS Modelling etc[17].

REBA method is used to determine the amount of risk 
a posture or a movement poses. The torso, neck, legs, arms 
(lower and upper) in a certain position and twists in wrists, 

assessment or have it done. The main aim of risk assess-
ment is to take precautions by determining the risks and 
dangers at the work place providing the workers with a safe 
environment to work at. Proactive approach is the efforts 
made before the occupational accidents or disease comes to 
happen[3].

Prolonged working hours, faulty postures, non-
ergonomic weight lifting motions and repetitive motions 
causing physical and mental fatigue are all known to cause 
occupational diseases[4,5]. It’s crucial to study employees’ 
structural and psychological properties. Human muscle and 
skeletal system is capable of some certain movement power 
and skills, detecting the environment and defending itself 
when needed. That’s why there must be a harmony between 
an employee’s motions and his/her basic characteristics[6].

Ergonomics studies the compatibility of the job with 
the worker but not the compatibility of the worker with the 
job. Additionally, it takes the physical properties of the wor-
ker into account. The term “ergonomics” is comprised of 
two counterparts : “ergo” which means “labor” and “nomos” 
meaning “law”[7]. It was first used in England in 1949[8,9].

Arranging the working environment ergonomically, 
leads to employees’ being protected against occupational 
risks and encourages productivity thus leading the estab-
lishment to make more profit[10]. “Human-tools and equ-
ipment-working environment” harmony is known to be of 
a great importance. Whereas certain educational program-
mes have been implemented by some companies in order to 
promote employees’ compliances with tools and equipment 
and working environment, some physical rearrangements 
in the workplace are also put into action[11]. Environmental 
and physical risks present in the workplace and employees’ 
postures and repetitive movements may result in muscular 
and skeletal impairments[12]. According to the data suppli-
ed by the Social Security Institution, muscular and skeletal 
system diseases make up 7,5% of the occupational disea-
ses[13]. According to the statistics, besides the occupational 
accidents, it’s clear that occupational diseases are important, 
as well. Unless the necessary precautions are taken, the rate 
of muscular and skeletal diseases will eventually rise[13].

Table 1. RULA and REBA score and risk groups [20].

Rula Reba

Score Risk Score Risk

1-2 Acceptable 1 Insignificant risk

3-4 Detailed inspection, may need changes 2-3 Low risk, may need changes

5-6 Detailed inspection, immediate change 4-7 Medium risk, detailed inspection, immediate 
change

7 Re-evaluation, application change
8-10 High risk, re-evaluation, application change

>11 Very high risk, application change
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relativity of twist effects to the amount of load are expressed 
through numeric values varying from 1 to15[18]. As deter-
mining the numeric values (scores), the body is divided into 
two groups: Group A, which is made up of torso, neck and 
legs and Group B, which is made up of upper arms, lower 
arms and wrists. Scores resulted from Group A wascom-
bined the Score A. The final Score A is derived by adding 
the force/load score. The posture scores in Group B were 
determined and combine the Score B. Scores A and B are 
added up to derive Score C. The risk levels of posture posi-
tions and related risk priorities are determined with help of 
data. RULA method is somewhat similar to REBA. In the 
RULA method, feet positioning and work-limb match and 
activities in addition to the areas studied in REBA method 
are all taken into account to derive a score. In REBA and 
RULA methods, the risk level is determined in accordance 
with the score intervals [19].

MATERIALS AND METHODS

In the apparel production workshops, from fabric cutting 
to packaging, 6 different tasks employing fabric cutters, 
machine operators, quality controllers, stain removers, 
ironers and packer-ups have been analyzed in ergonomic 
risk perspective by the use of REBA and RULA methods 
regarding 2 types of postures. REBA method have been 
utilized for tasks such as fabric cutting, quality control, 
stain removal, ironing and packaging whereas RULA 
method have been preferred for tasks carried out in sit-
ting position such as machine sewing [25].

The Task of Fabric Cutting by Using Fabric 
Cutting Saw

In Fig. 1 body angles of the worker were estimated by 
using Angle Meter software and the analysis results by 
the REBA method are presented on Table 1.

The neck and the body of the worker aligned on a stra-
ight angle varying from 0o to 20o and because of the lack 
of neck turns, bending and stretching movements, risk sco-
re of the neck has been considered as 1. Torso lean of the 
worker was estimated approximately 46o and because the 
value falls within the 20o – 60o interval and due to the lack 
of turning and bending movements, risk score of the torso 
has been considered as 3.

Risk score has been considered as 1 in the evaluation of 
the feet, since the worker’s both feet stepped on the ground. 
As these values were calculated on the REBA Score A tab-
le, the risk score has been detected as 2. The approximate 
angle of the upper arm of the worker was estimated as 97o. 
Since the value is greater than 90o, the risk score has been 
estimated as 4. The angle of the lower arm was approxima-

tely estimated as 37o and since the value is below 60o the risk 
score has been estimated as 2.

The wrist angle was considered as 0 for it works on a 
straight position. The risk score has been estimated as 1 sin-
ce the angle is below 15o. As these values were calculated on 
the REBA Score B table, the risk score has been estimated 
as 5. As the REBA A and B scores were co-calculated on 
the REBA Score C table, the outcome has become risk score 
of 4.Adding 2 more scores -one of which has been added 
as an additional 1 score due to the body parts immobilized 
for more than a minute whereas the other 1 score has been 
added due to movements repeated for 4 times or more in a 
minute without walking – a total of REBA Risk Score of 6 
has been calculated. That figure corresponds with a “medi-
um risk and requires precautions” level on REBA Risk Eva-
luation Table.

The Task of Sewing by Using a Sewing Machine

The body angles of the worker seen in the Fig. 2 were 
approximately measured using Angle Meter software 
and RULA method was utilized since the worker worked 
in seated position and the analysis results are presented 
in Table 2. The upper arm angle measured at 60o. This 
angle is considered within 45o – 60o interval and the risk 
score has been measured as 3. Rise in shoulder’s posti-
on, stretch in arms and restricted upper arm movements 
wasn’t detected. However, judging from the fact that the 
arms were supported by the counter, the risk score has 
been reduced by 1 point and the revised risk score has 
been estimated as 2. The worker’s lower arm’s working 
position was estimated as 108o. As this value is greater 
than 100o on the calculation table, the risk score has been 
estimated as 2.As the wrist angle was considered lower 

Figure 1. The task of fabric cutting.
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than 15o, the risk score has been considered as 2 accor-
ding to the calculation table. The wrist twist angle was 
also considered lower than 15o and risk score has been 
considered as 1 according to the calculation table. As the 
values obtained were evaluated on the RULA A Score 
Table, the risk score has been estimated as 3.

The worker’s neck angle was measured approximately 
as 36o. Since this value is greater than 20o according to the 
calculation table, the risk score has been considered as 2. Be-
cause there weren’t any stretching or rotating motions on 
the neck, no others score has been added. Torso lean was 
approximately estimated as 23o and since this value falls 
within 20o – 40o interval, the risk score has been considered 
as 3. No other score has been added due to lack of rotating 
or leaning sideways motion on the torso.

Table 2a. Posture A score.

Posture A 
Score = 2

Neck

1 2 3

Legs 1 2 3 4 1 2 3 4 1 2 3 4

To
rs

o

1 1 2 3 4 1 2 3 5 3 3 5 6

2 2 3 4 5 3 4 5 6 4 5 6 7

3 2 4 5 6 4 5 6 7 5 6 7 8

4 3 5 6 7 5 6 7 8 6 7 8 9

5 4 6 7 8 6 7 8 9 7 8 9 9

Table 2b. Posture B score.

Posture B 
Score= 5

Lower arm

1 2

Wrist 1 2 3 1 2 3

U
pp

er
   

   
  a

rm

1 1 2 2 1 2 3

2 1 2 3 2 3 4

3 3 4 5 4 5 5

4 4 5 5 5 6 7

5 6 7 8 7 8 8

6 7 8 8 8 9 9

Table 2c. Total score.

Total C Score= 4 Posture B Score

1 2 3 4 5 6 7 8 9 10 11 12

Po
st

ur
e 

A
 S

co
re

1 1 1 1 2 3 3 4 5 6 7 7 7

2 1 2 2 3 4 4 5 6 6 7 7 8

3 2 3 3 3 4 5 6 7 7 8 8 8

4 3 4 4 4 5 6 7 8 8 9 9 9

5 4 4 4 5 6 7 8 8 9 9 9 9

6 6 6 6 7 8 8 8 8 10 10 10 10

7 7 7 7 8 9 9 9 10 10 11 11 11

8 8 8 8 8 9 10 10 10 10 11 11 11

9 9 9 9 10 10 10 11 11 11 12 12 12

10 10 10 10 11 11 11 11 12 12 12 12 12

11 11 11 11 11 11 12 12 12 12 12 12 12

12 12 12 12 12 12 12 12 12 12 12 12 12

Activite Score 2

REBA Risk Score = 6

Table 2. REBA analysis of fabric cutting task.

Figure 2. The task of sewing.
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Lastly, the task was carried out in sitting position with 
the legs supported thus scoring 1 regarding the risk score 
for the legs. As the risk scores obtained was evaluated on the 
RULA B Score table, the risk score has been measured as 4 
points. As the RULA A and B scores have been placed on 
the RULA C Score table, the risk score measures at 4 points.  
That value (Fig. 2) corresponds with “the may need changes” 
risk level on RULA Risk Evaluation Table.

The Task of Product Quality Control

The position we will see in Fig. 3 contains the worker do-
ing the quality control task whose certain bodily angles 
were approximately measured by Angle Meter software 
and the analysis results by REBA method have been pre-
sented in Table 3.

Table 3. RULA analysis for fabric sewing.

Table 3a. Posture A score.

Posture A Score = 3 Wrist

1 2 3 4

Wrist Twist

Lower Arm 1 2 1 2 1 2 1 2

U
pp

er
 A

rm
Fo

r S
up

po
rt

in
g 

A
rm

s,
 it

 g
et

s 
-1

 P
oi

nt
.

Fo
r t

hi
s 

re
as

on
, T

he
 u

pp
er

 A
rm

 S
co

re
 is

 e
va

lu
at

ed
 a

s 
3-

1 
= 

2 
Po

in
t.

Ü
ST

 K
O

L

1

1 1 2 2 2 2 3 3 3

2 2 2 2 2 3 3 3 3

3 2 3 3 3 3 3 4 4

2

1 2 3 3 3 3 4 4 4

2 3 3 3 3 3 4 4 4

3 3 4 4 4 4 4 5 5

3

1 3 3 4 4 4 4 5 5

2 3 4 4 4 4 4 5 5

3 4 4 4 4 4 5 5 5

4

1 4 4 4 4 4 5 5 5

2 4 4 4 4 4 5 5 5

3 4 4 4 5 5 5 6 6

5

1 5 5 5 5 5 6 6 7

2 5 6 6 6 6 7 7 7

3 6 6 6 7 7 7 7 8

6

1 7 7 7 7 7 8 8 9

2 8 8 8 8 8 9 9 9

3 9 9 9 9 9 9 9 9

Table 3b. Posture B score.

Posture B 
Score = 4

Torso

1 2 3 4 5 6

Legs 1 2 1 2 1 2 1 2 1 2 1 2

N
ec

k

1 1 3 2 3 3 4 5 5 6 6 7 7

2 2 3 2 3 4 5 5 5 6 7 7 7

3 3 3 3 4 4 5 5 6 6 7 7 7

4 5 5 5 6 6 7 7 7 7 7 8 8

5 7 7 7 7 7 8 8 8 8 8 8 8

6 8 8 8 8 8 8 8 9 9 9 9 9

Table 3c. Total score.

C Total 
Score = 4

RULA B Score

1 2 3 4 5 6 7+

RU
LA

 A
 s

co
re

1 1 2 3 3 4 5 5

2 2 2 3 4 4 5 6

3 3 3 3 4 4 5 6

4 3 3 3 4 5 6 6

5 4 4 4 5 6 7 7

6 4 4 5 6 6 7 7

7 5 5 6 6 7 7 7

8 5 5 6 7 7 7 7
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The worker’s neck angled at around 16o and the neck 
risk score has been calculated as 1. The worker’s torso angle 
was around 31o and the risk score has been calculated as 3 
according to the table of calculation. For the worker stood 
on both her feet, the risk score has been calculated as 1. As 
these values have been calculated on REBA A Score table, 
the risk score has been estimated as 2.

The worker’s upper arm angle was approximately at 60o 
and since this value falls within 45o – 90o interval, the risk 
score has been calculated as 3. As the lower arm angle was 
calculated 72o, the risk score coherent with the calculation 
table has been estimated as 1.Because the wrist working 
angle was less than 15o, the risk score has been estimated as 
1. As these values were evaluated on the REBA B Score table,
risk score has been estimated as 2. Figure 3. The task of product quality control.

Table 4. REBA analysis for the product quality control task.

Table 4a. Posture A score.

Posture A 
Score = 2

Neck

1 2 3

Legs 1 2 3 4 1 2 3 4 1 2 3 4

To
rs

o

1 1 2 3 4 1 2 3 5 3 3 5 6

2 2 3 4 5 3 4 5 6 4 5 6 7

3 2 4 5 6 4 5 6 7 5 6 7 8

4 3 5 6 7 5 6 7 8 6 7 8 9

5 4 6 7 8 6 7 8 9 7 8 9 9

Table 4b. Posture B score.

Posture B 
Score = 3

Lower arm

1 2

Wrist 1 2 3 1 2 3

U
pp

er
   

   
  a

rm

1 1 2 2 1 2 3

2 1 2 3 2 3 4

3 3 4 5 4 5 5

4 4 5 5 5 6 7

5 6 7 8 7 8 8

6 7 8 8 8 9 9

Table 4c. Total score.

Total C Score= 2 Posture B Score

1 2 3 4 5 6 7 8 9 10 11 12

Po
st

ur
e 

A
 S

co
re

1 1 1 1 2 3 3 4 5 6 7 7 7

2 1 2 2 3 4 4 5 6 6 7 7 8

3 2 3 3 3 4 5 6 7 7 8 8 8

4 3 4 4 4 5 6 7 8 8 9 9 9

5 4 4 4 5 6 7 8 8 9 9 9 9

6 6 6 6 7 8 8 8 8 10 10 10 10

7 7 7 7 8 9 9 9 10 10 11 11 11

8 8 8 8 8 9 10 10 10 10 11 11 11

9 9 9 9 10 10 10 11 11 11 12 12 12

10 10 10 10 11 11 11 11 12 12 12 12 12

11 11 11 11 11 11 12 12 12 12 12 12 12

12 12 12 12 12 12 12 12 12 12 12 12 12

Activite Score 2

REBA Risk Score = 4



155

S.
 Y

av
uz

 e
t a

l./
 H

itt
ite

 J 
Sc

i E
ng

, 2
02

1, 
8 

(2
) 1

49
–1

60

Figure 4. The task of stain removal.

Adding 2 more scores -one of which has been added 
as an additional 1 score due to the body parts immobilized 
for more than a minute or use of more than one body parts 
whereas the other 1 score has been added due to movements 
repeated for 4 times or more in a minute without walking – 
a total of REBA Risk Score of 4 has been calculated. That 
figure corresponds with a “medium risk and requires preca-
utions” level on REBA Risk Evaluation Table.

The Task of Stain Removal

The position we will see in Fig.4 contains the worker do-
ing the stain removal task whose certain bodily angles 
were approximately measured by Angle Meter software 
and the analysis results by REBA method have been pre-
sented in Table 4.

Table 5. REBA analysis for stain removal task.

Table 5a. Posture A score.

Posture A 
Score = 1

Neck

1 2 3

Legs 1 2 3 4 1 2 3 4 1 2 3 4

To
rs

o

1 1 2 3 4 1 2 3 5 3 3 5 6

2 2 3 4 5 3 4 5 6 4 5 6 7

3 2 4 5 6 4 5 6 7 5 6 7 8

4 3 5 6 7 5 6 7 8 6 7 8 9

5 4 6 7 8 6 7 8 9 7 8 9 9

Table 5b. Posture B score.

Posture B 
Score = 1

Lower arm

1 2

Wrist 1 2 3 1 2 3

U
pp

er
   

   
  a

rm

1 1 2 2 1 2 3

2 1 2 3 2 3 4

3 3 4 5 4 5 5

4 4 5 5 5 6 7

5 6 7 8 7 8 8

6 7 8 8 8 9 9

Table 5c. Total score.

Total C Score= 1 Posture B Score

1 2 3 4 5 6 7 8 9 10 11 12

Po
st

ur
e 

A
 S

co
re

1 1 1 1 2 3 3 4 5 6 7 7 7

2 1 2 2 3 4 4 5 6 6 7 7 8

3 2 3 3 3 4 5 6 7 7 8 8 8

4 3 4 4 4 5 6 7 8 8 9 9 9

5 4 4 4 5 6 7 8 8 9 9 9 9

6 6 6 6 7 8 8 8 8 10 10 10 10

7 7 7 7 8 9 9 9 10 10 11 11 11

8 8 8 8 8 9 10 10 10 10 11 11 11

9 9 9 9 10 10 10 11 11 11 12 12 12

10 10 10 10 11 11 11 11 12 12 12 12 12

11 11 11 11 11 11 12 12 12 12 12 12 12

12 12 12 12 12 12 12 12 12 12 12 12 12

Activite Score 2

REBA Risk Score = 3
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Figure 5. The task of product ironing.

Table 6. REBA analysis for the task of product ironing.

Table 6a. Posture A score.

Posture A 
Score = 2

Neck

1 2 3

Legs 1 2 3 4 1 2 3 4 1 2 3 4

To
rs

o

1 1 2 3 4 1 2 3 5 3 3 5 6

2 2 3 4 5 3 4 5 6 4 5 6 7

3 2 4 5 6 4 5 6 7 5 6 7 8

4 3 5 6 7 5 6 7 8 6 7 8 9

5 4 6 7 8 6 7 8 9 7 8 9 9

Table 6b. Posture B score.

Posture B 
Score = 1

Lower arm

1 2

Wrist 1 2 3 1 2 3

U
pp

er
   

   
  a

rm

1 1 2 2 1 2 3

2 1 2 3 2 3 4

3 3 4 5 4 5 5

4 4 5 5 5 6 7

5 6 7 8 7 8 8

6 7 8 8 8 9 9

Table 6c. Total score.

Total C Score= 4 Posture B Score

1 2 3 4 5 6 7 8 9 10 11 12

Po
st

ur
e 

A
 S

co
re

1 1 1 1 2 3 3 4 5 6 7 7 7

2 1 2 2 3 4 4 5 6 6 7 7 8

3 2 3 3 3 4 5 6 7 7 8 8 8

4 3 4 4 4 5 6 7 8 8 9 9 9

5 4 4 4 5 6 7 8 8 9 9 9 9

6 6 6 6 7 8 8 8 8 10 10 10 10

7 7 7 7 8 9 9 9 10 10 11 11 11

8 8 8 8 8 9 10 10 10 10 11 11 11

9 9 9 9 10 10 10 11 11 11 12 12 12

10 10 10 10 11 11 11 11 12 12 12 12 12

11 11 11 11 11 11 12 12 12 12 12 12 12

12 12 12 12 12 12 12 12 12 12 12 12 12

Activite Score 2

REBA Risk Score = 6

The worker’s neck angled at around 37º and since this 
value is greater than 20º, the risk score for the neck was cal-
culated as 2º. The worker carried out the task on a straight 
posture and that’s why the risk score was calculated as 1.For 
the worker stood on both her feet, the risk score was calcu-
lated as 1. As these values was calculated on REBA A Score 
table, the risk score was estimated as 1. Since the upper arm 
angle of the worker was evaluated within the 0º -20ºinterval, 
it was calculated as 1 risk score according to the calculation 
table.

For the worker’s lower arm angle was calculated as 62º, 
the risk score on the table has been estimated as 1. Becau-
se the wrist working angle was less than 15º, the risk score 
has been calculated as 1.  As these values were calculated 
on REBA B score table, the risk score has been estimated 
as 1. As REBA A and REBA B scores have been placed on 
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Figure 6. The task of product ironing.

the REBA C score table, the risk score has been estimated 
as 1.Adding 2 more scores -one of which has been added 
as an additional 1 score due to the body parts immobilized 
for more than a minute or use of more than one body parts 
whereas the other 1 score has been added due to movements 
repeated for 4 times or more in a minute without walking – 
a total of REBA Risk Score of 3 has been calculated. That 
figure corresponds with a “low risk and may require precau-
tions” level on REBA Risk Evaluation Table.

The Task Of Product Ironing

The position we will see in Fig.5 contains the worker do-
ing the product ironing task whose certain bodily angles 
were approximately measured by Angle Meter software 
and the analysis results by REBA method have been pre-
sented in Table 5.The worker’s neck angled at around 15º 

Table 7. REBA analysis for product packaging.

Table 7a. Posture A score.

Posture A 
Score = 2

Neck

1 2 3

Legs 1 2 3 4 1 2 3 4 1 2 3 4

To
rs

o

1 1 2 3 4 1 2 3 4 1 2 3 4

2 1 2 3 4 1 2 3 5 3 3 5 6

3 2 3 4 5 3 4 5 6 4 5 6 7

4 2 4 5 6 4 5 6 7 5 6 7 8

5 3 5 6 7 5 6 7 8 6 7 8 9

Table 7b. Posture B score.

Posture B 
Score = 1

Lower arm

1 2

Wrist 1 2 3 1 2 3

U
pp

er
   

   
  a

rm

1 1 2 2 1 2 3

2 1 2 3 2 3 4

3 3 4 5 4 5 5

4 4 5 5 5 6 7

5 6 7 8 7 8 8

6 7 8 8 8 9 9

Table 7c. Total score.

Total C Score= 4 Posture B Score

1 2 3 4 5 6 7 8 9 10 11 12

Po
st

ur
e 

A
 S

co
re

1 1 1 1 2 3 3 4 5 6 7 7 7

2 1 2 2 3 4 4 5 6 6 7 7 8

3 2 3 3 3 4 5 6 7 7 8 8 8

4 3 4 4 4 5 6 7 8 8 9 9 9

5 4 4 4 5 6 7 8 8 9 9 9 9

6 6 6 6 7 8 8 8 8 10 10 10 10

7 7 7 7 8 9 9 9 10 10 11 11 11

8 8 8 8 8 9 10 10 10 10 11 11 11

9 9 9 9 10 10 10 11 11 11 12 12 12

10 10 10 10 11 11 11 11 12 12 12 12 12

11 11 11 11 11 11 12 12 12 12 12 12 12

12 12 12 12 12 12 12 12 12 12 12 12 12

Activite Score 2

REBA Risk Score = 5
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and since this value is lower than 20º, the risk score for 
the neck was calculated as 1º.

The worker’s torso angle was around 26º and since this 
value falls within 20º - 60º  interval,the torso risk score has 
been  calculated as 3 . For the worker stood on both her feet, 
the risk score has been calculated as 1. As these values have 
been calculated on REBA A Score table, the risk score has 
been estimated as 2. For the worker’s upper arm angle was 
approximately calculated as 99º and because this value was 
greater than 90º, the risk score has been calculated as 4.

For the worker’s lower arm angle was calculated as 20º, 
the risk score on the table has been estimated as 2. Becau-
se the wrist working angle was less than 15º, the risk score 
has been calculated as 1. As these values were calculated 
on REBA B score table, the risk score has been estimated as 
5.As REBA A and REBA B scores have been placed on the
REBA C score table, the risk score has been estimated as 4.

Adding 2 more scores -one of which has been added 
as an additional 1 score due to the body parts immobilized 
for more than a minute or use of more than one body parts 
whereas the other 1 score has been added due to movements 
repeated for 4 times or more in a minute without walking – 
a total of REBA Risk Score of 6 has been calculated. That 
figure corresponds with a “medium risk and requires preca-
utions” level on REBA Risk Evaluation Table.

The Task of Product Packaging

The position we will see in Fig. 6 contains the worker 
folding the product for packaging task whose certain 
bodily angles were approximately measured by Angle 
Meter software and the analysis results by REBA method 
have been presented in Table 6.The worker’s neck angled 
at around 0º – 20º interval and the risk score has been 
calculated as 1 according to the table.The worker’s torso 
angle was calculated as around 33º and since this value 
falls within 20º - 60º interval, the torso risk score has 
been calculated as 3.For the worker stood on both her 
feet, the risk score has been calculated as 1.

As these values have been calculated on REBA A Score 
table, the risk score has been estimated as 2. For the worker’s 
upper arm angle was approximately calculated as 77º and 
because this value falls within 45º-90º interval, the risk sco-
re has been calculated as 3 according to the calculation table. 
As the lower arm angle was calculated lower than 60º, the 
risk score has been considered as 2 according to the calcu-
lation table. Because the wrist working angle was less than 
15o, the risk score has been estimated as 1. As these values 
were evaluated on the REBA B Score table, risk score has 
been estimated as 4. As REBA A and REBA B scores values 

have been placed on the REBA C score table, the risk score 
has been estimated as 3.

Adding 2 more scores -one of which has been added 
as an additional 1 score due to the body parts immobilized 
for more than a minute or use of more than one body parts 
whereas the other 1 score has been added due to movements 
repeated for 4 times or more in a minute without walking – 
a total of REBA Risk Score of 5 has been calculated. That 
figure corresponds with a “medium risk and requires preca-
utions” level on REBA Risk Evaluation Table.

RESULTS AND DISCUSSION

Even though there are more than a hundred methods of 
risk assessment in the literature, mostly Finney Kinney or 
Matris methods are put into work by occupational health 
and safety professionals. In the chemical industries, the 
Hazop risk assessment method employs REBA and RULA 
methods to assess ergonomic posture of the workers. In 
the literature related to REBA and RULA ergonomic risk 
assessment method, studies in the fields such as cons-
truction and logistics can be found. This very study will 
indeed contribute to the REBA and RULA methods’ app-
lications. While other risk assessment methods calculate 
risks and dangers, they often tend to neglect employees’ 
anatomical properties.  Adjustment of the work to the 
employees-not employees’ adjustment to the work- and 
reduction of occupational diseases are the main focus of 
ergonomical risk assessment.

In the study with fabric cutting saw, the REBA score 
was calculated as 6 and the risk level was determined as me-
dium. The RULA risk score of the employee in the fabric 
sewing work was calculated as 4.The level of risk which the 
employee is exposed has been determined to require chan-
ge. The risk to which the employee doing the quality cont-
rol work is exposed was determined to be moderate, with a 
REBA score of 4.The risk score of the employee performing 
the stain removal work is 3 according to REBA. The level 
of risk exposure of workers is low and prevention may be 
required in the long term. According to the ergonomic risk 
analysis of the ironing employee, the REBA risk score is 6 
and the risk level exposed is moderate, so it is necessary to 
take precautions. With a REBA score of 5, the risk level of 
the product packaging worker was medium.

By assessing apparel workshop employees’ postures er-
gonomically, we can conclude the employees cutting fabric 
with saw, controlling the quality, doing the packaging and 
ironing face a medium level of danger according to the risk 
scores obtained and that there’s the need to take precauti-
ons. It is established that the employee sewing the fabric 
with sewing machine faces varying levels of danger; the 
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stain removal employee faces a low level of danger while re-
taining the need to take possible precautions. According to 
the data obtained, having medium levels of danger doesn’t 
necessarily mean the halt of the work. However, the mus-
cular and skeletal diseases can be avoided in the medium or 
long run by taking necessary precautions.

The risks identified in the ergonomic risk analysis app-
lied to the logistics sector by Kırcı and his colleagues indi-
cate that there are 7 high-risk and 5 very high-risk working 
postures compared to those working in the textile sector, 
that those who do the work of pushing, pulling, lifting the 
load work in more dangerous jobs, and that the logistics sec-
tor is a more dangerous line of business. When the level of 
risks obtained as a result of the examination of the posture 
positions of the employees doing the cleaning work during 
the cleaning of outer glass and inner glass, sweeping and 
wiping of the floor is examined by Özay and Özcan, with 
the reveal of 4 medium risk 1 low risk risk levels it was de-
termined that the risk levels of the posture positions of the 
employees in the textile sector with the cleaning workers are 
examined were close to each other [26].By examining the 
postures of the employees working in the ladle preparation 
process in the casting workshop with the Digital Human 
Modeling simulation in the CATIA V5 software by Erdemir 
and Eldem, the use of the Rapid Entire Body Assessment 
method which is an ergonomic risk assessment method, 
with the digital method, increases the accuracy of the study 
[5].When the studies in the literature are examined, it has 
been determined that the risks vary according to the basis of 
the work done.It has been determined that there are posture 
positions that include high and very high risks in the very 
dangerous line of business, medium and low risks in the 
works in the dangerous line of business, and more low risks 
and moderate risks in the less dangerous lines of business.

The academic study in the ergonomics will contribute 
to the literature by increasing the employees’ performances, 
maintaining the safety, professional fulfillment and satisfac-
tion by the work carried out.
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Recent studies reveal that unconventional reso-
urces are gaining importance with the develop-

ments in the utilization of these resources. The un-
conventional reservoirs are handled in terms of their 
hydrocarbons in place with the calculation methodo-
logies valid for petroleum systems [1]. These formati-
ons are mostly tiny grained, rich in total organic con-
tent and are sedimentary rocks [2]. The formations 
of unconventional reservoirs are usually made up of 
shales and alike rocks. Total Organic Carbon (TOC) 
is a term that is a property used to determine whether 
such formations can be economically viable or not [3]. 
For instance, the gas content in formations is found 
to have a linear relationship with the TOC [4]. Gene-
rally speaking, Total Organic Carbon (TOC) content 
value that is higher than 2.0 wt% is an important as-
pect in turning shale gas resources into a reservoir 
[5]. Ahmed and Meehan in their study stated that 
production performance of unconventional wells is 
highly dependent on the accurate placement of the 
horizontal wells and application of the correct frac-
ture stages in the reservoir intervals with high rock 
quality properties and prolific production capability 
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[6]. However, the significance of reservoir’s fracture 
capability and as important as this the well place-
ment into the highest total organic content zone is 
not comprehended as required. Therefore, the TOC 
estimation is a very important aspect to be taken into 
consideration for successful unconventional campa-
ign reinstatements.

In source rocks, organic carbon is present in kero-
gen, bitumen and hydrocarbons [7]. Kerogen maturati-
on brings the generation of oil and gas in the source rock. 
TOC determination is essential for proper evaluation of 
both unconventional reservoirs and source rocks. The 
possibility of generation of sufficient quantity of oil and 
gas increases with TOC content. According to Thomas, 
the weight percentage of the organic carbon in the sour-
ce rock should be at least 0.5 wt% to regard the rock as a 
fair source rock from the point of potentiality in genera-
ting hydrocarbons [8]. Besides, with kerogen maturation 
the carbon concentration rises [1].

According to Steiner et al., TOC from a core samp-
le can be determined mainly in two ways [7]. In the first 
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ΔlogR method is one of the most widely utilized techniques for estimation of Total 
Organic Carbon (TOC) content form well logs. The traditional ΔlogR method reveals 
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between logarithmic resistivity and porosity log. Furthermore, unlike to the traditional 
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importance globally. TOC is a terminology which is the very 
starting point for the determination of whether such reso-
urces are economically viable or not. For this reason, one of 
the most significant contributions of present study is to re-
veal the TOC content of the unconventional resources utili-
zing the methodologies by means of making use of the well 
logs is introduced in the scope of this research work. The 
present research study is also important for its capability to 
test the source rocks’ potentiality to generate hydrocarbons.

METHODS 

Traditional Formulation

The resistivity and porosity curves in the log interval 
corresponding to the zone free of organic matter can be 
coincided by scaling the porosity curve. The line passing 
through the coincided curves located in the interval cor-
responding to the zone free of organic matter is known as 
baseline. The magnitude of departure of resistivity and 
porosity curves from the baseline and the determined le-
vel of organic maturity provides the total organic carbon 
[11] (Eq. (1) and Eq. (2)).

( )log 10 a b LOMTOC R + ×= ∆ ×                                               (1)

ΔlogR can be expressed as the log of the difference
between the resistivity reading from the log and the resis-
tivity value obtained by means of the curve passing thro-
ugh baseline resistivity and transit time values with a slope 
of p (Eq. (2)). Here, difference in transit time is multiplied 
by a factor p to reveal the equivalent difference in terms of 
logarithm of resistivity. In this method, linear relationship 
between logarithmic resistivity and porosity log is assumed. 
Actually, the relationship is not strongly linear. The validity 
of the assumption depends on the range of the porosity log. 
The departures from the linearity may lead to requirement 
of checking the validity of this assumption.

( ) ( )10log log l lR R R p t t∆ = + × ∆ − ∆ (2)

The extended form of Eq. (1) is as follows

( ) ( ) ( )3 4
1 2log 10 a a LOMTOC R a t a + ×= ∆ + × ∆ − ×             (3)

where

1a p= (4)

( )2 10logl la t R p= ∆ + (5)

R, Δt, Rl, Δtl, and LOM denote the resistivity, and tran-
sit time readings on the corresponding logs, resistivity and 
transit time reading on the baseline, and level of organic ma-
turity, respectively.

In this study, the parameters 1 2 3 4, ,  and a a a a  were op-
timized by means of application of the Levenberg–Marqu-
ardt algorithm [13] [14].

procedure (LECO-based measurement), the inorganic car-
bon is removed by acidification, and the remaining organic 
carbon is detected by carbon analyzer by means of combus-
ting the organic carbon to CO2. In the second procedure 
(Rock-Eval method), a pulverized rock sample is subject to 
step-wise pyrolysis temperature rise. Perpetual monitoring 
of CO2 and CO during pyrolysis and oxidation make it pos-
sible to differentiate between organic and inorganic carbon 
oxides. The loss of some hydrocarbons in consequence of 
drying and washing process is the disadvantageous point of 
the first method. Reliance on the assumption that the we-
ight percent of carbon in hydrocarbon is 0.83 and inability 
to discern the origin of CO and CO2 in case of overlapping 
related to pyrolysis and oxidation are the negative sides of 
the second procedure. It is possible to acquire accurate TOC 
estimations by means of these measurement techniques. 
However, the stated TOC estimations are time consuming 
and costly [9]. 

One of the most common methods to determine TOC 
is the use of logging data that belongs to the reservoir inter-
val [10]. The advantage point in using well logs is that they 
provide continuance in TOC content estimation. Resistivity 
logs being indicators for hydrocarbons in the pore spaces 
can be evaluated with porosity logs that can be utilized 
to reveal the kerogen existence. One of the early research 
works in relation to that is the study conducted by Passey 
et al. [11]. In their study they proposed a practical method 
known as ΔLogR method, in which they used the well log 
data to identify the TOC in organic rich rocks. The method 
involves the process of overlapping the resistivity log displa-
yed on a logarithmic scale with one of the porosity logs to re-
veal the baseline corresponding to nil carbon content. TOC 
is estimated based on the departures from this baseline. 
Besides, uranium content deducted from natural gamma 
spectroscopy can be indicative for TOC. Uranium content 
is evaluated with thorium or potassium content to develop 
correlations for TOC estimation [10]. It is also proved that 
the density log can be properly correlated with TOC [10]. 
Furthermore, in their study Decker et al. stated that rig site 
gas content measurements are proven to be more effective 
through density log measurements to quantify the gas con-
tent of the shale intervals [12].

The ΔLogR method is a practical and commonly utili-
zed method to estimate TOC content. Based on the range of 
the training data, the traditional approach in ΔLogR met-
hod may yield considerably improper estimates of TOC for 
some intervals. This study involves the modification of the 
traditional formulation. The modified method is utilized 
with the intend of improving the estimation where traditio-
nal method fails due to the reason mentioned above.

Unconventional resource exploration is gaining utmost 
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A more proper relationship can be obtained with the help 
of Archie equation [15] (Eq. (6)) which associates the re-
sistivity of the brine saturated rock to the porosity.

m
o wR R φ= (6)

The porosity can be expressed as a function of transit 
time. The resultant equation is:

( ) ( ) m

o w m f mR R t t t t = ∆ − ∆ ∆ − ∆     (7)

Δtm, Δtf, Rw, Ro and m represent transit time of matrix 
and fluid (brine) in the pores, resistivity of the brine, and 
the brine saturated zone and cementation exponent of the 
rock, respectively.

Eq. (7) can be utilized to calculate the resistivity for the 
sample free from organic matter at the considered transit 
time. Taking the logarithm of both sides in Eq. (7), and deri-
vative with respect the transit time, gives the following equ-
ations (Eq. (8) and Eq. (9))

( ) ( ){ }10 10log log
m

o w m f mR R t t t t = ∆ − ∆ ∆ − ∆        (8)

10log 1
ln10

o

m

d R m
d t t t

= −
∆ ∆ − ∆

(9)

Eq. (9) can be used to compute the slope of the curve 
at the considered transit time. In the study of Wang et al., p 
in Eq. (2) is replaced with the expression on the right hand 
side of Eq. (9) to avoid the dependency on the assumption of 
linear relationship [16]. However, this approach may cause 
excessive magnitudes for the slope term and negative ΔlogR 
values accordingly. A proper relationship between logarith-
mic resistivity and transit time can be obtained by taking 
the integral of both sides in Eq. (9). The starting points of the 
integral are logarithmic resistivity and transit time readings 
corresponding to the baseline.

10

10

log

10log

1log
ln10

o

l l

R t

oR t
m

md R t
t t

∆

∆
= − ∆

∆ − ∆∫ ∫ (10)

which gives

10 10log log ln
ln10

m
o l

l m

m t tR R
t t

 ∆ − ∆
= −  

∆ − ∆ 
(11)

Ro in Eq. (10) can be considered as the resistivity of the 
sample free from organic matter. The magnitude of ΔlogR 
can be obtained subtracting logarithm of this value from 
the logarithm of resistivity value obtained from the well log.

10 10log log log oR R R∆ = − (12)

Combination of Eq. (11) and Eq. (12) leads to the follo-
wing equation

( )10log log ln
ln10

m
l

l m

m t tR R R
t t

 ∆ − ∆
∆ = +  

∆ − ∆ 
              (13)

According to traditional formulation [11], TOC can be 
obtained using the Eq. (1) also given below

( )log 10 a b LOMTOC R + ×= ∆ × (1)

Due to the lack of measurement of thermal maturity in 
the form of LOM, Wag et al. proposed using Tmax instead of 
LOM in Eq. (1) [16]. Then, equation for TOC has the follo-
wing form

( )maxlog 10 a b TTOC R + ×= ∆ × (14)

Note that the formulation presented by Wang et al. 
involves gamma ray values incorporated into within the 
ΔlogR equation and is expressed as follows.

( )( ) ( )maxlog 10 c d T
lTOC a R b GR GR + ×= ∆ + − ×            (15)

Where GR and GRl denote gamma ray and base line 
gamma ray readings, respectively. The unknown parame-
ters a, b, c and d are to be optimized.

Utilization of Eq. (14) brought problems related to Ja-
cobian matrix in the application nonlinear regression. The 
problem can be solved by using logarithm of Tmax instead 
of Tmax in Eq. (14). Utilization of Tmax instead of LOM re-
quires somewhat strong linear relationship between Tmax 
and LOM. Indeed, it was observed that the strength of the 
linear relationship was preserved in logical intervals of Tmax 
(410-510 °C) and LOM (0-20) in case of using logarithm of 
Tmax instead of Tmax. Hence, the following equation is used to 
compute TOC in the absence of LOM values.

( )( )10 maxloglog 10 a b TTOC R + ×= ∆ × (16)

The simplified form is as follows

maxlog 10a bTOC R T= ∆ × (17)

The final form is as follows

( ) ( ) 3 4
1 2 maxlog ln 10

ln10
a amTOC R t a a T = ∆ + ∆ − − ×  

  (18)

Or

( ) ( ) ( )3 4
1 2log ln 10

ln10
a a LOMmTOC R t a a + × = ∆ + ∆ − − ×  

                    

(19)

Where

1 ma t= ∆ (20)

( )2 10ln log
ln10 l m l
ma t t R= ∆ − ∆ +   (21)

In this study, the parameters a1, a2, a3 and a4 were opti-
mized by means of application of the Levenberg–Marquardt 
algorithm.
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A specific interval can be considered to specify tran-
sit time and resistivity corresponding to the baseline and 
matrix transit time. The magnitude of these parameters can 
vary considerably based on the alteration in mineral compo-
sition. Hence, it is a more favorable approach to group them 
into one parameter for optimization rather than evaluating 
them explicitly. Different from those, the cementation expo-
nent (m) is not tried to be optimized as optimization process 
yields unrealistic m values. Rather, this parameter is evalu-
ated explicitly. In this context, different logical cementation 
exponent values were tried and corresponding results were 
compared. 

Combination of ΔlogR with other methods might be 
considered for improving estimation of TOC similar to 
the procedure presented in the study of Wang et al. [16]. 
It should be checked whether the developed formulation 
is appropriate for nonlinear regression application. It was 
observed that the formulations utilized in this study were 
inappropriate for nonlinear regression application in case it 
involved additional unknown parameters. This study basi-
cally focuses on the improvement of the traditional ΔlogR 
method.

Density and neutron readings can be alternative to so-
nic readings for TOC estimation. In fact, sonic readings are 
more preferable since these readings are less adversely af-
fected from improper hole conditions [11]. Therefore, sonic 
readings were evaluated to estimate the TOC in this study.

Levenberg–Marquardt algorithm for Nonlinear 
Regression

The related tool of Matlab software was utilized for non-
linear regression application. As a default, the tool uti-
lizes Levenberg-Marquardt (LM) algorithm, a standard 
method for non-linear least squares problems. The algo-
rithm takes advantage of steepest descent method or Ga-
uss-Newton method based on the value of the damping 
factor. In case the algorithm tends to behave more like 
steepest descent method in relation to the reduced dam-
ping factor, its converge speed is slow but improvement in 
minimization is more guaranteed. Improvement in mini-
mization leads to increase in the damping factor and the 
similarity to Gauss-Newton method and converge speed 
is advanced as a result [17]. Note that the initial values of 
the LM parameters are calculated using the related equa-
tions involving one or more of estimated baseline transit 
time and resistivity, matrix transit time, cementation fac-
tor, the slope, and initial values are kept constant.

In the regression process, the target is to minimize the 
following summation

( )
2

1
,m

i ii
y f x β

=
 −  ∑ (22)

Where yi, f(xi,β), β represent the targeted (measured) 
and calculated resultant parameters, and parameter set to 
be optimized, respectively.

One of the following equations is used to compute the 
parameter vector δ to be added to vector β to update it at 
each iteration [18].

( ) ( )T TJ J I J y fλ δ β+ =  −   (23)

( )( ) ( )T T TJ J diag J J J y fλ δ β+ =  −                        (24)

I in Eq. (23) is the identity matrix. In the study of Fletc-
her, I was replaced with the diagonal matrix comprised of 
the diagonal elements of JTJ to improve the converge [19]. J is 
the Jacobian matrix and expressed as follows:

( ),i
i

f x
J

β
β

∂
=

∂
(25)

Figure 1. Methodology for Levenberg–Marquardt algorithm.
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Iterative calculation is required to optimize the para-
meters. At each iteration, Eq. (24) is computed for δ. JTJ, the 
diagonal elements of JTJ and f(β) are computed using the la-
test vector β. The vector β is updated at each iteration with 
the addition of new δ. The damping factor λ is adjusted at 
each iteration to control the direction and magnitude of δ 
(Fig. 1).

The algorithm detects a local minimum which might 
not be the global minimum. The initial value of the para-
meters to be optimized should be determined in a way to 
guarantee the global minimum. In accordance with this 
purpose, transit time and resistivity readings corresponding 
to the estimated baseline can be taken as initial values. Mat-
rix transit times are available for different rock types. Mi-
neral composition of the rocks can be determined to figure 
out the distribution of the matrix transit times. Based on 
these observations, a proper initial value for matrix transit 
time can be specified. Passey et al. in their study proposes 
values for a1 and a3, and a4 in Eq. (3) [11]. These values might 
be taken as initial values. Apart from these, specification of 
proper initial values is achieved by means of trial-and-error 
method.

RESULTS AND DISCUSSION
Fig. 2-3 show the measured TOC values, and the TOC 
values as a result of application of traditional formulation 
and modified version with respect to depth for different 
wells. The measured values shown in Fig. 2 and Fig. 3 
were obtained from the study of Passey et al. and Wang 
et al., respectively [11] [16]. Here, Passey’s formulation de-
notes the traditional approach involving the utilization of 
Eq. (1) or Eq. (14) depending on the representation for ma-
turity. The parameters were optimized using the measu-
red TOC values corresponding to Well-A1 and Well-A2 
for the first formation while all the available measured 
TOC values are utilized for parameter optimization for 
the second formation due to considerable departure from 
the measured TOC values in some intervals (Well-C2 
and Well-D2). The modified and traditional formulations 
involve utilization of LOM (Eq. (18)) and Tmax (Eq. (17)) 
values for the first and second formations, respectively.

In Fig. 2, the well that is highly categorized to possess 
reservoir potential is “Well-A1”. For other wells the reservo-
ir potentiality is varying among each other throughout the 
depth intervals, for example, for well “Well-C1”, the lower 
interval is observed to have a high reservoir potentiality.

As it is observed in Fig. 3, for “Well-A2”, the interval in 
between 1135-1155 m is considered to possess strong reser-
voir properties from the TOC potential standing point of 
view. The rest of the wells are noted to have varying TOC 
potential in reference to each other, and can be categorized 

to be marginally possessing reservoir potentiality.
Table 1 and Table 2 show the tried cementation expo-

nents (m) and the corresponding optimized parameter va-
lues and root mean square errors (RMSE), normalized root 
mean square errors (NRMSE) and Pearson correlation coef-
ficient (r). Implementation of the nonlinear regression yields 
the a2 values in the 5th column while a2 values in the 6th 
column are obtained solving the Eq. (21) with tm (a1), tl and 
Rl values in the 2th, 3th and 4th columns, respectively. The 
a2 values in the 5th and 6th columns are compared in order 
to check the accuracy of the tl and Rl combination estimated 
based on the corresponding readings from well logs. Table 3 
and Table 4 show the mean and standard deviation of resis-
tivity and transit time values for each well.

As can be seen from the Table 1 and Table 2, altering 
the m value does cause very little changes in the RMSE 
and NRMSE values. Actually, the main affected parameter 

Table 1. The tried cementation exponents (m) and the corresponding op-
timized parameter values, root mean square errors (RMSE), normalized 
root mean square errors (NRMSE) and Pearson correlation coefficient (r) 
for the first formation.

m tm (a1) tl Rl a2 a2 a3 a4 RMSE NRMSE r

1.40 68.353 99 0.7 1.905 1.926 2.633 -0.234 1.419 0.266 0.897
1.80 60.172 99 0.7 2.693 2.706 2.478 -0.212 1.283 0.241 0.912
2.00 55.869 99 0.7 3.104 3.115 2.423 -0.204 1.258 0.236 0.915
2.40 46.988 99 0.7 3.955 3.964 2.340 -0.193 1.244 0.233 0.916
3.00 33.236 99 0.7 5.291 5.299 2.258 -0.181 1.254 0.235 0.916
4.00 9.701 99 0.7 7.641 7.648 2.179 -0.170 1.285 0.241 0.914

Passey's: 2.237 -0.179 1.326 0.249 0.913

Table 2. The tried cementation exponents (m) and the corresponding op-
timized parameter values, root mean square errors (RMSE), normalized 
root mean square errors (NRMSE) and Pearson correlation coefficient (r) 
for the second formation.

m tm (a1) tl Rl a2 a2 a3 a4 RMSE NRMSE r

1.40 49.553 61 10 2.482 2.482 43.348 -16.217 1.658 0.435 0.796
1.80 47.265 61 10 3.055 3.048 41.582 -15.557 1.616 0.424 0.808
2.00 46.036 61 10 3.355 3.350 40.902 -15.305 1.604 0.421 0.812
2.40 43.471 61 10 3.982 3.985 39.841 -14.911 1.587 0.416 0.816
3.00 39.456 61 10 4.981 5.000 38.746 -14.506 1.575 0.413 0.819
4.00 32.497 61 10 6.773 6.820 37.637 -14.098 1.566 0.411 0.821

Passey's: 34.670 -13.012 1.569 0.411 0.820

Table 3. The mean and standard deviation of resistivity and transit time 
values for the first formation.

Well-A1 Well-B1 Well-C1 Well-D1 Well-E1

Mean(Δt) 127.083 104.900 88.286 103.550 98.133
Standard Deviation (Δt) 10.210 9.586 11.164 16.311 9.824

Mean (R) 0.793 3.044 16.366 3.378 3.348
Standard Deviation (R) 0.172 0.891 16.549 1.368 1.965

Table 4. The mean and standard deviation of resistivity and transit time 
values for the second formation.

Well-A2 Well-B2 Well-C2 Well-D2 Well-E2

Mean(Δt) 78.553 89.530 64.937 67.276 74.730
Standard Deviation (Δt) 13.563 1.975 6.170 4.022 2.805

Mean(R) 19.269 6.308 99.385 13.690 87.037
Standard Deviation (R) 10.794 1.281 22.114 5.139 58.241
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is matrix transit time. Hence, an appropriate cementation 
exponent and matrix transit time combination is to be se-
lected based on RMSE or NMRSE values and the previous 
observations. Cementation exponent of 2.4 and 2 and the 
corresponding optimized values were selected to calculate 
TOC in the first and second formations, respectively. The 
transit time values are close to the calculated transit time 
based on the mineral composition of shale in the study of 
Wang et al. [16], and the values of the determined cementa-
tion exponents are close to the generally observed cemen-
tation exponent values (around 2). On this respect, it can 
be asserted that the determined combinations satisfy the 
expectations. Note that the selected cementation exponent 
and transit time combination for the first formation yields 
the lowest RMSE and NRMSE values among the tried com-
binations.

Comparison of the a2 values in the 5th and 6th columns 
reveals that the optimized a2 values shown the 5th column 
of the Table 1 and Table 2 can be attained with the single 
baseline transit time and resistivity combination which is 
also consistent to the combination to be obtained with the 
help of well logs. 

In the study of Passey et al. [11], the logarithm of re-
sistivity is plotted against sonic transit time using the so-

nic porosity relationship proposed by Magara [20] and the 
boundaries are marked on the plot. It is observed the best 
line (drawn to fit the curve to form a linearship between the 
logarithm of resistivity and transit time as a requirement 
of Passey’s method) deviates from the plot basically in the 
range of 70-90 μsec/ft. In this study, the same types of plots 
are constructed for the two formations considered. In Fig. 4, 
the straight line corresponding to traditional formulation is 
coincided with the actual curve corresponding to modified 
version close baseline transit time and logarithmic resisti-
vity. Note that actual curve is formed by means of Archie 
equation (Eq. (7)) and rectangular markers indicate the 
transit time values (training values) used in the optimiza-
tion process. As it can be seen from Fig. 4, the best line de-
viates from the actual curve basically below 90 μsec/ft for 
the first formation. This range basically is compatible with 
the range for Well-C1 (Table 3). It is seen that, for well-C1, 
the modified version generally yields better match with the 
measured TOC values (Fig. 2) and results in smaller RMSE 
value in comparison to traditional formulation. RMSE is 
calculated as 1.034 (r = 0.910) and 1.436 (r = 0.914) by means 
of the application of the modified version and traditional 
formulation, respectively. For the second formation, the dif-
ference between the slopes of the curves is highly low bet-
ween 60-70 μsec/ft (Fig. 5). To increase the difference, only 
the values corresponding to the transit time values higher 

Figure 2. Comparison of the measured TOC values with the TOC 
values computed using modified version and traditional formulation for 
a) Well-A1, b) Well-B1, c) Well-C1, d) Well-D1, e) Well-E1.

Figure 3. Comparison of the measured TOC values with the TOC 
values computed using modified version and traditional formulation for 
a) Well-A2, b) Well-B2, c) Well-C2, d) Well-D2, e) Well-E2.
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than 70 μsec/ft were utilized for optimization. The resultant 
plot is shown in Fig. 6. Note that the straight line deviates 
considerably from the actual curve between 60-70 μsec/
ft different from the previous case. This range is basically 
compatible with the range for Well-C2 and Well-D2 (Tab-
le 4). The deviation actually reflects on the calculated TOC 
values for Well-C2 and Well-D2 in favor of the modified ver-
sion as expected. In this case, RMSE is calculated as 1.790 
(r = 0.218) and 2.306 (r = -0.0186) by means of the modified 
version and traditional formulation, respectively. Note that 
previous values are 1.879 (r = 0.133) and 1.616 (r = 0.260) for 
the modified version and traditional formulation, respecti-
vely. Furthermore, it should be noted that the estimation of 
TOC contents for the intervals corresponding to the transit 
times above 70 μsec/ft were not considered for improve-
ment although the straight line considerably deviates from 
the actual curve above 70 μsec/ft. This is related to the result 
of the optimization method, which reveals that relationship 
between logarithmic resistivity and transit time is not sig-
nificant in that interval. These comparisons illustrate the 
significance of utilization of the modified version to achieve 
better results for the intervals where the validity of the as-
sumption about linearity is not satisfactory. 

Passey et al. in their study emphasize the effect of clay 
minerals on the resistivity of the formations apart from the 
effect of porosity [11]. They apply Waxman-Smith equati-
on to realize the effect of clay minerals on the relationship 
between logarithm of resistivity and sonic transit time. It is 
proved that the clay minerals lowers the resistivity of the 
rocks however the curves plotted for different clay concent-
rations are shown to be almost parallel to each other, that is 
to say these curves have almost same slopes. Beside this, the 
effect of igneous rocks and salty zones on the resistivity log 
should be considered [11]. Invariance of the curve slopes in 
consideration of change in mineral composition being valid, 
the modified version requires basically the accurate deter-
mination of the resistivity and transit time values corres-
ponding to the baseline. Considerable deviations from the 
measured TOC values are especially observed for Well-C2 
and Well-D2 for the second formation. Whether these devi-
ations stem from the measurement errors is indefinite. 

The comparison with the measured TOC and the cal-
culated RMSE values prove the accuracy of the modified 
versions. It is advisable to utilize the traditional formulation 
with the modified version to detect the deviations of the li-
near curve from the actual curve, which stem from the as-
sumption of linear relationship between logarithm of resisti-
vity and transit time in the traditional approach. The results 
indicate that better estimation of TOC can be made utili-
zing the modified version for these sections lack of training. 
The magnitude of resistivity and transit time corresponding 
to the baseline vary depending on the mineral composition 

of the matrix. To enhance the solution in this case, the inter-
vals should be partitioned and matched based on the base-
line resistivity and transit time values and regression should 
be applied for each partitioned interval group. By this way, 
each interval group will correspond to specific optimized 
parameters. Sufficient data should be provided to perform 
this methodology properly. 

The change in porosity is another factor to be accoun-
ted for. The effect of increase in porosity is similar to the 
effect of increase in TOC in mature source rock [11]. Hen-
ce, it may be hard to distinguish these two effects. Utilizing 

Figure 4. The comparison of the actual curve based on the Archie 
equation and the straight line corresponding to traditional formulation 
for the first formation.

Figure 5. The comparison of the actual curve based on the Archie 
equation and the straight line corresponding to traditional formulation 
for the second formation as a result of first trial.

Figure 6. The comparison of the actual curve based on the Archie 
equation and the straight line corresponding to traditional formulation 
for the second formation as a result of second trial.
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the measured porosity values can be helpful in this case. On 
the contrary, the effect of decrease in porosity can be easily 
distinguishable with increase in resistivity and reduction in 
transit time.

CONCLUSION

This study involves the modification of the traditional 
approach to enhance TOC estimation. The modified 
formulations are observed to be appropriate for the non-
linear regression application. The comparison with the 
measured TOC and the calculated RMSE values prove 
the accuracy of the modified versions. The comparisons 
illustrate the significance of utilization of the modified 
version to achieve better results for the intervals whe-
re the validity of the assumption of linear relationship 
between logarithmic resistivity and sonic transit time 
is not satisfactory. It is advisable to utilize the traditio-
nal formulation with the modified version to detect the 
deviations which stem from this assumption. With the 
methodology presented in this research work the TOC of 
unconventional reservoirs and source rocks can be more 
accurately calculated.
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NOMENCLATURE

∆t = sonic transit time on the logs, μsec/ft
∆tf = sonic transit time of fluid, μsec/ft
∆tl= sonic transit time on the baseline, μsec/ft
∆tm = sonic transit time of matrix, μsec/ft
a = parameter to be optimized
a1 = parameter to be optimized
a2 = parameter to be optimized
a3 = parameter to be optimized
a4 = parameter to be optimized
b = parameter to be optimized
c = parameter to be optimized
d = parameter to be optimized
GRl = base line gamma ray log, API Unit
GR = gamma ram log, API Unit
J = jacobian matrix
JT = transpose of jacobian matric
LOM = level of organic maturity
m = cementation exponent of the rock
p = slope
r= Pearson correlation coefficient
R = resistivity log, ohm-m

Rl = resistivity reading on the baseline, ohm-m
Ro = resistivity of the brine saturated zone, ohm-m
Rw = resistivity of the brine, ohm-m
Tmax = maximum pyrolysis temperature, oC
TOC = total organic carbon content, wt%
x = input function data
y = measured parameter

Greek:

λ = damping factor
φ = porosity, fraction
δ  = vector to update β
β = parameter to be optimized
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The main focus of tissue engineering approach is 
the development of biomaterial scaffolds exhibi-

ting similarity to the three-dimensional (3D) archi-
tecture, and its natural bioactive microenvironment 
of the target tissue or organ. Up till now, this goal 
has not been fully achieved, owing to the difficulty 
in completely mimicking the versatile bio-functional 
composition and structure of the natural extracellu-
lar matrix (ECM) [1]. A number of scaffold manufac-
turing techniques such as, solvent casting and elect-
rospinning have been utilized in order to obtain 3D 
porous or nanofibrous scaffolds somewhat architec-
turally resembling the natural ECM by using natural 
or synthetic biocompatible polymers [2]. In particular, 
FDA-approved synthetic resorbable polymers such as 
poly(ε-caprolactone) (PCL), poly(lactic-co-glycolic 
acid) (PLGA), and other α-hydroxy acid polymers etc. 
in such forms have been widely utilized in a variety of 
tissue engineering applications, some of which have 
reached clinical applications [3]. However, in addition 
to being biocompatible and structurally-resembling 
the tissue, tissue engineering scaffolds are expected 
to support cell attachment and proliferation, as well 
as promote angiogenesis, and regeneration when 
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transplanted. Nevertheless, the biofunctional active 
content of the natural ECM, required for these bio-
logical processes cannot be realistically simulated on 
developed scaffolds using the aforementioned poly-
mers by common manufacturing techniques, such as 
electrospinning.

To overcome the limitations due to lack of bioacti-
vity, alternative modification methods based on incor-
porating one or more ECM proteins such as fibronectin 
or laminin into such biomaterials have been evaluated. 
However, the natural ECM has a unique bioactive com-
position and structure, mainly composed of structural 
and functional biomolecules such as collagen, fibro-
nectin, elastin, laminin, glycosaminoglycans and other 
glycosylated proteins [4]. Therefore, considering the 
complex bioactive compositions of the natural ECM, 
it does not seem possible to fully mimic the ECM with 
the conventional scaffold production methods. On the 
other hand, although the functions of the ECM are qu-
ite similar in terms of tissue types, bioactive contents 
show differences, which is also a limitation that cannot 
be overcome. 

A B S T R A C T

In this study, nanofibrous biohybrid scaffolds were developed by electrospinning using 
poly(ε-caprolactone) (PCL) and decellularized bovine tissue derived extracellular matrix 

(ECM). At the first part of the study, bovine ECM was decellularized by treatment with 
detergent for 24h and then combined with PCL. Following the evaluation of the decellu-
larization efficiency via spectrophotometric DNA content analysis, the composite scaffolds 
were characterized by using SEM and FT-IR spectroscopy. Moreover, to assess the biocom-
patibility of the scaffolds an in-vitro cell culture based cytotoxicity test was performed. The 
results indicated that, DNA content of the bovine tissue was reduced by ~80% compared 
to the native tissue after decellularization. While FT-IR results indicated the presence of 
ECM in the composite scaffolds, SEM findings showed that the porous nanofibrous struc-
ture of the scaffold changed depending on the incorporated ECM amount. Cell culture 
based studies also revealed that, the scaffolds containing different amounts of ECM did 
not have any toxic effect on cell viability during 48 hours of culture period.
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transferred to the laboratory in cold phosphate-buffered 
saline (PBS, pH: 7.4) buffer within 2-4 hours after slaugh-
tering. Tissue samples were repeatedly washed with 0.9% 
saline solution and then were cut into approximately 1 
mm3 pieces before decellularization. The tissue pieces 
were washed with PBS for 2 hours to remove blood and 
waste tissues. In order to remove cells and DNA from 
tissues, samples were treated with 0.1% SDS solution pre-
pared in distilled water for 20-24 hours at room tempe-
rature. At the end of the period, samples were collected 
and serially washed with saline solution for 2 hours. Fi-
nally, the decellularized samples were frozen at -80 °C for 
24 hours and then lyophilized at -76 °C under 0.29 mbar 
pressure. 

In order to evaluate the decellularization efficiency, 
samples were weighed and treated with a buffer containing 
20 mg/mL proteinase K at 55oC for 48 hours [7]. Subsequ-
ently, DNA was extracted using phenol/chloroform/isoamyl 
alcohol method. Then, the amount of DNA reduction com-
pared to the control was determined by taking measure-
ments with NanoDrop ™ One Microvolume UV-Vis Spect-
rophotometer (Thermo Fisher Scientific, MA). 

Beside the DNA content, quantification the sulfated 
glycosaminoglycan (sGAG) of decellularized ECM were 
performed after proteinase K digestion by using the Blyscan 
sGAG Assay Kit (Biocolor, Newtownabbey, U.K.) [4,5]. Bri-
efly, following digestion, tissue lysates were collected and 
mixed with dimethylmethylene blue dye. sGAG content of 
the native and decellularized tissues were determined by 
measurements at 656 nm (SpectraMax M5, Molecular De-
vices, San Jose, CA).

Preparation of bioactive ECM powder 

For the purpose of bioactive composite material develop-
ment, decellularized ECM in lyophilized form was diges-
ted in 1 mg/mL pepsin solution prepared in 0.01N HCl 
for 48 hours and then neutralized. After digestion, ECM 
in gel form was molded and lyophilized. The lyophilized 
sponges were immersed in liquid nitrogen and homoge-
nized (Retsch MM400) for 10 minutes to obtain ECM 
powder with a size of approximately 50-60 µm (Fig. 1A).

Production of ECM/PCL composite material

Fibrous bioactive composite nanofibers were developed 
by use of the electrospinning technique with different ra-
tios of ECM powder and PCL (Fig. 1B). For this purpose, 
different concentrations of decellularized ECM powder 
(1%, 0.1%) were added into tetrahydrofurane (THF): di-
methylformamide (DMF) (1:1) solution and sonicated for 
15 minutes. Then, 14% PCL (80,000) (w / v) was added to 

In recent years, ECM-based biomaterial fabrication 
technology called "decellularization" has come to the fore 
in order to create more realistic tissue scaffolds. This tech-
nology is based on developing biocompatible ECM-based 
scaffolds by removing the cells and nuclear material from 
natural tissues and organs by chemical, physical and/or enz-
ymatic methods [5]. The success of the applied decellulari-
zation method depends on the preservation of the existing 
natural bioactive content of the ECM in the target tissue/
organs during the process. Until this time, bioactive ECM-
based materials have been developed via decellularization 
technology from a variety of tissues or organs including the 
bone, cartilage, small intestine submucosa, liver, heart etc. 
[6]. Although the decellularization approach seems to be ad-
vantageous, this technology also has obvious disadvantages. 
In fact, some issues such as the selection of decellularization 
protocol, shaping the biomaterial into the appropriate arc-
hitecture, the mechanical properties of the formed scaffold 
and the large-scale production issues are still controversi-
al. On the other hand, although synthetic polymers have 
limitations in terms of providing bioactivity, they have re-
markable features in that they have adjustable mechanical 
properties and allow mass production. Therefore, the joint 
rational use of these two technologies could enable the pro-
duction of bioactive superior tissue engineering scaffolds 
suitable for diverse regenerative applications [7].

This study aimed to bring together the natural ECM 
and a synthetic resorbable biopolymer forming a hybrid 
scaffold for prospective use in tissue engineering applicati-
ons. At first, bovine liver tissue was decellularized to obta-
in the bioactive ECM. Decellularization efficiency and the 
features of the liver ECM were evaluated. Then, the PCL 
polymer incorporating the liver ECM was electrospun to 
form a nanofibrous bioactive scaffold. The chemical, morp-
hological and in-vitro cytotoxicity evaluations of the hybrid 
scaffolds were carried out. 

MATERIALS AND METHODS

Materials

Polycaprolactone (PCL), tetrahydrofuran (THF), di-
methylformamide (DMF), sodium dodecyl sulfate (SDS) 
and the enzymes were purchased from Sigma-Aldrich 
(St. Louis, MO, USA). PBS, culture mediums and supple-
ments was supplied from Biological Industries (Beit Ha-
Emek, Israel). Bovine liver tissues were kindly supplied 
from the Ankara Meat and Milk Board veterinary-cont-
rolled slaughterhouse (Ankara, Turkey).

Isolation and characterization of bovine-derived 
liver tissue ECM

Within the scope of the study, bovine liver tissues were 
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the solvent and vortexed for 2 hours with short breaks. 
The prepared ECM/PCL solutions were loaded into in-

jectors with a needle tip of 22G diameter and placed into 
the syringe pump. Then, the electrospinning was conduc-
ted at a speed of 0.06 mL/min flow rate under 20 kV and 
against aluminum sheets at a distance of 15 cm. In addition, 
in order to develop the biofilm, the prepared decellularized 
ECM/PCL solutions were placed in Teflon molds (100 µL/
cm2) and then incubated at 37 oC for 48 hours.

Morphological characterization of the materials

Scanning electron microscopy (SEM) analyses were car-
ried out to evaluate the surface morphology of decellu-
larized ECM/PCL composite scaffolds. For this purpose, 
the samples were coated with a thin gold layer and then 
analyzed with a ZEISS EVO 40 model SEM device. 

FT-IR analysis

FT-IR analysis of decellularized ECM/PCL composite 
scaffolds prepared in different forms was carried out in 
order to evaluate the chemical properties of the struc-
tures. For this purpose, samples were homogenized and 
loaded into a Shimadzu IRAffinity model FT-IR device. 
Analysis was performed in the wavelength range of 600-
4000 cm-1.

In-vitro cytotoxicity test

Indirect in-vitro cytotoxicity tests were performed accor-
ding to the International Organization for Standardizati-
on; ISO 10993-5 guidelines to evaluate the potential toxic 
effects of the scaffolds on human adipose-derived stem 
cells (hASCs) through MTT based viability assay. Briefly, 
commercial hASCs (TCC® PCS-500-011™) were mainta-
ined in DMEM F-12 medium containing 10% FBS, 10 U/
mL penicillin and 10 μg/mL streptomycin and cultured 

in 24 well culture plates at a density of 4–5 x 104 cells/cm2. 
hASCs were proliferated under standard culture condi-
tions (5% CO2, 37 °C and > 95% humidity) until they re-
ached 80% confluence. In parallel with the culture study, 
the UV-sterilized scaffolds were incubated in culture me-
dium for 48 hours to obtain the extraction medium (EM). 
Then, the cells were treated with the EM for 48h. During 
the study standard culture medium served as a negative 
control and medium containing 400 μL phenol as a posi-
tive control group. At the end of the culture period, waste 
medium was removed and the cell culture was washed 
with sterile PBS. Then, the MTT reactive was added into 
each well (diluted in DMEM F-12, 1:10) and incubated for 
4 hours. The formed formazan crystals were monitored 
and solubilized by dissociation reagent. Cell viability was 
determined by measurements at 570 nm.

Statistical analysis

Statistical analyses were carried out in the GraphPad 
Prism 8 program using a one-way ANOVA test, and sig-
nificant differences were identified through Tukey’s post 
hoc analyses.

RESULTS AND DISCUSSION

In this study, different forms of composite scaffolds were 
developed by using decellularized bovine liver ECM and a 
biocompatible polymer (PCL) for use in prospective liver 
tissue engineering applications. The decellularization ef-
ficiency was determined by spectrophotometric analyses. 
The decellularized ECM powder was incorporated into 
electrospun nanofibrous membranes and films. Besides, 
the morphological and chemical features of the scaffolds, 
and their potential in-vitro cytotoxicity on cells was also 
investigated.

Chemicals to be used for decellularization vary accor-
ding to the target tissue or organ type and its structural 
form. While acid-alkaline solutions are frequently used in 
decellularizing tissues in the form of thin membranes, it is 
seen that detergent-enzymatic approaches come to the fore 
in total organ decellularization [8]. In liver-specific decellu-
larization studies, in addition to perfusion approaches, stu-
dies with sliced tissues draw attention [9, 10].

In the first stage of the study, in order to incorporate the 
active ECM components into the hybrid biomaterial to be 
developed in further steps, bovine liver tissue was decellu-
larized and efficiency of the process was investigated. It was 
observed that the structural integrity of lyophilized natural 
liver tissue was disrupted and turned into a white fragile 
form with the effect of the decellularization protocol (Fig. 
2A-C). As a matter of fact, SDS, which is an ionic and amp-

Figure 1. Schematic illustration of the experimental design. (A) Isola-
tion of liver ECM and preparation of ECM/PCL composite solution, (B) 
the electrospinning process.
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hipathic detergent, has a significant effect on ECM integrity 
while removing cells from tissues and organs. Thanks to 
these properties, SDS is frequently used in solid organ and 
complex tissue decellularization studies, such as for kidney, 
liver and cornea [11,12]. Indeed, in this study, it was determi-
ned that after decellularization of liver tissue pieces by trea-
ting in 0.1% SDS solution for 48 hours, the amount of DNA 
can be removed by 80% compared to the natural liver (Fig. 
2D). Beside DNA, sGAG, which is one of the basic compo-
nents of the ECM, plays a critical role in the regulation of cell 
behavior such as migration and differentiation. With these 
features, it is frequently included in decellularized ECM ba-
sed studies [13]. The results demonstrated that the sGAG 
levels were significantly maintained in decellularized ECM 
following decellularization.

Scaffolds to be used in tissue engineering are expected 
to mimic the target tissue ECM structure and functions. 
Thus, a three-dimensional porous and nanofibrous scaffold 
mimicking the natural ECM architecture can be formed by 
electrospinning using natural or synthetic polymers. Poly 
(ε-caprolactone) (PCL) draws attention in 3D tissue scaffold 
production, with its suitable biodegradation and biocompa-

tibility properties [14]. PCL in various concentrations can 
be solubilized in solvents, such as in chloroform, methanol, 
DMF, THF, or formic acid, and this polymer can be used for 
the production of nanofibers in the size range from micron 
to sub-nanometers [15]. In addition to the electrospun na-
nofibrous form, the sheet form of PCL can also be used in 
a number of tissue engineering applications [16, 17]. On the 
other hand, although scaffolds with appropriate architectu-
re can be formed by using PCL or other synthetic polymers, 
the biofunctional active content of natural ECM cannot be 
mimicked [18]. Alternatively, coating or grafting of ECM 
proteins or attaching short peptide sequences to the bioma-
terial surface are other efforts in order to find an alternative 
solution to this limitation [19,20,21]. Considering the comp-
lex structure of ECM, it does not seem possible to combine 
all natural bioactive factors in bioscaffold with these tradi-
tional methods.

In our current study, liver ECM was decellularized and 
prepared in powder form (Fig. 2C). Then, it was used as the 
bioactive component for the preparation of the biocomposi-
te PCL scaffold. SEM analysis of the electropsun constructs 
showed that they had a fibrous structure with varying fiber 
sizes. While 14% PCL-based constructs showed a homoge-
neous nanofiber distribution, it was observed that the ho-
mogeneous fiber formation was disrupted by the incorpo-
rated ECM in the composite group (Fig. 3A-C). Results also 
showed that the fiber diameters of PCL membranes without 
ECM were 250-750 nm (Fig. 3A). On the other hand, fibers 
with a size of about 3-5 µm and various bead-like structures 
were observed in different regions following the incorpora-
tion of ECM particles into the scaffolds. In addition, homo-
geneous bead-like structures were visible in the membranes 
containing 0.1% ECM (PCL/0.1% ECM). By the increase in 
ECM ratio (PCL/1% ECM), the fiber integrity deteriorated, 
and significant amount of particles could be observed (Fig. 
3B and 3C). Similarly, PCL (PCL-F) prepared in the film 
form had a homogeneous surface morphology. However, it 
was observed that the films containing decellularized ECM 
had a rougher surface topography compared to that of the 
pure PCL films (Fig. 3D-F).

The chemical properties of the morphologically cha-
racterized biocomposite nanofiber and film constructs were 
evaluated by FTIR analysis. Although there are a limited 
number of studies on FTIR analysis of decellularized native 
tissues, it basically gives some clear clues regarding the basic 
composition of ECM. PCL basically has characteristic pe-
aks in wavelength ranges of 1150-1250 cm-1 (COC, -COC-), 
1250-1300 cm-1 (CC) 1700-1750 cm-1 (CH2) and 2800-3000 
cm-1 (CH2) [22,23].

In addition, although the liver tissue ECM has charac-
teristic peaks related to the protein, polysaccharide and lipid 
components within the structure, some of these peaks are 

Figure 2. Schematic illustration of the experimental design. (A) Isola-
tion of liver ECM and preparation of ECM/PCL composite solution, (B) 
the electrospinning process.



175

M
. P

ar
m

ak
si

z/
 H

itt
ite

 J 
Sc

i E
ng

, 2
02

1, 
8 

(2
) 1

71
–1

77

overlapping with PCL. Similar to PCL, –CH (2800-3000 
cm-1) tensions and bends (1300-1500 cm-1) caused by the 
polysaccharides are also seen in the liver ECM group. It has 
flat peaks in the range of 3100-3600 cm-1 depending on the 
protein and water composition. On the other hand, unlike 
PCL, characteristic peaks of Amide I, II and III bonds are 
expected to be observed in the wavelength range of 1400-
1700 cm-1 [24,25].

The findings revealed that PCL-based specimens both 
in the form of nanofiber and film have characteristic peaks, 
whereas lower intensity peaks were observed in the film 
membranes due to its permeability compared to fibrous 
membranes (Fig. 4A). In the composite scaffolds containing 
decellularized ECM, peaks of Amide I, II, III bonds in the 
range of 1500-1700 cm-1 were observed similar to the results 
of the control liver ECM (Fig. 4B-4C). These characteris-
tic peaks, which are particularly stronger in the nanofiber 
formation, are the indication of the presence of ECM in the 
developed composite bioscaffolds. 

It is critical to evaluate the biocompatibility of bioma-
terials to be developed for tissue engineering applications. 
In this framework, different biocompatibility testing app-
roaches, such as extract dilution, direct contact, or indirect 
contact testings are recommended within the scope of the 
ISO 10993-5 guide [26,27]. The indirect in-vitro cytotoxicity 
test findings of the biocomposite scaffolds are presented in 
Fig. 5. The results showed that both the composite scaffolds, 
in film or nanofibrous membrane form containing different 
concentrations of ECM, do not have a toxic effect on the 
viability of cells following 48 hours of culture. The formati-
on of MTT formazan crystals, demonstrating the metabolic 
activity of viable cells, was determined bothe by invert mic-

roscopy and by quantitative spectrophotometric measure-
ments (Fig 5A-B). On the other hand, 90% of cell viability 
was lost in the positive control group (medium containing 
phenol). These findings support the potential for the use of 
developed biomaterials in future in-vitro and in-vivo appli-
cations.

CONCLUSION

In this study, composite scaffolds in both nanofibro-
us membrane and film forms could be developed using 
decellularized bovine ECM and synthetic PCL polymer. 
The presence of ECM in the biocomposite scaffolds 
was determined by chemical and morphological analy-

Figure 3. SEM micrographs of the composite nanofibers and films. (A) PCL-N, (B) PCL-N/0.1% ECM/PCL, (C) PCL-N/1% ECM, (D) PCL-F, (E) 
PCL-F/0.1% ECM/PCL, (F) PCL-F/1% ECM.

Figure 4. FTIR results of ECM/PCL composite nanofibers. (A) All 
groupus, (B) PCL-F, PCL-F/0.1%ECM, PCL-F/1%ECM, (C) PCL-N, PCL-
N/0.1%ECM, PCL-N1%ECM.
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ses. Subsequently, the potential cytotoxic effects of the-
se scaffolds on human adipose mesenchymal stem cells 
were examined by in-vitro studies and it was found that 
biocompatible scaffolds could be developed. It is thought 
that the scaffolds in different forms containing liver ECM 
have the potential to be used in advanced liver tissue en-
gineering studies.
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Interest in flavonoids, which are phenolic compo-
unds, has grown with the French paradox. Interest 

in bioflavonoids has increased based on Mediterra-
nean culture, which includes a diet rich in phenol 
directly proportional to high fat with an inverse rela-
tionship with the risk of heart attack. Flavonoids are 
widely used in the food industry due to antioxidant 
and antimicrobial properties. Flavonoids are known 
to affect many biofunctions such as lowering blood 
pressure and having anti-inflammatory, hypocho-
lesterolemic, anticancer platelet stabilizer, antial-
lergic, antidepressant and blood clotting properties 
[1,2]. Rutin is a known flavonoid and has two sugar 
molecules in its structure. Rutin's chemical name is 
quercetin-3-remnosyl glucoside [3]. It is present in 
many fruits and vegetables such as onion, tea, apple, 
parsley, citrus, sage, and grape [4]. It is used in the 
food, cosmetics, and even pharmacology industries 
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[5,6], especially due to its antioxidant and antimicro-
bial properties [7]. In addition, it has many benefits 
for the human body, which makes rutin pharmaco-
logically important. While it displays antioxidant 
properties by destroying free radicals, it has positive 
effects on the nervous system as well as cardiovas-
cular health [8–10]. There are studies about its use 
as an anti-inflammatory and antidepressant and for 
patients with Alzheimer's and stroke [11]. In addition, 
flavonoids are known to have an inhibitory effect on 
cancer cells [12,13].

Alpha-glucosidase is a well-known enzyme that 
hydrolyzes 1,6 glycoside bonds of disaccharides, such as 
sucrose and maltose. Disaccharides cannot pass thro-
ugh the cell membrane from the digestive tract in dia-
betes, but due to enzymes that break down sugar with 
alpha-glucosidase, different disaccharide molecules are 

A B S T R A C T

F lavonoids are natural phenolic compounds, which are active molecules commonly 
found in woody and herbaceous plants used in the natural defense mechanisms of 

plants against harmful microorganisms. In this research, the rutin (RUT) molecule, which 
is a natural f lavonoid, was bonded with epoxy groups of poly(ethylene glycol) diglycidyl 
ether crosslinker with the micro emulsion crosslinking technique to synthesize poly(rutin) 
(p(RUT)) micro/nanogels. These p(RUT) micro/nanogels had spherical morphologic 
structure with 0.3 nm-2 μm dry size range based on scanning electron microscope im-
ages. Furthermore, p(RUT) micro/nanogels were found to have injectable size range with 
548±8.9 nm average size distribution in aqueous solution according to dynamic light scat-
tering (DLS) measurements. In addition, the zeta potential measurements performed in 
different pH conditions and potentiometric titration of the prepared p(RUT) micro/na-
nogels were also determined and the isoelectronic point and pKa values of these micro/na-
nogels were estimated as pH 2.85 and 2.16, respectively. The effects of RUT and p(RUT) 
micro/nanogels on α-glucosidase (AG) (EC 3.2.1.20) enzyme activity were investigated 
and RUT and p(RUT) micro/nanogels stimulate this enzyme. Moreover, fibrinogen inter-
action results showed that p(RUT) micro/nanogels were more compatible with the vascular 
system than RUT, with less interaction ability between fibrinogen and p(RUT) micro/na-
nogels. In addition, p(RUT) micro/nanogels had the highest antioxidant scavenging ability 
with 251.3±20.2 gallic acid equivalency total f lavonoid content (TFC) at 250 μg/mL and 
even 5 µg p(RUT) microgel/nanogels reduced 1.75±0.27 μmol Fe (III). Furthermore, no 
Fe (II) chelating activity was obtained for RUT monomer, but p(RUT) micro/nanogels had 
significant Fe (II) chelating activity of 43.11±17.4%.
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NaOH solution was suspended in 150 mL of 0.1 M lecit-
hin-gasoline emulsion medium with 750 rpm mixing rate 
at 50 ºC reaction temperature. Ten minutes later, PEGGE 
crosslinker at 300% mole ratio of RUT and 20 μL TEA 
accelerator were added into the reaction medium and 
the same reaction conditions were maintained for 12 
h. Cross-linked p(RUT) micro/nanogels were separated
from the reaction medium by precipitation of the mic-
ro/nanogels using a centrifuge at 10,000 rpm for 10 min.
Then, the precipitated micro/nanogels were washed with
gasoline one time, cyclohexane two times, ethanol: water
(80:20, v:v) mixture three times, and ethanol two times
by centrifugation at 10,000 rpm for 10 min. The p(RUT)
micro/nanogels were dried in an oven at 50 °C and stored 
in a closed container.

Characterization of p(RUT) Micro/nanogels

A scanning electron microscope (SEM, Jeol JSM-5600 LV) 
was used to visualize the morphological structure and 
for size analysis of p(RUT) micro/nanogels. SEM images 
were taken at 20 kV operating voltage after coating with 
gold/palladium for 30 seconds. Dynamic light scattering 
(DLS) and zeta potential (ZP) measurements of p(RUT) 
micro/nanogels were determined by using 90Plus/BI-
MAS and ZetaPlus analyzer (Brookhaven Ins. Corp.) 
instruments, respectively. These measurements were re-
peated 10 times and the results are given with standard 
deviations. For the zeta analysis, 10 mg of p(RUT) micro/
nanogels was suspended in 50 mL of 10-3 KCl solution 
and ZP values of p(RUT) micro/nanogels were measured 
at different pH conditions between pH 2 and pH 12. The 
pH value was adjusted with 0.1 M HCl and 0.1 M NaOH 
solutions. The isoelectric point of p(RUT) micro/nano-
gels was evaluated as the pH value with zero mV zeta po-
tential. Furthermore, 50 mg of p(RUT) micro/nanogels 
was suspended in 10-3 KCl solution to measure the equ-
ivalent point and pKa values by potentiometric titration. 
In the titration, the pH value of micro/nanogel suspen-
sion was decreased to pH 2 using 0.01 M HCl solution 
and titrated up to pH 12 by 0.01 M NaOH solution. The 
chemical structures of RUT and p(RUT) micro/nanogels 
were characterized by FTIR spectra (PerkinElmer Spect-
rum 100) using attenuated total reflectance (ATR) in the 
range of 2000-650 cm-1 with a resolution of 4 cm-1. Ther-
mal stability of PEGGE-crosslinked p(RUT) micro/nano-
gels was investigated with thermogravimetric analysis 
(TGA, SII TG/DTA 6300, Japan) from 50 to 1000 °C with 
10 °C/mL heating rate under nitrogen atmosphere with 
100 mL/min flow rate.

Alpha-glucosidase Enzyme Activity Assay

P(RUT) micro/nanogels in 3000 µg/mL suspended so-
lution were prepared in 67 mM PBS at pH 6.9. P(RUT) 

broken down into monosaccharide units and glucose is di-
rectly transferred into the cells. However, glycogen storage 
diseases obstruct the body’s ability to convert glycogen into 
glucose [14,15]. One of these diseases, Pompe disease, is a 
genetic deficiency of acid alpha-glycosides in patients. The-
se enzymes trigger biochemical reactions in the body. In a 
healthy person with normal enzyme activity, the function 
of this enzyme is to destroy complex sugar molecules stored 
in lysosomes in cells. However, the destruction of complex 
sugar molecules cannot occur due to this innately deficient 
or insufficient enzyme, and storage begins. Enzyme replace-
ment therapy is one of the treatment methods applied [16,17]. 
Cross-linked particle forms of RUT were synthesized in our 
previous study [9]. In this study, enzyme interaction, fibri-
nogen interaction and various antioxidant tests were inves-
tigated for RUT and p(RUT) microgel/nanogels to show the 
biomedical potential of p(RUT) microgel/nanogels.

MATERIAL AND METHODS

Materials

Rutin dihydrate (RUT, >95%, Sigma), L-alpha lecithin 
(granular, 98%, Acros Organic), poly (ethylene glycol) 
diglycidyl ether (PEGGE, Mn: 500, Aldrich), triethyla-
mine (TEA, 99.5%, Sigma Aldrich), sodium hydroxide 
(Sigma-Aldrich), gasoline (95 octane, Total), cyclohexane 
(99.5%, Sigma-Aldrich), and ethyl alcohol (99%, Birkim) 
were used as received. Ultra-pure distilled water was 
obtained from GFL, 2108 and Millipore Direct-Q3 UV 
(18,2 MΩ.cm). Sodium nitrite (Merck, extra pure) and 
aluminum chloride (Merck, anhydrous powder sublimed 
from synthesis) were used for total flavonoid content 
(TFC) assay. Sodium acetate anhydrous (Fisher, 99%) and 
hydrochloric acid (Sigma, 37%) were used as received. Fe 
(III) chloride hexahydrate (Acros, 99%) and Fe (II) chlori-
de tetrahydrate (Sigma Aldrich, 99%) were used for ferric
reducing antioxidant power (FRAP) assay. Fe (II) sulfa-
te heptahydrate (Merck, 99.5 %) and 5,6-Diphenyl-3-(2-
pyridyl)-1,2,4-triazine-4,4-disulfonic acid disodium salt
hydrate (Alfa Aesor) were used for Fe (II) chelating test.
Bovine fibrinogen (Alfa Aesar) was used for fibrinogen
interaction. alpha-glucosidase (obtained from Saccha-
romyces cerevisiae, 10 unit/mg protein) as enzyme and
p-nitrophenyl-α-D-glucopyronidase as substrate were
obtained from Sigma Aldrich.

Synthesis of p(RUT) Micro/nanogels

To synthesize p(RUT) micro/nanogels, RUT was cross-
linked with PEGGE via water-in-oil microemulsion 
system in lecithin-gasoline reverse micelle medium in 
accordance with the previously published process [9,18]. 
Briefly, 2 mL of 60 mg/mL concentration RUT in 0.5 M 
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suspended solution was diluted to 2250, 1500, 750, 375 
and 187 µg/mL concentrations with pH 6.9 PBS. The 
RUT molecule has a suppressed enzyme peak due to high 
absorbance in theUV Vis spectrophotometer, so the RUT 
molecule (750-30 µg/mL) was studied at low concentra-
tions. The effect of RUT or p(RUT) micro/nanogel on 
α-glucosidase (EC 3.2.1.20) was examined using the co-
lorimetric substrate p-nitrophenyl-α-D-glucoside accor-
ding to the literature [19]. Briefly, 70 µL containing dif-
ferent concentrations of RUT or p(RUT) micro/nanogel 
was put into the well plate with PBS as control. Enzyme 
solution of 0.03 unit/mL 70 µL was placed into the RUT 
and p(RUT) micro/nanogel solution. The mixed solution 
was read at 405 nm with Thermo Scientific Multiscan Go 
microplate reader and incubated for 10 minutes. Finally, 
10 Mm substrate solution was placed into the mixed so-
lution. After 20 minutes, the absorbance of the well plate 
was measured. The sample was compared to a control 
which had 70 μL of buffer solution. The effect of RUT 
or p(RUT) microgel/nanogel on α-glucosidase activity 
was calculated as the fraction of activity compared to the 
sample without added RUT or p(RUT) microgel/nanogel 
eluate, using Equation (1).

Fraction of activity A
A

sample

control  =
∅
∅

405

405

(1) 

Fibrinogen Interaction of RUT and p(RUT) 
Microgel/nanogel

The effects of RUT and p(RUT) microgel/nanogel on the 
fluorescence properties of fibrinogen were demonstra-
ted with fluorescence spectroscopy (Thermo Scientific 
Lumina Spectrophotometer) according to the literature 
[20]. Different concentrations of RUT or p(RUT) micro/
nanogel, 16-250 µg/mL in PBS, were mixed with fibrino-
gen solution in 1:1 ratio by volume. The width of excita-
tion and emission slit was set as 5 nm and the excitation 
wavelength of 280 nm was used. The scanning range was 
set between 280-420 nm. The interaction of RUT and 
p(RUT) micro/nanogel with fibrinogen was determined 
in terms of the reduction in the fluorescence intensity.  

Antioxidant Properties of p(RUT) Micro/nanogel

Total flavonoid content (TFC), ferric reducing antioxi-
dant powder (FRAP) and iron chelating assays were carri-
ed out to determine the antioxidant properties of p(RUT) 
micro/nanogels.

The total flavonoid content (TFC) test for RUT and 
p(RUT) micro/nanogels was done using a UV-Vis spectrop-
hotometer at 405 nm in accordance with the literature with 
some modifications [21]. RUT solution or p(RUT) micro/na-
nogel suspension at 500, 250, 125, and 62.5 μg/mL concent-
ration was prepared in DI water and 0.5 mL volume RUT 
or p(RUT) suspension was placed in 10 mL tubes. Distilled 
water, 2 ml, was added into the tubes. Then, 5 minutes la-
ter 0.15 mL of 5% NaNO2 was added. After 5 minutes, 0.15 
mL of 10% AlCl3.6H20 was added to this medium. After 5 
minutes, 1 M 1 mL of NaOH was added to this mixture. Ke-
eping this solution still for 15 minutes, the UV-Vis spectra 
of this solution was read at 405 nm wavelength. NaNO2 and 
AlCl3.6H20 mixture solution in DI water was used as blank. 
Gallic acid was used as standard.

The ferric reducing antioxidant potential (FRAP) of 
RUT and p(RUT) micro/nanogels was examined with a UV-
Vis spectrophotometer at 595 nm according to the literature 
[22,23]. Briefly, 0.3 M acetate buffer was prepared at pH 3.6. 
Tripyridyl triazine (TPTZ) solution at 10 mM concentration 
was prepared using 2.5 mL 40 mM HCl. Acetate buffer at 
25 mL volume was mixed with 2.5 mL TPTZ solution, and 
2.5 mL 20 mM FeCl3.H2O (in acetate buffer) was mixed to 
achieve Fe(III)- TPTZ complex. The FRAP test was done 
using 3 mL of the prepared Fe-TPTZ complex solution. First, 
the UV-Visible spectra of Fe-TPTZ complex were measured 
at 595 nm. RUT solution and suspended p(RUT) micro/na-
nogels at 500 μg/mL concentration were prepared in acetate 
buffer and 5-80 µL volumes of RUT and/or p(RUT) micro/
nanogel suspension was placed into the Fe-TPTZ complex 
solution and stirred for 4 minutes with plastic pipette tips. 
Then, the UV-Vis spectra were recorded and the differen-
ce between the absorbance values was calculated as µmol 
Fe (II) reduced. FeSO4.7H20 was used as Fe (II) source to 
complex with TPTZ as standard to generate a calibration 
curve for the determination of Fe (II) reduced by RUT and/
or p(RUT) micro/nanogels. Gallic acid (GA) was taken as 
reference material.

Fe (II) chelating activity was studied according to the 
literature [24]. RUT and p(RUT) micro/nanogel were prepa-
red at 500 μg/mL concentration in DI water and diluted to 
250, 125, 62.5, and 31.125 µg/mL concentrations. Different 
concentrations of RUT and p(RUT) micro/nanogel, at 140 
µL, were added into a 96 well plate and 20 µL of 1 mM of Fe 
(II) aqueous solution was added to each well. The plate was
measured at 562 nm by using a microplate reader (Thermo
Multiskan Go). After the measurement, 40 µL of 2.5 mM
ferrozine solution in DI water was put to each well. After 5
minutes, the plate was measured at 562 nm once again. 
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Pure DI water without RUT or p(RUT) microgel/nano-
gel was used as a blank. Each concentration was tested in 
triplicate. The results were calculated according to Equa-
tion 2 and given as µmol Fe (II) chelating activity %.

Fe(II) chelating activity%= 1
562

562

−
∆
∆











A
A

sample

control









 x100      (2)

RESULTS AND DISCUSSION

RUT flavonoid, which also known as vitamin P, has a 
wide range of pharmaceutical activities in various types 
of diseases related to its sedative, antidepressant, anti-
convulsant, anti-Alzheimer, antiarthritic, antidiabetic, 
anti-hypercholesterolemic, antiulcer, anti-asthmatic, 
anti-osteoporotic, anticancer, and antimicrobial effects 
[5]. RUT monomer can be crosslinked with glycerol 
diglycidyl ether or poly (ethylene glycol) diglycidyl ether 
(PEGGE) crosslinkers to synthesize p(RUT) micro/nano-
gels in reverse micelle microemulsion medium as repor-
ted earlier [9,18]. According to these studies, p(RUT) mic-
ro/nanogels provide sustainable and long-term RUT rele-
ase as an active agent through the degradable crosslinker 
structure. Furthermore, antimicrobial and antioxidant 
effects, blood compatibility, and cytotoxicity against he-
althy and cancer cells were studied in the research. In this 
study, the effects of PEGGE-crosslinked p(RUT) micro/
nanogels on enzyme activity, chelating therapy, and blo-
od clotting mechanism by fibrinogen interaction were in-
vestigated to show the bioactivity of degradable p(RUT) 
micro/nanogels for different biological functions. The 
schematic representation of the reaction between RUT 
monomer and PEGGE crosslinker to prepare p(RUT) 
micro/nanogels is illustrated in Fig. 1a. Hydroxyl groups 
of RUT reacted with opened epoxy groups of the PEGGE 
crosslinker in basic conditions in the presence of TEA 
accelerator at 50 °C reaction temperature. Thus, RUT 
monomer crosslinked with PEGGE to synthesize p(RUT) 
micro/nanogels in a water-in-oil reverse micelle microe-
mulsion medium. Also, SEM images and hydrolytic size 
distribution of the prepared p(RUT) micro/nanogels are 
illustrated in Fig. 1b and 1c.

As can be seen in the SEM image, p(RUT) micro/nano-
gels had spherical shapes in the range of 0.3 nm to 2 μm. The 
hydrolytic size distribution of these micro/nanogels was 
548±8.9 nm average particle size according to DLS measu-
rement. In addition, p(RUT) micro/nanogels have polydis-
persed size range with 0.452±0.041 polydispersity index va-
lue. Several studies indicated that polymeric particles in the 
range of hundred nanometer to few micrometer sizes can be 
used in a wide range of biomedical applications. Zhang et al. 
reported that the 1 to 10 μm size range of chitosan/peptide 

microspheres made it a promising biomaterial for wound 
healing applications [25]. In another study, Anderson et al. 
also observed that polymeric microparticles with nearly 3 
nm particle size could be used as a DNA delivery system 
[26]. Furthermore, Decuzzi et al. proposed that the spherical 
shape of particles with sizes ranging between 0.7 and 3 μm 
is within the injectable range with good biodistribution [27]. 
These results indicate that p(RUT) micro/nanogels have in-
jectable size range and can be used for in vivo applications.

The chemical structures of RUT and p(RUT) micro/
nanogels were analyzed by FT-IR spectroscopy, as seen in 
Fig. 2a. Characteristic peaks of RUT monomer in the region 
between 1600 and 1562 cm-1 are assigned to the stretching 
bands of C-C aromatic groups of the flavonoid. In additi-
on, the peaks at 1183, 1078 and 1016 cm-1 correspond to the 
stretching vibrations for the substituted benzene ring of 
RUT. Among these peaks, p(RUT) micro/nanogels have a 
ridge between 1096-1060 cm-1 attributed to ether linkages 
due to possible binding of RUT monomer with opened 
epoxy groups on the PEGGE crosslinker. These results sup-
port that p(RUT) micro/nanogels were successfully prepa-
red via a crosslinking reaction of RUT with the degradable 
crosslinker of PEGGE. Moreover, thermal degradation of 
p(RUT) micro/nanogels from 50 to 1000 °C was measured 
by thermogravimetric analysis (TGA), as seen in Fig. 2b. 

Fig. 2. (a) FT-IR spectra of RUT and p(RUT) micro/na-
nogels. (b) Thermal degradation profiles of p(RUT) micro/
nanogels. 

It is clearly seen that p(RUT) micro/nanogels had one 
main degradation at about 103-380 °C with 39.0% weight 
loss and one slight degradation step at about 400-600 °C 
with 47.2% weight loss. Finally, 50% of the total remaining 

Figure 1. (a) Reaction schema for p(RUT) micro/nanogels. (b) SEM ima-
ge of p(RUT) micro/nanogels and (c) hydrolytic size distribution graph 
measured by dynamic light scattering (DLS).
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material was obtained at 1000 °C because of the high ratio 
of crosslinker in the polymeric structure. Sahiner repor-
ted that thermal degradation of RUT monomer, which has 
more degradable behavior than p(RUT) micro/nanogels, 
had a similar degradation pattern [18]. These results indica-
te that the crosslinker PEGGE in the micro/nanogel network 
increased the thermal stability of RUT.

The isoelectric point and surface charge of biomateri-
als should be known to understand the interaction of the 
materials with biomacromolecules. Therefore, zeta potenti-
al values and potentiometric titration of p(RUT) micro/na-
nogels in a wide range of pH conditions between pH 2 and 
pH 12 are demonstrated in Fig. 3a and 3b. 

Zeta potential of p(RUT) micro/nanogels was 
+9.69±2.61 mV at pH 2, whereas negative zeta potential valu-
es were determined at conditions of pH 3 and above pH bet-
ween -3.1 and -32.35 mV. The isoelectric point is the pH va-
lue at which p(RUT) micro/nanogels contain the same amo-
unt of positive and negative charges on the material surface.
The isoelectric point with neutral charge on p(RUT) micro/
nanogels was calculated at about pH 2.85 according to zeta
potential analysis. Furthermore, potentiometric titration of
p(RUT) micro/nanogels was monitored via pH analysis by
titration with NaOH solution. These results indicated that
pKa values of p(RUT) micro/nanogels have pH 7.06 equi-
valent point and 2.16 pKa value. No significant differences
in isoelectric point and the pKa value of p(RUT) micro/
nanogels were found depending on the unbound phenolic
hydroxyl groups in RUT. Furthermore, negatively-charged
p(RUT) micro/nanogels had a tendency to interact with
positively-charged molecules in physiological conditions at

pH 7.4. Therefore, these p(RUT) micro/nanogels could be 
effective for transportation or activation/inactivation mec-
hanisms of various positively-charged amino acids, proteins, 
enzymes, and vitamins as well as metal ions during biologi-
cal reactions.

Enzyme activity of RUT and p(RUT) micro/nano-
gels was investigated on α-glucosidase enzyme, which 
regulates starch hydrolysis and some disaccharide to the 
monosaccharide units in the body. It was concluded that 
RUT and p(RUT) micro/nanogels stimulated the enzyme 
α-glucosidase. Hence, alpha-glucosidase fraction activities 
of RUT and p(RUT) micro/nanogels are shown in Fig. 4a 
and 4b.

As shown in Fig. 4a, RUT monomer has no significant 
activity against the enzyme with slight stimulation of alpha-
glucosidase with 1.15±0.1 fraction value at 50 µg/mL con-
centration, a decline in activity up to 125 µg/mL and then 
no effect until 250 µg/mL. The alpha-glucosidase enzyme 
activity in the presence of p(RUT) micro/nanogels on the 
other hand gradually increased between 50 and 750 µg/mL 
with fractional activity changing from 1.2±0.3 to 1.5±0.7 as 
seen in Fig. 4b.

In the literature, many studies reported that inhibition 
or stimulation activity of alpha-glucosidase enzyme in the 

Figure 2. FT-IR spectra of RUT and p(RUT) micro/nanogels. (b) Ther-
mal degradation profiles of p(RUT) micro/nanogels.

Figure 3. (a) Zeta potential values and (b) potentiometric titration of 
p(RUT) micro/nanogels in the range of pH 2 and pH 12. pH values of 
p(RUT) micro/nanogels suspension in 10-3 KCl solution was adjusted 
with 0.1 M NaOH and 0.1 M HCl solutions.
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presence of phenolic materials depends on the molecular 
structure of flavonoids [28,29]. Alam et al. reported that the 
well-known flavonoid quercetin can inhibit the alpha-glu-
cosidase enzyme prepared in butanol, ethyl acetate, hexane, 
and methanol solutions [29]. Another study stated that na-
ringin molecule, a phenolic compound with two sugar units, 
could not inhibit the alpha-glucosidase enzyme with slight 
stimulating effects [19]. Very similar results were obtained 
for enzyme activity of RUT with naringin phenol due to 
the sugar unit in the chemical structure of RUT. Moreover, 
Dubey et al. mentioned that RUT monomer dissolved in 
DMSO could inhibit the alpha-amylase and alpha-glucosi-
dase enzymes to some extent [30]. DMSO was not chosen 
for in vivo applications as an organic solvent because of to-
xicity and RUT monomer shows slight solubility in aqueous 
medium as buffer solutions. In addition to enzyme stimu-
lation effects of sugar units of phenolics, lower solubility of 
RUT should affect the enzyme activity oppositely. Alam 
et al. reported that RUT is more stable against oxidation 
when compared with quercetin with sugar-free structure 
[29]. Another probability is that this stability may have been 
effective on its interaction with the enzyme. Our results 
support that p(RUT) micro/nanogels can stimulate alpha-
glucosidase enzyme and this material could be used to trig-
ger the digestion of a wide range of carbohydrates including 
starch, amylose, amylopectin, dextrins, maltooligosaccha-
rides, etc. which contain alpha(1-4) or alpha(1-6) glycosidic 
bonds [31].

Fibrinogen is a well-known protein in the blood which 
plays a significant role in coagulation of blood. Phenolic 

compounds can interact with some proteins like fibrinogen 
and may affect their biological functions [20]. Therefore, the 
fibrinogen interaction effects of RUT and p(RUT) microgel/
nanogel were investigated to find the blood compatibility 
of materials. As shown in Fig. 5a and 5b, RUT and p(RUT) 
micro/nanogels were interacted with fibrinogen at 0-250 μg/
mL concentrations.

Fibrinogen has highest emission intensity at 340 nm 
wavelength at 0.1 mg/mL concentration in DI water with al-
most 64700 intensity. As can be seen in Fig. 5a, the intensity 
of the fibrinogen peak started to decrease after interaction 
with increasing concentrations of RUT. The intensity of the 
fibrinogen peak was nearly six-fold decreased at 250 μg/mL 
RUT concentration. In addition, p(RUT) micro/nanogels 
could slightly reduce the intensity of fibrinogen peaks up to 
250 μg/mL of p(RUT) micro/nanogel concentration, as seen 
in Fig 5b.

It is apparent from Fig. 5c that p(RUT) micro/nanogels 
were not as effective as RUT molecules in interacting with 
fibrinogen molecules which play an important role in the 
coagulation of blood. These results support that p(RUT) 
micro/nanogels showed more blood compatibility than 
RUT molecule even at high concentrations with no signifi-
cant effects on the biological functions of fibrinogen due to 
molecular interactions.

The antioxidant capacity of RUT and p(RUT) micro/
nanogels was investigated by total flavonoid content (TFC) 
and ferric reducing antioxidant power (FRAP). TFC values 
of RUT and p(RUT) micro/nanogels at different concentra-
tions are given as gallic acid equivalent (GA eq) in Fig. 6a.

The TFC value of RUT at 250 µg/mL concentration 
was 445.0±22.5 GA eq, but p(RUT) microgel/nanogel had 
a value of 251.3±20.2 GA eq TFC at the same concentrati-
on. RUT is a flavonoid used as a reference substance in TFC 
antioxidant tests. These results with high flavonoid content 
values were also obtained with the polymeric form of RUT. 
Furthermore, FRAP assay, known as the Fe (III) reduction 
test, is another antioxidant test which was performed for 
RUT and p(RUT) microgel/nanogel. Gallic acid (GA) was 
taken as reference antioxidant material for the FRAP test. 
As shown in Fig. 6b, 5 µg RUT and p(RUT) microgel/nano-
gels reduced to 19.04±3.37 and 1.75±0.27 µmol Fe (II) levels, 
respectively. These antioxidant tests confirm that p(RUT) 
microgel/nanogels have promising antioxidant ability with 
high TFC values and significant Fe(III) reducing ability for 
Fe(II) even at low concentrations. Kurisawa et al. prepared 
poly(rutin) by the oxidative polymerization reaction of RUT 
with laccase enzyme [32]. This study indicated that water 
soluble rutin polymer has significant superoxide scaven-
ging capacity and high preventive ability for oxidative stress 
on endothelial cells related to the high antioxidant activity 

Figure 4. Fraction activity of alpha-glucosidase enzyme with (a) RUT 
and (b) p(RUT) micro/nanogels.
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nanogels have promising antioxidant capacity according to 
different antioxidant analyses.

Phenolic-based materials can used as metal chelator 
to regulate metal ion absorption at the required level and 
forms in the blood. Metal chelators are used to provide 
systemic iron homeostasis in the treatment of some neuro-
degenerative diseases such as Alzheimer and Parkinson [33]. 
The Fe (II) chelating capacity of RUT and p(RUT) microgel/
nanogels in DI water was studied and the results are given 
in Fig 7.

While the RUT molecule did not chelate Fe (II), p(RUT) 
microgel/nanogels chelated Fe (II) at an increasing rate de-
pending on the concentration. The Fe (II) chelating ability 
of p(RUT) micro/nanogels at 500 μg/mL concentration was 
43.1±17.4 %. Pivec et al. prepared poly(rutin) by enzymatic 
polymerization of RUT and investigated the Fe (II) chelating 
ability of these materials. They found that high concentra-
tion of poly(rutin) at 5000 μg/mL concentration had nearly 

70% Fe (II) chelation activity [34]. These results indicate that 
crosslinked p(RUT) microgel/nanogels had more Fe (II) che-
lating ability that poly(rutin) which was prepared by oxida-
tive polymerization. Therefore, p(RUT) microgel/nanogels 
can be used as a metal chelator in the treatment of some 
neurological diseases. 

CONCLUSION

Degradable p(RUT) micro/nanogels were synthesized as 
a therapeutic material to investigate their biological acti-
vity on different biological functions including enzyme 
activity, fibrinogen interaction, antioxidant capacity and 
Fe chelating ability. According to the low isoelectric point 
and pKa value at pH 2.85 and 2.16, respective, p(RUT) 
micro/nanogels have a negatively-charged surface at 
physiological conditions. It is stated in the literature that 
flavonoids inhibit α-glucosidase enzyme. However, the 
dissolved RUT and suspended p(RUT) micro/nanogels 
in the phosphate buffer did not inhibit the enzyme's ac-
tivity. The effects of flavonoids containing sugar groups 

Figure 5. Fibrinogen interaction of (a) RUT and (b) p(RUT) micro/nanogels at different concentrations. (c) Emission intensity of RUT and p(RUT) 
micro/nanogel interactions at 340 nm wavelength.
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in their structure on enzymes should be investigated in 
more detail and even supported by in vivo studies. RUT 
and p(RUT) microgel/nanogel may have potential for use 
in the treatment of glycogen storage diseases. For such 
research, extensive applications should be performed. 
Moreover, RUT interacts extensively with fibrinogen, 
but p(RUT) micro/nanogels were observed to have less 
interaction ability with fibrinogen. By examining the in-
teraction of fibrinogen, a blood protein, p(RUT) microgel/
nanogels are more suitable for intravenous applications. 
Furthermore, p(RUT) microgel/nanogels had promising 
antioxidant ability with high total flavonoid content. In 
addition, p(RUT) microgel/nanogels could provide syste-

mic iron homeostasis with their ability to reduce Fe(III) 
to Fe(II) and significant Fe(II) chelating activity. 
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Cancer is a very complex illness happening via ge-
netic variation or anomaly that allows the con-

version of healthy cells into disordered cells, which 
results in interaction among the genetic factors and 
environmental factors [1]. Skin is the prevalent ma-
lignant neoplasms site. Skin cancers have a higher 
incidence than others in summation [2]. Skin cancer 
constitutes a prevalent group of malignant neoplasms 
among white people. The frequency of melanoma 
and non-melanoma skin cancer (NMSC) increased 
throughout the world [3]. Skin cancers include basal 
cell carcinoma (BCC)  and squamous cell carcinoma 
(SCC), generally called NMSC, and melanoma skin 
cancers are the most recurrent cancer both in Ameri-
ca and in other developed countries with mostly fair-
skinned people [4]. Melanoma is the utmost mortal 
type of skin cancer and has turned into one of the 
widespread cancers among people in their teens in 
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Canada, especially for women. Among all NMSC 
examples, almost 77% are BCC, and 23% are SCC. 
Even though seldom mortal, the high ratio of NMSC 
indicates a notable load of illness in the way of mor-
bidity, the standard of living, social effect, and healt-
hcare expenditures [5]. The incidences of skin can-
cers were found high in Australia. It has four times 
more prevalence than other whole cancers [6]. Me-
lanoma and NMSC’s risk factors include exposure to 
ultraviolet (UV) radiation and the susceptibility of a 
person’s skin to UV radiation [7]. Also to X-rays, Hu-
man papilloma virüs, arsenic compounds, and other 
chemical products [8]. The commonly seen region of 
NMSC is on the head and neck area, and surgery re-
mains the mainstay of treatment [9]. Lung cancer is 
the most common cancer in the world. It is one of the 
deadliest and most aggressive types of cancer, with 
a 5-years survival rate of barely 15%. Every year 1.7 

A B S T R A C T

A im: We aimed in this work to investigate the skin, lung, and bone marrow-related 
cancer prevalence and biochemical serum parameters of all these cancer patients.

Materials and Methods: The skin, lung, and bone marrow cancer patient's biochemical 
serum data examined retrospectively using a hospital information system.
Results: Basal cell carcinoma patients number recorded as 155 with 63%, squamous cell 
carcinoma patients number were enrolled in73 with 30% and, malign melanoma patients 
number noted as 10 with 4%. Skin cancers were the most seen cancer type in 246 patients 
with 22% between 2013-2017 years. All cancer patient numbers were 1134 between these 
years. The common incidences of basal cell carcinoma and squamous cell carcinoma can-
cers observed on the upper part of the body, respectively on the face-cheek, nose, ear, eyelid, 
and lip. In this study, there was a significant difference among skin cancer patient's serum 
glucose, aspartate aminotransferase, alanine aminotransferase, sodium, bilirubin direct, 
bilirubin total, creatinine, urea level, and control group serum parameters level, p<0.05. 
The lung cancer patient numbers were 119 with 10.4%, bone marrow patients numbers 
were 113 with 10%. Two cancer groups were statistically different in terms of 5-years sur-
vival. Log Rank X2 = 8.68,  p<0.05.
Conclusions: We recorded that skin cancer types and regions on the upper parts of the body 
were more because of exposure to the sun. The lung cancer survival rate was lower than 
bone marrow cancer. Moreover, we strongly emphasized that measuring the biochemical 
serum parameters was statistically significant with the diagnosis of cancer patients.
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from patient files and the hospital information system. 
Independent student t-test was used for parametric tests 
when data distributed normally. P values were less than 
0.05 were assigned statistically.

RESULTS

Skin cancers: In 2013, the number of skin cancer pati-
ents was 66 in 235 cancer cases, and the skin cancer rate 
was 28%. In 2014, the number of cancer patients was 321, 
and the number of skin cancer patients number was 57, 
and the rate was 17.7%. In 2015, the number of cancer 
patients was 314, and the number of skin cancer cases 
was 52 and 16.5%. In 2016, the number of cancer pati-
ents was 124, and in 36 skin cancer cases detected, and 
the rate was 29%. In 2017, the number of cancer patients 
recorded 140, and the ratio of skin cancer's in all cancers 
was 25%. In 2013, the number of patients with BCC 37; 21 
males and 16 females, 23 patients with SCC; 14 males and 
nine females. Three male malignant melanoma patients. 
The number of BCC patients in 2014 was 31; 17 males 
and 14 females, Number of SCC patients 20; 14 males and 
six females. It was two males and one female malignant 
melanoma patient. The number of BCC patients in 2015 
was 34; 19 males and 15 females, the number of SCC pa-
tients was 19; 14 males and five females. one male and 
one female malignant melanoma patient recorded. The 
number of patients with BCC in 2016 was 25; 12 male 
and 13 female, the number of SCC patients were six; four 
males and two females. One male malignant melanoma, 
one male Kaposi's sarcoma, and one female Kaposi's sar-
coma were. In 2017, the number of patients with basal 
cell cancer was 28; 13 males and 15 females, number of 
SCC patients were five; three males and two females. One 
female malignant melanoma was. Among the related ye-
ars, 143 male skin cancer patients and 103 female skin 
cancer patients were. The overall skin cancer rate in men 
was 58%, while the skin cancer rate in women was 42%. 
Blood serum data of patients with malignant melanoma, 
BCC, and SCC cancer evaluated retrospectively using a 
hospital information system. The incidence of patients 
determined. The number of BCC patients was 155 with 
63%, and the number of SCC patients was 73 with 30%, 
and the number of patients with malignant melanoma 
was 10 with 4%. The most common type of cancers are 
skin cancers, and the rate of it among five years in all can-
cers types recorded as 22% with a total of 246 patients. 
Non-melanoma, the most common skin cancers; the 
most common incidences of BCC and SCC cancers was 
observed on the upper part of the body, respectively on 
the face-cheek, nose, ear, eyelid, and lip at table 1.

The number of skin cancers was observed in approxi-
mately 49 patients each year. The incidence of skin cancers 

million people die of lung cancer in the world. 80-90% of 
lung cancer cases are due to smoking, making lung can-
cer one of the most preventable cancer types [10]. The 
two main types of lung cancer are non-small cell lung 
cancer (NSCLC) and small cell lung cancer (SCLC). The-
re are three types of NSCLC; 40% of the cases are adeno-
carcinoma, 30% of squamous cell carcinoma (SCC), and 
15% of large cell carcinomas. The Small cell lung cancer 
rate is 15%. These tumors are classified by histology, and 
as the size of biopsy specimens becomes smaller, the as-
sessment of immunohistochemistry plays an important 
role [11]. Bone marrow is the primary hematopoietic or-
gan involved in many malignant diseases, include acute 
and chronic leukemia, multiple myeloma, myelodysplas-
tic syndrome, and bone metastasis from solid tumors [12]. 
We aimed to identify the incidence of skin cancers, lung 
cancers, and bone marrow cancers, according to type in 
the Siirt province. And to compare the incidence of them 
with other regions, with this analysis at first, to provide 
up-to-date prevalence approximate by sex, age, body site, 
survival; and second, to research the levels of some se-
rum parameters in cancers patients and healthy person 
comparatively.

MATERIALS AND METHODS

Before starting to work, both the Public Health Directo-
rate and the Siirt State hospital preauthorization docu-
ments were about the feasibility of the work. In this study, 
the files of patients who applied to Siirt State Hospital 
and Siirt Public Health units and were diagnosed with 
a neoplasm or malign were between 2013-2017. Patients 
were diagnosed with neoplasm constituted the expe-
rimental group, and healthy subjects were the control 
group. The study is a retrospective study. The files of 
the patients were diagnosed with neoplasm were appli-
ed to the polyclinics evaluated. Our work was on women 
and men. The study was composed of experimental and 
control groups. The experimental group consisted of pa-
tients with various neoplasms (skin cancers, lung cancer, 
bone marrow cancer), and the control group consisted of 
healthy subjects who received routine control. Fasting 
blood glucose, amylase, alanine aminotransferase (ALT), 
aspartate aminotransferase (AST), lactate dehydrogena-
se (LDH), electrolytes values , and biochemical findings 
retrospectively took from patient files. Biochemical pa-
rameters studied in the biochemistry laboratory of Siirt 
State Hospital using Advia autoanalyzer 1800. Cancer 
statistics collected with an active cancer registry system 
in many countries of the world. While the active cancer 
registry was in only two provinces of our country in 2002, 
it was put into practice in 81 Provinces as of 2013. Sta-
tistical analyzes performed using the SPSS 21. 0 statisti-
cal program for Windows to evaluate the data obtained 
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was detected in almost 16 patients in the 100000 popula-
tion in Siirt. All cancer incidence found as 76 patients in 
100000 population. Between the given years the number of 
all cancer patients was calculated as 1134 years. Serum pa-
rameters levels of skin cancer patients compared with the 
control group serum parameters. In this study, skin cancer 
patient's serum glucose, AST, ALT, sodium, bilirubin direct, 
bilirubin total, creatinine, urea level were statistically signi-
ficantly different compared with the control group's serum 
parameters levels, p <0.05. It can be seen below from the 
group's statistics, table 2.

Lung and bone marrow cancers, In 2013, 23 out of 235 
cancer cases, 9.8% were Lung cancer. The number of bone 
marrow cancer patients was 19 and 8%. In 2014, the number 
of cancer patients was 321, and the number of lung cancer 
cases was 38, with a rate of 11.8%. Bone marrow cancer ca-
ses were 35 and 11%. In 2015, the number of cancer patients 
was 312, and the number of lung cancer cases was 37 and 
16.5%. Bone marrow cancer cases were 31 and 9.6%. In 2016, 
the number of cancer patients was 124, and Lung cancer de-
tected in 12 cases, the rate was 9.7%. Bone marrow cancer 
cases are 12 and 9.7%. In 2017, the number of cancer patients 
recorded 140, the number of lung cancers among all cancers 
was nine, and their rate was 6.4%. Bone marrow cancer ca-
ses were 16 and 11.4%. 2013 Number of lung cancer patients 
was 23; 17 Male and 6 Female, Number of bone marrow 
cancer patients were 19; 14 Men and 5 Women. 2014 Num-
ber of lung cancer patients was 38; 30 Male and 8 Female, 
Number of bone marrow cancer patients were 35; 22 males 
and 13 females. 2015 Number of lung cancer patients was 
37; 31 Male and six females, Number of bone marrow cancer 
patients were 31; 23 Men and 8 Women. 2016 Number of 
lung cancer patients was 12; six males and six females, num-
ber of bone marrow cancer patients were 12; eight males and 
four females. 2017 Number of lung cancer patients was 9; 
nine Mae. The number of bone marrow cancer patients was 
16; eight male and eight females. Between 2013 and 2017, 93 
male lung cancer patients and 26 female lung cancer pati-
ents registered. The proportion of the total number of lung 
cancer patients seen in men was 78%, and the proportion of 

women was 22%. Between 2013-2017, 75 male bone marrow 
cancer patients and 38 female bone cancer patients regis-
tered. The proportion of bone marrow cancer patients in 
the total number of patients with bone marrow cancer was 
66.4%, and the rate of women was 33.6%. The number of 
lung cancer patients was recorded as 119 to 10.4%, while the 
number of bone marrow patients was 113 to 10%. The inci-
dence of lung cancer was approximately 24 each year, and 
the number of bone marrow cancer patients was 23 each 
year. The number of all cancer patients calculated as 1134 
between these years. The number of patients with lung can-
cer was 76, and the number of patients with bone marrow 
cancer was 81.49 (64.5%) of lung cancer patients, and 22 
(27.2%) of bone marrow cancer patients died between these 
years. Kaplan-Mier test shows the comparison of two di-
sease group’s statistical differences within using long rank, 
Breslow, and Tarone-Ware tests. p<0,05. Fig. 1. 

In 2013, for 5-year survival analysis, the number of 
patients with lung cancer was 23, and the number of pati-
ents with bone marrow cancer was 19. 16 (69.6%) of the lung 
cancer patients and 4 (21.1%) of the bone marrow cancer 
patients died. Two cancer groups were statistically different 
in terms of 5-years survival according to three tests. Graph 
1. Kaplan-Miear survival analysis. Log Rank X2 = 8.68, p =
0.001, p<0.05. Breslow X2 = 7,249, p = 0.007, p<0.05. Tarone-
Ware X2 = 8.009, p = 0.005, p<0.05. Fig. 2.

In this study, there was a statistically significant dif-
ference between lung cancer and bone marrow cancer 
patient’s serum glucose, AST, GGT, LDH, urea level com-
pared with the control group's serum parameters levels, 
p<0.05. Cancer patient's biochemical serum markers Pear-
son Correlation analyses did. As shown in table 3.

There was a positive correlation between serum levels 
of AST and LDH. A positive relationship was between se-

Figure 1. Kaplan-Meier, survival of lung cancer and bone marrow can-
cer patiens between 2013-2017 years.

Location 
BCC 

n
% SCC 

n
% Total

n 
% Total

Nose 23 17.5 5 3.8 28 21.3

Face-Cheek 29 22.1 6 4.5 35 26.7

Ear 13 9.9 10 7.6 23 17.5

Lip 6 4.5 9 6.8 15 11.4

Neck 6 4.5 2 1.5 8 6.1

Eye Lid 19 14.5 3 2.2 22 16.7

Total 96 73 35 27 131 100

Table 1. The incidence of skin cancer in the body region of patients.
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rum AST and LDH levels. Their levels increased in a corre-
latively (r= 0,490**, p=0,001). Fig. 3.

In this study, there was a positive correlation (r= 0,534**, 
p=0,001) between serum levels of ALT and Uric acid. Fig. 4.

AST and Urea levels were found correlated positively. 
(r= 0,602**, p=0,001). Fig. 5.

DISCUSSION

Risk factors of skin cancers include; having light skin 
color, excessive sunlight, exposure to X-rays, exposure 
to chemicals such as coal tar or arsenic, a family history 
of skin cancer, diseases of genetic repair disorders [13]. 
When the cases evaluated in terms of incidence, the most 
common type of cancer was skin cancer (27. 7%) in Ha-
tay in 2008 [14]. We also detected that the most observed 
cancer type in Siirt was skin cancer too. The rate of five 
years in all cancers recorded as 22% in Siirt. When the 

Table 2. The skin cancer patient and control group statistics.

Patient Group Control Group

N Mean Std. Deviation Std. Error Mean N Mean Std. Deviation Std. Error Mean

Age 36 59,0556 22,46896 3,74483 40 39,5500 13,97424 2,20952

Glucose mg/dl 36 106,5000 28,47906 4,74651 40 95,8500 11,21023 1,77249

Creatinine mg/dl 36 0,9214 0,24316 0,04053 40 0,7558 0,16659 0,02634

AST U/L 36 22,5278 6,70388 1,11731 40 18,1000 5,75482 0,90992

ALT U/L 36 18,4167 6,55689 1,09282 40 32,6500 9,84899 1,55726

GGT U/L 27 29,5185 25,11262 4,83293 36 20,5278 10,86406 1,81068

Amylase U/L 25 72,2800 36,92167 7,38433 34 65,0294 24,24807 4,15851

LDH U/L 30 258,2000 124,52375 22,73482 35 176,1714 43,11031 7,28697

Biluribin D. mg/dl 23 0,2426 0,25234 0,05262 39 0,1328 0,05652 0,00905

Sodium mmol/L 35 139,7143 4,42966 0,74875 35 137,6857 1,81126 0,30616

Potassium mmol/L 34 4,2676 0,44635 0,07655 35 4,2086 0,46233 0,07815

Albumin g/dl 25 4,1920 0,46361 0,09272 32 3,9438 0,67151 0,11871

Bilirubin T. mg/dl 24 0,6992 0,33521 0,06842 40 0,5290 0,23366 0,03695

Phosphor mg/dl 18 3,0389 0,71549 0,16864 28 3,5643 0,53070 0,10029

Calcium mg/dl 30 9,0757 0,55776 0,10183 37 9,1262 0,44774 0,07361

Magnesium mg/dl 19 2,1474 0,57083 0,13096 31 1,9484 0,16707 0,03001

Uric Acid mg/dl 17 4,1412 1,38251 0,33531 28 4,0143 1,10913 0,20960

Urea mg/dl 36 34,2444 12,36436 2,06073 40 23,5063 6,38312 1,00926

Chlore mmol/L 22 101,6364 3,86123 0,82322 34 103,3529 1,73873 0,29819

Figure 2. Kaplan-Meier, 5-years survival of lung cancer and bone mar-
row cancer patients.

Figure 3. Serum AST and LDH levels correlation. 
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literature reviewed, skin cancer is more likely to occur in 
males than in females [14]. In a study in both women and 
men, the median diagnosis age was 71 years. NMSC is 
observed most often on the face and body [15]. The pre-
vailing sites opened to strong sunlight, such as hands, the 
face, neck, and forearms [16]. Our study complies with 
this study, NMSC has occurred on face site, but the ave-
rage age of skin cancer in our study was 60 years and low.  
According to another study, a significant increase in skin 
cancer in the province of Hatay requires serious attention 
to environmental factors and genetics. The risk factors 
for enlargement of skin cancers are going ultraviolet rays, 
ionizing radiation, human papillomavirus infections, inf-
rared radiation, inorganic arsenic, trauma, immunosupp-

ression, and genetic diseases. It reported that alcohol and 
smoking, nutrition, and obesity participated enlargement 
of various cancers such as skin cancers [14]. For all skin 
cancers, 60% of the cases and more were on the regions 
of skin most opened to the sun, corresponding to the 
face, scalp, and neck [17]. A rising tendency in inpatient 
NMSC and melanoma skin cancer of the head and neck 
region, correlating to an increase in reconstructive pro-
cedures applied in the inpatient setting and high expense 
load [18]. In our study, BCC lesions were commonly ob-
served in the face-cheek region 30 % (29/96), nose 24 % 
(23/96), and lesions with SCC were most frequently in-ear 
region 28. 6% (10/35). Precaution actions such as using a 
broad-spectrum sunscreen, wearing protective dressing, 

Creatinin  
mg/dl

AST 
U/L

ALT 
U/L

LDH 
U/L

Potassium 
mmol/L

Albumin 
g/dl

Bilirubin total  
mg/dl

Uric acid  
mg/dl

Urea  
mg/dl

Creatinin  
mg/dl 

Pearson Correlation
Sig. (2-tailed)

1 ,169
,135

,119
,295

,053
,661

,333**
,003

-,184
,143

,023
,852

,444**
,005

,563**
,000

AST U/L
Pearson Correlation

Sig. (2-tailed)
,169
,135

1 ,796**
,000

,490**
,000

,299**
,008

-,282*
,023

,234
,058

,699**
,000

,602**
,000

ALT U/L
Pearson Correlation

Sig. (2-tailed)
,119
,295

,796**
,000

1 ,331**
,005

,213
,061

-,144
,254

,257*
,037

,534**
,000

,498**
,000

LDH U/L
Pearson Correlation

Sig. (2-tailed)
,053
,661

,490**
,000

,331**
,005

1 -,129
,287

-,404**
,001

,341**
,006

,517**
,001

,430**
,000

Potassium 
mmol/L

Pearson Correlation
Sig. (2-tailed)

,333**
,003

,299**
,008

,213
,061

-,129
,287

1 ,081
,521

-,220
,076

,401*
,013

,267*
,020

Albumin g/dl
Pearson Correlation

Sig. (2-tailed)
-,184
,143

-,282*
,023

-,144
,254

-,404**
,001

,081
,521

1 -,351**
,006

-,477**
,004

-,402**
,001

Bilirubin total 
mg/dl

Pearson Correlation
Sig. (2-tailed)

,023
,852

,234
,058

,257*
,037

,341**
,006

-,220
,076

-,351**
,006

1 ,252
,165

,263*
,036

Uric asit 
mg/dl

Pearson Correlation
Sig. (2-tailed)

,444**
,005

,699**
,000

,534**
,000

,517**
,001

,401*
,013

-,477**
,004

,252
,165

1 ,751**
,000

Urea mg/dl
Pearson Correlation

Sig. (2-tailed)
,563**
,000

,602**
,000

,498**
,000

,430**
,000

,267*
,020

-,402**
,001

,263*
,036

,751**
,000

1

 **. Correlation is significant at the 0.01 level (2-tailed).
  *. Correlation is significant at the 0.05 level (2-tailed).

Table 3. Skin, lung, and bone marrow cancer patients biochemical serum markers Pearson Correlation analysis.

Figure 4. Serum ALT and Uric acid levels correlation. Figure 5. Serum AST and Urea levels correlation.
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looking for shade, and limiting the time open-air during 
mid-day hours are very beneficial when started in early 
life [19]. Increasing the level of education and conscio-
usness of people in less developed countries is crucial 
for early diagnosis of the patient and timely treatment to 
decrease the mortality of the illness [20]. From our lite-
rature reviews, people should attend to some scientific 
outcomes to live healthily and especially not get caught 
skin cancer. We do not recommend anyone go out in the 
open air between 10 am and 4 pm when the sun's rays are 
potent. Outdoor activities must perform in the morning 
or evening. People must use sunscreen even if they have 
a darker skin tone. Lips, ears, hands, and necks should 
not forget. Protective clothes must be wear. Tanning beds 
must be skipped. Medications must be checked. Protecti-
ve moisturizers and makeup should be used throughout 
the year. If skin cancers are detected early, they can be 
treated successfully. People can go to the dermatologist 
once a year to do a skin cancer scan. It has described that 
the cancer tissue displayed a high ratio of aerobic glycoly-
sis than other tissues, and it recommends the analysis of 
biochemical markers in neoplasm. Blood serum; alkaline 
phosphatase, lactate dehydrogenase, calcium, magnesi-
um, and amylase studied in various cancers as potential 
diagnostic and prognostic biochemical markers. It was 
observed that AST and ALT as tumor markers used in 
the control of malignant of the head and neck and cervix 
uteri [21]. The serum LDH levels of the skin, lung, and 
bone marrow patients whose data we examined were sta-
tistically significant compared with the control group. A 
high increase in serum activities of ALT, AST, and GGT 
was noted in both liver and colon cancer patients relative 
to the control group and among cancer types. These enz-
ymes can be used as tumor markers in the prognosis, di-
agnosis, and treatment of cancer, especially in colon and 
liver cancers [22]. In our study, a significant difference 
was in these enzyme levels after patients with skin and 
lung cancer diseases compared with the control group. 

In the study based on the province of Siirt, the rate of 
males was higher than females in terms of lung and bone 
marrow cancers. Cancer increases with aging. The inciden-
ce of these cancers was lower than in western regions. The 
survival rate of lung cancers was lower than bone marrow 
cancers. While lung cancer is one of the deadliest cancers 
with five-year survival rates of at most 15%, the populati-
on (80% of the sample) believe that survival rates exceed 
20% [10]. In 2013, For 5-year survival analysis, the num-
ber of patients with lung cancer was 23, and the number 
of patients with bone marrow cancer was 19. 16 (69.6%) of 
the lung cancer patients and 4 (21.1%) of the bone marrow 
cancer patients died. Two cancer groups were statistically 
different in terms of 5-years survival. Log Rank X2 = 8.68, 
p = 0.003, p<0.05. In this study, there was a statistically sig-
nificant difference between lung cancer and bone marrow 

cancer patient's serum glucose, AST, GGT, LDH, urea levels 
compared with the control group serum parameters level, 
p<0.05. The Kaplan-Meier test was used for the survival 
comparison of patients in the two disease groups. There was 
a significant difference at p <0.001 level between the two 
groups. Because serum or plasma provides the physiologi-
cal and pathological state, it offers the most useful studied 
biological substances for cancer biomarkers [23]. Breast can-
cer patients with high LDH levels have a 1.42-fold increased 
risk of death [24]. From our results, LDH and AST can be 
used as biochemical markers in skin cancers, lung cancers, 
and bone marrow cancer cases. LDH can be considered a 
good biomarker for the diagnosis of liver, muscular, and can-
cer diseases [25]. In this study, a positive correlation found 
between serum levels of AST and LDH, ALT and Uric acid, 
and AST and urea. Their levels increased correlatively. In 
this study, skin cancer patient's serum glucose, AST, ALT, 
sodium, bilirubin direct, bilirubin total, creatinine, urea le-
vel were statistically significantly different compared with 
the control group's serum parameters levels, p <0.05. Also, a 
statistically significant difference was between lung cancer 
and bone marrow cancer's serum glucose, AST, GGT, LDH, 
Urea levels, and the serum parameters of the control group, 
p <0.05. For this reason, it is important to study the bioche-
mical parameters found to be statistically significant in all 
situations that show the symptoms of these diseases and to 
make their measurements more sensitive.

CONCLUSION

In conclusion, with our outcomes and the literature, the 
BCC and SCC observed ratio and the locations of them 
on the body were significant to comply with the literature 
and lower even though Siirt were in the Southeast region 
and takes too much sun in a day. Biochemical serum pa-
rameters measured in this article were convenient to in-
vestigate and detect skin, lung, and bone marrow, cancer 
patients. Besides, this study was retrospective, only the 
recorded in one state hospital data analyzed. Therefore, 
multicenter studies with large patient populations are 
also needed.
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