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A B S T R A C T  A R T I C L E  I N F O   

Football is one of the most popular sports in terms of number of fans in the world. This situation 
arises from the unpredictable nature of football. People are becoming more and more connected 
to this sport as it combines emotions such as excitement and joy that it creates in people. Match 
result prediction is a very challenging problem, and recently the solution to this problem has 
become very popular. With the result of this unpredictable game the events that occur during 
the match that affect this result are tried to be predicted by machine learning methods. This 
study demonstrates our work on finding the most effective features in match result prediction 
using match statistics from the Italian Serie A League's 2027 pieces match between the 2014-
2015 and 2019-2020 seasons and with 54 features for each match. Feature selection testing was 
conducted to estimate the results of a football match and determine the most important factors. 
The selection of features was made using the ANOVA method and it was predicted that 28 of 
the 54 features would be effective in predicting match results. After this stage, fairly high rates 
classification success was achieved using the logistic regression method. 88.85% as a result of 
the prediction made with all features and 89.63% success was achieved as a result of the 
prediction made with 28 selected features. With these results, it is possible to say that process 
of feature selection increase success in match result prediction. 
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1 Introduction 

In recent years, football continues to attract the attention of 
people from various age groups whose social and cultural 
status is different. In addition, it remains one of the sports with 
the largest number of spectators and fans worldwide. In 
football, outcome prediction is seen as a rather difficult 
problem because of the large number of factors that cannot be 
predicted and can affect results. In football, outcome 
prediction is seen as a rather difficult problem because of the 
large number of factors that cannot be predicted and can affect 
results. There are too many football teams at different levels 
in regional and national leagues in all countries of the world 
[1]. The success that can be achieved in a single match in 
football does not mean that it will be successful in other 
matches in the league. Also, a good team can sometimes be 
defeated against teams weaker than itself. Possession of the 
ball in the match, shots thrown to the goal, fouls, corner kick 

and many other factors that occur during the match affect the 
outcome of the match [2]. While it is difficult to predict results 
due to these emerging situations, people in academia and 
industry have sought to achieve positive results by conducting 
research on Football match prediction [3]. Various machine 
learning techniques and statistical methods are used to 
estimate the results and analyse the factors affecting the 
outcome of the match [4, 5]. Considering the history of the 
sport of football, thousands of matches have been played in 
the period up to the present day. A large number of statistical 
data about these matches can be accessed and used through 
sports sites on the internet. 
 
A naive Bayesian method was used in a study to predict the 
results of Tottenham Hotspur football clubs for the period 
1995-1997. They had noted that the Bayesian network 
outperforms other machine learning techniques, such as 
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nearest neighbors, decision trees. They had achieved an error 
rate of 40.79% by focusing on a specific team and a specific 
time period [6]. 
 
The study, which used Bayesian networks to predict the 
results of Spanish football team Barcelona's football matches, 
took into account weather conditions, the psychological state 
of the players and whether any of the main players had been 
injured. They had achieved a 92% accuracy rate in their study 
over 20 matches for a single season and a single team [7]. In 
another study, which used a regular probit regression model 
to predict the outcome of a football match, they proved that 
interesting factors such as the distance the away team travelled 
to the match had an effect on the outcome of the match. 
However, the study also had analysed the economic gains and 
price efficiency of the fixed-win betting market rather than 
match prediction [8, 9]. 
 
New approaches are being implemented to solve the secrets in 
football using artificial neural networks. In some studies, 
artificial neural networks derived from machine learning 
methods can even be said to be the best predictive model [10]. 
However, over the years, this claim has been refuted by 
developments in artificial neural networks. The outcome 
prediction was made with the help of images taken during 
match with convolutional neural networks from deep learning 
methods [11]. Deep neural networks have been used to predict 
football match outcomes in another study [12]. By using 
different match results in different leagues, match results were 
also estimated with the help of various machine learning 
methods. Match data of teams in the English Premier League, 
multiple linear regression, Artificial Neural Network (ANN), 
discriminant function analysis [13], Bayesian network, expert 
Bayesian network, decision tree, k-nearest neighbor [6] and 
ANN [14] methods were used in match result prediction. 
 
Football match result estimation is a multi-class classification 
problem and in most studies the number of classes was taken 
as 2 or 3 classes. 2-class classifications home team won-away 
team won, 3-class classifications draw-home team won-away 
team won in the form classes were created. In a study with the 
collection of match data from various leagues, Long Short 
Term Memory Neural Network (LSTM NN) classification, 
LSTM NN regression methods were used and different results 
were obtained using different class numbers. They achieved 
70.2% results in tests conducted using 2 classes and 52.5% 
results in tests conducted with 3 classes [15]. In the 
classifications for which 2-class match results were estimated, 
it was observed that they obtained higher results than the 
methods with 3-classification [16-17]. In the English Premier 
League, 69.5% success was achieved with a 2-class 
classification using 4 features with logistic regression method 
on 2280 pieces match data. When these studies in the literature 
are examined in detail, the number of match data in the 
leagues used, the number of features used and the method used 
are 3 factors that affect prediction success. When the numbers 

of data from matches in leagues are taken into account, there 
are also studies that use more than 200 thousand match data 
[18-20], as well as studies that use less than 100 match data 
[16, 6, 21]. The most important factor in predicting match 
results is the events that occur during the match. The features 
obtained from these unpredictable events are used as features 
in classification problems. Some of these features may be 
meaningless in match result predictions. These meaningless 
features are extracted from all features, meaningful data is 
evaluated and given as an introduction to classification 
algorithms. More than 100 features in literature studies [22], 
[15] and classifications made using only 4 features [23, 19] 
are available. This situation can vary for the data in each 
league and does not have a standard [1]. Trial and error or data 
simplification methods can be used to find the most effective 
features. Similar results were obtained in studies with 
different methods, feature numbers and 3 classes on the same 
data. 52.4% by XGBoost regression method using 66 features 
[18], 51.5% by Hybrid Bayesian Network method using 4 
features [19], 51.9% by K nearest neighbour method using 8 
features [20] achieved classification success. Based on this 
information, the feature selection phase of the data from the 
matches comes across to us as an extremely important factor 
for match result prediction. 
 
In a study conducted between 1997 and 2003, tests were 
carried out using the multiple logistic regression method using 
Match records belonging to the Australian Football League. 
They achieved 66.7% accuracy in their work and stated that 
the key variables were the team's offensive strength, home 
advantage, distance travelled and ground recognition [24]. 
 
In another study, they used the Bayesian hierarchical model to 
predict the results of matches played in the Serie A League 
between 1991-1992. They showed that the most effective 
features when making predictions are home advantage, team 
attack and team defense variables [25]. In a similar study, the 
most effective features were shown to be attack and defender 
[26]. 
 
In another study, which used ANN and logistic regression, 
95% success was achieved in match result prediction with 
match data from the English Premier League 2014-2015 
season. They had shown that the most effective features in the 
classification were home and away teams, goals, shorts, 
corner, odds, attack strength, players’ performance index, 
managers’ performance index, managers’ win, and teams’ win 
streak [27]. In the literature, entropy, probability distributions 
and feature selection with different algorithms have been 
made [28].  
 
This study, the Serie A League which is at the top level of the 
Italian football leagues and consists of 20 teams, uses football 
match data played between the 2014-2015 and 2019-2020 
seasons to answer the question of which are the most effective 
features for predicting match results. A study was carried out 
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to determine the features affecting the match result using 
logistic regression method with datasets containing a total of 
55 features including 2027 pieces football matches and one 
match result feature for each match. The dataset was created 
by scraping method on the web. With this dataset, tests were 
carried out by selecting the most effective features in the result 
estimation among 54 features that affect the outcome of the 
match using ANOVA.  
 
The article is edited as follows. In the second part of the article 
provides information about the dataset used, the features of 
the dataset, and the methods we use. In Chapter 3, tests were 
carried out to determine effective features and estimate 
results. In section 4, performance analysis is given about the 
results obtained. 
 

2 Material and Methods 

Information about the data to be used in the study is given in 
this section. The data in the dataset is undergone various 
processes to be used in the study. These operations consist of 
putting together match data from the entire season and 
checking for missing data. After these operations, the 
selection of the effective features of each match was made. 
After the feature selection process, classification process was 
made for the prediction of the match result. The classification 
process is done separately for selected features and all 
features, and the test results was shown in Chapter 3. The 
introduction of the logistic regression method used in feature 
selection and classification is made in this section. The 
operations to be carried out in Figure 1 are shown with a flow 
diagram. 

 
 

Figure 1. Match score prediction flow diagram 

In this study, machine analysis and classification processes 
were carried out with the MATLAB program. A computer 
with Intel i5 10200H CPU, 8 GB Ram and GTX1650Ti 
graphics card was used. 

2.1 Dataset 

The dataset includes data from matches played in the Italian 
Serie A League at 40 weeks in the 2014-2015 season, 38 
weeks in the 2015-2016 season, 41 weeks in the 2016-2017 
season, 40 weeks in the 2017-2018 season, 41 weeks in the 
2018-2019 season, and 23 weeks in the 2019-2020 season. 
The data were collected by scraping method on the web. Web 
Scraping method is a useful method for collecting data for use 
in researches [29]. Match data scoreboard.com from the 
website [30] was taken by this method. In the data set includes 
a total of 2027 pieces football matches, 54 features for each 
match, and a match result class with together these features. 
Table 1 contains list of features in the datasets. 
 

 

Table 1. Features of matches included in the datasets 
Features From Matches 

Possession Home Crosses Home (%) Headed Clearances Home 
Possession Away Crosses Away (%) Headed Clearances Away 
Total Shots Home Dribbles Home (%) Aerial Duels Home (%) 
Total Shots Away Dribbles Away (%) Aerial Duels Away (%) 
On Target Home Corners Home Blocked Crosses Home 
On Target Away Corners Away Blocked Crosses Away 
Off Target Home Offsides Home Saves Home 
Off Target Away Offsides Away Saves Away 
Blocked Home Recoveries Home Catches Home (%) 
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Blocked Away Recoveries Away Catches Away (%) 
Passing Home (%) Tackles Home (%) Fouls Committed Home 
Passing Away (%) Tackles Away (%) Fouls Committed Away 
Attacking 3rd Home (%) Interceptions Home Fouls Won Home 
Attacking 3rd Away (%) Interceptions Away Fouls Won Away 
Key Passes Home Blocks Home Yellow Cards Home 
Key Passes Away Blocks Away Yellow Cards Away 
Clear Cut Chances Home Clearances Home Red Cards Home 
Clear Cut Chances Away Clearances Away Red Cards Away 
    Match Result 

 
 
Besides the 54 features in the dataset match results are also an 
important factor in the outcome prediction. The ratios of 
Match Results for 2027 matches included in the dataset are 
shown in Figure 2. Draw: The end of the match with an equal 
score, Home Win: The result of the match is that the number 
of goals scored by the home team is greater, Away Win: The 
result of the match is that the number of goals scored by the 
away team is greater. 
 

 

Figure 2. Match score distribution 

 

2.2 Feature Selection 

Feature selection is a totality of operations to select relevant 
features for solving a problem, to discard unnecessary ones 
and to increase the success of classification. A large number 
of data is being studied in order to increase classification 
accuracy. This is a big problem and it is quite difficult for 
algorithms to work with large data sets. Therefore, irrelevant 
features in the data are discarded and pre-processing steps are 
applied to reduce the number of features and the number of 
data. Thanks to the correct selection of features, learning 
speed can mostly be increased, as well as improvement in 
classification success according to the amount of data can be 
provided in a positive way [28].  

 
ANOVA method of variance analysis was used for feature 
selection in the study. ANOVA is used to analyse how 
independent variables interact among themselves and the 
effects of these interactions on the dependent variable [31]. 

The dependent variables here are the features obtained from 
match statistics, while the independent variable is the match 
result. 

2.3 Logistic Regression 

Logistic regression is one of the statistical models used 
frequently in studies. In logistical regression, the dependent 
variable is estimated from one or more variables. Logistic 
regression clarifies the relationship between dependent 
variables and independent variables. In logistical regression, 
variables do not need to show normal distribution [32]. The 
values predicted in logistic regression are limited to 0 and 1 as 
they are probabilities. This is because logistical regression 
predicts the probability of outcomes, not the results itself [33]. 

2.4 ANOVA (Analysis of Variance) 

ANOVA is a statistical analysis method used to study 
equalities over the values of more than two groups of features 
found in the datasets. It is used to compare the average values 
in small clusters formed by dividing the dataset into clusters 
by assigning variable labels to the values in the dataset [34]. 

2.5 Confusion Matrix 

The measure of classification performance is measured by 
a confusion matrix, which records true and false recognized 
instances for each class [35]. The example confusion matrix 
for a two-class classifier is given in Table 2 [36]. 

Table 2. Confusion matrix for binary classification 

 
Predicted 

Class 
P N 

 
 Actual Class 

 
 

P TP FN 

N FP TN 

 
Elements of the Confusion matrix are expressed as TP: True 

26%

44%

30%

Draw Home Win Away Win
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Positive, FN: False Negative, FP: False Positive, TN: True 
Negative counts. The 3-class confusion matrix used in the 
study is shown in Table 3. 

Table 3. 3-Class confusion matrix (C: Class, T: True, F: 
False) 

  Predicted Class 
  C1 C2 C3 

A
ct

ua
l C

la
ss

 

C1 T1 F12 F13 

C2 F21 T2 F23 

C3 F31 F32 T3 
 

Performance criteria for classification methods are provided 
with their formulas in Table 4 [37-39]. These performance 
criteria give percentile accuracy rates of the classification. 

Table 4. Performance criteria, formula, and evaluation 
condition table 

Performance 
Criteria Formula 

ACCURACY  *100tp tn
tp fp tn fn

+
+ + +

 

PRECISION  *100tp
tp fp+

 

RECALL  *100tp
tp fn+

 

SPECIFICITY  *100tn
tn fp+

 

F1-SCORE  *2* precision recall
precision recall+

 

3 Experimental Results 

The main aim in the experiments is to examine the 
contribution of these features to classification success by 
selecting the most effective features derived from match 
statistics, primarily for result prediction. In the study, logistic 
regression method was used for classification operations. The 

classification result obtained using all the features in the 
dataset was compared with the classification result obtained 
with the selected features. In this way, it is envisaged that 
faster classifications can be made in large data sets by looking 
at these effective features. 

First, data pre-processing operations were performed to ensure 
that the data can be processed smoothly. After this process, 
the selection of features was realized with ANOVA. However, 
it was observed that only the features belonging to the home 
team or only the away team were selected among the selected 
features. To ensure data integrity, the features coloured in 
Table 4 are considered as selected features and added to the 
list. This situation is true for the datasets used and can result 
in different situations in different datasets. This is why every 
feature in the table is included for both teams. The features 
selected with ANOVA are shown in Table 5. 

Table 5. Selected features with ANOVA 
1 possession_home 15 clearances_home 
2 possession_away 16 clearances_away 

3 total_shots_home 17 headed_clearances_hom
e 

4 total_shots_away 18 headed_clearances_awa
y 

5 on_target_home 19 aerial_duels_home 
6 on_target_away 20 aerial_duels_away 
7 attacking_3rd_home 21 blocked_crosses_home 
8 attacking_3rd_away 22 blocked_crosses_away 
9 key_passes_home 23 saves_home  
10 key_passes_away 24 saves_away 

11 clear-
cut_chances_home 25 yellow_cards_home 

12 clear-
cut_chances_away 26 yellow_cards_away 

13 recoveries_home 27 red_cards_home 
14 recoveries_away 28 red_cards_away 

Among the selected features, graphs showing the 
differentiation of the 10 most effective features according to 
the result state are shown in Figure 3. 
 
. 
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Figure 3. Frequency distributions of selected top 10 features 

 
 

The repetition of values in selected features by considering the 
result state is an important factor for the classification 
problem. For example, the frequency of values in a feature is 
expected to differ with the frequency of result values, because 
the repetition of values in a feature at the same rate as the 
numbers of draws, home team and away team wins makes 
classification difficult. Non-effective features are eliminated 
with these situations in mind and can not be used in the 
classification phase. 

 A total of 2027 football matches were classified by logistic 
regression using data from the data set, which includes 54 
features per match and the Match Result class with these 
features. The results obtained from this classification are 
shown in the confusion matrix in Table 6. 

 

 

 

Table 6. Confusion matrix for classification done using all 
features 

 
Predicted Class 

Draw Home 
Win 

Away 
Win 

A
ct

ua
l C

la
ss

 Draw 402 58 51 
Home 
Win 60 838 1 

Away 
Win 54 2 561 

As a result of the calculations made with the data in Table 6, 
it was found that 77.90% of the draw status, 93.31% of the 
home team win, 91.51% of the away team win were correctly 
classified. Overall average classification success was found as 
88.85%. The reason why draw state classification success is 
lower than classification success in the case of the home team 
or away team being the winner is that the draw state 
classification is difficult. The reason for this situation in the 
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event of a tie occurs because the statistics during the match are 
similar to other situations, and that 25.46% of 2027 pieces 
football match result in a draw. 

Data simplification, in some cases can increase the success of 
classification and in some cases can decrease it. The high 
success of classification after the selection of important 
features in the dataset is related to the contribution of effective 
features and non-effective features to classification. However, 
it should also be forgotten that non-effective features may 
never affect the outcome of the match. Because the outcome 
of a football match and the events during the match is an 
unpredictable process. Features that are not effective apply to 
the dataset in our study. 

Some of the effective features selected are not common 
features for either team. To ensure data integrity, these 
missing features were added within both sets and the number 
of selected features was increased to 28. These selected 
features were given as input to the logistic regression method 
and the outcome of the match, which was the output data, was 
tried to be estimated. The confusion matrix of the results 
obtained is shown in Table 7. 

Table 7. Confusion matrix for classification made using 
selected 28 features 

 
Predicted Class 

Draw Home 
Win 

Away 
Win 

A
ct

ua
l C

la
ss

 

Draw 408 53 44 

Home 
Win 54 842 2 

Away 
Win 54 3 567 

The success achieved as a result of classification with selected 
features is 89.63%. Based on this result, it can be said that non-
effective features adversely affect classification success. 
Overall classification success showed a 0.78% increase in 
classification with selected features. Classification success 
was achieved by 79% for the result of the match resulting in a 
draw, 94% for the win of the home team and 92% for the win 
of the away team. The biggest increase in classification 
success was observed when the match ended in a draw. The 
reason for the increase in general classification success can be 
said to be the high percentage of draw status classification 
success. Because the draw situation is undesirable in match 
result prediction and negatively affects classification results. 
The success of classification by number of features is shown 
in Figure 4. 

 

Figure 4. Classification success by number of features 

4 Conclusion 

In this study, the selection of effective features in the dataset 
was provided using data simplification methods. Imbalances 
can occur when certain features that do not contribute to 
classification are removed. For example, the yellow card 
feature of the home team is an effective feature in 
classification, while the yellow card feature of the away team 
may not be an effective feature. However, 3 features that are 
not effective in terms of data integrity (yellow card away, 
recoveries home, and block crosses home) were added and 
used as input data in the classification. As a result of the tests, 
the success rate was 88.85% in the classification performed 
using 54 features and the success rate was 89.63% in the 
classification performed with 28 features after the selection of 
features. As can be seen in other studies in the literature, in 
order to increase the success of classification, the result of the 
match can be treated as a 2-class. However, the handling of 
situations where only the home and away team are victorious 
does not coincide with real life. Of the 54 features we use in 
the classification, 26 are removed because they are non-
contributing to the classification. It can be said that with the 
new features selected in the study carried out, it has been 
successful in the feature selection in terms of match result 
prediction success. 
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In this paper, we study de Rham cohomology class for semi-invariant submanifolds of a 
cosymplectic manifold. We show that there are de Rham cohomolgy class on semi-invariant 
submanifold of a cosymplectic manifold. Firstly, we define semi-invariant submanifolds of a 
cosyplectic manifold. We present an example for semi-invariant submanifold of a cosymplectic 
manifold.Later, We obtain characterizations, investigate the geometry of distributions which 
arise from the definition of semi-invariant submanifold. We obtain that invariant distribtion is 
always integrable and minimal. Moreover, necessary and sufficient conditions investigate for 
the anti-invariant distribution to be integrable and minimal. Finally, we prove that semi-
invariant submanifold of a cosymplectic manifold has nontrivial de Rham cohomology class. 
Further, the theoretical methodology of mathematics are used to obtain results. 
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1 Introduction 

Cohomology groups have an important studying area for a 
topological manifold. If a topological space 𝑀𝑀 is a manifold, 
we may define the dual of the cohomology groups out of 
differential forms defined on 𝑀𝑀. The dual groups are called 
the de Rham cohomology groups. Besides physicists’ 
familiarity with differential forms, cohomology groups have 
several advantages over homology groups [12]. 
 
Contact geometry has a very important place in physical and 
other mathematical structure. Really, this structures studied 
thermodynamics, geometric optics and in Hamiltonian 
dynamics. In these days, contact structures have obtain low 
dimensional topology. Contact structures first appeared on 
partial differential equations. Gray defined an almost contact 
manifold by the condition that the structural group of the 
tangent bundle is reducible to 𝑈𝑈(𝑛𝑛) × 1. After Sasaki studied 
an almost contact manifold with tensor fields and Riemannian 
metric [14]. Later many author studied different contact 
structures [9, 19]. Goldberg and Yano defined and studied 
cosymplectic manifolds [8]. A cosymplectic manifold can be 
considered as an odd-dimensional analogue of a Kaehler 
manifold. 
 
Bejancu defines and study CR-submanifold which generalized 
invariant manifold and anti invariant manifold [1].  Later, this 
submanifolds have been developed different type structure 

[10, 13, 15]. Tripathi investigated semi-invariant 
submanifolds of LP-cosymplectic manifold [18]. In [5], Dirik 
studied contact CR- submanifolds of cosymplectic manifold. 
 
Tanno investigated topology of contact Riemannian manifold 
[17]. He studied the basic topological properties of contact 
manifolds. Fernandez and Ibanez studied de Rham 
cohomologies on almost contact manifolds [6]. They 
investigated the relation of the coeffective cohomology of 
some classes of almost contact manifolds with the topology of 
the manifold. Chinea et al. introduced topology of cosymlectic 
manifold [3]. Montano et al. introduced topology of 3-
cosymplectic manifolds [11]. They showed that there is an 
action of the Lie algebra on the basic cohomology spaces of a 
compact 3-cosymplectic manifold with respect to the Reeb 
foliation. 
 
Chen introduced cohomology of CR-submanifold [2]. He 
proved that there are de Rham cohomolgy class on CR-
submanifold of a Kaehler manifold. Moreover, he show that 
this class nontrivial such that invariant distribution and anti-
invariant distribution are integrable and minimal, respectively. 
Later, Deshmukh and Ghazal studied cohomolgy of CR-
submanifold nearly Kaehler and quasi Kaehler, respectively 
[4,7]. In [16], Şahin obtained cohomolgy of hemi-slant 
submanifoldof a Kaehler manifold. 
In this paper, we study de Rham cohomology of semi-
invariant submanifold of cosymlectic manifold. We obtain 

   

 MJEN  MANAS Journal of Engineering, Volume 9 (Issue 1) © 2021 www.journals.manas.edu.kg 
 

http://www.journals.manas.edu.kg/
http://journals.manas.edu.kg/mjen/index.php
http://www.manas.edu.kg/
mailto:ramazan.sari@amasya.edu.tr


R. Sarı / MANAS Journal of Engineering 9 (1) (2021) 10-14 11 

that there are de Rham cohomolgy class on a semi-invariat 
submanifold under certain conditions. 

2 Semi-ınvariant submanfolds of cosymplectic 
manifold 

Let 𝑀𝑀 be an 𝑛𝑛 −dimensional real differentiable manifolds of 
differentiability class 𝐶𝐶∞ endowed with a 𝐶𝐶∞ vector valued 
linear function 𝜑𝜑, a 𝐶𝐶∞ vector field 𝜉𝜉, 1-form 𝜂𝜂 and 
Riemannian metric 𝑔𝑔 , which satisfies  
 

𝜑𝜑2 = −𝐼𝐼 + 𝜂𝜂 ⊗ 𝜉𝜉      and 𝜂𝜂(𝜉𝜉) = 1 (1) 
𝑔𝑔(𝜑𝜑𝜑𝜑,𝜑𝜑𝜑𝜑) = 𝑔𝑔(𝜑𝜑,𝜑𝜑) − 𝜂𝜂(𝜑𝜑)𝜂𝜂(𝜑𝜑) (2) 

 
for all 𝜑𝜑,𝜑𝜑 ∈ Γ(𝑇𝑇𝑀𝑀). Then, 𝑀𝑀 said to be contact manifold. 
Also in contact manifold the following relations hold: 
 

𝜑𝜑𝜉𝜉 = 0,    𝜂𝜂𝜂𝜂𝜑𝜑 = 0,    𝑟𝑟𝑟𝑟𝑛𝑛𝑟𝑟(𝜑𝜑) = 𝑛𝑛 − 1 
and 
  

𝑔𝑔(𝜑𝜑𝜑𝜑,𝜑𝜑) = −𝑔𝑔(𝜑𝜑,𝜑𝜑𝜑𝜑). 
 
A contact manifold 𝑀𝑀 is called cosymplectic manifold if  
 

(∇𝑋𝑋𝜑𝜑)𝜑𝜑 = 0 (3) 
 
for all 𝜑𝜑,𝜑𝜑 ∈ Γ(𝑇𝑇𝑀𝑀). 
 
Definition 2.1. An (2𝑚𝑚 + 1) −dimensional Riemannian 
submanifold 𝐵𝐵 of a cosymplectic manifold 𝑀𝑀 is called a semi-
invariant submanifold there exists on 𝐵𝐵 two differentiable 
orthogonal distributions 𝐷𝐷𝑇𝑇  and 𝐷𝐷⊥ satisfying: 
  
    1.  𝑇𝑇𝐵𝐵 = 𝐷𝐷𝑇𝑇 ⊕ 𝐷𝐷⊥ ⊕ 𝑠𝑠𝑠𝑠{𝜉𝜉}; 
 
    2.  The distribution 𝐷𝐷𝑇𝑇  is invariant under 𝜑𝜑, such that 
𝜑𝜑𝐷𝐷𝑇𝑇(𝑥𝑥) = 𝐷𝐷𝑇𝑇(𝑥𝑥) for all 𝑥𝑥 ∈ 𝐵𝐵; 
 
    3.  The distribution 𝐷𝐷⊥ is anti-invariant under 𝜑𝜑, such that 
𝜑𝜑𝐷𝐷𝑥𝑥⊥ ⊆ 𝑇𝑇𝑥𝑥⊥𝑀𝑀 for any 𝑥𝑥 ∈ 𝐵𝐵, where 𝑇𝑇𝑥𝑥𝐵𝐵 and 𝑇𝑇𝑥𝑥𝐵𝐵⊥ are the 
tangent space of 𝐵𝐵 at 𝑥𝑥.  
  
Example 2.2. In what follows, (ℝ2𝑚𝑚+1,𝜑𝜑, 𝜂𝜂, 𝜉𝜉,𝑔𝑔) will denote 
the manifold ℝ2𝑚𝑚+1 with its usual cosymplectic structure 
given by  
 

𝜂𝜂 = 𝑑𝑑𝑑𝑑, 𝜉𝜉 =
𝜕𝜕
𝜕𝜕𝑑𝑑

 
  

𝜑𝜑(�
𝑛𝑛

𝑖𝑖=1

(𝜑𝜑𝑖𝑖
𝜕𝜕
𝜕𝜕𝑥𝑥𝑖𝑖

+ 𝜑𝜑𝑖𝑖
𝜕𝜕
𝜕𝜕𝑦𝑦𝑖𝑖

) + 𝑍𝑍
𝜕𝜕
𝜕𝜕𝑑𝑑

)

= �
𝑛𝑛

𝑖𝑖=1

(𝜑𝜑𝑖𝑖
𝜕𝜕
𝜕𝜕𝑥𝑥𝑖𝑖

− 𝜑𝜑𝑖𝑖
𝜕𝜕
𝜕𝜕𝑦𝑦𝑖𝑖

) + 𝜑𝜑𝑖𝑖𝑦𝑦𝑖𝑖
𝜕𝜕
𝜕𝜕𝑑𝑑

 

  

𝑔𝑔 = (�
𝑛𝑛

𝑖𝑖=1

𝑑𝑑𝑥𝑥𝑖𝑖 ⊗ 𝑑𝑑𝑥𝑥𝑖𝑖 + 𝑑𝑑𝑦𝑦𝑖𝑖 ⊗ 𝑑𝑑𝑦𝑦𝑖𝑖) − 𝜂𝜂 ⊗ 𝜂𝜂 

 
(𝑥𝑥1, . . . , 𝑥𝑥𝑛𝑛,𝑦𝑦1, . . . ,𝑦𝑦𝑛𝑛, 𝑑𝑑) representing the cartesian coordinates 
on ℝ2𝑚𝑚+1. We consider a submanifold of ℝ7 defined by  
 
 𝑀𝑀 = 𝜑𝜑(𝑟𝑟, 𝑓𝑓, 𝑙𝑙,𝑤𝑤, 𝑡𝑡) = (𝑟𝑟, 0, 𝑙𝑙, 𝑓𝑓,𝑤𝑤, 0, 𝑡𝑡). 
 
Therefore a basis of 𝑇𝑇𝑀𝑀  
 

𝑒𝑒1 =
𝜕𝜕
𝜕𝜕𝑥𝑥1

, 𝑒𝑒2 =
𝜕𝜕
𝜕𝜕𝑦𝑦1

, 𝑒𝑒3 =
𝜕𝜕
𝜕𝜕𝑥𝑥3

, 

𝑒𝑒4 =
𝜕𝜕
𝜕𝜕𝑦𝑦2

, 𝑒𝑒5 =
𝜕𝜕
𝜕𝜕𝑑𝑑

= 𝜉𝜉 

  
Moreover,  
 

𝑒𝑒1∗ =
𝜕𝜕
𝜕𝜕𝑥𝑥2

, 𝑒𝑒2∗ =
𝜕𝜕
𝜕𝜕𝑦𝑦3

 

 
from a basis of 𝑇𝑇⊥𝑀𝑀. 
We determine  
 

𝐷𝐷1 = 𝑠𝑠𝑠𝑠{𝑒𝑒1, 𝑒𝑒2} 
 
and  
 

𝐷𝐷2 = 𝑠𝑠𝑠𝑠{𝑒𝑒3, 𝑒𝑒4}, 
 
then 𝐷𝐷1 is invariant distribution and 𝐷𝐷2 is anti-invariant 
distribution. Then  
 

𝑇𝑇𝑀𝑀 = 𝐷𝐷1 ⊕ 𝐷𝐷2 ⊕ 𝑠𝑠𝑠𝑠{𝜉𝜉} 
 
is a semi-invariant submanifold of ℝ7.  
On the other hand, let 𝒱𝒱 be a differentiable distribution  on a 
Riemannian manifold 𝑀𝑀 with Levi civita connection ∇. We 
determine, for all 𝜑𝜑,𝜑𝜑 ∈ Γ(𝒱𝒱), 
 

𝜎𝜎(𝜑𝜑,𝜑𝜑) = (∇𝑋𝑋𝑀𝑀𝜑𝜑)⊥ 
 
where (∇𝑋𝑋𝜑𝜑)⊥ denotes the component of ∇𝑋𝑋𝜑𝜑 in the 
orthogonal complementary distribution 𝒱𝒱 in 𝑀𝑀. Let 
{𝐸𝐸1,𝐸𝐸2, . . . ,𝐸𝐸𝑝𝑝} be an orthonormal frame of 𝒱𝒱. We determine  
 

𝐻𝐻 =
1
𝑠𝑠
�
𝑝𝑝

𝑗𝑗=1

𝜎𝜎(𝐸𝐸𝑗𝑗 ,𝐸𝐸𝑗𝑗). 

Therefore 𝐻𝐻 is well defined vector field on 𝑀𝑀. If 𝐻𝐻 = 0 
identically on 𝑀𝑀, we said to be 𝒱𝒱 as minimal distribution. 
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3 Some basic result 

Let 𝐵𝐵 be a submanifold of a contact manifold 𝑀𝑀. Let the 
induced metric on 𝑀𝑀 also be denoted by 𝑔𝑔. Then Gauss and 
Weingarten formulate are given respectively by 
 

∇𝑋𝑋𝑀𝑀𝜑𝜑 = ∇𝑋𝑋𝐵𝐵𝜑𝜑 + ℎ(𝜑𝜑,𝜑𝜑) (4) 
∇𝑋𝑋𝑀𝑀𝑉𝑉 = ∇𝑋𝑋𝐵𝐵⊥𝑉𝑉 − 𝐴𝐴𝑉𝑉𝜑𝜑 (5) 

 
for all 𝜑𝜑,𝜑𝜑 ∈ Γ(𝑇𝑇𝑀𝑀) and 𝑉𝑉 ∈ Γ(𝑇𝑇𝑀𝑀⊥), where 𝐴𝐴𝑉𝑉 is the 
Weingarten endomorphism associated with 𝑉𝑉, ∇𝐵𝐵⊥ is the 
connection in the normal bundle and ℎ is the second 
fundamental from of 𝑀𝑀. 
The shape operator 𝐴𝐴 and the second fundamental form ℎ 
related by  
 

𝑔𝑔(𝐴𝐴𝑉𝑉𝜑𝜑,𝜑𝜑) = 𝑔𝑔(ℎ(𝜑𝜑,𝜑𝜑),𝑉𝑉). (6) 
 
Let 𝐵𝐵 be a submanifold of a contact manifold 𝑀𝑀 with contact 
structure (𝜑𝜑, 𝜂𝜂, 𝜉𝜉,𝑔𝑔). For 𝜑𝜑 ∈ Γ(𝑇𝑇𝐵𝐵) we put  
 

𝜑𝜑𝜑𝜑 = 𝑇𝑇𝜑𝜑 + 𝑁𝑁𝜑𝜑 (7) 
 
where 𝑇𝑇𝜑𝜑 and 𝑁𝑁𝜑𝜑 denote the tangential and normal 
components of 𝜑𝜑𝜑𝜑 respectively. 
For 𝑉𝑉 ∈ Γ(𝑇𝑇𝐵𝐵⊥) we put 
 

𝜑𝜑𝑉𝑉 = 𝑡𝑡𝑉𝑉 + 𝑛𝑛𝑉𝑉 (8) 
 
where 𝑡𝑡𝑉𝑉 and 𝑛𝑛𝑉𝑉 denote the tangential and normal 
components of 𝜑𝜑𝑉𝑉 respectively. 
 
Proposition 3.1. For a submanifold 𝐵𝐵 of a contact manifold 
and 𝜑𝜑 ∈ Γ(𝑇𝑇𝐵𝐵), 𝑉𝑉,𝐾𝐾 ∈ Γ(𝑇𝑇𝐵𝐵⊥), we have  
 

𝑔𝑔(𝜑𝜑,𝑇𝑇𝜑𝜑) = −𝑔𝑔(𝑇𝑇𝜑𝜑,𝜑𝜑),𝑔𝑔(𝜑𝜑, 𝑡𝑡𝑉𝑉) = −𝑔𝑔(𝑡𝑡𝜑𝜑,𝑉𝑉) 
 
and  
 

𝑔𝑔(𝐾𝐾,𝑛𝑛𝑉𝑉) = −𝑔𝑔(𝑛𝑛𝐾𝐾,𝑉𝑉). 
  
Proposition 3.2. For a submanifold 𝐵𝐵 of a contact manifold 
and 𝜉𝜉 ∈ Γ(𝑇𝑇𝐵𝐵), we have  
 

𝑇𝑇𝜉𝜉 = 0 = 𝑁𝑁𝜉𝜉, 𝜂𝜂 ∘ 𝑇𝑇 = 0 = 𝜂𝜂 ∘ 𝑁𝑁 
  

𝑇𝑇2 + 𝑡𝑡𝑁𝑁 = 𝐼𝐼 + 𝜂𝜂 ⊗ 𝜉𝜉, 𝑁𝑁𝑇𝑇 + 𝑛𝑛𝑁𝑁 = 0 
  

𝑛𝑛2 + 𝑁𝑁𝑡𝑡 = 𝐼𝐼, 𝑡𝑡𝑓𝑓 + 𝑇𝑇𝑡𝑡 = 0. 
  

4  Cohomology class of semi-ınvariant submanifolds 

In this section, we introduce de Rham cohomology class on 
semi-invariant submanifold of cosymlectic manifold. Firstly, 
we prove the following useful lemmas. 
 
Lemma 4.1. Let 𝐵𝐵 be a semi-invariant submanifold of 
cosymlectic manifold 𝑀𝑀. Therefore the distribution 𝐷𝐷𝑇𝑇  is 
always integrable.  
 
Proof. For all 𝑈𝑈,𝑉𝑉 ∈ Γ(𝐷𝐷𝑇𝑇) and 𝐾𝐾 ∈ Γ(𝐷𝐷⊥), using ( 1) and (2) 
we have  
 

𝑔𝑔([𝑈𝑈,𝑉𝑉],𝐾𝐾) = 𝑔𝑔(∇𝑈𝑈𝑀𝑀𝜑𝜑𝑉𝑉,𝜑𝜑𝐾𝐾) − 𝑔𝑔(∇𝑉𝑉𝑀𝑀𝜑𝜑𝑈𝑈,𝜑𝜑𝐾𝐾). 
 
Then, by virtue of (4), we arrive,  
 

𝑔𝑔([𝑈𝑈,𝑉𝑉],𝐾𝐾) = 𝑔𝑔(ℎ(𝑈𝑈,𝜑𝜑𝑉𝑉) − ℎ(𝑉𝑉,𝜑𝜑𝑈𝑈),𝜑𝜑𝐾𝐾) 
 
which gives our assertion.  
 
Lemma 4.2. Let 𝐵𝐵 be a semi-invariant submanifold of 
cosymlectic manifold 𝑀𝑀. Therefore the distribution 𝐷𝐷𝑇𝑇  is 
minimal.  
 
Proof. Firstly, for all 𝑈𝑈 ∈ Γ(𝐷𝐷𝑇𝑇) and 𝐾𝐾 ∈ Γ(𝐷𝐷⊥), we get  
 

𝑔𝑔(𝑈𝑈,𝐾𝐾) = 0. 
 
Then for any, 𝑊𝑊 ∈ Γ(𝐷𝐷𝑇𝑇), we arrive,  
 

𝑔𝑔(∇𝑊𝑊𝑀𝑀𝑈𝑈,𝐾𝐾) = 𝑔𝑔(∇𝑊𝑊𝑀𝑀𝑉𝑉,𝐾𝐾). (9) 
 
Therefore, using (2), (3) and (9) ,we have,  
 

𝑔𝑔(∇𝑈𝑈𝑀𝑀𝑈𝑈,𝐾𝐾) = −𝑔𝑔(∇𝑈𝑈𝑀𝑀𝜑𝜑𝐾𝐾,𝜑𝜑𝑈𝑈). 
 
Hence, from (5), we get,  
 

𝑔𝑔(∇𝑈𝑈𝐵𝐵𝑈𝑈,𝐾𝐾) = 𝑔𝑔(𝐴𝐴𝜑𝜑𝜑𝜑𝑈𝑈,𝜑𝜑𝑈𝑈). (10) 
 
Moreover, using (2) and (3), we arrive,  
 

𝑔𝑔(∇𝜑𝜑𝑈𝑈𝑀𝑀 𝜑𝜑𝑈𝑈,𝐾𝐾) = 𝑔𝑔(∇𝜑𝜑𝑈𝑈𝑀𝑀 𝜑𝜑2𝑈𝑈,𝜑𝜑𝐾𝐾). 
 
Then by virtue of (1), (9) and (5) we have,  
 

𝑔𝑔(∇𝜑𝜑𝑈𝑈𝐵𝐵 𝜑𝜑𝑈𝑈,𝐾𝐾) = −𝑔𝑔(𝐴𝐴𝜑𝜑𝜑𝜑𝑈𝑈,𝜑𝜑𝑈𝑈). (11) 
 
(10) and (11) we arrive,  
 

𝑔𝑔(∇𝑈𝑈𝐵𝐵𝑈𝑈 + ∇𝜑𝜑𝑈𝑈𝐵𝐵 𝜑𝜑𝑈𝑈,𝐾𝐾) = 0. (12) 
 
Let {𝐸𝐸1, . . . ,𝐸𝐸𝑞𝑞 ,𝜑𝜑𝐸𝐸1, . . . ,𝜑𝜑𝐸𝐸𝑞𝑞} be a ortonormal base of 𝐷𝐷𝑇𝑇 . 
Then,  
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𝐻𝐻 =
1

2𝑞𝑞
�
𝑞𝑞

𝑗𝑗=1

{𝜎𝜎(𝐸𝐸𝑗𝑗 ,𝐸𝐸𝑗𝑗) + 𝜎𝜎(𝜑𝜑𝐸𝐸𝑗𝑗 ,𝜑𝜑𝐸𝐸𝑗𝑗)} 

=
1

2𝑞𝑞
�
𝑞𝑞

𝑗𝑗=1

{(∇𝐸𝐸𝑗𝑗
𝐵𝐵 𝐸𝐸𝑗𝑗)⊥ + (∇𝜑𝜑𝐸𝐸𝑗𝑗

𝐵𝐵 𝜑𝜑𝐸𝐸𝑗𝑗)⊥} 

 
By virtue of 𝑔𝑔((∇𝑈𝑈𝐵𝐵𝑊𝑊)⊥,𝐾𝐾) = 𝑔𝑔(∇𝑈𝑈𝐵𝐵𝑊𝑊,𝐾𝐾), using ( 12) we 
have,  
 

𝑔𝑔(𝐻𝐻,𝐾𝐾) = 0 
 
which completed that proof.  
 
Lemma 4.3. Let 𝐵𝐵 be a semi-invariant submanifold of 
cosymlectic manifold 𝑀𝑀. Therefore the distribution 𝐷𝐷⊥ is 
integrable if and only if  
 

𝑇𝑇𝐴𝐴𝜑𝜑𝜑𝜑𝐾𝐾 = 𝑇𝑇𝐴𝐴𝜑𝜑𝜑𝜑𝐿𝐿 
 
for all 𝐾𝐾, 𝐿𝐿 ∈ Γ(𝐷𝐷⊥).  
 
Proof. For all 𝐾𝐾, 𝐿𝐿 ∈ Γ(𝐷𝐷⊥) and 𝑈𝑈 ∈ Γ(𝐷𝐷𝑇𝑇), using (1) and (2) 
we have,  
 

𝑔𝑔([𝐾𝐾, 𝐿𝐿],𝑈𝑈) = 𝑔𝑔(∇𝜑𝜑𝑀𝑀𝜑𝜑𝐿𝐿,𝜑𝜑𝑈𝑈) − 𝑔𝑔(∇𝜑𝜑𝑀𝑀𝜑𝜑𝐾𝐾,𝜑𝜑𝑈𝑈). 
 
From (5), we get,  
 

𝑔𝑔([𝐾𝐾, 𝐿𝐿],𝑈𝑈) = 𝑔𝑔(−𝐴𝐴𝜑𝜑𝜑𝜑𝐾𝐾,𝜑𝜑𝑈𝑈) − 𝑔𝑔(−𝐴𝐴𝜑𝜑𝜑𝜑𝐿𝐿,𝜑𝜑𝑈𝑈). 
 
Finally, by virtue of (7) and (8), we arrive,  
 

𝑔𝑔([𝐾𝐾, 𝐿𝐿],𝑈𝑈) = 𝑔𝑔(𝑇𝑇𝐴𝐴𝜑𝜑𝜑𝜑𝐾𝐾 − 𝑇𝑇𝐴𝐴𝜑𝜑𝜑𝜑𝐿𝐿,𝑈𝑈) 
 
which completes proof.  
 
Lemma 4.4. Let 𝐵𝐵 be a semi-invariant submanifold of 
cosymlectic manifold 𝑀𝑀. Therefore the distribution 𝐷𝐷⊥ is 
minimal if and only if  
 

𝑔𝑔(ℎ(𝐾𝐾,𝑇𝑇𝑈𝑈),𝑁𝑁𝐾𝐾) = 𝑔𝑔(∇𝜑𝜑⊥𝜑𝜑𝐾𝐾,𝑁𝑁𝑈𝑈) 
 
for all 𝐾𝐾 ∈ Γ(𝐷𝐷⊥) and 𝑈𝑈 ∈ Γ(𝐷𝐷𝑇𝑇).  
 
Proof. For all 𝐾𝐾 ∈ Γ(𝐷𝐷⊥) and 𝑈𝑈 ∈ Γ(𝐷𝐷𝑇𝑇), from (9), (1), (2) 
and (7), we have,  
 

𝑔𝑔(∇𝜑𝜑𝐾𝐾,𝑈𝑈) = 𝑔𝑔(∇𝜑𝜑𝜑𝜑𝐾𝐾,𝑇𝑇𝑈𝑈) + 𝑔𝑔(∇𝜑𝜑𝜑𝜑𝐾𝐾,𝑁𝑁𝑈𝑈). 
 
By virtue of (5), we get,  
 

𝑔𝑔(∇𝜑𝜑𝐾𝐾,𝑈𝑈) = −𝑔𝑔(𝐴𝐴𝜑𝜑𝜑𝜑𝐾𝐾,𝑇𝑇𝑈𝑈) + 𝑔𝑔(∇𝜑𝜑⊥𝜑𝜑𝐾𝐾,𝑁𝑁𝑈𝑈). 
 
Then, using (6) and (7), we arrive,  

𝑔𝑔(∇𝜑𝜑𝐾𝐾,𝑈𝑈) = −𝑔𝑔(ℎ(𝐾𝐾,𝑇𝑇𝑈𝑈),𝑁𝑁𝐾𝐾) + 𝑔𝑔(∇𝜑𝜑⊥𝜑𝜑𝐾𝐾,𝑁𝑁𝑈𝑈) 
 
which gives our assertion.  
 
Now, we denote an orthonomal frame 
{𝐸𝐸1, . . . ,𝐸𝐸𝑞𝑞 ,𝜑𝜑𝐸𝐸1, . . . ,𝜑𝜑𝐸𝐸𝑞𝑞} of the distribution 𝐷𝐷𝑇𝑇 . Let 
{𝑤𝑤1, . . . ,𝑤𝑤𝑞𝑞 ,𝑤𝑤𝑞𝑞+1, . . . ,𝑤𝑤2𝑞𝑞} be the 1-forms on 𝐵𝐵 satisfiying 
 

𝑤𝑤𝑖𝑖(𝐾𝐾) = 0, 𝑖𝑖 ∈ {1, . . . ,2𝑞𝑞}, 
 

𝑤𝑤𝑖𝑖(𝐸𝐸𝑗𝑗) = 𝛿𝛿𝑖𝑖𝑗𝑗 , 𝑖𝑖, 𝑗𝑗 ∈ {1, . . . , 𝑞𝑞}, (13) 
 
𝑤𝑤𝑘𝑘(𝜑𝜑𝐸𝐸𝑗𝑗) = 𝛿𝛿𝑘𝑘𝑗𝑗, 𝑟𝑟 ∈ {𝑞𝑞 + 1, . . . ,2𝑞𝑞}, , 𝑗𝑗 ∈ {1, . . . , 𝑞𝑞} 

 
for all 𝐾𝐾 ∈ Γ(𝐷𝐷⊥). Therefore, we arrive  
 

𝑤𝑤 = 𝑤𝑤1 ∧. . .∧ 𝑤𝑤2𝑞𝑞 . (14) 
 
Hence 𝑤𝑤 defines a 2𝑞𝑞-form on submanifold 𝐵𝐵. 
 
Theorem 4.4. Let 𝐵𝐵 be a closed semi-invariant submanifold 
of a cosymlectic manifold 𝑀𝑀 . Therefore the 2𝑞𝑞 −form 𝑤𝑤 
defines a canonical de Rham cohomology class given by  
 

𝑐𝑐(𝐵𝐵) = [𝑤𝑤] ∈ 𝐻𝐻2𝑞𝑞(𝐵𝐵,ℝ),𝑑𝑑𝑖𝑖𝑚𝑚𝐷𝐷𝑇𝑇 = 2𝑞𝑞. 
 
Moreover 𝑐𝑐(𝐵𝐵) is non-trivial if 𝐷𝐷𝑇𝑇  is integrable and 𝐷𝐷⊥ is 
minimal.  
 
Proof. Firstly, using (14), we arrive,  
 

𝑑𝑑𝑤𝑤 = �
𝑘𝑘=1

2𝑞𝑞

(−1)𝑘𝑘𝑤𝑤1 ∧. . .∧ 𝑤𝑤2𝑞𝑞 . 

 
By virtue of (13), for all 𝑈𝑈1, . . . ,𝑈𝑈2𝑞𝑞 ∈ Γ(𝐷𝐷𝑇𝑇) and 𝐾𝐾, 𝐿𝐿 ∈ 
Γ(𝐷𝐷⊥), we show that 𝑑𝑑𝑤𝑤 = 0 if and only if  
 

𝑑𝑑𝑤𝑤 = (𝐾𝐾,𝑈𝑈1, . . . ,𝑈𝑈2𝑞𝑞) = 0 (15) 
 
and  
 

𝑑𝑑𝑤𝑤 = (𝐾𝐾, 𝐿𝐿,𝑈𝑈1, . . . ,𝑈𝑈2𝑞𝑞) = 0. (16) 
 
Hence, 𝐷𝐷⊥ must be integrable for (15) equality to occur and 
𝐷𝐷𝑇𝑇  must be minimal for (16) equality to occur. But two 
conditions always exist for semi-invariant submanifolds of 
cosymplectic manifold . Accordingly, 𝑤𝑤 is closed form on 𝑀𝑀. 
Therefore, 𝑤𝑤 defines a de Rham cohomolgy class 𝑐𝑐(𝐵𝐵) such 
that  
 

𝑐𝑐(𝐵𝐵) = [𝑤𝑤] ∈ 𝐻𝐻2𝑞𝑞(𝐵𝐵,ℝ). 
 
On the other hand, we denote {𝐸𝐸2𝑞𝑞+1, . . . ,𝐸𝐸2𝑞𝑞+𝑝𝑝} and 
{𝑤𝑤2𝑞𝑞+1, . . . ,𝑤𝑤2𝑞𝑞+𝑝𝑝} an orthonormal frame and dual frame of 
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𝐷𝐷𝑇𝑇 , respectively. Let 𝑤𝑤∗ = 𝑤𝑤2𝑞𝑞+1 ∧. . .∧ 𝑤𝑤2𝑞𝑞+𝑝𝑝 be 𝑠𝑠-form on 
M. Therefore similarly way for 𝑤𝑤, we can say that, 𝐷𝐷⊥ is 
minimal and 𝐷𝐷𝑇𝑇  is integrable, then 𝑤𝑤∗ is closed, hence 2𝑞𝑞 -
form 𝑤𝑤 is coclosed. We know that, 𝐵𝐵 is closed submanifold, 
then 𝑤𝑤 is harmonic. Since 𝑤𝑤 is nontrivial, the cohomology 
class [𝑤𝑤] characterize by 𝑤𝑤 is nontrivial in 𝐻𝐻2𝑞𝑞(𝐵𝐵,ℝ).  

5 Discussion and conclusion 

 Contact geometry has an important application for many 
sciences such as physics, geometric optics, technology, 
thermodynamics, classical mechanics, medical sciences and 
classical mechanics. Researchers have increased studies on 
this field from different areas in recent years. The 
improvement of the contact geometry depends on the 
differential geometry of the manifolds with structures. 
Another subclass of contact geometry is the cosymplectic 
manifolds. Topology of cosymplectic manifolds is less 
explored, and there is a shortlist of papers in the mathematical 
literature on this topic. The works on this subject will be useful 
tools for the applications for topological of the cosymplectic 
manifolds. Hence, we studied de Rham cohomology class for 
semi-invariant submanifolds of cosymplectic manifolds. 
Consequently, the results obtained in this article provide 
contribution to investigate topological properties of different 
submanifolds in cosymplectic manifolds. 
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A B S T R A C T  A R T I C L E  I N F O   

Feature extraction layers like Local Binary Patterns (LBP) transform can be very useful for 

improving the accuracy of machine learning and deep learning models depending on the 

problem type. Direct implementations of such layers in Python may result in long running times, 

and training a computer vision model may be delayed significantly. For this purpose, 

TensorFlow framework enables developing accelerated custom operations based on the existing 

operations which already have support for accelerated hardware such as multicore CPU and 

GPU. In this study, LBP transform which is used for feature extraction in various applications, 

was implemented based on TensorFlow operations. The evaluations were done using both 

standard Python operations and TensorFlow library for performance comparisons. The 

experiments were realized using images in various dimensions and various batch sizes. 

Numerical results show that algorithm based on TensorFlow operations provides good 

acceleration rates over Python runs. The implementation of LBP can be used for the accelerated 

computing for various feature extraction purposes including machine learning as well as in deep 

learning applications. 
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1. Introduction 

Intense computations in Python may take considerably longer 

time when compared with the programming languages such as 

C/C++. This is because Python is an interpreter based 

language where the input script is interpreted line by line. On 

the other hand Python provides a high level abstraction which 

makes most of the scientific computations and especially 

machine learning and deep learning applications simple to 

implement. Although Python realization of these algorithms 

usually take long running times, C/C++ compiled Python 

functions accelerates the computations significantly. For this 

purpose TensorFlow provides an open source framework for 

machine learning applications [1], [2]. TensorFlow also 

enables programmers to run their codes on GPU (Graphics 

Processing Unit) and TPU (Tensor processing Unit) as well as 

on CPU. Hence utilization of GPU resources and hardware 

accelerators in addition to CPU provides significant 

accelerations [3]. TensorFlow library includes most of the 

functions and layers for developing and training deep learning 

models. In addition, it has the flexibility of custom layers 

which enable programmers to design their own layers [4]. 

Users may describe custom functions based on the existing 

operations as well as writing the functions from scratch.  

 

In deep learning applications, determining the layers of deep 

neural networks have importance in developing a successful 

model. Deep learning layers have the ability to extract features 

from the dataset automatically, and different layers may 

provide the potential to extract better features. Feature 

extraction layers such as convolutions and pooling in deep 

learning enable to automatic extraction of desired features. 

Although TensorFlow and Keras cover most of the frequently 

used layers, additional layers may increase the accuracy 

depending on the problem's nature. Various authors use 

custom layers as a combination of existing layers or their own 

developed layers for specific purposes such as new activation 

function definitions for medical diagnostic [5], wavelet-based 

pooling [6], solution of inverse partial differential equation 

[7],   radial  basis functions for adaptive routing problems [8]. 

 

One of the feature extraction methods is LBP transform which 

is widely used in machine learning and deep learning 

applications in addition to image processing [9], [10]. In 

literature there are numerous utilizations of LBP in various 

computer vision applications such as handwritten text 

recognition [11], facial expression recognition for smart 

applications  [12], ear recognition for identity verification 

[13], Retrieval of histopathological image retrieval [14], 
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gender recognition [15], edge detection for noisy images [16], 

breast tumor diagnosis [17], texture image retrieval [18], face 

similarity comparison [19], color texture recognition [20]. 

Most deep learning or machine learning models for computer 

vision applications like image LBP demand intense 

computational power. In this study, a general-purpose LBP 

operation is written using basic TensorFlow operations. 

Experimental evaluations were realized using image batches 

ranging from 1 to 1024 and images in various dimensions 

ranging from 2828 to 448448. In order to show the 

acceleration of the Tensorflow based algorithm, the results 

were also obtained in Python. Proposed design can be used as 

a layer of a deep learning model as well as general purpose 

image processing applications. The rest of the paper was 

organized as follows; a brief information about LBP was 

given in Section 2, and the proposed design with TensorFlow 

was explained in Section 3. Comparative evaluations with the 

TensorFlow model were done in Section 4. Conclusions about 

the evaluations were given in the final section. 

2. Local binary patterns 

Deep learning models are intended to automatically extract the 

features required to make correct estimations. In computer 

vision, deep learning models, 2D convolution layers, and 

pooling layers are the key operators for automatic feature 

extraction.  There are also preprocessing layers such as 

normalization, noise reduction, and histogram equalizations 

for the elaboration of the training dataset to provide better 

accuracy. One of the efficient feature extraction approaches is 

LBP transform [21], which extracts the texture features 

efficiently in pattern recognition studies. It can be used in deep 

learning applications for preprocessing or a non-trainable 

layer for increasing the model accuracy depending on the 

problem type. 

 

𝐿𝐵𝑃𝐾,𝑅(𝑖, 𝑗) = ∑ 𝑓(𝑝𝑘 , 𝑝𝑐)2𝑘𝐾−1

𝑘=0

𝑓(𝑝𝑐 , 𝑝𝑛) = {
1
0

        
𝑝𝑐 < 𝑝𝑛

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

}  (1) 

 

The idea of LBP transform is shown by Eq. 1, where K is the 

number of neighbor pixels, R is the radius, pk is one of the 

selected neighbor pixels, and pc is the center pixel of the 

selected window. An example application of this equation for 

K=9 and R=3, which corresponds to a 3×3 window for the 

computation of each pixel, is given in Figure 1. The first pixel 

that is used for comparison is selected as the Least Significant 

Bit (LSB), and it forms the first digit of the binary number, 

which corresponds to 20. In this example, it is selected as 

p0=187, and when compared with the pixel at the center 

pc=191, p0 pc produces “0”. Similar operations are repeated 

clockwise till all comparisons are made for the remaining 

pixels. If all comparisons are written as a binary digit, it is 

obtained as; (01011000)2=88, the corresponding LBP 

transform value for the selected pixel.  When the described 

operations are repeated for all pixels, the LBP transform is 

obtained in the form of a 33 matrix. Note that the input 

dimensions can be maintained by using padding to the input 

matrix. An example application of LBP for a complete image 

is shown in Figure 2.  

 

 

 

Figure 1. An example image input image on the left and its LBP transform output on the right 

 

 

Figure 2. An example image input image on the left and its LBP transform output on the right 
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3. TensorFlow implementation 

TensorFlow is an open-source numerical computation library 

for machine learning and deep learning applications. It has 

support for various high-level programming languages such 

as Python, C++, and Java. TensorFlow also has a low-level 

API to communicate with various hardware, as shown by the 

hierarchical block diagram given in Figure 3. There are 

defined implementations such as layers, losses, metrics, and 

various TensorFlow operations on the top of low-level API. 

TensorFlow provides various operations for the execution of 

algorithms on multicore CPU and GPU resources and makes 

it practical for general-purpose computations as well as 

training deep learning models. Data and variables in 

TensorFlow are defined by tensors which are N-dimensional 

arrays in Python. In TensorFlow 1, a session is started to 

compute library operations for given tensor data and variables. 

Recently it has been made more practical with the introduction 

of TensorFlow 2, removing the need for a session by running 

Eager execution by default. 

 

 

Figure 3. Hierarchical structure of TensorFlow framework 

 
L=np.zeros((rows,cols,1),np.float32) 

for i in range(1,rows-1): 

    for j in range(1,cols-1): 

        L[i,j]=\ 

        ( I[i-1,j]  >= I[i,j] )*1+\ 

        ( I[i-1,j+1]>= I[i,j] )*2+\ 

        ( I[i,j+1]  >= I[i,j] )*4+\ 

        ( I[i+1,j+1]>= I[i,j] )*8+\ 

        ( I[i+1,j]  >= I[i,j] )*16+\ 

        ( I[i+1,j-1]>= I[i,j] )*32+\ 

        ( I[i,j-1]  >= I[i,j] )*64+\ 

        ( I[i-1,j-1]>= I[i,j] )*128;  

 

Code snippet 1. Python implementation of LBP transform 

 

The TensorFlow framework provides various operations that 

can operate on tensors such as add(), matmul(), mean(), and 

greater(), and combinations of these can be used to write new 

operations. In the LBP algorithm that is straightforward to 

implement, various comparison, multiplication, and adding 

operations are used as shown by Code snippet 1. According to 

the algorithm, all pixels are computed independently, and 

these can be defined with tensor operations. A matrix based 

implementation of this algorithm is given in Figure 4. Since 

TensorFlow operations are mainly defined for vector-matrix 

operations, most of the for-loops that can be defined in parallel 

are eliminated. In this implementation, the input variables; P0, 

P1, …, P7 define the neighbors in selected 33 mask in the 

form of matrices. The pixels in the selected masks are 

compared with the pixels at the center of masks one by one, 

as previously described in Eq. 1. After a comparison is made, 

false and true conditions are defined in the form of a matrix 

and then the comparison is done. This is repeated for every 

eight different pixels in a mask to form the LBP transform of 

the image. 
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Figure 4. TensorFlow based implementation approach 
   

 g=tf.greater_equal(y01,y11) 

 z=tf.multiply(tf.cast(g,dtype='uint8'), tf.constant(1,dtype='uint8') )     

 g=tf.greater_equal(y02,y11) 

 tmp=tf.multiply(tf.cast(g,dtype='uint8'), tf.constant(2,dtype='uint8') ) 

 z =tf.add(z,tmp)  

 g=tf.greater_equal(y12,y11) 

 tmp=tf.multiply(tf.cast(g,dtype='uint8'), tf.constant(4,dtype='uint8') ) 

 z =tf.add(z,tmp)  

 g=tf.greater_equal(y22,y11) 

 tmp=tf.multiply(tf.cast(g,dtype='uint8'), tf.constant(8,dtype='uint8') ) 

 z =tf.add(z,tmp)  

 g=tf.greater_equal(y21,y11) 

 tmp=tf.multiply(tf.cast(g,dtype='uint8'), tf.constant(16,dtype='uint8') ) 

 z =tf.add(z,tmp)  

 g=tf.greater_equal(y20,y11) 

 tmp=tf.multiply(tf.cast(g,dtype='uint8'), tf.constant(32,dtype='uint8') ) 

 z =tf.add(z,tmp)  

 g=tf.greater_equal(y10,y11) 

 tmp=tf.multiply(tf.cast(g,dtype='uint8'), tf.constant(64,dtype='uint8') ) 

 z =tf.add(z,tmp)  

 g=tf.greater_equal(y00,y11) 

 tmp=tf.multiply(tf.cast(g,dtype='uint8'), tf.constant(128,dtype='uint8') ) 

 z =tf.add(z,tmp)   

  

Code snippet 2. TensorFlow implementation of LBP transform 
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A TensorFlow implementation of this algorithm is given by 

Code snippet 2. Since TensorFlow operations are mainly 

defined for vector-matrix operations, most of the for-loops 

defined in parallel are eliminated. The pixels in the selected 

masks are compared with the pixels at the center of masks one 

by one, as previously described in Eq. 1. After a comparison 

is made, false and true conditions are defined in the form of a 

matrix, and then the comparison is made. This is repeated for 

every eight different pixels in a mask to form the LBP 

transform of the image. 

4. Experimental results 

Experimental evaluations were realized using Python 3.7.9 

and TensorFlow 2.3.1 on Ubuntu 18.04 operating system. Test 

hardware has an AMD FX2700 eight-core CPU and GTX1080 

GPU which has 8GB of memory and 2560 CUDA cores.  

Time measurements for the test runs were realized with the 

time library of the python as given by the example code shown 

by Code snippet 3. All the measurements were repeated 30 

times to and the average time is used to form experimental 

results. Image batches were selected from the ImageNet data 

set [22], and the sizes of the images were resized to test cases 

which range from 2828 to 448448 for all evaluations. 

However, it should be noted that the contents of the images 

usually affect the extracted features but have ignorable effects 

on the execution durations that are hard to measure.  

 

 

 

# get current time 
start_time = time.time() 

 

#Compute LBP using TensorFlow for given batch of images 
result = tf_lbp(batch_of_images).numpy() 

 

# get current time and compute the elapsed time 
elapsed_time  = time.time() - start_time 

 

Code snippet 3. TensorFlow implementation of LBP transform 

 

Table 1. Python implementation running times (seconds) for LBP algorithm 

Batch size 
  Image size   

2828 5656 112112 224224 448448 

1 0.0187 0.0774 0.3172 1.2609 4.9940 

2 0.0365 0.1533 0.6269 2.5125 10.107 

4 0.0713 0.3009 1.2458 5.0312 20.010 

8 0.1425 0.5987 2.4868 10.000 40.354 

 

 

Table 1 shows the results for the Python implementation for 

comparison with the TensorFlow results. Numerical results 

show that CPU running time varies somewhat in proportion to 

the image size, which is a usual case. As the image size is 

increased, running time is increased in the same way. For 

example, while a 224224 image is processed in 1.26 seconds, 

a 448448 image is processed in 4.99 seconds. Because the 

number of pixels is increased four times, the running time is 

also increased approximately four times. Similar behavior is 

observed when the number of images in the batch is increased, 

as shown by Figure 5, where speed-up evaluations are given. 

This is not the case for GPU running times when the numerical 

results given in Table 2 given for TensorFlow are investigated. 

This is due to the cost of initializing the GPU devices and the 

management overhead of the CUDA cores.  
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Table 2. TensorFlow running times (seconds) for LBP algorithm 

Batch size 
  Image size   

2828 5656 112112 224224 448448 

1 0.0017 0.0018 0.0019 0.0020 0.0023 

2 0.0017 0.0018 0.0019 0.0021 0.0029 

4 0.0017 0.0018 0.0020 0.0023 0.0039 

8 0.0018 0.0018 0.0020 0.0027 0.0064 

16 0.0018 0.0019 0.0022 0.0038 0.0116 

32 0.0019 0.0020 0.0025 0.0063 0.0266 

64 0.0019 0.0022 0.0036 0.0109 0.0787 

128 0.0020 0.0027 0.0064 0.0211 0.1703 

256 0.0020 0.0032 0.0082 0.0566 0.2341 

512 0.0021 0.0033 0.0082 0.0563 0.2349 

1024 0.0021 0.0033 0.0086 0.0577 0.2385 

 

 

Figure 5. TensorFlow speed-up over Python implementation 

 

5. Conclusions 

In the presented study, a method for accelerating the LBP 

transform computations using TensorFlow operators has been 

proposed. The LBP algorithm has been defined in terms of 

matrix operations so that TensorFlow operators can be 

efficiently used. The acceleration provided by the Tensorflow 

method has been illustrated by comparing it with baseline 

Python implementation. The results show that TensorFlow 

running times for the LBP algorithm are far better than the 

direct Python runs. The significant difference between the 

running times of Python and TensorFlow algorithms is mainly 

due to the two factors. First, python codes are interpreted line 

by line, and therefore, results are computed slower than 

compiled codes. The other is GPU acceleration provided by 

TensorFlow library in addition to using compiled functions. 

Speed-up obtained by TensorFlow increases considerably as 

the image size is increased. This is because initializations and 

GPU device communications for small operations are usually 

costly. As the image size increases, the overhead of managing 

CPU and GPU device gets smaller, resulting in more 

efficiency. Designed LBP algorithm can be used to accelerate 

computer vision applications that involve LBP transform 

since TensorFlow allows general-purpose computations. 
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A B S T R A C T  A R T I C L E  I N F O   

This study aimed to investigate the anticarcinogenic and genotoxic damage potentials of malic 

acid on human fibroblast cells (HDFa) and glioblastoma (U87-MG) cell lines. MTT cell 

viability and LDH release assays were performed to understand cytotoxic features of malic acid 

on different cell lines. Also, Hoechst 33258 fluorescent staining was used to monitor nuclear 

abnormalities including micronucleus, lobbed, and notched structures. Furthermore, cellular 

death mechanisms behind the malic acid application were investigated via the use of flow 

cytometry analysis. According to cell viability analysis, malic acid showed a greater effect on 

U87-MG compared to HDFa cell line in terms of cytotoxicity. Similarly, chromosomal integrity 

assay put forth a higher number of nuclear abnormalities in U87-MG cells when compared to 

HDFa cell lines, and aberrations were analyzed to amplify when malic acid concentration 

increased. Finally, flow cytometry analysis demonstrated  higher necrotic cell death in U87-MG 

cells than HDFa cell line. On the other hand, apoptotic cell death was the main cytotoxic 

mechanism against malic acid exposure in the HDFa cell line. In light of these results, it can be 

concluded that in higher concentrations, malic acid has an anticarcinogenic effect on 

glioblastoma cells via the necrotic pathway, and it also shows apoptotic properties on the 

fibroblast cell line. When mutagenic properties are compared, it could be understood that malic 

acid had a greater impact on glioblastoma cells. 
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1. Introduction 

Cancer is a destructive disease characterized by abnormalities 

in uncontrolled and rapidly dividing cells that cause the death 

of thousands of people worldwide every year. This is of great 

concern to people, as one in four people has a high risk of 

cancer. In the World Cancer Report, it was reported that 

cancer statistics could increase by 50% until 2020 and that 15 

million people will be examined for several types of cancer 

[1–3]. Although glioblastoma is one of the most aggressive 

brain tumors, there are multiple treatment methods available 

such as surgery, radiation, and cytotoxic chemotherapy. On 

the other hand, recent clinic researches have shown an average 

survival of only 14–16 months with a 26–33% 2-year survival 

rate [4,5]. 

A number of natural compounds particularly abundant in 

plants have recently attracted much interest for their many 

biological properties including antioxidant, antitumor, 

antibacterial, antimutagen, and several others [6–9]. Malic 

acid, a type of alpha-hydroxy acid, is an organic acid that is 

used in many areas from food to cosmetics. It is a known fact 

that more than fifty cosmetic products contain malic acid 

[10,11]. Recent studies have shown that keratin-malate 

supplementation can be used as a performance-enhancing 

agent and increases the physical performance of athletes [12]. 

It has been investigated that a diet high in malic acid, which is 

the precursor of citrate, increases kidney stone formation [13]. 

The malic acid spray has been used orally to treat mouth 

dryness. The analysis showed that the symptoms were found 

to be improved in people with mouth dryness after two weeks 

of malic acid usage[14]. In addition to this, its availability as 

carrier systems for the release of poly (malic acid) targeted 

drugs has also been reported in many studies [15,16]. 

However, conditions such as redness, swelling, burning, 

phototoxicity caused by alpha hydroxy acids lead to safety 

concerns [17,18].  

Previous studies showed that tumor-specific targeting is 

important for increasing the effectiveness of anti-tumor drugs. 

According to the analysis, two different covalently conjugated 

antibodies to the poly (β-L-malic acid) nanocarrier increased 
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tumor targeting efficiency [19]. Simultaneous delivery to two 

different AON tumor cells was shown using Polycefin, a new 

nanoscale PMLA-based drug, that simultaneously blocks the 

in vivo expression of two laminin-8 chains. In another study, 

simultaneous delivery to two different AON tumor cells was 

shown using Polycefin, a new nanoscale PMLA-based drug, 

that simultaneously blocks the in vivo expression of two 

laminin-8 chains. It has been shown to inhibit laminin-8 

synthesis in U87MG and T98G in cultured human glioma 

cells [20]. It was also stated that the immunoconjugates of 

poly L-malic acid prepared with CTLA-4 and PD-1 can get 

past the blood-brain barrier and trigger local immune 

responses for glioma cancer treatment [21].  

 

In this study, MTT and LDH tests were performed to examine 

the effects of malic acid on cell viability on the U87-MG 

glioblastoma cell line. Hoechst 33258 staining was used to 

investigate the nuclear status of the cell cultures. Furthermore, 

flow cytometry analysis was performed to understand the 

underlying mechanisms behind the main cellular deaths. 

Meanwhile, the cytotoxicity and mutagenicity effects of the 

malic acid, one of the alpha-hydroxy acids, were analyzed on 

the HDFa human fibroblast cell line to create a safety report. 

2. Materials and methods 

2.1. Cell cultures  

Human dermal fibroblast (HDFa) and glioblastoma (U87-

MG) cell cultures were supplied from American Type Culture 

Collection (ATCC). Solid L-malic acid (MA, CAS 97-67-6, 

Sigma Aldrich) was commercially available. The human 

fibroblast cells and glioblastoma cells were seeded in 48 well 

plates containing DMEM (%10 FBS and 100 U/ml penicillin-

streptomycin) about 105 cells per well. Culture plates 

incubated at humidified 5% CO2 at 37℃ for 24 hours [22]. 

2.2. MTT analysis  

MTT (3-(4,5-Dimethylthiazol-2-yl)- 2,5-diphenyltetrazolium 

bromide) assay, one of the most widely used viability tests, is 

a colorimetric analysis that measures metabolic activity using 

the reduction of a yellow tetrazolium salt. Culture plates were 

treated with L-malic acid at different concentrations (3.12 

µg/mL, 6.25 µg/mL, 12.5 µg/mL, 50 µg/mL, 100 µg/mL, 200 

µg/mL, 400 µg/mL). In addition, while the cells in the positive 

control group were treated with 1% Triton X-100, no 

treatment was applied to the wells designated as negative 

control groups. After 24 hours of incubation, an MTT reagent 

was added to each well. Plates were incubated for 3 hours at 

humidified 5% CO2 incubator at 37℃ and culture medium was 

discarded. Generated formazan crystals were dissolved by 

using dimethyl sulfoxide. The plates were analyzed at 570 nm 

wavelength using a microplate reader [23]. 

2.3. LDH release test 

LDH cytotoxicity assay kit (Cayman Chemical Company®, 

Ann Arbor, MI, USA) was applied as per the manufacturer's 

instructions for the LDH assay application. The cells were 

seeded to 48-well plates and wide spectrum concentrations of 

malic acid (3.12 µg/mL, 6.25 µg/mL, 12.5 µg/mL, 50 µg/mL, 

100 µg/mL, 200 µg/mL, 400 µg/mL) were administered to cell 

culture as triplicates for 24 hours at humidified 5% CO2 

incubator at 37℃.. In addition, while the cells in the positive 

control group were treated with 1% Triton X-100, no 

treatment was applied to the wells designated as negative 

control groups. After that, 100 µL supernatant was transferred 

to a fresh 48-well plate and 100 µL of the reaction mixture 

was added to the samples and incubated for 30 minutes at 

room temperature. Finally, a microplate reader was used to 

analyze the absorbance of the cultures at 490 nm [24]. 

2.4. Hoechst staining  

For the Hoechst Staining, firstly the medium was removed 

from the prepared culture plates by treating with different 

concentrations of L-malic acid. The wells were washed with 

PBS twice. Then cells were fixed 4% paraformaldehyde at 4℃ 

for 30 minutes. Cells were washed with PBS. Finally, wells 

were incubated with 1mM Hoechst 33258 fluorescent dye at 

room temperature for 5 minutes. Nuclear anomalies were 

calculated under a fluorescence microscope. A total of 1000 

cells were counted and mutations were determined for both 

glioblastoma and fibroblast cell lines [25].  

2.5. Flow cytometry analysis 

Flow cytometry analysis was performed to examine the 

effectiveness of apoptosis, one of the cell death pathways. 

Annexin V was used to analyze apoptotic cells. Briefly, the 

phosphatidylserine structures, normally found in the inner 

surface of the cell membrane, rose to the surface of the cell 

membrane as the indicator of apoptotic cell death. To 

investigate the necrotic cell ratios, propidium iodide staining 

was used to analyze the cell nucleus. For this purpose, 5x104 

cells were collected through centrifugation and the cells were 

resuspended in 500 μl of 1X binding buffer. 5 μl of Annexin 

V-FITC and 5 μl of propidium iodide (50 μg/ml) were added 

to the cultures and incubated in the dark for 5 minutes. The 

cells were then fixed with 4% paraformaldehyde in phosphate-

buffered saline at 4°C for 30 minutes. Finally, cultures were 

examined with flow cytometry (The CyFlow® Cube 6, 

Germany) [26]. 

2.6. Statistical analysis 

Statistical analyzes of the numerical data collected from the 

studies were performed using GraphPad Prism 7. Anova: 

Dunnett’s and Tukey multiple comparison tests were 

performed following the Two Way Anova analysis for 

statistical evaluation, and the statistical significance level was 

accepted as p <0.05. 
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3. Findings 

Both MTT and LDH cytotoxicity assays showed that malic 

acid application for 24 hours significantly decreased cell 

viability in fibroblast cell culture at 100, 200, and 400 µg/ml 

concentrations, however, there was no significant cell 

viability difference compared to the negative control in lower 

concentrations (50 -3.12 µg/ml) (Figure 1). On the other hand, 

malic acid exposure inhibited cell growth in glioblastoma cell 

lines significantly, even at smaller concentration levels as 12,5 

to 400 µg/ml compared to fibroblast cell lines (Figure 2).  

 

 

Figure 1: Cell viability tests (MTT and LDH assays) of the fibroblast cell line (HDFa) against the malic acid application (3,12 to 400 

µg/ml) for 24 hours. Symbol (*) represents a statistically significant difference (P<0.05) compared to the negative control. (GraphPad 
Prism 7, Anova: Tukey’s post hoc test was used to calculate significantly different values) 

 

Figure 2: Cell viability tests (MTT and LDH assays) on glioblastoma cells (U87-MG) against the malic acid application (3,12 to 400 

µg/ml) for 24 hours. Symbol (*) represents a statistically significant difference (P<0.05) compared to the negative control. (GraphPad 
Prism 7, Anova: Tukey’s post hoc test was used to calculate significantly different values) 

 

Secondly, Hoechst 33258 fluorescent staining analysis put 

forth that malic acid in higher concentrations affects nuclear 

structures negatively in both fibroblast and glioblastoma cell 

lines. Observable nucleus mutations such as micronucleus, 
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lobbed and notch structures were highly increased in respect 

to malic acid exposure (Figure 3 and 4). When two cell lines 

were compared to each other in terms of nuclear mutations, it 

was found that malic acid had more severe effects on 

glioblastoma cell lines with a greater number of mutations 

specifically in higher concentrations in contrast to fibroblast 

cells (Table 1).  

 

Figure 3: Hoechst 33258 fluorescent staining of Fibroblast cell 

line for nuclear abnormalities (20X magnifications). A) 400 µg/ml 

malic acid application for 24 hours, B) 200 µg/ml malic acid 

application for 24 hours, C) 100 µg/ml malic acid application for 

24 hours, D) Negative control fibroblast cell line culture 

without malic acid application (arrows indicate nuclear 

abnormalities) 

 

Figure 4: Hoechst 33258 fluorescent staining of glioblastoma 

cells (U87-MG) for nuclear abnormalities (20X magnifications). A) 

400 µg/ml malic acid application for 24 hours, B) 200 µg/ml malic 

acid application for 24 hours, C) 100 µg/ml malic acid application 

for 24 hours, D) Negative control (U87-MG) cell culture without 

malic acid application (arrows indicate nuclear abnormalities) 
 

 

Table 1: Nuclear abnormalities (NA) in Fibroblast (HDFa) and Glioblastoma (U87-MG) cell lines against malic acid applications in 

various concentrations. Values are mean ± SEM (standard error of the mean) from 3 samples for every 1000 cells. Different letters in the 

same column represent statistical differences from each other. Calculations were performed after 24 hours of application. (GraphPad 

Prism 7, Anova: Dunnett’s multiple comparison test was used to calculate the significantly different samples) 
 

Treatment Nuclear abnormalities (NA) 

HDFa Total MN Total lobbed Total notched Mean NA/1000 cells ± SD 

400 µg/ ml 45 15 14 0,074±0,005a 

200 µg/ ml 20 12 11 0,043±0,003b 

100 µg/ ml 9 11 9 0,029±0,002c 

(-) Ctrl 5 3 2 0,010±0,002d 

U87-MG Total MN Total lobbed Total notched Mean NA/1000 cells ± SD 

400 µg/ ml 54 20 19 0,093±0,007e 

200 µg/ ml 29 16 17 0,062±0,005f 

100 µg/ ml 15 8 10 0,033±0,003c 

(-) Ctrl 7 8 8 0,023±0,002g 
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To examine the cytotoxicity mechanism behind the malic acid 

applications, Flow Cytometry analysis was performed on both 

fibroblast and glioblastoma cell lines for different 

concentrations of malic acid exposures (100, 200, and 400 

µg/ml). In  these examinations, the viable cell ratio was found 

to be inversely proportional to malic acid concentrations. 

Flow Cytometry results showed that cell viabilities were 

analyzed as 42.24%, 56.25%, and 72.39% for 400 µg/ml, 200 

µg/ml, and 100 µg/ml concentration of malic acid respectively 

(Figure 5). In addition, it was observed that fibroblast cells 

decrease predominantly by apoptotic cell death mechanism. 

Furthermore, Flow Cytometry examinations on glioblastoma 

cell lines produced very opposite results. Necrotic cell death 

was observed after 24 hours of malic acid application to the 

glioblastoma cell culture and live-cell ratios were found to be 

46.68%, 56.82%, and 70.73% for 400 µg/ml, 200 µg/ml, and 

100 µg/ml malic acid concentrations (Figure 6).  

 

 

 

Figure 5: Flow Cytometry analysis (Annexin V- (FL1-H) and PI- (FL2-H) labeled cells) of Fibroblast cell line against malic acid 

cytotoxicity. A) Negative control for 24 hours, B) 400 µg/ml malic acid application for 24 hours, C) 200 µg/ml malic acid application for 

24 hours, D) 100 µg/ml malic acid application for 24 hours. (Q1: Necrotic cells, Q2: Late apoptotic cells, Q3: living cells, and Q4: early 

apoptotic cells) 

 

Figure 6: Flow Cytometry analysis (Annexin V- (FL1-H) and PI- (FL2-H) labeled cells) of U87-MG cells against malic acid cytotoxicity. 

A) Negative control for 24 hours, B) 400 µg/ml malic acid application for 24 hours, C) 200 µg/ml malic acid application for 24 hours, D) 

100 µg/ml malic acid application for 24 hours. (Q1: Necrotic cells, Q2: Late apoptotic cells, Q3: living cells, and Q4: early apoptotic cells) 
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4. Discussions 

Malic acid is one of the most important chemicals used as a 

nutritional enhancer in the food industry. Malic acid’s specific 

features such as hygroscopicity and increasing storage 

capability make it a commercially favorable molecule for 

several industries [27,28]. Besides, malic acid applications in 

the medical industry have a wide range of potential for skin 

problems such as warts and acne with its favorable features 

such as easiness to apply, being cheap, and having no serious 

adverse effects [29]. In our study, it was shown that lower 

concentrations of malic acid (50 to 3.12 µg/ml) had no 

significant toxic effects on the fibroblast cell lines. This result 

could indicate that under specific concentrations, malic acid 

applications would not show any crucial side effects on human 

health. Contrarily, cell viability assays on glioblastoma cell 

lines expressed the anticarcinogenic activity of malic acid 

even for lower concentrations (up to 12.5 µg/ml). It could be 

proposed that malic acid derivatives with enhanced activity 

could be used as anticancer agents for specific tumor 

treatments under certain doses without damaging healthy 

cells. Previous studies claimed that 5-fluorouracils conjugated 

poly (α-malic acid) caused no toxicity however, the molecule 

showed increased antitumor property on P-388 lymphocytic 

leukemia mice models [30]. Moreover, different conjugates of 

malic acid such as poly (α-malic acid)/ADR(Adriamycin) 

were analyzed to examine anticarcinogenic activity on human 

hepatoma cells in vitro [31]. In a study, Poly (β-malic acid) 

(PMLA) conjugated chitosan (LMC) nanoparticles were used 

as a co-delivery of the antitumor drug system for paclitaxel 

(PTX) delivery. Applications of the conjugates on hepatoma-

bearing mice models were analyzed to examine prolonged 

survival periods and enhanced antitumor efficacy. 

 

In this study, Hoechst 33258 fluorescent staining was used to 

analyze the genotoxic potential of malic acid on both 

fibroblast and glioblastoma cell lines. Malic acid was shown 

to have higher genotoxic activity against glioblastoma cell 

lines. Although genotoxic activity was shown on the 

glioblastoma cell line rather than fibroblast cells at higher 

concentrations in our study, several projects claimed the non-

genotoxic potential of malic acid [32–34]. Besides, it was 

revealed previously that malic acid had genotoxic potential 

when reacted with trichloroacetaldehyde in an aqueous 

solution [11]. Ameliorating effects of malic acid against heavy 

metals such as cadmium (Cd) were examined in a previous 

research study. This study revealed that malic acid could 

reduce mutagenic ROS production resulted from Cd 

accumulation by enhancing cellular glutathione level [35]. 

Furthermore, several studies examined the protective effect of 

malic acid against aluminum-induced toxicity in vitro and in 

vivo [36–38].   

 

In addition to these examinations, Flow Cytometry analysis 

indicated interesting results related to cellular death 

mechanisms in healthy and cancer cell lines against malic acid 

applications. Flow Cytometry analysis on fibroblast cells 

revealed that malic acid exposure to the healthy cell type 

resulted in apoptotic cell death. This finding correlated with 

the literature that malic acid application to the immortalized 

human keratinocyte line (HaCaT) was shown to activate 

mitochondria-dependent and endoplasmic reticulum stress-

related apoptosis [18]. On the other hand, this study examined 

for the first time that low concentration of malic acid 

application to the glioblastoma cell line induced necrotic cell 

death. Flow Cytometry analysis showed that the increased 

concentrations of malic acid lead glioblastoma cells to late 

apoptotic death rather than necrosis.   

5. Conclusion 

In light of these findings, it can be understood that malic acid 

has anticarcinogenic activity against glioblastoma cell lines 

even at lower concentrations. According to genotoxicity and 

cytotoxicity analysis on the fibroblast cell lines, higher 

concentrations of malic acid can result in a mutagenic 

outcome however, under certain concentrations, no adverse 

reactions are observed. Interestingly, the cytotoxicity 

mechanism of malic acid on fibroblast cell lines is apoptosis 

at high concentrations. On the other hand, glioblastoma cells 

have a more necrotic tendency towards malic acid 

applications. From these examinations, it is concluded that 

malic acid applications at specific concentrations can be used 

as an anticancer agent without causing any detrimental and 

mutagenic properties. 
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A B S T R A C T  A R T I C L E  I N F O   

In recent years, biometric recognition based systems have become widespread. One of these is 

wrist-based recognition systems. In this study, wrist print based recognition system was 

developed by using near infrared (NIR) camera. Totally 220 NIR camera images taken from 10 

for each both hands of 11 people. The obtained data set is allocated 70% (154 images) for 

training and 30% (66 images) for testing. The wrist regions are labeled on the training set 

images. Data sets were created with two different labeling methods. In the first data set, only 

the wrist regions were labeled and it was aimed to segment the wrist region from the image. In 

the second data set, the wrist images were labeled according to 22 classes and these classes were 

tried to be predicted. The labeled data was trained with YOLOV2 architecture supported by 

ResNet50 one of the deep neural network models. The trained model was tested with the 

remaining 30% of the data set. In the test process, the wrist region was determined in the NIR 

images with the trained model. As a results of the study, it was seen that the wrist regions were 

correctly detected in all first data set test images and the mean value of obtained similarity rates 

was 95.26%. In the test results of the second dataset, 92.43% classification success was 

obtained. Therefore, it can be said that the deep learning architectures ResNet and YOLO are 

effective in the segmentation of the wrist region. 
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1. Introduction 

Biometric recognition based systems are known as most secure 

systems. What makes biometric systems important in this way is 

that the security parameter they use is personal and there is no 

risk of theft and cannot be copied. Although there are many 

biometric recognition methods, fingerprint recognition, iris 

recognition, vein recognition and face recognition are mostly 

used today. 

Vein recognition is a high-security biometric recognition 

approach based on human vascular structure. In this biometric 

identification approach, finger veins, hand veins, palm veins and 

wrist veins are used as biometric parameters. The identification 

systems which use wrist vein structure as biometric input are 

called wrist print recognition. In wrist print recognition system, 

the human wrist image is captured by using near-infrared (NIR) 

camera and illumination and then the wrist region is segmented 

for determining the wrist vein information. Then, the wrist print 

is used for identification. The wrist image acquisition unit used 

in this study is given in Figure 1. 
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Figure 1. A wrist image acquisition unit 

 

Although many studies have not been done on wrist vein 

recognition, we come across studies using different approaches 

in the literature. We can evaluate previous studies on the subject 

in 2 groups. The first one is hand, palm and finger vein 

recognition studies (will not be mentioned in this article), and 

the other is the wrist vein recognition works. Hartung et al. 

(2011) performed spectral minutiae extraction in the 

identification of wrist vessels [1]. In preprocessing stage, 

binarization and Skeletonization were implemented after noise 

reduction and edge enhancing. Convolution approach and 

Location-Based Spectral Minutiae Representation were used for 

extracting the feature. In this study, Hausdorff distance, 

Modified Hausdorff, Similarity-based Mix-matching, SML 

correlation and SML fast rotate methods were used for feature 

matching [2]. Das et al. (2014), performed the feature matching 

process with Support Vector Machines. Dense Local Binary 

Pattern approach was applied for extracting the feature [3]. In 

2018, Nikisins et al. studied wrist vein recognition with cross-

correlation-based comparison [4]. Adaptive histogram 

equalization [5] and Discrete Meyer Wavelet techniques [1] 

were used in preprocessing phase. Then Hessian matrix was 

implemented and the wrist vein features were extracted in this 

study. In 2020, Garcia-Martin et al. were developed portable 

contactless system for wrist vascular biometric identification. a 

new contactless database has been collected with the software 

algorithm TGS-CVBR®. In this work, Preprocessing and 

Identification Software for Contactless Vascular Biometric 

Recognition (PIS-CVBR®), is used for recognition the wrist 

images [6]. In this study three different wrist image datasets 

(UC3M-CV1, UC3M and PUT databases) were used and three 

different feature extraction methods (Scale-Invariant Feature 

Transform – SIFT, Speeded Up Robust Features – SURF and 

Oriented FAST and Rotated BRIEF (ORB) were applied to the 

wrist images. These wrist recognition researches are given in 

Table 1 including authors, year, methods, database information 

and best error rates in percentages. 

Table 1. Literature overview for wrist print recognition 

Researcher(s) Year 

Methods used 

in 

classification 

Dataset (NIR 

Imaging) 
Best 

Error 

Rate(s) 
Subjects Images 

Hartung et 
al. [1] 

2011 

SML 

Correlation 

SML fast rotate 

29 348 
6.13 % 
5.90 % 

Das et al. 

[3] 
2014 

Support Vector 

Machine 
50 1200 0.79 % 

Nikisins et 

al. [4] 
2018 

Cross 
Correlation with 

FFT 

29 348 3.58 % 

Garcia-
Martin et 

al. [7] 

2020 

Brute Force 
Matcher 

Fast Library 

for Approximate 

Nearest 

Neighbors 

50 1200 8.59% 

50 1200 0.08% 

121 605 15.91% 

As it is seen from this table, various methods were used in 

classification process. We have implemented Deep Neural 

Networks for recognition the wrist image, so a new approach is 

applied for wrist print recognition. In this study, the wrist vein 

region was detected and marked from the hand and wrist image 

taken using a near infrared camera.  In this context, a software 

based on deep learning has been developed including ResNet50 

and YOLO algorithms. The performance of the system was 

evaluated comparatively by testing the segmentation and 

classification process on 220 wrist images taken from 22 human 

wrists. 

http://www.journals.manas.edu.kg/


H.E. Koçer , K.K. Çevik / MANAS Journal of Engineering 9 (2021) 30-36 32 

   

 MJEN  MANAS Journal of Engineering, Volume 9 (Issue 1) © 2021 www.journals.manas.edu.kg 

 

2. Deep neural networks (DNN) 

Deep neural networks (DNN) can recognize objects without 

being affected by different properties such as different positions, 

directions and camera angles and environmental factors such as 

lighting. A deep learning algorithms are trained on tagged 

images. An architecture of DNN is shown in Figure 2. 

 

 
 

Figure 2. A Deep neural networks architecture. 

 

The input usually consists of images or signals. In the 

convolution layers, the filtering process is applied to the 3-

dimensional matrices in the previous layer. The number of filters 

used constitutes the depth (the size of the 3rd dimension) of the 

convolution layer. In the pooling layer, size reduction is applied. 

In the section called fully connected layer, classical artificial 

neural network operations are performed. The output can be 

defined as a vector with the length of the defined class. The 

number of layers in the architecture and the filter size and 

number can be changed by the user to suit the application. In 

addition, the performance may vary depending on the number of 

images and iterations to be used for training. If the number of 

training iterations is too high, both the training time increases 

and the model moves towards memorization. As the rate of 

misclassification in data that the model has not seen before will 

increase as a result of memorization, accuracy decreases. In the 

study, it was tried to determine the wrist region from the images 

taken by using the ResNet50 and YOLO architectures. 

2.1. ResNet50  

The Residual Network (also known as ResNet) uses redundant 

blocks with multiple layers to reduce training error. Typical 

ResNet models are implemented with double- or triple- layer 

skips that contain nonlinearities (ReLU) and batch 

normalization in between. During training, the weights adapt to 

mute the upstream layer, and amplify the previously-skipped 

layer. In the context of residual neural networks, a non-residual 

network may be described as a plain network [8, 9]. 

The standard ResNet architecture consists of 152 layers and has 

a higher classification success than other DNN architectures. 

The ResNet50 architecture used in this work, on the other hand, 

consists of 34 layers. Both layer blocks in the network are 

replaced by a three-layered residual block. The residual block 

characterization can be given as:[10, 11] 

 

𝑎[𝑙+2] = 𝑔(𝑎[𝑙] + 𝑧[𝑙+2] (1) 

 

Here, a is the activations (outputs) of neurons in layer l, g is the 

activation function for layer l. In this equation, l is used for 

clarity. 

2.2. You Only Look Once (YOLO) 

YOLO is an algorithm for object detection using convolutional 

neural networks (CNN). It stands for "You Only Look Once", 

which means "Just Look Once". The reason for choosing this 

name is that the algorithm is fast enough to detect objects in one 

go. The most important feature that distinguishes YOLO from 

other algorithms is its ability to detect objects in real time. 

YOLO uses Darknet library and has a very fast running 

architecture. The reason it is so fast is that it can guess objects 

and coordinates by passing any picture through the neural 

network in one go. In other words, YOLO takes an approach that 

solves a single regression problem while performing the 

estimation process [12, 13]. 

When we look at YOLO's algorithm, we first see that it divides 

the input picture into grids of certain sizes (3x3, 5x5, 17x17 etc.). 

It is then checked whether the searched object is within the grid. 

The object detected in the similarity check is scored and marked. 

Then non maximum suppression is applied, which evaluates the 

score of each marked object, and those below a certain 

confidence score are separated [14, 15]. 

3. The proposed method 

There are 3 main elements in the proposed approach. These can 

be listed as collecting image data set, labeling the wrist area and 

performing deep learning based training / testing processes. 

While performing the deep neural network for detection and 

classification of wrist images, Yolo and ResNet50 architectures 

were implemented. The flow chart of the system designed within 

the scope of this study is shown in Figure 3. 
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Figure 3. Flow chart of the designed system. 

 

The study is primarily provided within the scope of the data 

collection. Two wrist images of 11 people were taken with a near 

infrared (NIR) camera. In the study, a NIR camera with a 

resolution of 752x480 pixels, a monochrome (gray level) and an 

infrared light source operating at 880nm wavelength was used 

to capture the images. By taking 10 images for both wrists of 

each person, a total of 220 images were provided in the data set. 

The images obtained are gray level with a resolution of 752x480 

pixels in RGB format. Images consist of 8 bits as color depth. 

The sample images used in the designed system are shown in 

Figure 4. In the second stage, the data set is divided into training 

and test data. As used frequently in the literature, the obtained 

images were determined as homogeneous 70% (154 images) for 

training and the remaining 30% for testing. 

 

  
 

Figure 4. Image set examples. 

 

In the next stage, Region of Interest (ROI) areas are labeled on 

the images (70%) allocated for training. In order to define the 

wrist print region, ROI is labeled as 224x224 dimensioned boxes 

where the veins on the wrist are clearly visible. Image Labeler 

plugin of Matlab software was used for this labeling process. An 

interface of Image Labeler is shown in Figure 5. The remaining 

test data were transferred to the test stage without labeling.  

 
 

Figure 5. Image labeling process. 

 

Data sets were created with two different labeling methods. In 

the first data set, only the wrist regions were labeled and it was 

aimed to segment the wrist region from the image (One class=' 

Wrist'). In the second data set, the wrist images were labeled 

according to 22 classes and these classes were tried to be 

predicted (Twenty two classes=' Wrist 1',' Wrist 2'... ' Wrist 22'). 

In the study, both segmentation and classification performance 

in images were tried to be measured with these two data sets. 

After the data labeled and prepared, the labeled data was trained 

with Deep Neural Network - (DNN) with the software realized 

within the scope of the study. In the training phase of the 

network, the images labelled were given for 1 class (wrist) of 
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output as an introduction to the neural network built from YOLO 

architecture powered by ResNet50 and training has been done. 

Layer structure of the designed network is given in Table 2. As 

seen in Table 2, the input images are 224x224 in size and have 

3 layers. After the convolution process, the sub-image with 

112x112x64 activation was obtained. After the activation 

process, the activation number of 55x55x64 was obtained by 

max pooling process. Convolution was made using Yolo2 in the 

output layer. For the other data set used in the study (Twenty 

two classes dataset), the 150th output layer (YOLO v2 Output) 

has 22 neurons.

Table 2. Layer structure of the designed network 

 Name Type Activations Learnables Total Learnables 

1 Input_1 

224x224x3 images 

Image Input 224x224x3 - 0 

2 Conv1 

64 7x7x3 

Convolution 112x112x64 Weights 7x7x3x64 

Bias 1x1x64 

9472 

3 bn_conv1 

Batch Normalization 

Batch Normalization 112x112x64 Offset 1x1x64 

Scale 1x1x64 

128 

4 activation_1_relu 

ReLU 

ReLU 112x112x64 - 0 

5 max_pooling2d_1 

3x3 max pooling 

Max Pooling 55x55x64 - 0 

6 res2a_branch1 

256 1x1x64 conv 

Convolution 55x55x256 Weights 1x1x64x256 

Bias 1x1x256 

16640 

7 bn2a_branch1 Batch Normalization 55x55x256 Offset 1x1x256 

Scale 1x1x256 

512 

8 res2a_branch2a 

64 1x1x64 conv 

Convolution 55x55x64 Weights 1x1x64x64 

Bias 1x1x64 

4160 

9 bn2a_branch2a Batch Normalization 55x55x64 Offset 1x1x64 

Scale 1x1x64 

128 

10 activation_2_relu 

ReLU 

ReLU 55x55x64 - 0 

… 

141 activation_40_relu 

ReLU 
ReLU 14x14x1024 - 0 

142 yolo2Conv1 

1024 3x3x1024 conv 

Convolution 14x14x1024 Weights 3x3x1024x1024 

Bias 1x1x1024 

9438208 

143 yolo2Batch1 

Batch Normalization 
Batch Normalization 14x14x1024 Offset 1x1x1024 

Scale 1x1x1024 
2048 

144 yoloRelu1 

ReLU 

ReLU 14x14x1024 - 0 

145 yolo2Conv2 

1024 3x3x1024 conv 

Convolution 14x14x1024 Weights 3x3x1024x1024 
Bias 1x1x1024 

9438208 

146 yolo2Batch2 

Batch Normalization 

Batch Normalization 14x14x1024 Offset 1x1x1024 

Scale 1x1x1024 

2048 

147 yoloRelu2 

ReLU 

ReLU 14x14x1024 - 0 

148 yoloClassConv 

4 1x1x1024 conv 

Convolution 14x14x42 Weights 42 

Bias 1x1x42 

43050 

149 yolo2Transform 

 
Yolo V2 Transform Layer 14x14x42 - 0 

150 yolo2OutputLayer Yolo V2 Output Layer - - 0 

 

 

ResNet50 was created in a 150-layered structure because of 

integration with YOLO. Since the input data of the ResNet 

network is 224x224x3, the images in the data set have been 

adapted to this resolution. The training parameters of the 

designed deep neural network were given in Table 3. The output 

size is 1 for segmentation of the wrist region and the output size 

is 22 for classification of the wrist data. The optimizer used in 

this study is Stochastic gradient descent with momentum. It is 

an iterative method for optimizing an objective function with 

suitable smoothness properties. The iteration number for 

segmentation and classification process is limited to 1300 and 

2600, respectively. 

 

Table 3. Training parameters for the proposed method 

Option 
Segmentation  

Data Set 

Classification 

Data Set 

Epoch (Iteration) 100 (1300) 200 (2600) 

Batch Size 16 16 

Learning Rate 0,001 0,001 

Optimizer SGDM SGDM 

Input Size 224x224x3 224x224x3 

Output Size 1 (Wrist) 22 (Wrist) 

Verbose True True 

Verbose Frequency 1 1 

Shuffle Never Never 
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The computer on which the designed model is trained has the 

following hardware configuration: Intel i7-2600 3.40 GHz 

processor running under 64 Bit Windows 10 operating system, 

22 GB RAM, GTS450 GDDR5 1GB 128Bit Nvidia GeForce 

DX11 Graphics Card hardware. In addition, Matlab software 

was used in coding, training and testing of the model. 

The change of Root Mean Square Error (RMSE the square root 

of the difference between the value obtained and the value 

obtained during the training of the network) and LOSS 

(expressing how different the estimate made by the model from 

the actual value) values are given in Figure 6. In addition, the 

training time of the segmentation network is 03:46:10, the 

resulting minimum RMSE value of the network is 0.07 and 

LOSS value is 5.2e-03. The training time of the classification 

network is 05:27:30, the resulting minimum RMSE value of the 

network is 0.077 and LOSS value is 0.088. 

   
 

Figure 6. Change of RMSE and LOSS values during training 

(Segmentation and Classification). 

4. Results and discussion 

For the evaluation of the study, the test process was carried out 

by using images (30%) that were not shown to the network 

model whose training was completed. Test images were given 

as an input to the network and the wrist areas were determined. 

In determining the region, the minimum value of similarity ratio 

was taken as 0.70 and the highest similarity value was 

determined as the result. Sample test images including the 

detected and marked boxes are given in Figure 7. 

 

 
 

Figure 7. Detection results 

 

The percentage values for segmentation of the wrist area, which 

are formed by input (total of 66 images in the test process), are 

shown in Figure 8(a). The process of determining the wrist area 

on an image takes approximately 0.42 seconds. It took 

approximately 30 seconds to determine the ROI areas of all test 

images and the ROI’s were saved as a file.  

 

(a) 

 

(b) 

Figure 8. Similarity rates for segmentation (a) and 

classification (b) 

 

The percentage values for classification, which are formed by 

input (total of 66 images in the test process), are shown in 

Figure 8(b). The process of classification on an image takes 

approximately 0.37 seconds. It took approximately 30 seconds 

to determine the ROI areas of all test images and the ROI’s were 

saved as a file.  
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5. Conclusion 
 

In this study, a deep learning based classification approach is 

implemented for wrist print recognition. YOLO architecture 

with ResNet50 is used for training process in deep learning. As 

a result of the study, it was seen that the wrist regions were 

segmented correctly in all test images and the average value of 

the obtained similarity rates was 95.26%. As a result of the 

classification process, 61 out of 66 images were classified 

correctly. Therefore, 92.43% classification successes were 

obtained. Therefore, it can be said that the deep learning 

architectures ResNet50 and YOLO are effective in the 

segmentation of the wrist region. 

The obtained error rate for segmentation and classification is 

7.57% in our approach. When we compare the values we 

obtained as a result of this study with previous studies on wrist 

recognition, it is seen that an average performance is achieved. 

The main reason for this is the small number of images (7 images 

per wrist) used for training in the study. It is known that the 

higher the number of entrance images in deep learning 

approaches gives the higher the classification performance. 

Therefore, it is thought that the success will increase by 

increasing the number of samples. 
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A B S T R A C T  A R T I C L E  I N F O   

Micro Electro-Mechanical System (MEMS) based devices offer innovative approaches in 
sensor technologies with the advantages of high efficiency and miniaturization. The most 
important stage in the development of new generation MEMS-based devices is the design and 
optimization stage. However, device design and optimization processes are developed in a 
laboratory by empirical approaches. This causes time loss and creates an unnecessary waste of 
resources. In this study, it is aimed to design and analyze two gas sensors based on ZnO and 
TiO2 sensing layers. Electro-thermal analysis of the sensor structure was carried out at room 
temperature and high temperature (294,15K-573,15K) and heat transfer parameters were 
compared. According to the simulation results, it is obtained that, as the applied temperature 
increases to the sensor, the temperature over the sensing layer increases linearly. It is compatible 
with the literature. The temperature on the ZnO surface increases to three times the TiO2 surface 
temperature. The heat transfer results obtained will be used as a guide for device design and 
optimization in future works. In this way, as a result of numerical analysis, a MEMS-based 
device will be produced with high accuracy. Thus, time and resources will be saved. 
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1 Introduction 

Rapidly increasing environmental pollution and 
consequently increasing health problems have become 
one of the most important problems of today. In addition, 
different gases are frequently used in the manufacturing 
industry. This situation directly affects to human health. 
The integration of smart devices developed for the benefit 
of humanity into our daily life is becoming more and more 
popular with decades due to their usefulness. Gains in 
MEMS technology also has been affected sensor 
technologies. Sensors produced in line with micro 
technologies have advantages in terms of cost, 
miniaturization, and sensitivity as smart sensors. In this 
view, the development of gas detection devices is 
important for widespread uses, such as monitoring gas 
accumulation, medical diagnostics, food quality 
assurance and the safety of industrial processes or 
domestic systems. Today, in parallel with the 
technological progress in nano-electronic structuring and 
the point it has reached, gas sensor technologies continue 
to progress with similar acceleration [1–5]. 
 

Micro/nano technology is a multi-disciplinary technology 
because of using material science, structure-control 
design and finite-element method (FEM). Material 
technology allows the use of new generation materials and 
semiconductor technologies in miniature device 
development. Moreover, structural/control design and 
analysis methods offer high accuracy and analysis 
advantages with high accuracy. 
 
It was observed for the first time in 1953 that the 
conductivities of semiconductor materials are changed by 
gas absorption [6]. Subsequently, the first semiconductor 
gas sensor patented in 1962 [7]. Afterwards, gas-sensing 
devices are researched and examined worldwide. 
Researches on gas detection mechanisms is focused on 
designing gas detection elements that can detect gases 
harmful to human health and nature with high 
performance detection materials as a consequence various 
gas detection technologies have been developed for use in 
gas detection processes [8–13].  
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Table 1. Gas detection methods used in gas detection 
processes 

Gas sensors related to 
detecting material 

Gas sensors related to 
detecting mechanism 

Metal oxide 
semiconductors 

Resistance Change 

Carbon nanotubes Optical methods 
Polymers Acoustic methods 
 Gas chromatography 
 Calorimetric methods 

Gas detection processes can be examined in two classes, 
according to the sensing material and the sensing 
mechanism, as shown in Table 1. In gas sensors; Metal 
oxide semiconductors, carbon nanotubes and polymers 
are used as the material in the gas detection layer. On the 
other hand, resistance changing, optical methods, acoustic 
methods (eg; SAW sensor), calorimetric method and gas 
chromatography can be used as the detection mechanism. 
Metal oxide-based gas sensors attract researchers' 
attention thanks to their high detection capability, 
repeatability and simple manufacturing techniques. MOX-
based gas sensors are used to sense NH3, H2, NO2, H2S, 
CO, CO2, SO2, O3, N2, VOCs, LPG gases [14]. 
 
NH3, H2, HCl, NO2, H2S, CO, CO2 gases threat human 
health depending on their conditions of use and release 
rates of these gases. Table 2 presents that the areas of use 
or release of these gases and their danger. For example; 
NH3 gas appears in the chemical, food and health industry 
and causes a toxic effect. NO, HCl, CO2 gases cause 
respiratory disorders. The release of high levels of H2S 
and CO, H2 gases can result in death. 

The working principle of MOX gas sensors are usually 
based on the resistivity change of the semiconductor, 
depending on the gas absorption. When gas analytes come 
into contact with the sensing layer, the adhesion of oxygen 
atoms occur on the surface and semiconductor sensing 
material reacted to the gas analytes. In this way, sensing 
layer resistivity is decreased according to the analyte 
concentration. However, the worst feature of MOx-based 
gas sensors is that they have a high operating temperature. 
This situation requires high power consumption and an 
external heat source [33]. Therefore, many studies are 
carried out to obtain high operating performance at low 
temperatures. In this study, two MOx-based gas sensors 
model are designed. 

 

 Table 2. According to the encountered area, and their dangers 
various hazardous gases 

Hazardous 
Gases 

The encountered 
Area 

Dangers 

NH3 [15] Chemical and 
food industry,  

medical diagnosis 

Toxic effect, 
vomiting, 
headache 

NO [16–19]  Combustion of 
fossil fuels, power 
plants and vehicle 

engines 

Respiratory 
diseases, asthma 

NO2 [20] Automobile 
exhaust fumes, 

nitric acid 
production, coal 

and fuel 
combustion 

Acid rain, 
environmental 

pollution 

H2 [21–25]  Renewable 
energy sources, 

transport systems 
and biomedical 

devices 

Explosive, 
flammable 

H2S [26–29]  Oil/natural gas, 
geothermal 
energy and 
bacterial 

decomposition 

Occupational 
diseases, death in 

high 
concentration 

HCl [30] Semiconductor 
and chemical 

industry 

Toxic effect, skin 
burns, respiratory 

disorders 
CO [31] Fire events Toxic effect , 

death 
CO2 [32] Cellular 

respiration and 
burning of fossil 

fuels 

Respiratory 
disorders, 

explosion, Global 
warming, 
explosion 

 One of the gas sensors consists of TiO2 as a sensing layer 
and another is consist of ZnO. Three-dimensional design 
and simulation are done by using SolidWorks and 
COMSOL Multiphysics software. The electro-thermal 
analysis is done to observe the surface temperature and 
electrical dispersion along the sensing layer. The effect of 
TiO2 and ZnO semiconductors heat transfer is evaluated 
over the sensing layer at room temperature and different 
high temperatures. 
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2 Structure design 

Gas sensors are smart devices used to sense many other 
gases with concentrations ranging from ppm and ppb in 
the presence of other low concentrations gases [34]. 
Although it is considered to be an apparently simple 
operating principle, the gas detection mechanism is quite 
complicated. MEMS-based gas sensors consist of two 
main layers as shown in Fig.1. Gas sensing performance 
and especially sensitivity are controlled these two layers. 
A chemical or biochemical interface is required to obtain 
sufficient sensitivity and selectivity for the analyte. This 
interface is called the sensing layer, this is the top layer. 
Gas detection mechanism is related to the change of one 
or more physical properties of the sensing material such 
as mass, elastic hardness, viscosity, electrical 
conductivity, and electrical permeability. The 
conductivity of the sensing material is expected to change 
according to the gas concentration. It is also desired that 
this change in conductivity be reversible. The 
performance of a gas sensor depends on the sensor 
configuration as well as the interaction of the sensing 
material with the gas. It is important to understand the 
interaction between the sensor material and the analyte 
molecules of basic sensor parameters such as sensitivity 
and selectivity. If this interaction is weak; sensitivity and 
selectivity are weakened when the sensor shows good 
recycling or recycling is weakened while showing good 
sensitivity and selectivity [35]. Another layer is the 
transducer layer. This layer converts the sensing analyte 
signals from the chemical interaction occurring in the 
sensing layer into an electrical signal.  

 
Figure 1. MEMS-based gas sensors layer structure 

 
Sensor specifications, for instance sensitivity, selectivity, 
response and recovery times, are affected by the 
properties of the sensing material.  In this study, TiO2 and 
ZnO are preferred as a sensing material. ZnO has high 
chemical and thermal stability, piezoelectric properties. 
These provide excellent detection response. It has a low 
cost. It offers easy production and non-toxic. Thanks to 
these advantages, they are preferred in gas sensor 
applications [1]. TiO2 is also stable, low cost and non-
toxic semiconductor material. It has unique electrical, 
optical and catalytic gas sensing material because of its 
wide bandgap. In smart device applications, the band 
structure provides superior electronic and optical 
properties [36]. The designed gas sensors structure is 
presented in Fig.2. 
 
LiNbO3 wafer is used as a substrate. On the substrate, gold 
electrodes are evaporated in a vacuum for electrical 
conductivity. Above the gold electrodes, the sensing layer 
is sputtered.  

 
Figure 2. Gas sensor structure 

 
Mechanical properties are given in Table 3. The hot plate 
to be used as a high heat source will be placed where the 
gas sensor socket in the gas detection chamber. 
 
 
 
 
 
 

Table 3. Mechanical properties of sensor structure 

Material 
Size 

Thermal Conductivity 
(W/(m.K)) 

Density 
(kg/m3) 

Young’s 
Modulus 

(GPa) 
Length x 

Wide (mm) 
Thickness (mm) 

LiNbO3[37] 6x3 0.5 5.6 4640 170 
Gold [38] 6x1 1x10-4 317 19300 70 
TiO2 [39] 5x3 5x10-5 8.9 4230 230 
ZnO [40] 5x3 5 x10-5 60 5676 210 

 

3 Electrical conductivity and heat transfer analysis 

The heat transfer analysis and joules heating simulation 
are important for observing the homogeneous heat 

dispersion on the surface. Homogeneous heat dispersion 
is one of the determining factors of sensor sensitivity. 
Seeing that metal oxide gas sensors work according to the 
resistance change principle, it is expected to be 
homogeneous and constant at the electrical voltage on the 
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sensing surface. For electrical conductivity simulation, 
the electrical field dispersion (E) is determined using 
Eq.1.; 
 

𝐸𝐸 = −∇𝑣𝑣 (1) 
 
The electrical resistivity of most materials changes with 
temperature. To calculate electrical resistivity, a linear 
approximation is typically used. For electrical resistivity, 
(ρ) in certain temperature is determined by Eq.2; 
 

0 0( ) (1 ( ))T T Tρ ρ α= + −  (2) 
 
In Eq.2; ρ(T) is electrical resistivity in a certain 
temperature, ρ0 is electrical resistivity at 20 ⁰C, α is 
temperature coefficient at 20 ⁰C, T0 is 20 ⁰C and T is a 
certain temperature. 
According to the electric field (E); electrical 
conductivity of the sensing material,(σ ), current density 
(J) and joule  
 

J Eσ=  (3) 
Qj J= ∇  (4) 

 
heating power (Qj) are calculated by Eq.3., and Eq.4.; 
Moreover, the heat transfer is calculated with Eq.5. The 
heat transfer depends on the heat flux, thermal 
conductivity, absolute depends on the thermal 
conductivity, temperature difference, and length of the 
body. In this equation, q, ∆t, and k represent the heat flux, 
the temperature difference, and the thermal conductivity 
respectively [41] . 
 

.k t
q

L

∆
=  

(5) 

4 Results and discussion 

4.1 Electrical dispersion 

The sensing layer electrical dispersion of the gas sensor 
from room temperature to 573,15K is analyzed. A 9V 
initial voltage is applied to the gas sensor. In accordance 
with the resistivity of the sensor material, the average 
voltage above the sensing layer surface is observed and it 
is presented in Fig.3. At the ZnO surface, electrical 
dispersion has three different distinct regions.  

 
Figure 3. Average voltage above the sensing layer (TiO2, 
ZnO) 

In region I, the average electrical potential is observed 
steadily from room temperature to 423,15K. ZnO exhibits 
a negative temperature coefficient of resistance (NTCR) 
behavior in this region. At second region from 423,15K to 
523,15K ZnO indicates a positive temperature coefficient 
of resistance (PTCR) behavior. 
 
Resistivity level is the lowest in this region. In region III 
from 523,15K to 573,15K resistivity increases again and 
ZnO shows a negative temperature coefficient in this 
region. There are several studies about the temperature-
dependent resistivity of ZnO according to NTCR and 
PTCR behavior.  
 
The simulation results obtained are compatible with the 
literature [42], [43]. On the other hand, the TiO2 surface 
electrical dispersion is observed steadily. TiO2 shows a 
negative temperature coefficient from room temperature 
to 573,15K. 

4.2 Temperature dispersion 

In this simulation; absolute pressure is 1 atm. First of all, 
the room temperature condition is done and heat 
dispersion is observed. Then, high temperature 
conditions (323,15K, 373,15K, 423,15K, 473.15K, 
523,15K, 573,15K) are created by hot plate respectively. 
An initial temperature (T0=room temperature) is 294,15K 
and the external temperatures (Text=hot plate 
temperature) were applied by increasing the temperature 
step by step from 323,15K to 573,15K. Fig.4, and Fig.5 
shows the temperature profiles of TiO2 and ZnO sensing 
layers with a base substrate.  
 
A uniform sensing layer temperature is a requirement for 
sensitive operation of the sensor. Figure 4 and 5 shows 
uniform temperature dispersion on the sensing surface at 
different operating temperatures. Furthermore, Fig.6. 
shows the comparison of surface temperature at constant 
electrical voltage 9V. While the temperature on the TiO2 
surface at 473,15K was 489.56 K and 569.86 K on the 
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ZnO surface, the temperature on the TiO2 surface at 
573,15K was 603.41 and 715.51 K on the ZnO surface. 
 

 

 

 
a. 294,15 K 

b. 473,15 K 

 
c. 373,15 K 

d. 573,15 K 

Figure 4. Temperature dispersion in TiO2 layer, for the temperature 294,15K (a), 373,15K (b), 473,15K (c), 573,15 K (d) 

a. 294,15K b. 373,15K 

c. 473,15 K d. 573,15K 
Figure 5. Temperature dispersion in ZnO layer, for the temperature 294,15K (a), 373,15K (b), 473,15K (c), 573,15K (d) 
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The comparison in Fig.6. depicts that sensing surface 
temperature increase on both surfaces; increased 
proportionally from the room temperature to 423.15 K. 
 
When 423.15 K exceeds; the temperature increase on ZnO 
surface gained acceleration compared to TiO2 surface. 
While the temperature on the TiO2 surface at 473,15K was 
489.56 K and 569.86 K on the ZnO surface, the 
temperature on the TiO2 surface at 573,15K was 603.41 
and 715.51 K on the ZnO surface. 
 
According to the simulation results, the optimum 
operating temperature was determined of ZnO and TiO2 
thin films. Sensing surface temperature rises above at the 
473.15K, 523.15K, 573.15K operating temperature. 
 

 
Figure 6. Sensing layer temperature at different hot 

plate temperatures 

 
Consequently, heating inevitably occurs on the surfaces. 
In this case, the optimum working temperature for both 
thin-film structures with a thickness of 0.5 µm was 
determined as 423.15 K. 

 

5 Conclusion 

In this study, heat transfer analysis of the MOx-based gas 
sensor is discussed. Two sensing layer structures that used 
TiO2 and ZnO as a material are designed and simulated. 
To achieve uniform heat dispersion above TiO2 and ZnO 
sensing layer at room temperature and high temperature 
are analyzed by using FEM with COMSOL Multiphysics. 
The temperature profiles of sensing layers are analyzed 
and uniform heat dispersion was achieved in both thin 
films. As stated in simulation results, an optimum 
working temperature was determined for ZnO and TiO2 
thin films.  

Our future works will be focused on the designed 
metal-oxide/polymer-based gas sensor at room 

temperature and high temperature and compared 
simulation results between them. Additionally, we aim to 
design and fabricate a gas sensor using metal oxide and 
metal oxide/polymer sensing layer. 
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A B S T R A C T  A R T I C L E  I N F O   

With the rapid spread of urbanization, competent authorities become increasingly anxious from 
air pollution risks and effect on citizens especially those with respiratory diseases. In this work, 
performances of six machine learning methods were analyzed for prediction of maximum ozone 
(O_3) concentration for the next-day. The models make the prediction using concentrations of 
six atmospheric components (PM2.5, PM10, Ozone (O3), Sulfur Dioxide (SO2), Nitrogen 
Dioxide (NO2), and Carbon Monoxide (CO)). The utilized machine learning methods are 
multilayer perception (MLP), Support Vector Regression (SVM), k-Nearest Neighbor (K-NN), 
Random Forests (RF), Gradient Boosting (GB), and Elastic Net (EN). After the predictions 
made by these models, the predicted values were further processed to be classified into one of 
the six air quality levels defined by United States Environmental Protection Agency. The 
prediction performances of the models as well as their corresponding classification results were 
analyzed. It was shown that MLP model gives the lowest RMSE of 2246 for prediction step 
while SVR achieved the highest accuracy score of 0.790. 

Research article 

Received:  28.01.2021 
Accepted:  16.04.2021 

Keywords:  
machine learning, 
time-series forecasting, 
regression methods, 
sequence-to-sequence, 
air quality index.  

*Corresponding author 

1 Introduction 

The increase in industrialization and urbanization has effects 
on the natural balance, this consequently affect human, 
animal, and plant wellbeing. Air pollution is one of the results 
of this situation and is considered to be the fourth of the 
biggest killer in the world after tobacco, high blood pressure 
and poor diet [1]. The surveys confirm the possibility of an 
increased number of deaths 40% from outdoor air pollution 
than today, therefore the United Nations Sustainable 
Development to aim to put strategy for the next two decades 
to limit air pollution hazards [2]. The Organization for 
Economic Cooperation and Development (OECD) has 
expected in 2012 that Outdoor Air Pollution will endure 
increasing towards 2050, and eventually will be the main 
cause of environmentally-related deaths worldwide [3].  
Ambient Air Pollution is one of the mainsprings that worsens 
respiratory disease like Asthma and Chronic Obstructive 
Pulmonary Disease (COPD); therefore, air pollution has 
classified as a threat factor for people with these disease. 
According to the Global Asthma Network (GAN) studies, 
there are approximately 334 million asthma patients 
worldwide and accounts for 383 thousand deaths annually [4]. 

The World Health Organization (WHO) in 2016 has published 
an estimate survey that ambient air pollution accounts for 4.2 
million premature death worldwide and more than 18% of 
deaths were courses COPD [5, 6].  
According to the surveys, outdoor air pollution considers the 
major of many substantial adverse to universal public health, 
therefore, the level of hazard requires the cooperation of all 
researchers to study, analyze and reduce the risk of outdoor air 
pollution on the health of chronic respiratory patients [7]. In 
addition to civilized awareness, people are becoming more 
attentive due to changes in air quality and their impact on 
respiratory patients health. Although the children and young 
adults spend most of the time indoors because of COVID-19, 
the air quality-related with outdoor environments is still 
important for Asthma and COPD patients because outdoor 
environment air has a major impact on the indoor air quality. 
The reason for such an impact is that there is a lack of efficacy 
in preventing particulate matter transmission from the outside 
environment to the inside environment [8].  
The significance of air quality forecasting is increasing rapidly 
for establishing citizen’s superior quality and safety life to 
adapt with growing and developing of the modern era, and for 
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providing an influential and appropriate environment for 
sensing research. Therefore, this work aims to explain the 
potential ways to set up a time series forecast model 
architecture, which to facilitate the establishment of an airtight 
future model aim to support respiratory disease patients.  
Majority of the previous studies rely on six important 
pollutants of the atmospheric components (PM2.5, PM10, 
Ozone (O3), Sulfur Dioxide (SO2), Nitrogen Dioxide (NO2), 
and Carbon Monoxide (CO)) to health problems. O3 is formed 
by complex chemical processes having a high impact on the 
environment. As a result of O3 exposure, approximately more 
than 21,000 premature deaths were reported in Europe, and 
1.1 million in worldwide premature deaths, many of death 
have respiratory diseases [9]. Therefore, O3 is selected as the 
target pollutant to be predicted in this study. For this purpose, 
six regression models that are artificial neural networks 
(ANN), support vector machines (SVM), k-nearest neighbor 
(KNN), random forests (RF), gradient boosted decision tree 
(GBDT), and elastic net (EN), utilized for establishing a time 
series-forecasting model. The prediction models were trained 
by using several measurements of the pollutant gases and the 
daily maximum O3 level for the next day was forecast using 
these models. For the classification method, the predicted 
values obtained by training data were classified to five levels 
of air quality (good, moderate, unhealthy for sensitive groups, 
unhealthy, very unhealthy). United States Environmental 
Protection Agency (US EPA) standard equation was used 
calculate the air quality level and hence to classify the 
predicted value. These classification results were used to 
generate a confusion matrix, eventually. 
 

2 Literature Review 

In recent times, air pollution threats have been studied widely 
by the researchers, several of them have contributed to 
investigate interesting solutions with the potential of reducing 
the risks. Most of them consider machine-learning methods as 
the ideal solution to develop a time series forecast model. In 
this section, we will discuss some of the machine learning 
methods of previous work. 
In earlier years, many researchers have tended to compare 
regression models.  For example, N. K. Ahmed et al. presented 
a paper to compare the major regression models for building 
the architecture of time-series forecast [10]. The comparisons 
of models are substantial movement to highlight the 
appropriate model to establish a time-series forecast, also, 
provide solutions to time-series forecasting problems. In 
2010, Ping-Feng Pai et al. illustrated the significance of using 
SVM with time series forecasting and compared the 
performance with Autoregressive Integrated Moving Average 
(ARIMA) [11]. Involvement of SVM in building the 
architecture of sequence-to-sequence forecast provide a major 
effect on the generalization performance, also doesn't take 
much time to implement. The substantial common solution in 
the growth era is establishing a hybrid model to eliminate the 
main problems in time-series forecast. In 2013, F. S. de 

Albuquerque Filho et al. suggested an intelligent hybrid 
system for time-series forecasting to predict the levels of 
pollution of four components (CO, SO2, PM10, and NO2) in 
the atmosphere. The hybrid model built by an ANN-MLP with 
a particle swarm optimization (PSO) algorithm [12]. ANN-
MLP model considers an appropriate model for time-series 
forecast, however, it is a good idea to reduce errors in a model 
by using a provide potential in PSO algorithm and combined 
with MLP. Concerning regression tree methods, James R. 
Lloyd clarified a susceptibility to perform time-series methods 
by using a GD model to forecast hourly loads of a US utility 
[13]. Then, H. Tyralis and G. Papacharalampous focused on 
clearly the potential of using an RF model on time-seres 
forecasting [14]. Regression tree methods have proven 
competent to time-series forecasting, however, in future are 
expected to provide better prediction accuracy.  
Due to rapid of industrialization and economic boom in the 
urban cities of worldwide, Sarajevo capital city of Bosnia has 
suffered from a high level of pollution during the winter 
session. In 2016, Maja M. Dedovic et al. presented a research 
paper urges to reduce the accumulated risks to Sarajevo by 
recourse to sequence-to-sequence forecast method. They 
suggested a model predict the concentration of pm10 particles 
from 2010 to 2013 together with the environmental measures 
like temperature, humidity, wind speed and pressure. The 
proposed model depended on an ANN model for training a 
dataset. In model evaluation, the proposed model output a 
forecasting result with 𝑅𝑅2 from 0.5 to 0.9 of total years [15]. 
Bing-Chun Liu et al, proposed an AQI forecast model to 
predict air pollution in three urban cities in China. The main 
goal of the proposed model is an enhancement of air quality 
forecasting results via minimizing the errors of machine 
learning prediction algorithms. The machine learning 
regression method used in the proposed model is SVM for 
predict air quality index. They illustrated suffers, problems 
and struggles with air pollution for each city. The proposed 
regression model achieved high-performance efficiency, 
besides, MSE results achieved by training model is between 
106.22 to 128.70 of total cities [16]. In 2018, Hong Zheng et 
al. presented a paper highlighting on rising of air pollution and 
reduce its impact in China. proposed a new approach of 
multiple kernel learning (MKL) with support vector classifier 
(SVC) to train air quality dataset. MKL-SVC performance 
compared with various machine learning models had widely 
used, like SVM, RF, ANN-MLP, ARIMA, and long short-
term memory (LSTM). The proposed model shown high 
performance beyond the other models, also they praised SVM, 
RF, and ANN-MLP performance these presented very good 
performance than the sequence-to-sequence models LSTM 
and ARIMA. MKL-SVC model succeeded accuracy of 0.972 
with MSE of 0.030 [17]. F. Martinez et al. illustrated the 
potential to train a time-series dataset by KNN model. It is 
possible to use KNN model in time series architecture, 
however, it is not the most suitable among the previously 
implemented models [18]. In 2020, K.Maheshwari and S. 
Lamba, they proposed time series forecast model. The 
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proposed model aimed to minimize the effects of air pollution 
emission. the proposed model forecast future concentrations 
of pm2.5 depend on six machine learning regressors models 
for training a dataset, were Linear Regression, ANN-MLP, K-
NN, Decision Tree, RF and Stochastic Gradient Descent. The 
proposed model achieved an accuracy of 95.5% [19]. F. Shen 
et al. proposed a prediction model to overcome the limitation 
in time-series forecasting. The combination of EN model and 
high order Fuzzy cognitive maps (FCMs) shown predictable 
of a time-series dataset with less error compared with other 
regression models [20]. EN model is a combination of lasso 
regression and ridge regression, it has proven efficiency of 
predict time series compare with lasso and Ridge. 

3 Materials and Methods 

3.1 Time Series Dataset 

Dataset was obtained from The World Air Quality Index 
project; they have published it with the spreading out of 
COVID-19 [21]. Dataset Includes 380 major cities in the 
worldwide, has been collected from the several stations since  

2016 until now it is updated daily. The World Air Quality 
Dataset contains the minimum, the maximum, the median and 
the standard deviation for daily measurements of the six air 
pollutant species (PM2.5, PM10, SO2, NO2, CO and O3). 
Among these species, the unit for O3 and CO is parts per 
million (ppm), while SO2 and NO2 are measured in parts per 
billion (ppb). On the other hand, the unit for the particulate 
matter pollutants, PM10 and PM2.5 is micrograms per m3 
(μg/m3). The atmospheric components like temperature, 
humidity, wind speed, wind gust, dew, and pressure are not 
included in the dataset, hence not utilized in this study. A 
sample part of the dataset is provided in Table 1. In this work, 
Istanbul was chosen as the city whose air quality to be 
predicted for the next day. After pre-processing steps, the 
dataset size has obtained consists of 1013 row and 56 
columns. The data between the dates from 26.12.2016 to 
14.10.2020 is used as the dataset. The reason for selecting this 
time interval is to be able to include the data belonging to 
covid-19 situation. In that case, the future expansions to the 
current study may cover detailed analysis about the temporal 
effects of covid-19 on the outdoor air pollution.  
 

 
Table 1. An illustrative table of dataset contents. 

Date: From 12/26/2016                  
To  10/15/2020 

Country: 
Turkey 

City Species Air Pollutant Species (S) 
Min Max Median Variance 

12/26/2016  12:00:00 AM TR IST SO2 (ppb) 0.6 20.8 3.6 150.56 
12/26/2016  12:00:00 AM TR IST PM10 (ppm) 1 119 32 2965.21 
12/26/2016  12:00:00 AM TR IST O3 (μg/m3) 0.5 18.3 2.5 136.67 
12/26/2016  12:00:00 AM TR IST NO2 (ppb) 6.9 76.1 28.8 2093 
12/26/2016  12:00:00 AM TR IST CO (μg/m3) 0.1 59.3 7.6 1997.7 
12/26/2016  12:00:00 AM TR IST PM2.5 (ppm) 2 751 85 61407.9 

 

 

3.2 Air Quality Index 

After performing prediction by the models, the predicted 
values are assigned an AQI level and then compared with the 
AQI level of the actual value. Air Quality Index (AQI) is a 
required index that represents air quality based on air pollutant 
concentrations at a certain period. AQI schedule varies 
depending on the country, each country containing a specific 
Index. AQI Accredited by United States Environmental 
Protection Agency (US EPA) standard has divided into 6 
groups. Each group symbolized by different colors and a 
standardized public health advisory depending on the 
concentration of air pollution [22]. The US EPA standard 
method for calculating AQI is given in Equation (1) and the 
levels for AQI indexes are illustrated in Table 2. The green 
color indicates the best and changes gradually to maroon 
indicating the worst. The orange color has been reported to be 
the threshold for risky situations for Sensitive Groups (lung 
disease, older adults and children). 

Equation (1): The US EPA standard equation to calculate air 
quality index. 

Ip =  IHI−ILO
BHHI−BHLO

 � Cp −  BHLO� +  ILO  
      (1) 

Where Ip= the index for pollutant p  
Cp= the truncated concentration of pollutant p  
BHHI = the concentration breakpoint that is greater than or 
equal to Cp 
BHLO= the concentration breakpoint that is less than or equal 
to Cp 
IHI= the AQI value corresponding to BHHI 
ILO= the AQI value corresponding to BHLO 
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Table 2. AQI levels. 

AQI Air Pollution Levels Health Implications 

0-50 Good Air quality is satisfactory, no risk. 

50-100 Moderate Air quality is acceptable. 

100-150 Unhealthy for Sensitivity 
Group Members of sensitive groups may experience health effects. 

150-200 Unhealthy Members of the public may experience health effects, for sensitive groups will be 
more seriouse health effects. 

200-300 Very Unhealthy The risk of health effects is increased for everyone; health alert. 

300-500 Hazardous Health warning for emergency conditions. 
 
 

3.3 Time-Series Dataset Preprocessing 

Initial step, Istanbul city dataset was extracted from the public 
main dataset, and then the six essential components for 
atmospheric pollution are separated from other atmospheric 
components. Eventually, a time-series data containing 
minimum, maximum, median, and variance of daily 
measurements of six pollutants for 37 months of duration is 
obtained. This dataset was prepared for the time-series 
prediction task by performing the steps explained in the 
following subsection.  
 

3.3.1 One-Step Ahead Forecast 

The purpose of time-series prediction is estimating the future 
information by past and current information samples. 
Therefore, one-step forecast strategy (in this problem it may 
be defined as “next day predict strategy”) is a supervised 
learning task. The main goal of this strategy is generating 
forecasting dataset from current data by reframing the original 
dataset to derive historical dataset (t-1, t-2,.….t-n) and next-

day (t+1) dataset, then merge all of them to gain entry time-
series dataset with target dataset, therefore, predicting the 
future values (t+1, t+3,…. t+ n) (Figure 1). 
 

Figure 1. One-step Ahead strategy. 

 

3.3.2 One-hot Encoding 

The main step in preprocessing dataset is a coding method, for 
getting the better results in machine learning (ML) based 
forecasting. One-Hot Encoding was used to encode time-
series dataset. One-Hot Encoding employs N-bits status, each 
independent category of entry has one bit. Bits represented by 
“one” or “zero” and only one of the entries will be valid with 
a state of “one”. As shown in Table 3, One-Hot Encoding was 
used to encode weekdays, a 7-bits encoding had used to 
differentiate each day. For example, for a sample that 
corresponds to measurements for Wednesday, the one-hot 
feature vector is 0001000. 
 

 

Table 3. One-Hot Encoding scheme for weekdays. 

days Sunday Monday Tuesday Wednesday Thursday Friday Saturday 
12/25/2016 1 0 0 0 0 0 0 
12/26/2016 0 1 0 0 0 0 0 
12/27/2016 0 0 1 0 0 0 0 
12/28/2016 0 0 0 1 0 0 0 
12/29/2016 0 0 0 0 1 0 0 
12/30/2016 0 0 0 0 0 1 0 
12/31/2016 0 0 0 0 0 0 1 
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3.3.3 Standardization  

In general, the machine learning models require to rescale 
input dataset to be sure that the input features are measured on 
the same scale, especially when all data on a completely 
different scale. Standardization or called Z-score 
normalization refers to transform input dataset to zero mean 
and unit standard deviation to be on the form of a normal 
distribution. The formula for applying z-score normalization 
is given in Equation (2) where 𝑋𝑋 denotes the input feature, µ 
and 𝝈𝝈 are mean and standard deviation of the feature, 
respectively. This transformation is applied to all features 
other than one-hot encoded binary features. 

𝒛𝒛 =  𝐱𝐱− µ
𝛔𝛔

    (2) 
 

3.3.4 Walk-Forward Validation 

The common methods in machine learning such train-test split 
and k-fold cross-validation are avoided here because it is not 
a valid approach for time series datasets. The dataset was 
divided into training and testing subsets based on train test 
split, which esteems the temporal order of observations. To 
eliminate common errors in time series forecasting, the 
prediction of test set should not rely solely on the training set. 
Common errors were avoided by performing Walk-Forward 
validation methods. Walk-Forward validation approach is 
predicting one value from the test set for each iteration at a 
time. After predicting the value taken from the test values will 
add this value to training set or widow set (number of training 
data each iteration) for the next iteration. Training and 
predicting of data that will continue until the end of all 
iteration steps, consequently, the number of iteration should 
be equal to the number of tests. There are two types of Walk-
Forward validation, Rolling Walk Forward and Anchored 
Walk Forward. In this study, Rolling Walk Forward (also 
named as rolling window) method is used. Rolling window 
approach is the in-sample periods “roll”; meaning that the 
window size is steady during all iteration steps [23]. In other 
words, the number of samples in the training set will not 
change during the prediction process, as shown in Figure 4. 

 
Figure 2. Illustration Rolling Walk Forward validation. 

 

3.4 Regression Models 

Six regression models were used to perform the time series 
forecasting. The forecasting models used a past and current 
time step to next-day forecast, in turn, to compare with the 
future data we have already specified as preliminarily target 
sets. The comparison for measurement of our proposed 
model's performance with the MSE and R² for regression 
methods, and accuracy, F-score, Recall, and Precision for 
classification methods. In this section, we will clarify applied 
regression models for the sequence-to-sequence forecast. 
 

3.4.1 Support Vector Regression 

Support Vector Machines (SVMs) are a satisfactory way to 
perform on regression problems based on Vapnik-
Chervonenkis (VC) theory [24], it evolved over the last 
decade to generalize to become appealable on yet-to-be-seen 
data. As a supervised machine learning methods, it has been 
proven to be most effective in a real time-series forecast [25]. 
The prediction functions 𝑓𝑓(𝑥𝑥) for linear and non-linear 
regression applications had derived from one-dimensional 
example shown in equations (3, 4). If we assume that 𝑓𝑓(𝑥𝑥) is 
non-linear, thus, our aim is mapping data to higher 
dimensional "feature" space or called kernel space, which 
achieved by Kernel function 𝜙𝜙(𝑥𝑥) [26]. Kernel functions 
types are Gaussian function and polynomial, and hyperbolic 
tangent. For our proposed model chosen Gaussian function or 
radial basis function (RBF), as shown in Equation (5), 
where‖𝒙𝒙 − µ‖  is the squared Euclidean distance of two-
feature vector and 𝜸𝜸  is gamma. We aim to find the best weight 
(𝑤𝑤) and threshold (𝑏𝑏). Parameter C is the regularization 
parameter setting the margin of the decision function in linear 
and non-linear SVM. If we encourage a large margin, should 
select a small value of parameter C, consequently will get a 
lower misclassification rate and vice versa. 

𝒇𝒇(𝒙𝒙) = (𝒘𝒘.𝒙𝒙) + 𝒃𝒃    
      (3) 
𝒇𝒇(𝒙𝒙) = (𝒘𝒘.𝝓𝝓(𝒙𝒙)) + 𝒃𝒃    

                            (4) 
𝝓𝝓(𝒙𝒙, µ) = 𝒆𝒆𝒙𝒙𝒆𝒆(−𝜸𝜸‖𝒙𝒙 − µ‖𝟐𝟐)   

      (5) 
 

3.4.2 K-Nearest Neighbors  

K-Nearest Neighbors (KNN) regression is one of lazy learning 
or instance-based learning (memory-based learning) that use 
for time-series forecast. KNN is a simple non-parametric 
algorithm that based on determining the most k- nearest or 
similar of new samples (test instance samples with an 
unidentified target) to the training instance (feature and its 
target samples) according to the similarity measure or a 
distance metric [27]. The k parameter represents the number 
of neighbors to consider for determining the predicted value 
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of a test sample. For KNN regression, the average of closest k 
samples is calculated as the prediction. Equation (6) shows the 
mathematical equation that used to calculate the distance 
metric. 

dij = �∑ �xim − xjm�
2𝑛𝑛

𝑚𝑚=1     (6) 

 
Where dij represent the distance metric between specified 
dataset, 𝑚𝑚 is the specific time, xim is the training instances, i, 
j is the dimensionality of the feature space and xjm is the 
testing data with an unidentified target. 

3.4.3 Multilayer Perceptron 

Fundamentally, Artificial Neural network (ANN) is a group 
of nodes or units connected with each other like neurons in a 
human brain, each node is able to transfer data to the other 
starting from the input layer going through the hidden layer, 
and reaching the output layer. Multilayer Perceptron (MLP) is 
an ANN belong to feedforward neural network class, which 
means the input data move to only forward directions [28]. 
MLP has a wide agreement that it is the appropriate model for 
time-series forecasting regression because it provides a non-
linear tool for resolving regression problems, and is able to 
approximate any smooth function without prior presumption 
about data distribution. MLP model was tuned by adjusting 
number of hidden layer units, which is the first and most 
effective parameter that permits us to set a number of layers 
and nodes possessed by the neural network. 

3.4.4 Regression Trees 

Regression Trees (RT) are based on the principle of splitting 
the input parameters space into special independent and non-
overlapping regions according to set rules. Many alternatives 
work on similar prediction principle with better predictive 
performance and a completely different way to create trees are 
random forest (RF), and gradient boosting (GB). RF algorithm 
approach is forming trees independently, with maximum 
depth. RF structure permits to minimize the variance of a huge 
number of complex decision trees (high depth) [29]. GB is a 
numerical optimization algorithm that works on approach 
adding a new decision tree at each step iteratively to minimize 
the loss function [30]. The RF and GB regression models was 
tuned by adjusting the number of trees, which is the major 
effective parameter that determine the number of sequential 
trees for best forecasting. 

3.4.5 Elastic Net  

Elastic net is a linear regression model that considers a 
combination of lasso regression (least absolute shrinkage and 
selection operator) and Ridge regression. Lasso is a penalized 
minimal squares method proposed by Tibshirani (1996), 
which imposes an L1-penalty on the regression coefficients 

[31]. The aim of EN method is reducing the loss function that 
given below: 

𝐿𝐿𝑒𝑒𝑛𝑛(𝜷𝜷�) =
∑ �𝑦𝑦𝑖𝑖−𝑥𝑥𝑖𝑖

𝐽𝐽𝛽𝛽��
2𝑛𝑛

𝑖𝑖=1

2𝑛𝑛
+ 𝜆𝜆 �1−α

2
∑ 𝜷𝜷�𝑗𝑗2𝑚𝑚
𝑗𝑗−1 + α∑ �𝜷𝜷�𝑗𝑗�𝑚𝑚

𝑗𝑗−1 �
       (7) 

Where 𝜆𝜆 is the model parameter, x is the input matrix, y is the 
target vector and 𝜷𝜷 is the weight vector. Alpha (α) is the 
mixing parameter that combines Ridge and Lasso methods. 
When  α = 0  the elastic net will corresponds to simple ridge 
regression, while α = 1 to lasso regression. 
 

3.5 Performance metrics 

In order to predict the air quality level for the next day, fist the 
ozone concentration is first predicted then this predicted value 
is assigned a level using Equation 1. Hence, different 
performance measures are calculated for each of these steps. 
Since the first step is a regression problem, root mean squared 
error (RMSE) and 𝑅𝑅2 values are calculated according to the 
equations given below: 

𝑹𝑹𝑴𝑴𝑴𝑴𝑴𝑴 = �∑ �𝑌𝑌𝑇𝑇𝑖𝑖−𝑌𝑌𝑝𝑝𝑖𝑖�
2𝑛𝑛

𝑖𝑖=1
𝑛𝑛

    (8) 
Where n is number of non-missing data point, 𝑌𝑌𝑇𝑇𝑇𝑇 and 𝑌𝑌𝑝𝑝𝑇𝑇 
denote the observed and predicted values, respectively. 

𝑹𝑹𝟐𝟐 = 1 − 𝑅𝑅𝑅𝑅𝑅𝑅
𝑇𝑇𝑅𝑅𝑅𝑅

      (9) 
Where 𝑅𝑅2 is the coefficient of determination. 

RSS is the residual sum of squares = ∑ �𝑌𝑌𝑇𝑇𝑇𝑇 − 𝑌𝑌𝑝𝑝𝑇𝑇�
2 𝑇𝑇  

       (10) 
TSS is the total sum of square = ∑ (𝑌𝑌𝑇𝑇𝑇𝑇 − 𝑌𝑌𝑚𝑚𝑇𝑇)2 𝑇𝑇  

        (11) 
 And 𝑌𝑌𝑚𝑚𝑇𝑇  is denote the number of the 𝑌𝑌𝑇𝑇𝑇𝑇. 
The assigned level of air quality is then compared by its actual 
level. In order to do it for all the predictions, a multi class 
confusion matrix is generated because five different levels of 
air quality are defined. A generic confusion matrix 
considering k classes is given in Figure 3.  

 
Figure 3. The confusion matrix for multi-class. 

 
For the final classification part, accuracy, precision, recall, 
and f1-score are calculated according to the equations given 
below:  

𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇+𝐹𝐹𝑇𝑇+𝑇𝑇𝑇𝑇

   (12) 
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𝑷𝑷𝑨𝑨𝒆𝒆𝑨𝑨𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷  = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇

    (13) 

𝑹𝑹𝒆𝒆𝑨𝑨𝑨𝑨𝑹𝑹𝑹𝑹 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇

     (14) 

𝑭𝑭𝑭𝑭 𝑴𝑴𝑨𝑨𝑷𝑷𝑨𝑨𝒆𝒆 = 2 ∗ (𝑅𝑅𝑒𝑒𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ∗ 𝑇𝑇𝑃𝑃𝑒𝑒𝑅𝑅𝑇𝑇𝑃𝑃𝑇𝑇𝑃𝑃𝑛𝑛)
(𝑅𝑅𝑒𝑒𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 + 𝑇𝑇𝑃𝑃𝑒𝑒𝑅𝑅𝑇𝑇𝑃𝑃𝑇𝑇𝑃𝑃𝑛𝑛)

   (15) 
 

4 Results and Discussion 

In the previous section, the dataset size and concerned region 
were mentioned, and the methods were implemented to 
process the dataset as well as the architecture of the proposed 
algorithm for the time-series forecasting. In this section, the 
results obtained with the mentioned methods are presented. 
Since these methods have different parameters that influence 
the prediction performance, a gird of parameters for the 
methods are used in testing of the methods. These parameters 
are given in Table 4. For the number of neighbors (k) in KNN 
model, three values are used and the lowest RMSE was 

obtained when K=3. In the SVM model stage, the linear 
method is shown with regularization parameter equal one 
achieved the best RMSE result compared with the non-linear 
method. As for MLP, several of hidden layer standard and the 
maximum number of iteration was examined. In an MLP with 
two hidden layers, where the first layer has 14 units and the 
second has 7 units, yielded the smallest RMSE when the 
maximum training iterations was set to 300. In the EN model, 
three alpha values were examined and 0.9 was found to be the 
most suitable one compared with others. As for the number of 
trees in regression trees models, three values are examined for 
both RF and GB, 100 and 300 are determined to be the best 
number of trees for RF and GD, respectively. The obtained 
RMSE and 𝑅𝑅2 for the regression methods with the best 
parameters are given in Table 5. As indicated earlier, the 
predicted values are categorized into different levels of air 
quality and then compared with the actual level. The results 
associated with this classification step is given in Table 6. 

 
Table 4. The examined methods and the corresponding parameters. 

Method Parameters Tried values for the parameters 
KNN K 3,5,7 
SVM Kernel type Linear, Gaussian (RBF) 

C 1,3,7,550,700 
gamma 0.001, 0.0008, 0.0003 

RF Number of estimators 100, 300, 500 
EN Alpha 0.1, 0.5, 0.9 
MLP Number of maximum 

iterations 
200, 300 , 400, 500 , 700, 1000 

Hidden layer size (10,5), (14,7), (20,10), (50,25), 
(25,),  (50,),  (70,),  (100,),  
(150,), (200,), (250,), (300,) 

GB Number of estimators 300, 500, 700 
 
Table 5. Regression results for air quality prediction. 

 KNN SVM RF EN MLP GB 
RMSE 2594 2284 2548 2250 2246 2745 
𝑹𝑹𝟐𝟐 0.45 0.52 0.46 0.52 0.52 0.42 

 
Table 6. Classification results for air quality prediction. 

 KNN SVR RF EN MLP GB 
Accuracy 0.756 0.790 0.713 0.726 0.697 0.709 
recall 0.756 0.790 0.713 0.726 0.697 0.709 
F1-score 0.757 0.788 0.736 0.743 0.716 0.732 
Precision 0.76 0.786 0.772 0.786 0.765 0.760 

 
The performance measures for regression models in Table 5 
are close to each other. However, it is clearly seen that MLP 
performs the prediction with lowest error and three methods 
(SVM, EN and MLP) has the highest 𝑅𝑅2 score. In Figure 4, 
the actual and predicted values on the test set are given on the 
same plot for visual comparison. In addition, these values are 
presented as a scatter plot in Figure 5. Both of these figures 
depict the results obtained by MLP model, which outputs the 
lowest RMSE value. It is obvious from these figures that the 

majority of errors are caused by the samples where the actual 
𝑂𝑂3 concentration is very high. This is probably due to the fact 
that the samples with high 𝑂𝑂3 value are very rare. As a result, 
it becomes difficult for the learning methods to model the 
samples with such behavior. On the other hand, the 
classification results in Table 6 show that the accuracy and 
recall values for all of the methods are identical. This implies 
balanced classification models, meaning that the ability of the 
models for classifying the positive samples and the negative 
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samples are the same. This may be due to the indirect class 
assignment of the test samples. In other words, since the 
corresponding 𝑂𝑂3 values are predicted for test samples firstly 
and next, the corresponding class labels are calculated 
according to Equation 1, the classification results may have 
such a balance. Besides, it notable that predictions obtained 
by SVR method yield the highest classification result for all 
of the metrics. The corresponding confusion matrix for SVR 
predictions is given in Figure 6.  

 
Figure 4. Actual and predicted values for MLP model 

 
Figure 5. Actual versus predicted values for MLP models in 

a scatter plot 

 
Figure 6. The confusion matrix for SVR predictions. Rows 

and columns indicate actual and predicted values, 
respectively. 

 

In the related literature, there are other studies in which the 
future values of air pollutant concentrations are predicted. 
Majority of these studies try to solve this problem by means 
of regression methods only. In other words, no further 
calculations for air quality level assignment are made in these 
works. Furthermore, only a limited number of methods with 
predefined parameters are used in these works. For example, 
P. García Nieto et al. presented a prediction model for 
forecasting the time-series dataset of PM based on SVM, 
VARMA, ARIMA and ANN-MLP [32]. The lowest RMSE 
measure was achieved by SVM as 2.061. In the study 
proposed by Z. Meng, a prediction model to forecast ground 
O3 level based on machine learning methods [33]. SVM, 
decision tree, RF, and logistic regression models were utilized 
to train the O3 dataset which contains binary target values as 
high or low ozone concentration. In other words, no regression 
model was fit on the data and the obtained classification 
accuracies ranged between 0.8 and 0.949. Another study about 
classification of air quality levels considers five different 
stages for the AQI [34]. The study uses Naïve Bayes and 
decision trees for the classification task where 91.99% of 
accuracy was observed with decision trees. Even though the 
accuracy score is higher than those obtained in this work, the 
F1-score performance was not reported. Therefore, it becomes 
impossible to analyze the performance in case of a class 
imbalance problem in the dataset. In a recent study, ANN 
method is utilized for predicting four pollutant species that are 
NO2, PM10, PM2.5, and O3. The results were enhanced through 
an operation called real-time-corrections and it was shown 
that prediction performance of O3 can have RMSE and R2 

scores of 0.187 and 0.79, respectively [35]. However, in that 
work, no information regarding the unit of the O3 
measurement is provided. Therefore, the RMSE results is not 
comparable with those obtained in this study. In addition, 
performances of different machine learning methods have not 
been compared and suitable parameters for the ANN model 
has not been searched in that work. Even though there are 
some studies in which performances of various methods have 
been analyzed and compared together [36, 37], a two-step 
method (class assignment followed by regression) for air 
quality level detection has not been proposed earlier.  

5 Conclusion 

In this paper, several machine learning methods were 
analyzed to predict maximum 𝑂𝑂3 concentration for the next-
day as an indicator of outdoor air quality. The predictions were 
made for one-step ahead in the test set and the training was 
performed using rolling walk forward validation method. 
Therefore, a distinct training process was performed for each 
test sample. Total of six different machine learning methods, 
namely, KNN, SVM, RF, EN, MLP, and GB were used for 
time-series prediction experiments. Next, the predicted values 
were assigned a level for the air quality. This assignment was 
made using the formula proposed by United States 
Environmental Protection Agency. As a result, the problem 
was transformed into a multi-class classification problem. For 
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the first prediction step, MLP was observed to achieve the 
lowest error while SVR predictions were better classified into 
the air quality levels. Therefore, it may be concluded that low 
prediction accuracy does not always imply better 
representation for air quality levels. Another noticeable point 
in the predictions is that error related with low pollution values 
is lower but the models make more error for the samples 
corresponding to high pollution values. This means that 
increasing the number of samples for high pollution 
measurements in the dataset may enable the models learn the 
patterns for such samples.  
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A B S T R A C T  A R T I C L E  I N F O   

Recently, scientists are paying more attention to the Organic Light Emitting Diode (OLED) 
technology as it is being used in devices and displays to play videos and show photos with high 
resolution. This technology is used in products such as mobile phones, televisions, laptops, etc. 
To make the energy consumed less, new methods were shown up to prevent high energy 
consumption while presenting videos and photos on OLED devices and displays without losing 
their details and quality, one of the methods is a deep learning-based technique which is related 
to artificial intelligence. In this review paper, the last methods were discussed as well as their 
results. Saturation, brightness, contrast, and luminance are factors that impacting energy 
consumption. In terms of OLED mobile phones, there were a few studies that concentrated on 
turning off the unnecessary pixels which will be black as default, and as a result, the lifetime of 
batteries will be extended. Also, for OLED mobile phones, a web browser called Chameleon 
was presented as it has some modes to save the energy consumed while surfing the internet by 
remapping the displayed colors of the website. 
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1 Introduction 

Organic Light-Emitting Diode (OLED) display is a new 
technology that showed better results than liquid crystal 
displays (LCD) in terms of brightness, good view, and the 
ability to make flexible displays from it [1]. In the last few 
years, a lot of display industries started to merge OLED 
displays in their products such as smartphones, TVs, wearable 
devices, and much more. Also, transparent OLED display 
(TOLED) was presented lately, as many companies started to 
merge it in their goods like military products, vehicle 
construction, and other industries [2]. To decrease the power 
consumption in OLED displays, some methods were made in 
terms of hardware enhancement and image processing [3,4,5]. 
This review paper talks about the next methods, Unsupervised 
PCCE Technique, Region Of Interest (ROI) Extraction & 
Region Of Noninterest (NON-ROI) Dimming, A Web 
Browser For Mobile OLED Displays; Chameleon, and 
Darkening OLED Display Partially, that were used to achieve 
the desired goal. In terms of mobile devices, it was found out 
that screens consuming the highest ratio of the battery’s power 
by comparing it with other components with a percentage 
between 38-50% [6,7]. The advantage of OLED displays is 
that each pixel emits light by itself without needing a 
backlight, unlike LCDs. Therefore, it easier to save power 
consumed by turning off the unnecessary pixel according to 

the displayed image or video as every pixel emits the green, 
red and blue color [8, 9]. According to Dong and Zhong, the 
power consumption is low in black color and highest in white 
color [10, 11]. Some researchers advised that changing color 
sets may affect the energy consumed by OLED and make it 
less by 40% [12]. 
 
In the experience of web browsing using smartphones with 
OLED displays, it is known that webpages have different 
color designs, especially white color which is 80% [13], some 
of them use GIFs and flash videos which increase the power 
demand from the battery to display them on OLED displays. 
Mobile devices that have OLED displays are facing some 
problems in terms of energy saving and researchers say that 
losing energy could be less when the reduction of brightness 
is applied, but the user will not be satisfied [14]. Some 
methods were implemented to reduce power consumption 
while keeping and preserving the details of images displayed 
on OLED display. One of the methods is depending on the 
power-constrained contrast enhancement (PCCE) 
implemented by using one of deep learning algorithms [15]. 
Another method is by darkening the image by reducing the 
luminance of some pixels according to the displayed image on 
OLED display, in other words, remapping the colors of the 
image [8]. One more method depended on the dark scheme 
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which generates a part of black color on OLED screen with a 
specific percentage [16]. 

2 Methods and Implementations 

 
In this section, some methods will be explained in terms of 
saving power while preserving the displayed details of the 
image according to some studies. Also, other studies will be 
explained on mobile devices that use the OLED display. 
 

2.1 Unsupervised PCCE Technique 

This method relates to one of deep learning algorithms 
directly that called Convolutional Neural Network (CNN). 
Deep learning outperforms the other methods in terms of 
image enhancements [17,18]. It is used to enhance power 
consumption by reducing it while viewing the most improved 
photo in terms of brightness and details on an OLED display 
[15].  This display’s total dissipated power (TDP) that has N 
pixels is expressed according to [4,19,20] as follows: 
 

P = � �w𝑜𝑜 + w𝑅𝑅R𝑖𝑖
𝛾𝛾 + w𝐺𝐺G𝑖𝑖

𝛾𝛾 +  w𝐵𝐵B𝑖𝑖
𝛾𝛾�𝑁𝑁

𝑖𝑖=1              (1) 
Whereas Ri, Gi and Bi are the intensities of red, green and blue 
color for the i pixel, wo constant value of power giving to for 
the non-pixel section of display, WR, WG, WB and γ are the 
values of coefficients that are depending on the panel. 
 
This method requires a dataset to be implemented, the dataset 
was chosen to be Berkeley Segmentation Dataset (BSD) [21]. 
To train a deep learning CNN model, two components must 
be considered which are the network architecture design and 
the loss function. Context aggregation network (CAN) [22] 
was employed as the base network because it has the feature 
of demanding a small number of network parameters. For the 
loss function, training without the reference image was made 
as it is related to unsupervised learning. By doing this, the 
enhancement of image’s contrast is applied, and at the same 
time, power consumption is being saved [15]. The method 
divides the image into two images, luminance, and color. The 
luminance’s intensity reduces to decrease the power demand, 
of course, the contrast in this way improved by using the deep 
learning method, CNN, and after that, the resulted photo will 
be added to the color image as shown in Figure 1 [15]. 
 

 

 
 

Figure 1. The image before and after implementing CNN method [Adapted from reference 15]. 
 

 
After reducing the luminance of the input image, the rate of 
power saving (R) will be reduced as well as shown in Eq. (2). 
Pdim and Pin are TDP of dimmed and input images, and k is a 
ratio of reducing the luminance image’s intensity. By 
implementing this, the image quality may reduce and lose its 
details, for that the adaptive contrast enhancement (ACE) was 
introduced to improve the contrast of darkening image [15]. 
 

R = 1 − 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑
𝑃𝑃𝑑𝑑𝑖𝑖

= 1 − ∑ (𝑘𝑘𝑘𝑘𝑑𝑑)𝛾𝛾
𝑁𝑁 
𝑑𝑑
∑  (𝑘𝑘𝑑𝑑)𝛾𝛾𝑁𝑁
𝑑𝑑

= 1 − 𝑘𝑘𝛾𝛾            (2) 

 

Whereas Ri, Gi, and Bi are the intensities of red, green, and 
blue color for the i pixel, Wo constant value of power giving 
to for the non-pixel section of the display, WR, WG, WB, and 
γ are the values of coefficients that are depending on the 
panel. 
 
As shown in Figure 2, the ACE network architecture contains 
some layers from the input image which is L0 to the output 
image that is Ld. Through the process, the image is being 
processed by applying the CNN method on it to reach the best 
image details with less power demand [15]. 
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Figure 2. The ACE network architecture [Adapted from reference 15]. 
 
In terms of the loss function, there are three factors that make 
the total loss function which is power loss Lp, similarity loss 
Ls and contrast loss Lc. The first factor makes sure that the 
power is reduced after improving contrast, the second factor 
sets the changing of the image, and the third factor is 
enhancing the output image’s contrast. The sum of the three 
losses is giving total loss as it is illustrated in Eq. 3. [15]. 
Hyper parameters that control-related importance to every 
factor is λP, λS, and λC. 
 

L𝑡𝑡𝑜𝑜𝑡𝑡𝑡𝑡𝑡𝑡 = 𝜆𝜆𝑃𝑃𝐿𝐿𝑃𝑃 + 𝜆𝜆𝑠𝑠𝐿𝐿𝑠𝑠 + 𝜆𝜆𝑐𝑐𝐿𝐿𝑐𝑐                    (3) 
 

 
For training the ACE network, 300k iterations were trained 
with a 0.0001 learning rate [23, 24]. Adam optimizer was used 
as well [25]. The ACE network has seven layers, and the rate 
of power-saving (R) was between [0.01, 0.8] for every image 
in the training section for every iteration, while in the test 
section, the range was between [0.1 - 0.7] with a step of 0.1. 
 
The process is done by using a single Titan X GPU with the 
usage of Tensorflow. The dataset is the BSDS500 dataset [21] 
which has 500 images, it is randomly separated into the 
training section and the testing section as 400 images and 100 
images, respectively. As a result, the training process is good 
and it is done without the problem of over-fitting. 
 
In terms of video displaying, an experiment was applied for 
two movies which are ‘The Shawshank Redemption’ and 
‘Avatar’ [26]. An average luminance with the value of R in 
the ACE network was employed for the frame of the input 
video. In dark scenes, the R-value is approximately 0 to stop 
reducing brightness, whereas it has a large value for bright 
scenes and frames to reduce their brightness in order to reduce 
power consumption [15]. 

 

2.2 Region Of Interest (ROI) Extraction & Region Of 
Noninterest (NON-ROI) Dimming 

Here, by using extraction and dimming features and applying 
them to the image, the power consumption reduces. In 
addition, the details of the image save as well. 
 
Dong & Zhong were the first who modeled the formulas for 
optimizing and modeling power for the OLED displays, they 
designed Eq. 4 which shows the power contributed for one 
pixel in terms of three colors are red, green, and blue, whereas 
f(R), h(G), and k(B) are expressing the consumed power for 
each color in the pixel; red, green and blue, respectively.  
 
Eq. 5 shows the full power consumption that the OLED 
display consumes for n pixels. There is a constant value which 
is C that is expressing the stable power consumption required 
by control chips [10]. 
 

𝑃𝑃𝑝𝑝𝑖𝑖𝑝𝑝𝑝𝑝𝑡𝑡(𝑅𝑅,𝐺𝐺,𝐵𝐵) = 𝑓𝑓(𝑅𝑅) + ℎ(𝐺𝐺) + 𝑘𝑘(𝐵𝐵)             (4) 
  

𝑃𝑃 = 𝐶𝐶 + ∑  {𝑓𝑓(𝑅𝑅𝑖𝑖) + ℎ(𝐺𝐺𝑖𝑖) + 𝑘𝑘(𝐵𝐵𝑖𝑖)} 𝑛𝑛
 𝑖𝑖=1            (5) 

 
It depends on getting rid of the un-useful details while keeping 
the area of interest in the photo. It has two levels; the first level 
is extracting the region of interest (ROI) by using the detection 
model on the photo. The second level is by changing the 
saturation and luminance degrees that are related to the 
noninterest region (NON-ROI) of the photo. By implementing 
this technique, the consumed power reduces as the NON-ROI 
is getting dimmed by changing its parameters which are 
saturation and luminance. 
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To use the abstraction method on ROI, the Canny [27] 
algorithm was used, also, and for changing luminance and 
saturation values for NON-ROI, ALS (adjusting luminance & 
saturation) method was used. 
 
In terms of ROI, the Canny method is designed for a gray 
image to find the edges of it and because of the improvements 
of this industry, it uses to detect the edges of color photos [27]. 
So, to apply this method, by using Eq. 6, the photo converts to 
gray [8]. 
 

𝑃𝑃𝐺𝐺𝐺𝐺𝑡𝑡𝐺𝐺 = 𝑃𝑃𝑅𝑅 ∗ 0.299 + 𝑃𝑃𝐺𝐺 ∗ 0.587 + 𝑃𝑃𝐵𝐵 ∗ 0.114                                      
(6) 

 
After that, the resulted gray photo will be smoothed. Then, the 
areas of images with high and sharp gray intensity will be 
found, and a gradient will be applied to them, this step is called 
non-maximum suppression. Then after, and to get rid of the 
noise in the photo, it is a substantial thing to filter the 
undesired low gradient value. Finally, the pixels will be 
connected to each other forming the edges. 
In terms of NON-ROI, and by changing the values of 
saturation and luminance, the power consumption will be 
reduced. Keeping the quality and details of the photo are 
important in this case. These factors will be applied to NON-
ROI related to the photo to make sure that the photo still has 
almost the same requirements for the user vision. 
 
For changing luminance value, it is known that the pixel’s 
luminance is related to the red, green, and blue colors. When 
changing pixel’s luminance, their values reduce power 
consumption. The luminance for a pixel is the sum of values 
of R, G, and B colors for a pixel, Eq. 7 shows the function of 
sum. Adjustment of luminance is expressed by Eq. 8. Ppixel is 
prime luminance for one pixel, whereas P’pixel is expressing 
luminance after adjusting it. The parameter of adjusting is X 
which has a value between {0-1}. Adjustment regions’ 
number in the noninterest region in the image is expressed by 
N. Region number of pixels located is ni. 
 

𝑃𝑃𝑝𝑝𝑖𝑖𝑝𝑝𝑝𝑝𝑡𝑡(𝑆𝑆) = 𝑓𝑓(𝑅𝑅,𝐺𝐺,𝐵𝐵)                           (7) 
 

𝑃𝑃𝑝𝑝𝑖𝑖𝑝𝑝𝑝𝑝𝑡𝑡′ (𝑆𝑆) = 𝑓𝑓(𝑅𝑅,𝐺𝐺,𝐵𝐵) ∗ (1 − 𝑋𝑋 ∗ (𝑛𝑛𝑑𝑑
𝑁𝑁

))           (8) 
 
To change the value of saturation, and according to OLED 
displays, the blue color component was found that it is 
consuming higher power than other color components as 
shown in Figure 3. So, when adjusting the saturation value of 
the photo, it means that the values of the components that 

consuming higher power will be reduced and the bright image 
will be dimmed as well. The method’s name is Adjusting 
Luminance & Saturation (ALS) [8]. For videos and mobile 
games, the darkening method is a good technique to be 
implemented in order to save more energy [28, 29]. 
 
 

 
 

Figure 3. Power consumed by red, green, and blue 
components of OLED pixel [Reproduced with permission 

from reference 8. Copyright 2016, Deguang Li et al. Mobile 
information systems]. 

 

2.3 A Web Browser For Mobile OLED Displays; 
Chameleon 

In terms of internet usage and surfing various websites on 
mobile OLED displays, a web browser color-adaptive is 
presented. OLED displays are consuming a lot of energy when 
the main color is white, which is a power-hungry color. It is 
obvious that the black color consumes much less power. 
For one pixel I, the total power consumption is expressed by 
Eq. 9, meanwhile, Eq. 10 is to calculate the power 
consumption for an OLED display of N pixels [30]. 
 

𝑃𝑃𝑖𝑖 = 𝑎𝑎.𝑅𝑅𝑖𝑖 + 𝑏𝑏.𝐺𝐺𝑖𝑖 + 𝑐𝑐.𝐵𝐵𝑖𝑖                              (9) 
 

𝑃𝑃 = ∑  𝑃𝑃𝑖𝑖 𝑁𝑁
 𝑖𝑖=1 = ∑  (𝑎𝑎.𝑅𝑅𝑖𝑖 + 𝑏𝑏.𝐺𝐺𝑖𝑖 + 𝑐𝑐.𝐵𝐵𝑖𝑖) 𝑁𝑁

 𝑖𝑖=1             (10) 
 
As it is noticeable, most of websites are depending on white 
color in their color design for displaying their websites’ 
contents. From that point, the Chameleon web browser raised 
up to recolor the GUI objects of websites, while keeping 
images without changes. The GUI objects’ colors are being 
transformed by counting, mapping, and painting them again 
in a way that keeps the consistency of their colors for each 
website as is illustrated in Figure 4 [31]. 
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Figure 4. GUI objects’ color transforming. [Adapted from reference 31] 
 

 
 
In terms of video support, it is easy to make the video darker 
by putting a dark layer that has an opacity level on the video 
with the same size as it. As a result, power consumption will 
decrease and battery life will increase [31]. 
 

2.4 Darkening OLED Display Partially 

As OLED displays depending on the colors that are being 
displayed, a new method was discovered to reduce the power 
consumption of OLED displays by darkening them partially. 
In this method, the black color which is known as a 
nonconsumer power color, active to darken the display by a 
specific ratio according to the OLED display. In other words, 
the pixels which include the diodes turn off. 
 
This method made some experiments by analysing and 
modifying the android OS internal code. It is well known that 

when using mobile phones, a drawing process is being 
activated to show the new contents of the display which 
consumes more power, especially when scrolling the screen 
up and down [32]. By implementing this method, and by 
editing the source code of the Android operating system, it is 
possible to change the displaying parameters and the 
displaying dimensions according to the whole size of the 
OLED display, as it is related to the GPU drawing [33], by 
dividing the screen into the active and darkened screen as it 
is illustrated in Figure 5. In other words, it gets rid of the 
unnecessary computations which are happening in the 
android OS to view the new contents after scrolling up and 
down [16]. The study was made also by taking brightness into 
consideration, low and high brightness intensity, for both 
cases which are full display and partial display on OLED 
screens [16]. 
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(a) (b) 

 
Figure 5. (a) Viewing full screen on whole OLED display (b) Viewing partial screen with 30% darkening display from top 

[Adapted from reference 16]. 
 
 
 
Some studies [34, 35, 36] concentrated on Dynamic Voltage 
Scaling (DVS) to reduce the power consumed by OLED 
display when showing a video as the model is dominate the 
OLED display’s input voltage. 

3 Results and Discussions 

The results of the unsupervised power-constrained contrast 
enhancement (PCCE) technique, region of interest (ROI) 
extraction & region of noninterest (NON-ROI) Dimming 
method, and Chameleon method studies show in this section. 
 

3.1 Unsupervised PCCE Technique 

The conventional methods prevent selecting the requested (R) 
value, so they selected the parameters to get that value 
inversely, so the produced image gets the desired value of 
(R=0.5). When this value selects, power consumption reduces 
to its half as the intensity of the image’s luminance reduces. 
As shown in Figure 6, the optical comparison is made 
between four methods, three of them are conventional and the 
fourth one is the proposed method. In Figure 6, (a) is the input 
image, (b) is HPCCE [4], (c) is Chang et al [37], (d) is 
Chondro et al [5], and (e) is the proposed method [15]. By 
comparing the produced images, we can easily notice that the 
proposed method has the best result by preserving the details 
of the image and improving the contrast for the fixed value of 
(R). The input image in Figure 6 (a) was taken from BSDS500 
test sets of the dataset [38]. 
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Figure 6. The optical comparison of the conventional and proposed method in BSDS500 test sets; (a) original photo, (b) 
HPCCE [4], (c) Chang et al [37], (d) Chondro et al [5], (e) proposed method [15] [Adapted from reference 15]. 

 
 
As mentioned before, the loss function is a combination of 
three factors, which are power loss Lp, similarity loss Ls, and 
contrast loss Lc.  To check the performance of each factor, 
training was made on the ACE network without each factor. 
The proposed method is the best result which is the 
combination of the three factors is working together to get the 
superior image as it shows the high contrast, image details and 
at the same time limits the power consumption. 
 
 
 
 
 
 
 

3.2 Region Of Interest (ROI) Extraction & Region Of 
Noninterest (NON-ROI) Dimming 

By using the proposed method of adjusting luminance & 
saturation (ALS) and comparing it with the other two 
methods which are adjusting luminance (AL) and adjusting 
saturation (AS) in terms of power consumption, the best 
method selected for future usage. The previous methods 
applied to (Seagull) photos [8]. The result shows in Figure 7. 
The display model was selected to be the a𝜇𝜇OLED-32028-P1 
AMOLED (P1 Active Matrix Organic Light Emitting Diode) 
with a power meter of HOIKI 3334. The resulted photo after 
implementing the three methods illustrates the differences 
between each of them in a visual way [8]. 
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Figure 7. Images processed by the three methods: (b) Using adjusting luminance, (c) Using adjusting saturation, (d) Using 
adjusting luminance & saturation [Reproduced with permission from reference 8. Copyright 2016, Deguang Li et al. Mobile 

information systems]. 
 
 
 
When using adjust luminance method, the power reduced by 
a percentage of 26.68% in (b) case. In (c) case, the power 
decreased by 25.96%. In the proposed method which is (d) 
case, power consumption of 26% reduced.  
 
It was found that the adjusting luminance & saturation method 
is effective in terms of saving power when the content of 
photos has blue or white colors with a high ratio. However, it 
is not much effective, when the major color of photos is grey. 

 

3.3 A Web Browser For Mobile OLED Displays; 
Chameleon 

Like every application, there are various options and modes 
to use and select from inside the program. Chameleon web 
browser offers four modes to select from which are; Dark, 
Green, Arbitrary, and Inversion mode as shown in Figure 8. 

 

 
 

Figure 8. Original view and other four modes for displaying [Adapted from reference 31]. 
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It was found that the power consumption decreased by 25% in 
dark mode, 34% in green mode, 66% in Inversion mode, and 
72% in Arbitrary mode. Inversion mode uses blue color. In 
this result, the Arbitrary mode is the best in terms of saving 
power. Overall, and in this method, while surfing the internet 
and websites, 41% of the power consumption of the system 
was reduced. 
 

3.4 Darkening OLED Display Partially 

The presented method promises to achieve more by reducing 
the power consumption of OLED displays. By applying it on 
Nexus 6, and after shutting down some services like 
Bluetooth, Wi-Fi, GPS and putting it in airplane mode, the 
results came out. The method was able to reduce the power by 
11.1% when low brightness was activated, and in high 
brightness mode the power reduction was 10.4%. 

4 Conclusion 

 
Some studies were made to enhance saving power 
consumption for OLED displays. Energy-saving methods for 
OLED displays commonly used and information about the 
application of the methods is given in this review paper. This 
paper shows four various techniques which showed positive 
and promising results. The first work is by using an 
unsupervised deep learning method on PCCE with great 
results for the OLED display. This method is the 
convolutional neural network (CNN) which is used in the 
ACE network, and for training it. A new loss function is 
proposed which is a combination of three factors, power loss, 
similarity loss, and contrast loss. The result was superior in 
terms of contrast, details, and power consumption by 
comparing it with other methods. The second study depended 
on extracting edges and changing the values of luminance and 
saturation. The quality of photos was preserved and power 
consumption was reduced by 22.5%. The third study was 
made by using a color adaptive web browser on mobile 
OLED devices, it showed a perfect performance in terms of 
power reduction which was reduced by 41% for the system 
power. The fourth and last study explained the idea of 
changing the computation of the drawing area of mobile 
OLED display devices, by altering the android operating 
system’s code and getting rid of the unnecessary computation 
on the dimmed area. The reduction of power consumption 
reached 11.1% when the brightness was low, and 10.4% when 
high brightness was activated. 
As a future work in terms of methods used, more advanced 
deep learning methodologies may be used to get more 
accurate results. In addition, some improvements could be 
done to the internet browser to make it more reliable by 
decreasing consumed power. Also, Android and iPhone 
systems’ developers may possibly add some features that one 

of them is letting users darken a specific part of their phones’ 
display by developing their internal system. 
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A B S T R A C T  A R T I C L E  I N F O   

Dereiçi travertines famous for their Pamukkale-like conveyors  are located to the south of the 
Başkale district of Van. The travertines are located after the 30th km of Başkale - Hakkâri 
highway and after 12 km by the road separating to the west. In this study, the morphological 
analyzes of travertines bearing geological heritages and their evaluation as "geo-tourism" were 
investigated. The oldest travertines in the region are the Layer-Type Traverteners at the base. 
On the Layer Type Travertines are the shear cracks developed in the K 10 B and K 40 D 
directions due to regional compressions and the Ridge Type Travertines formed by the waters 
from this crack. Finally, the waters draining down the slope from the cracks opening in the 
northeastern slope of the Ridge Type Travertines form the old and current Terrace Type 
Travertines.There are also small-sized Cave Type Travertines in the void spaces of various sizes 
developed in back-type travertines. When considered in potential of geoheritage, the region 
draws attention with two Ridge Type Travertines, a traverten bridge, some non-active terraced 
travertine, and a waterfall along a shear crack.In addition, the appearance of the natural walls 
formed by the downwind water due to the inclination of the Ridge Type Travertines along the 
northeast patch is also worth seeing. Dereiçi Travertines is one of the most important regions to 
be evaluated and protected from the perspective of geoheritage. However, these geological 
assets have not been found to be interesting, but at the same time, they have recently become 
the targets of the managerships looking for marble industry. Moreover, because of the 
increasingly decreasing hydrothermal waters coming out of the cracks, some of these terraces 
are dried up and some of them are coming to the stage of drying.The measures to be taken in 
order to continue natural formation are discussed in this article. 
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1. Introduction 

Geological units that record all the evolution of the time they 
were formed are called geological sites (geocytes) [1]. These 
geosites can be a rock sequence, fossil assemblages, structure, 
texture or a specific region [2, 3]. Geosites that facing the 
threat of extinction are called "geological heritage" [2, 3]. 
Special nature protection zones that contain the same or 
different types of geological heritage are called geoparks [1]. 
Geoparks have an important place and tourism potential in this 
sense. 
 
There are many studies on the geoparks in Turkey [3-8]. In 
addition, important studies have been carried out for the 
recognition and protection of geoparks [9-11]. In recent years, 
Çiftçi and Güngör have worked to standardize Geoparks and 
inventory studied in these areas [12-15]. 
 

In this study, as suggested by Çiftçi and Güngör, it is aimed to 
contribute to the preparation of the "geotourism oriented" 
geological heritage inventory of the Dereiçi (Başkale) region 
[13]. De Lima et al. (2010) stated that in order to present such 
inventories, subject, scope, scale and purpose of use should be 
determined. Such a study can only be carried out within the 
scope of an envisaged geopark study [16].Visual features 
come to the fore in geomorphological elements. These visual 
features are partly dependent on subjective evaluations. 
However, such structures also have a scientific value as 
representing any period of geological history. As a suggested 
in Çiftçi and Güngör, geosites within the scope of a geopark 
are classified according to their scientific and visual value, get 
a certain score and their weight in the geopark is controlled in 
this way [13]. 
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2. Regional geology 

Dereiçi Village is located approximately 23 km southeast of 
Başkale district of Van (Fig. 1). The basement in the study 
area are represented  by Paleozoic - Mesozoic metamorphic 
rocks belonging to the Bitlis Massif (Fig. 1). Bitlis Massif is 
composed of metamorphic rocks in the P-T conditions ranging 
from low to high, it is one of Turkey's largest and most 
important massifs. According to many researchers [17-20], 
this massif is divided into two different main units as Lower 
Metamorphites and Upper Metamorphites. Upper Cretaceous 
aged Yüksekova Complex unconformably overlies Bitlis 
metamorphics. This complex was firstly described by 
Perinçek [21]. 
 
The Yüksekova Complex is the dominant unit in the study 
area and has a wide distribution in the regions of Yılan 
Village, Meşeli Village, Boğaz Hill and Billurik River. This 
complex, represented by very different rock assemblages in 
Hakkari and its vicinity, was studied under the name of three 
different rock groups in the study area. These are granitic 
rocks, dioritic rocks and aplitic veins cutting these rocks. The 

Durankaya Complex unconformably overlies this complex 
and outcrops over a large area in the study area. The 
Durankaya Complex was first described by Perinçek [22]. The 
type section of the unit is seen around Durankaya Village, 22 
km southwest of Hakkari Province, and is represented by 
shale, sandstone and limestone. It also contains serpentinite, 
gabbro, amphibolite and marble levels in places. Shales are 
extremely deformed and gray in color. Limestones with a 
thickness of 700 m are claret red and red in color and in places 
in the form of clayey limestone. The unit was deposited in 
slope-deep sea environment [22]. The travertines and current 
alluviums, which are related to NE-SW trending strike-slip 
faults, formed as a result of tectonic movements in the region, 
constitute the youngest units in the study area (Fig. 1).   
   
The aim of this study is to determine the geomorphological 
geoheritage elements of the travertine formations [23], which 
were partially examined and defined before, to evaluate them 
in terms of geotourism and to discuss the conservation 
conditions. 

 

 
Figure 1. Of the study area, Turkey (A) and in Van Province (B) map showing the location. C, Geological map of the study area. The red 
star shows the location of the travertines. 
 

3. Results 

According to the studies conducted on the travertines in the 
region in previous years [23], there are three different 
geomorphological processes and three different travertine 
formation: 
 

1. "Layer Type Travertines", most of which are formed 
by crystalline crustal facies, 

2. An mode-I crack and "Ridge Type Travertines" 
developed due to this crack. 

3. "Terrace Type Travertines", which developed due to 
mode-I cracks and still continue to form(Fig. 2). 
These formations will be introduced sequentially 
from south to north.  
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Figure 2. Potential geoheritage elements and locations in the 
study area. 
 

3.1. Mode-I crack, walking channel and travertine wall  

It is located on a slope at the southernmost point of Dereiçi 
Travertines and consists of "ridge type" travertines formed by 
the waters flowing through a crack opened in the N 400 E 
direction (Fig. 3A). The southeastern parts of the crack opened 
up in time and turned into a channel with a width of 47-68 cm 
and a depth of 40-80 cm (Fig. 3B). On the northeast slope of 
the travertines, the waters flowing along the sloping surface 
formed a steep wall on this slope (Fig. 3C). The wall is 80 m 
long and has a height of 3 to 5 m and a width of 1.2 to 3.5 m. 
Travertines consist of light brown - beige colored layers 
varying between 0.7 - 10 cm. The fact that they are generally 
composed of gas bubble and crystalline crustal facies indicates 
that these travertines are precipitated by gases-rich hot waters 
[24]. 

3.2. Travertine chimney 

It is a small fracture that develops in the area and a travertine 
formation that grows upward through the fracture. It is located 
in front of the slope to the north of the walking channel (Fig. 
2). Its thickness is between 1.3 and 3 m, its height is 2.7 m and 
its width is around 2 m. This formation stands as if it witnessed 
history. It consists of cream beige crystalline crust facies 
(Fig.3D). 
 

  
Figure 3. A. Mode-I crack forming on the ridge type travertines, 
B. Channel structure formed in ridge type travertines, C. Wall 
formed in back type travertines, D. Travertine chimney. 

3.3. Travertine bridge 

It is a rare beautiful travertine bridge formed by the opening 
crack in the N 400 E direction over the existing stream in the 
area (Fig. 2, 4A). The travertine bridge was formed as a result 
of the carving and giving way of the current cracks in the ridge 
type travertine, which blocks the front of the river. The bridge 
is 5 m high, 3.3 m wide and 1.5 - 2.5 m thick. 

3.4.  Waterfall 

The travertine waterfall, which was formed as a result of the 
discharge of the waters coming out of this bridge along a steep 
slope in the north of the travertine bridge, presents a natural 
beauty in itself (Fig. 4B). The waterfall has 3 steps. Its total 
height is 6 m, and its width is around 3 m. Although the 
amount of water in the waterfall increases in rainy seasons, 
there is a continuous flow. 

3.5.  Travertine Pool. 

Terrace type travertines formed by old and current water 
outlets form these pools (Fig. 4C D). These draw attention 
with their similarities to Pamukkale Travertines. Pisolitic type 
travertine formation is observed in the terrace pools of 
travertines. These waters, which are concentrated in volatile 
components, form "crystalline crust" on the terrace edges and 
"gas-bubble" and "paper thin–raft type" travertines in the 
travertine pools. More than 60% of the terrace type travertines 
dryed out as a result of the decrease in the water forming them 
and the change of direction (Fig. 4E). If no action is taken, in 
the future, all of these travertines will start to dry and go 
through the wear process. The pools range from a few cm wide 
to 2 - 3 m wide. The deepest pool is around 50 cm. At the exit 
of the waters forming the current pools, bad-smelling gases 
also exit. From the discolorations on the edges of the travertine 
pools, it is understood that the gases released are rich in sulfur 
(Fig. 4F). 
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Figure 4. A. Travertine bridge, B. Waterfall structure formed on 
steep slopes,  C. Terrace of travertine, D. Travertine pool, E. The 
travertine terraces that have begun to wear out, F. Discoloration 
that develops depending on the amount of sulfur in the water. 

4. Conclusion 

In studies conducted on travertines, crystalline crust, paper-
thin raft type, gas buble, shurb type and pisolitic travertine 
facies were found. Both their morphology and facies 
characteristics show that Dereiçi Travertines were formed by 
the flow of hydrothermal waters rich in volatile components 
down the slope to the surface along a shear crack.. 
The travertines in the region have a great potential in terms of 
geotourism. However, both short-term and long-term studies 
need to be done. 
 
In the short term; Marble cutting and excavation operations 
have been identified by some investors in the region (Fig. 5A). 
For this reason, in order to protect and maintain the region, 
constant meetings have been held with the Governorship, 
Relevant municipalities and non-governmental organizations. 
In this context, the Law No. 2863, Article 13 / A of the Decree 
No. 644 (LAW; 2013) [25]; It has been taken under protection 
within the scope of the "Regulation on Procedures and 
Principles Regarding the Determination, Registration and 
Approval of Protected Areas" (LAW; 2012) [26], published in 
the Official Gazette dated 19.07.2012 and numbered 28358 
(Official Gazette dated 04.03.2020 and numbered 31058, 
decision number: 2195). However, in addition to taking the 

area under protection, there should be restrictions on daily 
visitors' activities. 
 
Only 40% of the Dereiçi Travertines are still up-to-date (Fig. 
5B). The gradually decreasing water exit in the region will 
cause the travertines to dry and then erosion. With the detailed 
geological, hydrogeological and geophysical studies to be 
done, the chemistry, depth, reserve etc. of the underground 
water. must be determined. By bringing these underground 
waters to the surface, the regeneration of travertines can be 
continued without disturbing the naturalness of the travertines. 
 

 
Figure 5. A. The damages caused by the marble operators to the 
tarvertines and natural structure in the region, B. Terrace type 
travertines that are still being formed. 

  
 

Access to the travertines is via a 20 km stabilized road from 
the main road. This road is under heavy snow cover most of 
the year. Therefore, it is recommended that this road be 
improved and asphalted as soon as possible. 
 
In the long term; These are divided into two as sociological 
and tourism studies. Sociological studies of the area where the 
travertines are located should be conducted by sociologists 
who are experts in their field, to raise awareness about the 
travertines in the region, and to organize meetings with local 
administrations and investors in the region about the 
geotourism potential of travertines. Studies should be carried 
out to reveal the importance and added value potential of the 
said travertines for tourism agencies operating in the national 
and Lake Van Basin, with studies to be organized by tourism 
professionals who are experts in their fields. In addition, even 
if it is simple, the preparation of the signs that introduce both 
the geological and geomorphological features of these 
travertines will contribute to the awareness to be created on 
the local people. 
In the Lake Van Basin and its eastern part, dozens of 
geological heritage elements that have both scientific value 
and touristic potential can be counted at once, but 
unfortunately this has no practical benefit. With the detailed 
studies to be done, the inventories of the geological and 
cultural heritage elements in the region should be prepared in 
accordance with the "geological heritage accreditation" stated 
by Çiftçi and Güngör (2017b). These inventories, supported 
by scientific data, can only be contributed to the sustainable 
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development of the people of the region and country tourism 
when they are owned by the local governments in the region. 
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1. Introduction

Locating economically attractive hub facilities through
which demand flows are to be routed from origins to des-
tinations is the subject of hub location problems (HLP).
As for example, flows can be associated with passen-
gers or freight, and origins/destinations with cities in
the physical world. Flow form an origin to a destina-
tion can be assured with a direct trip (bypassing hubs)
or via paths that visit hubs. At hubs, traffic arriving
from several origins can be aggregated or they can be
disaggregated to depart several destinations. On the one
hand, fewer links would be required to connect origins
and destinations with this redirection compared to direct
connections. On the other hand, economies of scales can
be achieved through consolidation of flows at hubs and
thus costs related to flows can be reduced. The main de-
cisions for HLP are to locate hub nodes and route flows
so as to satisfy the demand. The network for a HLP
consists of nodes so called as hub, origin and destination
and arcs connecting hubs to other hubs, origins to hubs,
hubs to destinations, and occasionally origins directly to
destinations. Conform to the traditional location theory,
locations of facilities and linking of points in the network
to facilities are two distinctive decisions. Within this
context, the generic HLP can be regarded as a network
design problem with location. Campbell and O’Kelly [1]
summarize the differentiating characteristics of HLP as
in the following:

1. Demand is related with origin-destination (OD)
node pairs and not with individual nodes,

2. Demand flows pass through hub nodes,

3. Location of hub nodes must be identified,

4. Routing flows via hub nodes is a requirement or
has a benefit,

5. Problem objective is formulated based on the hub
locations and flow routing.

This definition covers a wide range of problems which
have not been viewed as HLP. Campbell [2] defines two
additional important features of HLP that formed a base
for further research:

1. Hub nodes that can be visited on a path linking an
OD node pair can be at most two,

2. Flow from an origin directly to a destination is not
allowed.

HLP can be classified according to the following charac-
teristics [3]:

• Solution space for locating hub nodes: all network
nodes, a subset of network nodes or the continuous
space (the domain is a plane or a sphere).
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• Number of hubs to locate: single or multiple, spec-
ified in advance or determined at the optimum so-
lution.

• Node allocation: To a single hub node or single
allocation (S), or to multiple hub nodes or multiple
allocation (M).

• Capacity of a hub/link: capacitated or uncapaci-
tated.

• Cost of establishing hub nodes: N/A, fixed or vari-
able.

• Cost of allocating nodes: N/A, fixed or variable.

• Objective: Minimizing themaximumpath cost that
is due to the routing of demand flows from origins
to destinations (minmax), or minimizing the total
cost of establishing hubs and assigning other nodes
to hubs (minsum).

The main application areas of HLP are in transportation
and telecommunications. Freight or passengers are car-
ried by vehicles on infrastructures such as roadways, rail-
ways, airways orwaterways in transportation hub location
problems, and hub nodes are located by taking into con-
sideration the associated distance based travel time and/or
cost. Meanwhile, hub facilities such as routers, switches
and concentrators are located to provide communication
among a set of nodes in telecommunications hub location
problems. As the electronic data is moved using phys-
ical links (cables) or though the air (microwaves), there
may not be significant distance based traveling costs in
this type of network. Both transportation and commu-
nication networks often have very similar abstract mod-
els, but the operations, relevant costs, service measures,
and constraints are quite different. Routing protocols for
transportation and telecommunication usually differ, as
large communication networks require packet switching
while individual traffic units (passengers/shipments) are
usually not divisible in transportation networks.

In this paper, the design of incomplete hub-and-spoke
networks are investigated where every network node has
the potential to be a hub and the demand from an ori-
gin to a destination must be sent from at least one hub.
Meanwhile, the subnetwork formed by hubs is assumed
to be complete. The aim to minimize the total cost due to
the design (opened hubs) and operations (transportation).
Another important issue is the consideration of capacity
restrictions imposed on network links and opened hubs.
As we will show in the sequel, taking into account both
flow related costs and capacities of network components
concurrently for the hub covering problem (HCP) is very
important to have a cost effective design. We provide a

detailed literature survey for HLP and HCP in the next
section. We introduce the notation and mathematical
formulation of the problem in Section 3. Based on two
well-known benchmark data set from the literature, nu-
merical trials are carried out to determine the response
of our mathematical model to variations of parameters.
Results of these experiments together with some practi-
cal insights are provided in Section 4. The last section
of the paper includes some concluding remarks and per-
spectives.

2. Literature Survey

The first study including similar concepts to HLP is due
to Hakimi [4]. Application of the hub location for avia-
tion is discussed by Toh and Higgins [5]. O’Kelly [6, 7]
authored pioneering papers introducing themathematical
formulation and solution methods for HLP. Many papers
have been published with a significantly increasing trend
since then. There exist comprehensive literature surveys
on hub location problems [1, 3, 8–11], so we refer the in-
terested reader to these works and the references therein.
HLP has different types such as hub covering problem
(HCP), hub center problem, hub median problem, and
hub arc location problem. In this study, we are focused
on a particular case of HCP designed as the hub covering
flow problem (HCFP).

HCP was first proposed by Campbell [2] in analogy to
the set covering problem. In this work, hub set cover and
maximal hub cover problems with single and multiple al-
location are provided and three different coverage cases
are enlisted. Let us denote two hub nodes as : and ;.
Then an OD node pair (8, 9) is covered if the length(s)
given in the following cases do(es) not exceed a prese-
lected particular value: (1) length of the path (8, :, ;, 9);
(2) length of each link on the path (8, :, ;, 9); and (3)
lengths of links (8, :) and (;, 9). In our study, we take into
consideration the last covering case.

Yetis Kara and Tansel [12] give a novel formulation for
SHCP that is different from the hub set cover problem
introduced in Campbell [2]. In terms of average CPU
times and storage requirements, the linearization of this
model performs pretty better than the best performing
linearization of the Campbell [2]’s model. In their nu-
merical experiments, they used the data set that is created
based on the Civil Aeronautics Board (CAB) Survey of
1970 airline data in the US. Ernst et al.[13] suggest a
new compact formulation for the uncapacitated ?-SHCP
based on the coverage radius concept. Auxiliary vari-
ables are included to this formulation to determine the
distance between each hub and the furthest node assigned
to it. Despite being slightly weaker than the others, it
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was shown empirically to perform better. Wagner [14]
proposes newmodel formulations for S/MHCPwhich in-
clude quantity dependent and/or independent transporta-
tion times. The author uses AP and CAB data sets to
experimentally show that models with quantity indepen-
dent transportation times perform better. AP data set
represents distribution divisions of the Australian Post
[15].

Weng and Wang [16] give a new model for multiple al-
location HCP and propose to solve large instances with
scatter search and genetic algorithm. Qu and Weng [17]
propose an evolutionary algoritm based on route recon-
necting to solve a new reformulation of maximal MHCP.
A single allocation HCP for cargo delivery applications
is investigated by Alumur Alev and Yetis Kara [18]. In
this study, the assumption of completely connected hub
network is relaxed and the objective is to design a net-
work constrained by a specified path traveling time. A
closely related model for the SHCP over incomplete hub
networks is introduced in Calik et al. [19]. The model
objective is locate hub nodes, establish interhub links and
allocate non-hub nodes to hub nodes such that the travel
time on the path joining any OD pair is less than a speci-
fied time bound. An efficient tabu-search based heuristic
is proposed and its performance is tested on TR and CAB
data sets.

All non-hub nodes must be covered by hub nodes in
HCP, but in most of the literature, the cost of transporta-
tion between OD node pairs is not accounted for. This
can be an important shortcoming. For example, trans-
portation costs should not be overlooked by passenger
airlines when their operational hub locations are to be
identified, given that the cost efficiency is a key for the
survival of these companies. In consequence, Lowe and
Sim [20] come up with HCFP which aims to design hub-
and-spoke networks at a minimum cost by locating hub
nodes and routing demand flows through these nodes
given coverage constraints. Design costs they consider
are fixed hub opening costs and variable transportation
costs. Alumur et al. [21] consider transportation travel
times and costs together while formulating multimodal
HCP. In their model, different transportation modes be-
tween hub nodes and different types of service time com-
mitments for paths joining OD node pairs are allowed.

Capacities of hubs and links of the each route is a less
considered issue in the literature, especially for HCP.
Campbell [22] initially propose a mixed integer linear
optimization model for the capacitated MHLP with four
indexed variable. Aykin [23] presents the capacitated
hub-and-spoke network design problem with fixed ca-
pacity. Flows between OD node pairs can bypass hubs
in the associated mathematical model. As the solution

procedure, the author provides a branch-and-bound pro-
cedure and a heuristic methodology dividing the solu-
tions set on the basis of hub placements. Bryan [24]
extends HLP model proposed in O’Kelly and Bryan [25]
in many different ways. The base multiple allocation
model unequivocally represents scale economies by per-
mitting interhub expenses to be a component of streams
with per unit cost diminishing as streams increment.In
the extended models, the effect of imposing minimum
and maximum flow limits on interhub links is studied. A
new formulation for the capacitated SHLP is investigated
by Ernst and Krishnamoorthy [26]. They develop heuris-
tic approach for its algorithm based on random descent
and simulated annealing.

Ebery et al.[27] provide formulations with three indexed
variable for the capacitated MHLP. They incorporate the
upper bound obtained from an efficient heuristic in a lin-
ear optimization based branch and bound solution scheme
to solve large instances. Marín[28] also consider new for-
mulations for capacitated MHLP, and obtain better com-
putational results with the given resolution techniques.
As a natural extension of the uncapacitated one-stop
(no interhub flows) hub-and-spoke model, Sasaki and
Fukushima [29] give a new formulation for one-stop ca-
pacitated model. More precisely, arc and hub capacity
constraints are included to the model, and a branch-and-
bound based exact solution method is used to solve this
model. A capacitated SHLP encountered in the design of
telecommunications networks is investigated by Carello
et al. [30]. In this problem, the subnetwork formed by
hub nodes is required to be fully connected and the traf-
fic passing through each hub node is limited by capacity
constraints. The goal is to limit the amount of fixed
expenses of opening and preparing hubs and linking ex-
penses of introducing on each edge the capacity expected
to route the traffic on the edge itself (modular capacity).
A local search methodology is introduced and various
metaheuristic procedures have been developed based on
this approach.

The same problem is investigated by Yaman and Carello
[31]. Objective of the associatedmodelminimizes the to-
tal fixed cost of adding hubs and determining the needed
capacity on each link. Capacity on an edge is adjusted by
setting the number of edges of modular capacity. More-
over, hub capacity restricts the amount of flow that can
pass through a hub rather than the incoming flow. They
adapt the branch and cut algorithm and develop a two-
level heuristic for this problem. In a later study, Yaman
[32] focus on the star ?-HLPwithmodular link capacities
where each node is assigned to a single hub and each hub
is served to a single central hub.

Rodríguez-Martín and Salazar-González[33] develop a

MANAS Journal of Engineering, Volume 9 (Issue 1) © (2021) www.journals.manas.edu.kg



N. Sener, O. Feyzioglu / MANAS Journal of Engineering, 9 (1) (2021)  72-84 75

formulation of capacitated MHLP for incomplete hub
networks where both hubs and links are capacitated. The
authors propose an efficient nested two level algorithm
depending on Benders decomposition to solve the prob-
lem. Another approach to include capacity related issues
to HLP is given in [34]. In this work, authors formu-
late a bi-objective SHLP such that one of the objectives
minimize the inflow processing times at the hubs instead
of using hard capacity constraints for hubs to limit the
inflow. Mohammadi et al. [35] provide a new multiob-
jective model for the capacitated SHCP and solve it by
multi-objective imperialist competitive algorithm. Con-
treras et al. [36] consider a capacitated HLP in which hub
capacities are not parameters but decision variables and
implement Benders decomposition algorithm to solve it.
Sedehzadeh et al.[37] study a multi-product multi-mode
capacitated SHCP using queue approach. One of the
objective is to minimize the sum of hub node opening
costs and transportation costs, while the second one min-
imizes the maximum transfer time for each product and
between eachODnode pair by considering transportation
and waiting times. This multi-objective programming
problem is solved by multi-objective parallel simulated
annealing algorithm. Karimia et al. [38] present a tabu
search algorithm to solve the multi-modal capacitated ?-
SHCP over fully interconnected networks. Allocations
of non-hub nodes to hubs and locations of hubs are to
be found such that the travel time between any OD node
pair is less than or equal a given time bound. Merakli
and Yaman [39] consider a capacitated MHLP with hose
demand uncertainty. Both the feasibility of the solutions
and the total cost are affected by the demand uncertainty,
since hub nodes are capacitated and transportation cost
is a function of demand. Hoff et al. [40] solve the ca-
pacitated modular SHLP (capacity of interhub edges is
increased in a modular fashion) via different combination
of heuristics which is not taken into account before.

Demir et al. [41] introduce a multi-objective linear op-
timization model for the capacitated MHLP. They use
both link and hub capacities in their model. For solv-
ing the model, they develop a multi-objective evolu-
tionary algorithm which is a NSGA-II based heuristic.
Danach et. al [42] combine vehicle capacity idea with
p-SHLP. For solving the novel model, they develop a
hybrid hyper-heuristic algorithm which is a usage of La-
grangian relaxation within a reinforced learning frame-
work. Taherkhani et al. [43] consider profit based
modelling framework with capacitated HLP with var-
ious demand classes with deterministic and stochastic
versions. They use a novel fastened version of Benders
decomposition for deterministic version. For stochastic
version, sample average approximation algorithm is em-
ployed with the benefits of the improved Benders decom-
position. Butun et. al. [44] formulate the capacitated

directed cycle HLP considering congestion. They first
linearize the model after that use a tabu search heuristics
for solving the linearized model. From the survey above,
multiple allocation studies are generally not studied. On
the other hand, it is assumed that all possible hubs must
be selected from a subset of nodes. Generally, capacity
is taken as hub capacity. There is a limited number of
studies investigate link capacity. Because of these, we
first introduce a novel multiple allocation hub covering
problem including transportation costs and we also add
to the model both hub and/or link capacity constraints.

3. Mathematical Formulation

Four models of the multiple allocation hub covering flow
problem (MHCFP) is introduced in this section. These
mathematical models are: uncapacitated MHCFP or
UMHCFP, link capacitated MHCFP or MHCFP-1, hub
capacitated MHCFP or MHCFP-2 and lastly, link and
hub capacitated MHCFP or MHCFP-3. These models
are based on the formulation of Ebery et al. [27] and
Lowe and Sim[20]. A common notation for these prob-
lems is given below:

V set of nodes
ℎ8 9 demand flow originating from node 8 ∈ V des-

tined for node 9 ∈ V
� total amount of flow to be sent
$8 total demand originating from node 8 ∈ V
� 9 total demand destined for node 9 ∈ V
l8: flow capacity of the links connecting nodes

8, : ∈ V
Γ: flow capacity of hub : ∈ V
58 cost of opening a hub at node 8 ∈ V
28 9 unit flow cost for the link connecting nodes

8, 9 ∈ V
38 9 length of the link connecting nodes 8, 9 ∈ V
A node coverage matrix

(�8 9 is 1 if node 9 ∈ V can be covered by node
8 ∈ V and 0 otherwise)

B path coverage matrix (�8: 9 = �8:�: 9 )
U interhub flow cost discount factor with U ∈

(0, 1)

It is clear that $8 =
∑
9∈V ℎ8 9 , � 9 =

∑
8∈V ℎ8 9 and

� =
∑
8, 9∈V ℎ8 9 . Hub opening decision is related with

the binary decision variable, G: , which equals to 1 if a
hub is set to node : , 0 otherwise. Variable I8: denotes
the amount of flow sent from node 8 to hub node : , @8; 9
the amount of flow sent from node 8 to node 9 through
hub node ;, and H8:; to the amount of flow sent from node
8 via hub nodes : and ;.

We introduce first the formulation of model UMHCFP
below:
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min
∑
:∈V

5:G: + U
∑

8, :, ;∈V
2:;�8:;H8:;

+
∑
8, :∈V

28:�8: I8: +
∑

8, ;, 9∈V
2; 9�8; 9@8; 9 (1)

s.t.
∑
:∈V

�8: I8: = $8 8 ∈ V, (2)∑
;∈V

�8; 9@8; 9 = ℎ8 9 8, 9 ∈ V, (3)∑
;∈V

�8:;H8:; +
∑
9∈V

�8: 9@8: 9 −
∑
;∈V

�8;: H8;: = �8: I8: 8, : ∈ V, (4)∑
8∈V

�8; 9@8; 9 ≤ � 9G; ;, 9 ∈ V, (5)

�8: I8: ≤ $8G: 8, : ∈ V, (6)
@8; 9 , H8:; , I8: ≥ 0 G: ∈ {0, 1} 8, :, ;, 9 ∈ V . (7)

The objective in Eq.(1) is to minimize the total cost of
opening hubs and routing demand through network links
by considering interhub flow cost discount factor. Eq.(2)
ensures that all the demand originating from node 8 ∈ V
is transported through hubs. Eq.(3) guarantees that the
demand originating form node 8 ∈ V destined for node
9 ∈ V is transported through hubs. Eq.(4) corresponds
to the flow conservation constraints at each hub. Eq.(5)
and Eq.(6) together ensure no demand is transported di-
rectly between non-hub nodes. Finally, Eq.(7) shows the
type of decision variables.

We also make use of the following constraints in this
study:

I8: ≤ l8: (1 − G8) + �G8 8, : ∈ V, (8)∑
8∈V

@8; 9 ≤ l; 9 (1 − G 9 ) + �G 9 ;, 9 ∈ V (9)∑
8∈V

I8: ≤ Γ: : ∈ V . (10)

Constraints in Eq.(8) guarantee that the amount of flow
on the link connecting node 8 and hub node : does not
exceed the link capacity l8: . In a similar fashion, con-
straints in Eq.(9) do not allow an amount of flow to be
transported from hub node ; to node 9 surpassing the link
capacity l; 9 . Constraints in Eq.(10) restrict the inflow
to any hub according to its capacity. When Eqs.(8-10)
are added to UMHCFP given in Eqs.(1-7), the following
variant models can be built:

MHCFP-1 : Eqs.(1-7), Eq.(8), Eq.(9),
MHCFP-2 : Eqs.(1-7), Eq.(10),
MHCFP-3 : Eqs.(1-7), Eq.(8), Eq.(9), Eq.(10).

To compare numerical results, we also associate
mathematical models UMHCP, MHCP-1, MHCP-2
and MHCP-3 with UMHCFP, MHCFP-1, MHCFP-2,

MHCFP-3 respectivelywhere transportation related costs
in the objective function Eq.(1) are omitted.

4. Computational Experiments

We have applied well-known and openly available
datasets in our numerical study (CAB dataset with 25
nodes [45] and TR data set with 81 nodes [46]). These
benchmark network data sets are all available throughOR
library [45]. TR data set is complete such that unit flow
costs, hub opening costs, network links’ lengths and de-
mand flows are all provided. CAB data set only includes
links lengths and demand flows between nodes. Accord-
ingly, we assume that unit flow costs are proportional to
link lengths such that 28 9 = 38 9/25, 000 for all 8, 9 ∈ V
and hub opening costs 58 for all 8 ∈ V are set all equal to
10, 000, 20, 000 or 30, 000 for a given instance. In order
to obtain reasonable results in terms of the number of
opened hubs, original hub opening costs for TR data set
are all multiplied with 300. CAB data set has symmet-
rical structure such that ℎ8 9 = ℎ 98 and 38 9 = 3 98 for all
8, 9 ∈ V. TR data set has not this symmetrical structure.

Interhub flow cost discount factor U is set to 0.2, 0.5 or
0.8 for CAB data set, and 0.4, 0.6 or 0.8 for TR data set.
The hub or node coverage radius is obtained by multiply-
ing the coverage ratio Δ with length of the longest link
of the network. Δ should be selected such that the exist-
ing network does not contain disconnected sub-networks.
Hence, Δ is set to 0.6, 0.7 or 0.8 for CAB data set and
0.55, 0.65 or 0.75 for TR data set. Then, each element
�8 9 of the node coverage matrix is fixed to 1 if the node
coverage radius is greater than or equal to the length of
the link connecting nodes 8 and 9 , and 0 otherwise.

Link capacities, l8: for all 8, : ∈ V, are not included
in the original CAB and TR data sets, so we develop
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a procedure to identify them which we briefly expose
here. First, UMHCFP is solved to optimality to obtain
optimum link flows. As there is no upperbound on the
amount of flow that can be sent between hubs, we exclude
interhub flow amounts among the optimum link flows and
calculate the average (`) and standard deviation (f) of
the remaining link flow values. Finally, assuming that
the link flows are normally distributed, all of links’ ca-
pacities l8: 8, : ∈ V are set equal to l? = ` + Z? × f
where Z? is the I-score corresponding to probability ?
with ? = {0.70, 0.80, 0.90}. Original data sets do not
contain also hub capacities, so we simply designate all
Γ: : ∈ V equal to a fraction (10%, 20% or 30%) of the
total demand � where we denote these fractions as Γ0.10,
Γ0.20 and Γ0.30 respectively.

To demonstrate the usefulness of proposed MHCFP
models, namely UMHCFP, MHCFP-1, MHCFP-2 or
MHCFP-3, we introduce two indicators: the number
of opened hubs (NH) and the percent of cost reduction
(IMP). For a given setting of parameters, NH is obtained
by solving one of proposed MHCFP models optimally.
Let us denote the optimum objective function value of a
MHCFP model as E★

"���%
, and the value of (objective)

function in Eq.(1) calculated by using the optimum solu-
tion of the associated MHCP model as E"��% . Then,
IMP is calculated such that

IMP = 100 ×
E"��% − E★"���%

E"��%
.

Table 1 summarizes execution times to reach optimumso-
lutions for four models and two data sets. For each model
and data set, several instances are formed by the combi-
nations of model parameters and solved to optimality.
For example, 27 different instances are formed by vary-
ing U = {0.20, 0.50, 0.80}, Δ = {0.60, 0.70, 0.80} and
5 = {10, 000, 20, 000, 30, 000} for UMHCFP and CAB
data set. All instances have been solved with GAMS
24.9.4 [47] via solver CPLEX 12.7.1 on dual Intel Xeon
E5-2670 (2.6 GHz) processor and 32 GB of RAM work-
station running Windows Server 2012 R2-64 bits. While
the network size for TR data set is more than the triple
compared to CAB data set, the solution times reported
for it in average CPU times are much more smaller ex-
cept for MHCFP-1 interestingly. In fact, it can observed
that there is a great discrepancy in execution times for
CAB data set by just looking to maximum and minimum
CPU times in Table 1. This can be mainly attributed to
varying hub opening costs. As hub opening costs are
included in the original TR data set, we did not need to
generate them and setup experiments with different cost
sets accordingly. This is exactly what we have done in
case of CAB data set since hub opening costs were not

provided. Accordingly, the number of instances solved
for CAB data set is three times more than TR data set as
three different cost sets are considered.

Table 1: Solution time statistics (CPU times in seconds)
for models and data sets

Statistics for CAB data set
Num. of Mean Max. Min.
Instances Time Time Time

UMHCFP 27 31.53 111.33 3.73
MHCFP-1 81 65.02 196.09 6.69
MHCFP-2 81 82.08 739.16 4.19
MHCPF-3 243 107.04 1127.27 6.73

Statistics for TR data set
Num. of Mean Max. Min.
Instances Time Time Time

UMHCFP 9 26.54 39.27 16.80
MHCFP-1 27 109.50 332.97 47.03
MHCFP-2 27 36.45 72.73 18.11
MHCFP-3 81 68.87 125.19 35.81

Results for UMHCFP given in Tables 2 and 6 indicate
that both the optimum number of hubs NH and the cost
improvement ratio IMP significantly increase as U and Δ
decrease, and reach their highest values when these two
model parameters attain their lowest values. We have to
first note that the optimum solution of UMHCP requires
only one hub to be opened for all combinations of U and
Δ for both CAB and TR data sets. Then, this outcome
can be easily interpreted as follows. For UMHCFP, the
decrease in U favors more flows between hubs and this
stimulates the opening of new hubs to benefit from this
cost reduction. In fact, U is one of the most influential
factor on NH for all models. Meanwhile, IMP is more
affected by the decrease in the coverage ratio Δ. For
two data sets, the added cost for increasing the number
of hubs is overshadowed by the cost saving due to the
increasing interhub flows, and the total cost is reduced
accordingly. For CAB data set, increasing hub opening
costs obviously decreases NH as the total hub opening
cost becomes consequential compared to the total flow
cost. In fact, the single objective of UMHCP is to set
as few as possible nodes to hubs while routing all the
flow demand without any regard for transportation costs.
This approach is insufficient as it leads to design hub-
and-spoke networks resulting in higher total cost.
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Table 2: Summary of UMHCFP Results (CAB data set)

58 U
Δ

0.80 0.70 0.60
NH IMP NH IMP NH IMP

10
,0
00 0.80 6 31.67 6 31.43 5 42.62

0.50 7 42.74 7 42.11 8 50.61
0.20 9 56.34 9 54.89 10 60.42

20
,0
00 0.80 4 24.79 4 24.38 4 36.28

0.05 5 32.67 5 32.13 5 41.92
0.20 5 44.45 5 43.59 5 50.09

30
,0
00 0.08 3 20.08 3 19.89 3 32.17

0.50 4 25.64 4 24.86 4 35.63
0.20 5 36.44 5 35.60 5 43.39

The effects of imposing bounds on the flow passing thru
network links and hubs are shown in Tables3-5 and 7-9.
The results given in those tables are obtained by solv-
ing MHCFP-1, MHCFP-2 and MHCFP-3 respectiveley
to optimality for several combinations of U, Δ, l and
Γ. Compared with the results of the unbounded model
UMHCFP, it is clear that IMP rises further as bounds be-
come more restrictive. In other words, it becomes more
critical to consider transportation costs in hub covering
problems and thus the usefulness of our proposed models
increases.

Table 3: Summary of MHCFP-1 Results (CAB data set)

l l0.90 l0.80 l0.70
Δ 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50

58 U NH IMP NH IMP NH IMP NH IMP NH IMP NH IMP NH IMP NH IMP NH IMP

10
,0
00 0.80 6 50 7 64 7 59 7 65 7 54 7 59 7 52 7 56 7 57

0.50 7 54 7 66 8 61 8 65 7 55 8 61 9 56 8 56 8 58
0.20 10 61 10 70 11 64 10 68 10 59 11 66 11 62 11 59 12 60

20
,0
00 0.80 4 46 4 60 4 55 4 61 4 49 5 56 5 61 5 42 5 57

0.50 5 46 5 57 5 54 6 59 6 47 6 56 6 60 7 44 6 57
0.20 6 51 7 57 7 55 7 60 7 49 7 58 7 62 7 50 7 58

30
,0
00 0.80 3 50 3 58 4 54 3 59 3 47 4 57 4 59 4 54 4 58

0.50 4 48 4 57 4 52 4 55 4 43 4 53 4 57 5 49 5 55
0.20 5 49 5 58 5 53 5 54 5 42 5 50 6 56 6 46 6 53

Table 4: Summary of MHCFP-2 Results (CAB data set)

Γ Γ0.30 Γ0.20 Γ0.10
Δ 0.80 0.70 0.60 0.80 0.70 0.60 0.80 0.70 0.60

58 U NH IMP NH IMP NH IMP NH IMP NH IMP NH IMP NH IMP NH IMP NH IMP

10
,0
00 0.80 6 61 7 65 7 67 7 64 7 64 7 61 10 61 10 66 10 58

0.50 7 62 7 67 8 68 8 66 8 66 8 62 12 63 12 66 12 58
0.20 9 66 9 70 10 70 10 70 10 69 11 65 12 67 12 67 13 60

20
,0
00 0.80 4 57 4 62 4 64 5 57 5 60 6 56 10 51 10 61 10 53

0.50 6 56 6 61 5 63 6 57 6 60 6 56 10 52 10 59 10 51
0.20 6 58 6 63 5 63 6 59 6 62 6 58 10 56 10 58 10 50

30
,0
00 0.80 4 55 4 54 4 62 5 59 5 57 5 53 10 50 10 54 10 48

0.50 4 53 4 51 4 60 5 58 5 55 6 52 10 50 10 52 10 46
0.20 5 53 5 52 5 59 6 59 6 57 6 53 10 51 10 50 10 45
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Table 5: Summary of MHCFP-3 Results (CAB data set)

Γ Γ0.30 Γ0.20 Γ0.10
Δ 0.80 0.70 0.60 0.80 0.70 0.60 0.80 0.70 0.60

l 58 U NH IMP NH IMP NH IMP NH IMP NH IMP NH IMP NH IMP NH IMP NH IMP

l
0.

90

10
,0
00 0.80 6 71 7 70 7 61 7 56 7 59 7 57 10 68 10 68 10 59

0.50 7 72 7 72 8 63 8 59 8 61 8 58 12 69 12 68 12 59
0.20 10 74 10 76 11 66 10 65 10 65 11 62 12 71 12 70 13 61

20
,0
00 0.80 4 58 4 54 4 58 5 52 6 55 6 56 10 63 10 63 10 53

0.50 6 58 6 53 6 57 6 53 6 55 6 55 10 62 10 62 10 52
0.20 6 60 7 54 7 58 6 56 7 58 7 55 10 62 10 62 10 51

30
,0
00 0.80 4 66 4 51 4 61 5 49 5 52 6 51 10 60 10 55 10 50

0.50 4 64 4 49 4 58 6 48 6 51 6 51 10 58 10 54 10 48
0.20 5 63 5 50 5 57 6 51 6 53 6 51 10 57 10 53 10 47

l
0.

80

10
,0
00 0.80 7 64 7 65 7 67 7 67 7 60 7 63 10 67 10 65 10 56

0.50 8 66 7 67 8 67 9 68 8 61 8 63 12 68 12 64 12 57
0.20 10 70 10 71 11 68 10 71 10 64 11 66 12 70 12 66 13 60

20
,0
00 0.80 4 57 5 56 5 62 6 64 6 57 6 49 10 62 10 59 10 51

0.50 6 56 6 56 6 61 6 63 7 56 6 47 10 61 10 58 10 50
0.20 7 59 7 59 7 60 7 64 7 57 7 45 10 61 10 57 10 50

30
,0
00 0.80 4 52 4 63 4 60 5 51 5 48 6 53 10 55 10 54 10 50

0.50 4 50 5 61 5 57 6 48 6 45 6 52 10 55 10 52 10 48
0.20 6 51 5 62 5 55 6 46 6 45 6 52 10 56 10 51 10 47

l
0.

70

10
,0
00 0.80 7 56 7 58 7 64 7 68 7 54 7 62 10 67 10 64 10 67

0.50 9 58 8 60 8 65 9 69 9 55 8 63 12 68 12 64 12 65
0.20 11 64 11 64 12 68 11 71 11 59 12 65 12 71 12 67 13 64

20
,0
00 0.80 5 52 5 54 5 63 6 62 6 62 6 57 10 61 10 59 10 62

0.50 6 51 7 53 6 61 7 61 7 61 6 56 10 61 10 59 10 58
0.20 7 54 7 55 7 62 7 61 7 61 7 57 10 62 10 59 10 55

30
,0
00 0.80 4 56 4 58 4 59 5 52 5 47 6 46 10 57 10 49 10 53

0.50 5 54 5 56 5 56 6 51 6 43 6 44 10 56 10 47 10 49
0.02 6 55 6 57 6 55 6 52 6 41 6 42 10 57 10 47 10 47

Table 6: Summary of UMHCFP Results (TR data set)

U
Δ

0.75 0.65 0.55
NH IMP NH IMP NH IMP

0.80 7 42.97 7 76.85 11 79.33
0.60 7 44.61 15 77.77 15 80.35
0.40 21 47.96 24 79.68 25 82.01

Table 7: Summary of MHCFP-1 Results (TR data set)

l U
Δ

0.75 0.65 0.55
NH IMP NH IMP NH IMP

l
0.

90

0.80 8 79.13 8 78.10 8 87.90
0.60 10 76.18 10 75.15 10 85.44
0.40 25 73.00 25 72.08 25 82.12

l
0.

80

0.80 9 77.62 9 75.83 9 87.28
0.60 13 74.74 13 73.00 13 84.80
0.40 26 71.75 26 70.22 26 81.48

l
0.

70

0.80 9 85.46 9 85.43 9 82.40
0.60 13 83.25 13 83.22 13 80.16
0.40 28 80.53 28 80.51 28 77.65

Table 8: Summary of MHCFP-2 Results (TR data set)

Γ U
Δ

0.75 0.65 0.55
NH IMP NH IMP NH IMP

Γ
0.

30

0.80 9 92.11 12 93.00 11 90.95
0.60 13 90.63 16 91.82 17 89.83
0.40 24 88.61 26 90.40 28 88.62

Γ
0.

20

0.80 12 95.74 13 93.98 14 93.44
0.60 14 94.82 18 92.78 18 92.20
0.40 26 93.41 28 91.13 29 90.49

Γ
0.

10

0.80 18 97.21 17 96.81 17 94.53
0.60 23 96.67 25 96.21 24 93.59
0.40 33 95.87 33 95.37 34 92.31
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Table 9: Summary of MHCFP-3 Results (TR data set)

Γ Γ0.30 Γ0.20 Γ0.10
Δ 0.75 0.65 0.55 0.75 0.65 0.55 0.75 0.65 0.55

l U NH IMP NH IMP NH IMP NH IMP NH IMP NH IMP NH IMP NH IMP NH IMP

l
0.

90

0.80 10 93 12 92 14 92 13 96 13 93 14 92 18 97 17 97 17 93
0.60 13 91 17 91 18 90 15 95 18 92 18 90 25 96 28 97 25 92
0.40 26 89 28 90 30 89 27 94 29 91 30 88 34 95 34 96 34 91

l
0.

80

0.80 11 95 12 95 14 89 13 96 13 94 14 90 19 96 18 96 18 94
0.60 14 94 17 94 18 88 16 95 19 93 18 88 25 96 28 96 24 92
0.40 26 92 28 93 30 87 27 94 29 91 30 87 34 95 34 95 34 91

l
0.

70

0.80 13 95 13 94 14 89 14 96 14 94 14 89 20 96 19 97 19 93
0.60 16 94 19 93 18 88 17 95 20 93 19 87 25 96 28 96 25 92
0.40 27 92 28 91 30 87 27 93 30 91 30 85 35 95 34 95 34 91

Link capacities have less consequence for IMP compared
to hub capacities. This can be observed when results in
Tables 3-4 for CAB data set and Tables 7-8 for TR data
set are contrasted. We can also derive the conclusion that
hub capacities are a dominant factor for IMP according to
the results presented in Tables 4-5 and Tables 8-9. More-
over, IMP is seriously decreasedwhen the cost of opening
hubs increases and the capacities of hubs decrease simul-
taneously according to Table 4-5. From Tables 4-5, it
is apparent that the rise of hub opening costs decreases
NH, as expected. The other most influential factor on the
value of NH is the capacity of hubs, while link capacities
have a marginal effect on it. The decrease in Δ has no

or slightly increasing consequence on NH for all models.
As U is reduced, NH can dramatically increase but IMP
is very slightly effected or worsened by this decrease. For
some particular combination of parameters values, pro-
posed models are solved optimally and the real locations
of opened hubs are plotted on the maps in Figures 1 and
2. The black dots represent hubs that are common for
all instances while white dots correspond to additional
hubs specific to the instance. It is apparent that high ac-
cessibility and total demand flowing in/out of a node are
determinants for hub locations. Moreover, cost savings
resulting from interhub transfers encourage the opening
of several hubs.

5. Conclusion

In MHCFP, the aim is to find the optimal design for hub-
and-spoke networks while considering hub opening and
demand routing costs and coverage constraints. Flow de-
mand associated with a specific origin-destination node
pair must be routed by visiting at least one hub node. In
this study, it is assumed that a hub covers a nonhub node
if the distance between these two is less than a predefined
value, while there is no limit on the distance between
hubs.

Our formulations of MHCFP are linear programming
problems with continuous and integer variables. The
results obtained from our computational experiments re-
veal that the number of hubs in the network decreases
depending on the increase in hub opening costs, as ex-
pected. In fact, the increase in hub opening costs also
affect how hub nodes are located such that hubs hubs
have a tendency to be placed exactly at or near at nodes
having high demands.

We can also derive from our numerical experiments that
not taking into account flow costs can be consequential

in the network design. For example, the total cost of de-
signing a network and making it operational depending
on the solution of UMHCFP could be as low as 80% be-
low that based on MHCP. For other models, this percent
can be even larger. This is attributed to the interhub flow
cost discount factor which models the cost reduction due
to the consolidated shipments.

There are several future research directions for
MHCFP.Exact or heuristic methods to solve larger ver-
sions of MHCFP can be the initial point of a stream of
work. In another line of research, MHCFP can be consid-
ered in a stochastic environment, where all costs and flow
demands and even the network structure can depends on
scenarios and the objective can be to design a resilient
network to changing conditions.
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A B S T R A C T  A R T I C L E  I N F O   

The advancement of technology nowadays resulted into documents, such as forms and petitions, 
being filled out in computer and digital environment. Yet in some cases, documents are still 
preserved in traditional style, on print. Due to its distinct proportions, however, its storage, 
sharing and filing has become a complication. The relocation of these written documents to 
digital environment is therefore of great significance. In this view, this study aims to explore 
methodologies of digitizing handwritten documents. In this study, the documents converted to 
image format were pre-processed using image processing methods. These operations include 
dividing lines of the document into image format, dividing into words which then divided into 
characters, and finally, a classification operation on the characters. As classification phase, one 
of the deep learning methods is the Convolution Neural Network method is used in image 
recognition. The model was trained using the EMNIST dataset, and in the character, dataset 
created from the documents at hand. The dataset created had a success rate of 87.81%. 
Characters classified as finishers are sequentially combined and the document is transferred to 
the computer afterwards. 
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1. Introduction 

Writing process is a complex activity consisting of cognitive, 
kinesthetic, and perceptual-motor components [1]. Writing is 
the written form of the words, feelings, and thoughts in the 
language. Handwriting is unique for each individual. It is a 
tool developed long ago to expand human knowledge and 
facilitate communication [2]. 

As technology advances, numerous documents are filled in 
the digital environment. Yet there are still transactions which 
are still being done on paper. The task of transferring these 
written documents to computer can be done by one or more 
people. In this circumstance, handwriting recognition 

systems have been developed to transfer written documents 
automatically to computer. Handwriting recognition is the 
process of defining and making sense out of letters, numbers, 
and symbols that are written by hand on papers, tablets, and 
smartphones, using computer systems. 

There are two methods available in handwriting recognition 
systems - offline method and online method. In the offline 
method (Figure 1a), the writing is used as a picture. It 
contains the spatial brightness of the image [2]. On the other 
hand, the online method (Figure 1b) contains spatial-timer 
values of characters. 
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Figure 1.  (a) Offline handwriting (b) Online handwriting (from [2]) 
 

 

The character recognition rates of online methods are more 
successful than offline methods. Offline methods have 95%, 
85%, and 78% recognition for 10, 100, 1000 words, and above 
respectively [2, 3]. In online methods, the success rate 
decreases as the number of words requested to be recognized 
increases. An accuracy rate of 80% is achieved at 21,000 
words and above [2, 4]. 

The convenience of character recognition technology can be 
utilized in several business areas: 

• Checks sent to banks are automatically recognized and 
the necessary account transactions are performed 
electronically; 

• Bringing doctors' handwriting to an understandable 
format. In a study conducted on this subject, 500 
prescription samples taken from doctors were identified 
handwriting recognition and keywords from the doctor's 
handwriting. With these specified words, it is understood 
what the desired drug is in the prescription report written 
by the doctor. Hidden Markov Model was used as the 
model in the project. Multilayer perceptron (MLP) was 
also used to increase performance [5] 

• Recognition of addresses on letters and automatic 
parsing by postal code. In the project carried out by 
CEDAR for USPS (United States Postal Service), the 
aim is to correctly separate envelopes according to the 
address where letters will automatically go in post 
offices [6]. 

Handwriting characters are more difficult to distinguish than 
optical characters. Consequently, accuracy rates in current 
studies are less than 90%. Some of difficulties in handwriting 
recognition include: 

• Having too many different fonts, numbers, and symbols 
• Difference in writing style 
• Cursive or interconnected writing of letters 
• Pencil or paper used 

• Difference of letters’ shapes and sizes depending on 
individual’s writing style and speed. 

Despite these challenges, researchers have conducted many 
studies for more successful character recognition. For 
instance, Fanany [7] used a workflow algorithm and a 
machine learning model to recognize handwriting characters 
in a form document. Convolutional Neural Network (CNN) 
is used for feature extraction of characters and Support 
Vector Machines (SVM) is used for classification. The study 
presents 83.37% accuracy in ten different test form 
documents. 

Mahapatra, Choudhury, Karsh [8], in another study, used K- 
Nearest Neighbor (KNN), SVM-based classifiers such as 
CNN, hybrid KNN-SVM and v-SVM on different 
handwriting datasets such as EMNIST, Devanagari 
handwriting character and Kannada-MNIST. The successes 
of the developed models have been compared. As a result, 
EMNIST, Devanagari Handwritten Character, and Kannada-
MNIST achieved a success rate of 89.02%, 86.67%, and 
95.3%, respectively. 

Saha and Jaiswal [9] also tested the EMNIST and UCI 
Devanagari datasets with the CNN classification model. In 
this model, success rate of EMNIST dataset was 79.3% while 
it is 93% for the UCI Devanagari dataset. 

Cohen, Afshar, Tapson, and Van Schaik [10], evaluated the 
EMNIST dataset with an OPIUM- based classifier. The 
model achieved success rate of 78.02% in the EMNIST 
balanced dataset. 

Baykal, Aktaş and Yildiz [11], created an active offline 
verification system by selecting the signature characteristic, 
which is one of the biometric characteristics. 

In the study, recognition of handwriting characters was 
performed offline. The current study, unlike the other studies 
in the literature, did not use a separate algorithm to extract 
features on images. Instead of a separate algorithm, a single 
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method was used to both extract and classify character traits 
using the CNN method. The CNN method was used for 
classification and feature extraction. The Balanced part of the 
EMNIST [12] was used to train the model. The dataset used 
in the study was drawn from the Kaggle data store (from 
https://www.kaggle.com/crawford/emnist). EMNIST 
Balanced dataset consists of 131,600 characters and 47 
classes. The model trained with the EMNIST Balanced 
dataset, was also tested on an independently generated 
dataset. 

The study consists of two stages: pre-processing and 
classification. The following sections consist of pre-
processing, classification, experimental study and result 
consecutively. 

2. Pre-Processing 

Having characters of the same size and shape affects the 
success rate in recognition. Therefore, preprocessing was 
applied to the letters and numbers in the data and test set. Pre-
machining is done in two ways: 

i. Pre-processing: With this process, the text on the paper 
is separated into characters. The separated characters 
are then tested correctly. For this, following operations 
are performed: 

- Letters on paper are loaded into the computer in picture 
format. The installation process is done with the help of 
a scanner or camera. An original image is given in 
Figure 2. 

 
Figure 2. Original image 

- The image is first converted into a gray-level image. 
Figure 3 is an example of an image that is converted 
into grayscale. 

 

Figure 3. Grayscale image 

- The grayscale image is converted into a black-and-white 
image by applying the threshold. Afterwards, the image 
looks as in Figure 4. 

 

Figure 4. Black-and-white image 

- Through the contour extraction process in the black-and-
white image, the lines are determined by drawing a curve 
that connects all continuous points that have the same color 
and density along the borderlines. Fig. 5 also shows an 
image divided into lines. 

 
Figure 5. Image divided into rows 

- Application of re-contour extraction process of lines resulted 
into division of document into words. Figure 6 includes an 
image divided into sentences. 

 

Figure 6. Image divided into words 
 

- The reserved words over the contour extraction process 
are completed. Throughout this process, the boundaries 
of the character within the words are determined 

- Over characters whose boundaries are set, the ROI (area 
of interest) operation is performed. This process is the 
process of obtaining a new image that has only character 
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boundaries according to the pixel values of the 
corresponding region. The resulting new images are 
28x28 pixels. The new images obtained are characters in 
black and white format, as in Figure 7. 

 

 
Figure 7. Characters allocated to test 

ii. Normalization: After pre-processing, normalization is 
applied to the EMNIST dataset. Through this process, 
the images are brought to the same size and type. 

 

3. Classification 

In this study, a well-known deep learning algorithm CNN is 
used. CNN algorithms are applied in many different areas 
such as natural language processing (NLP) [13, 14], 
biomedical processing [15, 16], especially image [17, 18] and 
audio processing [19, 20]. It is a deep learning algorithm that 
has the best classification success, especially in the field of 
image processing. CNN processes the image in various 
layers. The layer structure of the CNN model is shown in 
Figure 8. These layers [21] are: 

• Convolutional layer- Which is used to determine 
properties; 

• Non-Linearity layer- Which introduces non-linearity 
to the system; 

• Pooling (Down-sampling) layer - Which reduces the 
number of weights and controls compliance; 

• Flattening layer – Which prepares data for the classical 
neural networks; and 

• Fully-Connected layer – Which is the standard neural 
network used in classification. 

 

 

Figure 8. CNN's layer structure (from www.missinglink.ai) 
 

The Convolution layer is used to detect the properties of the 
picture. This layer uses a low or high- level filter to extract 
properties. These filters are usually matrices of odd numbers. 
By moving the filter over the image and using matrix 
multiplication, its properties are detected. In Figure 9, the 
example of convolution filter and its application are shown. 
After filters, zero values are added in order for the image to 
not lose its original size. 

The Non-linearity layer comes after convolution layers. Since 
all layers can be linear functions, the 

Neural Network acts as a single perceptron, which means that 
the results are calculated linearly. In this layer, one of the 
activation functions is used. The best results about the speed of 
neural network training are the Rectifier (Relu) function, 
therefore this function was used. The Relu function is shown 
in Equation 1 below: 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹. = −𝑓𝑓(𝑥𝑥) = 𝑚𝑚𝑚𝑚𝑥𝑥                          (1) 

 
Figure 9. Convolution filter (form 
www.medium.com/@tuncerergin) 

 

The Pooling layer is inserted between successive 
convolutional layers. This layer is designed to reduce the 
spatial size of the representation and the number of 
parameters and calculations within the network. The most 
used is max-pooling. In max-pooling, a filter is created first. 
This filter moves around the image and takes the largest 
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number in the area it occupies. Figure 10 shows an example 
of a max-pooling process. 

 
Figure 10. Max-pooling process (from 

www.medium.com/@tuncerergin) 
 

The Fatting layer, the last layer, prepares the input data for 
the Fully Connected Layer. Neural networks take inputs from 
a one-dimensional array. The data in a network is in a state 
of  matrices, that was converted into a one-dimensional array, 
in convolutional and pool layers. Figure 11 shows an example 
of the last layer translated into a one-dimensional array. 

The Fully Connected Layers take data from the flattening 
layer and performs learning through the Neural network. 
During the training, the dropout method (shown in Figure 12) 
is used to prevent underfitting, unnecessary memorization, 
and overfitting proms. Decreasing the number of connections 
within the network improves training performance. 

 

 
Figure 11. Flatting layer (from 

www.medium.com/@tuncerergin) 

 
Figure 12. Dropout layer (from 

www.medium.com/@tuncerergin) 
 
 

4. Experimental Work 

The study, a computer with a working i5 processor with 8 GB 
of RAM is also written in Python 

2.6. The OpenCV library was used for pre-processing. The 
Keras Library was used in deep learning. The study consisted 
of two phases. The first stage is the acquisition of characters, 
the creation of a CNN algorithm to classify the characters that 
we get in the second stage, and the training and testing of 
characters. 

In the first stage, the letters written on paper are first thrown 
into the computer environment in PDF format. The document 
in PDF format is converted to JPG format, which is the image 
format. Images 2 using OpenCV library. the pre-processing 
steps described in the section were performed, and thus the 
articles written in the image were separated the first line by 
line, the words for each line were separated sequentially, each 
separated word was divided into characters, and the 
separation of characters in the image-shaped text was 
performed. The character is normalized and the character 
images are translated into black-and-white (binary system). 

In the second stage, model training was first performed to 
classify the characters. The Balanced part of the EMNIST 
dataset was used as the dataset for the training of the model, and 
Convolutional neural networks were used as the deep 
learning architecture. To create the model; after creating 
layers of the CNN algorithm, the model was trained on the 
EMNIST dataset 2 times according to different epochs and 
batch size values. The trained models were tested using the 
detected letters in the documents using the image processing 
method. Figure 13 shows block diagram of the study. 

 

 
Figure 13. Block diagram of the study 

 

This study used handwritten letters and numbers consisting of 
112,799 training sets and 18,799 test sets in 28x28 pixels sizes 
found in the EMNIST Balanced dataset. The 10% of the 
training set is reserved for validation. In the training of the 
developed model, 4 CONV2D layers, 4 Max-Pooling layers, 
1 Flatten layer, 1 Dropout layer and 2 Dense layers were used. 
Layers of the model created are shown in Figure 14 and 
Figure 15.
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Figure 14. CNN's block diagram used in the study 

 

 

Figure 15. Description of the layers of the model used in the study. 

 
 

The Model was trained twice, and the trainings lasted about 
20 hours. The first training was performed with 5 epoch and 
512 batch size, and the second training was performed with 
10 epoch and 1024 batch size. Result of these two pieces of 
training showed that the second training with a rate of 87.81% 

success is the best score recorded. The values of the two 
pieces of training are also given in Table 1. 

According to the model's 10 epoch and batch size 1024, its 
graphics are shown in Figure 16 and Figure 17. 

 

Table 1. Study results 

Epochs/ 
batch_size 

Acc Loss Val_acc Val_loss Test_acc Test_loss 

5/512 %84.64 %37 %85.30 %35 %86 %36 

10/1024 %87.81 %34 %87.61 %34 %87 %35 

   

 MJEN  MANAS Journal of Engineering, Volume 9 (Issue 1) © 2021 www.journals.manas.edu.kg 
 

http://www.journals.manas.edu.kg/


A. Ayvacı , A.E. Tümer   / MANAS Journal of Engineering 9(1) (2021) 85-92 91 

 
Figure 16. Success graph of the model. 

 
Figure 17. Error graph of the model 

 

 

 

In this study, the independently created datasets were tested 
separately in both two trained models. The data tested has 
values of 28x28 pixels. Figure 18 shows the results of the 
characters that are obtained from handwritten documents in 
trained models. 

 

   

  
Figure 18. The outputs of the characters tested in the model. 
 

5. Conclusions 

This paper primarily discussed the recognition of characters 
from handwritten documents to computer environment. By 
means of encoding, these characters were recorded into 

computer media. For this purpose, the CNN model has been 
created throughout the operation. Pre-processing, slicing, and 
character recognition were then performed altogether as part 
of the procedure. At the end of the process, the obtained 
characters - 10 epoch and 1024 batch size trained models – 
both achieved a success rate of 87.81%. 

The success rates of studies conducted using the Balanced part 
of the EMNIST dataset and different classifier algorithms are 
given in Table 2. Looking at Table 2, the method we used 
was more successful than other methods. 

Table 2. Success rates on the EMNIST dataset for CNN, 
Linear Classifier, and OPIUM- based Classifier 

Algorithm Name Success Rate 

OPIUM- based 78.02% 

Linear Classifier 50.93% 

CNN 87.81% 

 

In reference to data in Table 1, it is foreseen that a more 
successful model can be obtained by increasing the values 
used in epoch and batch size. For this reason, future studies 
and its corresponding tests and trainings is recommended to 
carry out increase on the number of layers in order to improve 
the success rate of handwriting recognition, and the algorithm 
as well. 
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1. Introduction

Let ℂ denote the complex plane and ℂ:= ℂ ∪ {∞};   𝐺 ⊂ ℂ be a bounded Jordan region with boundary 𝐿:= 𝜕𝐺 such that 0 ∈ 𝐺; 

Let {𝑧𝑗}𝑗=1
𝑙

 be the fixed system of distinct points on the curve 𝐿. We consider generalized Jacobi weight function ℎ(𝑧) which 

is defined as follows:  

ℎ(𝑧):= ∏𝑙
𝑗=1 |𝑧 − 𝑧𝑗|

𝛾𝑗 ,      𝑧 ∈ ℂ, (1) 

where 𝛾𝑗 > −2, for all  𝑗 = 1,2, . . . , 𝑙.

Let ℘𝑛  denotes the class of all algebraic polynomials 𝑃𝑛(𝑧) of degree at most 𝑛 ∈ ℕ.

Let 𝑝 > 0. For the Jordan region 𝐺,  we introduce:  

‖𝑃𝑛‖𝑝: = ‖𝑃𝑛‖𝐴𝑝(ℎ,𝐺): = (∬
𝐺
ℎ(𝑧)|𝑃𝑛(𝑧)|

𝑝𝑑𝜎𝑧)
1/𝑝
, 0 < 𝑝 < ∞, (2) 

‖𝑃𝑛‖∞: = ‖𝑃𝑛‖𝐴∞(1,𝐺): = max
𝑧∈𝐺

|𝑃𝑛(𝑧)|, 𝑝 = ∞,

and 𝐴𝑝(1, 𝐺) ≡ 𝐴𝑝(𝐺), where 𝜎 be the two-dimensional Lebesgue measure.

When 𝐿  is rectifiable, for any 𝑝 > 0, let 

‖𝑃𝑛‖ℒ𝑝(ℎ,𝐿): = (∫
𝐿
ℎ(𝑧)|𝑃𝑛(𝑧)|

𝑝|𝑑𝑧|)
1/𝑝

< ∞, 0 < 𝑝 < ∞, (3) 

‖𝑃𝑛‖ℒ∞(1,𝐿): = max𝑧∈𝐿
|𝑃𝑛(𝑧)|, 𝑝 = ∞,

and ℒ𝑝(1, 𝐿) ≡ ℒ𝑝(𝐿).

Let us set Ω:= ℂ  \𝐺 = 𝑒𝑥𝑡𝐿; Δ(𝑤, 𝑅):= {𝑤: |𝑤| > 𝑅, 𝑅 > 1}, Δ: = Δ(0,1) and let 𝑤 = Φ(𝑧) be the univalent conformal 
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mapping of Ω onto Δ such that Φ(∞) = ∞ and lim𝑧→∞
Φ(𝑧)

𝑧
> 0; Ψ:= Φ−1. For𝑅 > 1 we define 𝐿𝑅: = {𝑧: |Φ(𝑧)| = 𝑅}, 𝐺𝑅: =

𝑖𝑛𝑡𝐿𝑅 , Ω𝑅: = 𝑒𝑥𝑡𝐿𝑅. 

Well known Bernstein -Walsh Lemma  [26] says that: 

 

 ‖𝑃𝑛‖𝐶(𝐺𝑅) ≤ 𝑅
𝑛‖𝑃𝑛‖𝐶(𝐺). (4) 

 

Analogous estimation with respect to the quasinorm (4) for 𝑝 > 0 was obtained in [19] for ℎ(𝑧) ≡ 1 (i.e., 𝛾𝑗 = 0 for all 𝑗 =

1,2, . . . , 𝑙) and in [8, Lemma 2.4] for ℎ(𝑧) ≠ 1, defined as in (1) as following:  

 

 ‖𝑃𝑛‖ℒ𝑝(ℎ,𝐿𝑅) ≤ 𝑅
𝑛+

1+𝛾∗

𝑝 ‖𝑃𝑛‖ℒ𝑝(ℎ,𝐿), 𝛾
∗ = max{0; 𝛾𝑗: 1 ≤ 𝑗 ≤ 𝑙}. (5) 

 

To give a similar estimation to (5) for the 𝐴𝑝(ℎ, 𝐺) −norm, first of all we will give the following definition. 

 

Definition 1. [20, p.97], [23] The Jordan arc (or curve) L is called 𝐾 −quasiconformal (𝐾 ≥ 1), if there is a 

K −quasiconformal mapping f  of the region D ⊃ L such that f(L) is a line segment (or circle). 

Let 𝐹(𝐿) denote the set of all sense preserving plane homeomorphisms 𝑓 of the region 𝐷 ⊃ 𝐿 such that 𝑓(𝐿) is a line segment 

(or circle) and let  

 

 𝐾𝐿: = inf{𝐾(𝑓): 𝑓 ∈ 𝐹(𝐿)}, 
 

where 𝐾(𝑓) is the maximal dilatation of 𝑓. Then 𝐿 is a quasiconformal curve, if 𝐾𝐿 < ∞, and 𝐿 is a 𝐾 −quasiconformal curve, 

if 𝐾𝐿 ≤ 𝐾.  
 

A curve 𝐿 is called a quasiconformal, if it is a 𝐾 −quasiconformal for some 𝐾 > 1. 
The Bernstein-Walsh type estimates for the norm (2), for the regions with quasiconformal boundary and weight function ℎ(𝑧), 
defined in (1) with 𝛾𝑗 > −2,   for all 𝑝 > 0  as follows 

 

 ‖𝑃𝑛‖ 𝐴𝑝(ℎ,𝐺𝑅)
≤ 𝑐1𝑅

∗
𝑛+

1
𝑝
‖𝑃𝑛‖ 𝐴𝑝(ℎ,𝐺) , (6) 

 

was found in [3] (see, also [2]), where 𝑅∗: = 1 + 𝑐2(𝑅 − 1), 𝑐2 > 0 and 𝑐1: = 𝑐1(𝐺, 𝑝, 𝑐2) > 0 constants, independent from 𝑛 

and 𝑅.  It’s well known that quasiconformal curves can be non-rectifiable (see, for example, [16], [20, p.104]). 

Analogous estimation was studied for 𝐴𝑝(1, 𝐺)-norm, 𝑝 > 0, for arbitrary Jordan region in [4, Theorem1.1] and for any 𝑃𝑛 ∈

℘𝑛, 𝑅1 = 1 +
1

𝑛
  and arbitrary 𝑅, 𝑅 > 𝑅1, was obtain  

 ‖𝑃𝑛‖ 𝐴𝑝(𝐺𝑅)
≤ 𝑐𝑅 

𝑛+
2
𝑝
‖𝑃𝑛‖ 𝐴𝑝(𝐺𝑅1)

, 

where 𝑐 = (
2

𝑒𝑝−1
)

1

𝑝
[1 + 𝑂(

1

𝑛
)] , 𝑛 → ∞. 

For a rectifiable quasiconformal curve 𝐿, N. Stylianopoulos [24] obtained the following estimate:           

 |𝑃𝑛(𝑧)| ≤ 𝑐
√𝑛

𝑑(𝑧,𝐿)
‖𝑃𝑛‖𝐴2(𝐺)|Φ(𝑧)|

𝑛+1,    𝑧 ∈ Ω, (7) 

 

where  𝑑(𝑧, 𝐿): = inf{|𝜁 − 𝑧|:  𝜁 ∈ 𝐿},   a constant 𝑐 = 𝑐(𝐿) > 0  depending only on  𝐿.   
Analogous results of (7)-type for |𝑃𝑛(𝑧)|, different weight function  ℎ, unbounded region Ω were obtained in [17, p.418-428],  

[5], [6], [7], [8], [9], [10], [11], [15], [22] and others. 

In this work, we study the pointwise estimations for the derivative |𝑃𝑛
′(𝑧)| in unbounded region Ω with zero angles as the 

following type  

 

 |𝑃𝑛
′(𝑧)| ≤ 𝑐2𝜂𝑛(𝐺, ℎ, 𝑝, 𝑑(𝑧, 𝐿), |Φ(𝑧)|)‖𝑃𝑛‖𝑝  , 𝑧 ∈ Ω, (8) 

 

where 𝑐2 = 𝑐2(𝐺, 𝑝) > 0 is a constant independent of 𝑛, 𝑍 and 𝑃𝑛 , and 𝜂𝑛(𝐺, ℎ, 𝑝, 𝑑(𝑧, 𝐿), |Φ(𝑧)|) → ∞, 𝑛 → ∞, depending on 

the properties of the 𝐺, ℎ and from the distance of point 𝑧 ∈ Ω to the 𝐺. 
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2. Definitions and main results 

 

Throughout this paper, 𝑐, 𝑐0, 𝑐1, 𝑐2, . .. are positive and 𝜀0, 𝜀1, 𝜀2, . .. are sufficiently small positive constants (generally, different 

in different relations), which depends on 𝐺 in general and, on parameters inessential for the argument, otherwise, the dependence 

will be explicitly stated. For any 𝑘 ≥ 0 and 𝑚 > 𝑘, notation 𝑖 = 𝑘,𝑚 means 𝑖 = 𝑘, 𝑘 + 1, . . . ,𝑚. 

Let   𝑧 = 𝑧(𝑠), 𝑠 ∈ [0,𝑚𝑒𝑠𝐿] denote the natural representation of 𝐿 . 

 

Definition 2. We say that 𝐿 ∈ 𝐶𝜃 ,  if  𝐿  has a continuous tangent 𝜃(𝑧): = 𝜃(𝑧(𝑠))   at every point 𝑧(𝑠).  Then we write 𝐺 ∈
𝐶𝜃 ⇔ 𝜕𝐺 ∈ 𝐶𝜃 .  
 

According to the "three-point" criterion [13, p.100], every piecewise smooth curve (without any cusps) is quasiconformal. 

Moreover, according to [23], we have the following: 

 

Corollary 3.  If 𝐺 ∈ 𝐶𝜃 ,  then 𝜕𝐺 is (1 + 𝜀) −quasiconformal   for arbitrary small 𝜀 > 0.  
 

Now we give the definitions of regions with a piecewise smooth curve, which we present our main result and some notation 

that will be used later in the text. 

Definition 4. [5] We say that a Jordan region 𝐺 ∈ 𝐶𝜃(𝜆1, . . . , 𝜆𝑙), 0 < 𝜆𝑗 ≤ 2, 𝑗 = 1, 𝑙,if 𝐿 = 𝜕𝐺 consists of the union of 

finite smooth arcs {𝐿𝑗}𝑗=1
𝑙
,  such that they have exterior (with respect to 𝐺) angles 𝜆𝑗𝜋, 0 < 𝜆𝑗 ≤ 2,  at the corner points 

{𝑧𝑗}𝑗=1
𝑙

∈ 𝐿,  where two arcs meet.  

 

Without loss of generality, we assume that these points on the curve 𝐿 = 𝜕𝐺 are located in the positive direction such that, 

𝐺  has exterior 𝜆𝑗𝜋, 0 < 𝜆𝑗 < 2, 𝑗 = 0, 𝑙1,    angle at the points {𝑧𝑗}𝑗=1
𝑙1

, 𝑙1 ≤ 𝑙,   and interior zero angle (i.e. 𝜆𝑗 = 2 −interior 

cusps) at the points {𝑧𝑗}𝑗=𝑙1+1
𝑙

. 

 

It is clear from Definition 4, the each region 𝐺 ∈ 𝐶𝜃(𝜆1, . . . , 𝜆𝑙), 0 < 𝜆𝑗 ≤ 2, 𝑗 = 1, 𝑙, may have exterior nonzero 𝜆𝑗𝜋,   0 <

𝜆𝑗 < 2,  angles at the points {𝑧𝑗}𝑗=1
𝑙1

∈ 𝐿, and interior zero angles (𝜆𝑗 = 2) at the the points {𝑧𝑗}𝑗=𝑙1+1
𝑙

∈ 𝐿. If  𝑙1 = 𝑙 = 0, then 

the region 𝐺 doesn’t have such angles, and in this case we will write: 𝐺 ∈ 𝐶𝜃; if 𝑙1 = 𝑙 ≥ 1, then 𝐺 has only 𝜆𝑖𝜋, 0 < 𝜆𝑖 < 2,

𝑖 = 1, 𝑙1,  exterior nonzero angles, and in this case we will write: 𝐺 ∈   𝐶𝜃(𝜆𝑖); if 𝑙1 = 0 and 𝑙 ≥ 1, then 𝐺 has only interior zero 

angles, and in this case we will write: 𝐺 ∈ 𝐶𝜃(2). 
 

Throughout this work, we will assume that the points {𝑧𝑗}𝑗=1
𝑙

∈ 𝐿 defined in (1) and Definition 4 are identical and 𝑤𝑗: = Φ(𝑧𝑗). 

For simplicity of exposition and in order to avoid cumbersome calculations, without loss of generality, we will take 𝑙1 = 1, 𝑙 =
2. Then, after this assumption, in the future we will have region 𝐺 ∈ 𝐶𝜃(𝜆1, 2), 0 < 𝜆1 < 2, such that at the point 𝑧1 ∈ 𝐿 region 

𝐺 have exterior nonzero 𝜆1𝜋,   0 < 𝜆1 < 2, and at the point 𝑧2 ∈ 𝐿 - interior zero angle. Note that, the notation "𝐺 ∈ 𝐶𝜃(𝜆1, 𝜆2),
0 < 𝜆1, 𝜆2 < 2" means that the region 𝐺 has two exterior nonzero 𝜆𝑗𝜋, 0 < 𝜆𝑗 < 2, 𝑗 = 1,2, angles at the point 𝑧𝑗 ∈ 𝐿. 

For 0 < 𝛿𝑗 < 𝛿0: =
1

4
min{|𝑧1 − 𝑧2|: 𝑗 = 1,2}, 𝛿:= min

1≤𝑗≤2
𝛿𝑗, let  

 

 Ω(𝑧𝑗 , 𝛿𝑗):= Ω ∩ {𝑧: |𝑧 − 𝑧𝑗| ≤ 𝛿𝑗};   (9) 

 Ω(𝛿): = ⋃2
𝑗=1 Ω(𝑧𝑗 , 𝛿), Ω̂: = Ω  \  Ω(𝛿). 

 

In this work, we study problem of (8) type in regions with piecewise smooth boundary without exterior cusps and generalized 

Jacobi weight function ℎ(𝑧), as defined in (1). 

Now, we start to formulate the new results. 

 

Theorem 5. Let 𝑝 > 1; 𝐺 ∈ 𝐶𝜃(𝜆1, 2), for   some 0 < 𝜆1 < 2; ℎ(𝑧)  be defined as in (1). Then, for any 𝑃𝑛 ∈ ℘𝑛 , 𝑛 ∈ ℕ, 𝛾𝑗 >

−2 and arbitrary small 𝜀 > 0    
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 |𝑃𝑛
′(𝑧)| ≤ 𝑐1 [

|Φ(𝑧)|𝑛+1

𝑑(𝑧,𝐿𝑅1)
𝐺𝑛,1(𝑧) +

|Φ(𝑧)|2(𝑛+1)

𝑑2/𝑝(𝑧,𝐿1+1/𝑛)
𝐵𝑛,1(𝑧)𝐸𝑛,1] ‖𝑃𝑛‖𝑝 

 

holds, where 𝑐1 = 𝑐1(𝐺, 𝛾𝑖 , 𝑝, 𝜀) > 0; 

 𝐺𝑛,1(𝑧): =

{
 
 
 
 

 
 
 
 𝑛

𝛾1+2

𝑝
  𝜆1 ,         𝛾1 ≥

2

𝜆1
(𝛾2 + 2) − 2, 𝛾2 ≥

𝜆1

2𝜆1
− 2, 𝑧 ∈ Ω(𝛿),

𝑛
𝛾2+2

𝑝
  2
,

1

𝜆1
− 2 ≤ 𝛾1 <

2

𝜆1
(𝛾2 + 2) − 2, 𝛾2 ≥

𝜆1

2𝜆1
− 2, 𝑧 ∈ Ω(𝛿),

𝑛
𝛾2+2

𝑝
  2
,              𝛾1 <

1

𝜆1
− 2, 𝛾2 ≥

𝜆1

2𝜆1
− 2, 𝑧 ∈ Ω(𝛿),

     1,              𝛾1 <
1

𝜆1
− 2, 𝛾2 < −

3

2
, 𝑧 ∈ Ω(𝛿),

   𝑛
2

𝑝
+𝜀
,                    𝑓𝑜𝑟 𝑎𝑙𝑙 𝜆1, 𝛾1, 𝛾2, 𝑧 ∈ Ω̂(𝛿),

 

 

 𝐸𝑛;1: = {
𝑛
�̃�⋅�̂�

𝑝 , 𝑖𝑓  �̃� ⋅ �̂� ≥ 1,

𝑛
1

𝑝, 𝑖𝑓  �̃� ⋅ �̂� < 1,

      𝐵𝑛,1(𝑧): = {
𝑛�̂�, 𝑧 ∈ Ω(𝛿),

𝑛1+𝜀, 𝑧 ∈ Ω̂(𝛿),
; 

 

 �̂�: = {
max{1; 𝜆} + 𝜀, 𝑖𝑓 0 < 𝜆 < 2,
2, 𝑖𝑓 𝜆 = 2,

;   �̃�: = {
�̃�1, 𝑖𝑓 0 < 𝜆 < 2,
�̃�2, 𝑖𝑓 𝜆 = 2,

 

  

�̃�𝑖: = max{0; 𝛾𝑖}, 𝑖 = 1,2;    �̃�1: = max{1; 𝜆1} + 𝜀. 
  

Theorem 6. Let 𝑝 > 1; 𝐺 ∈ 𝐶𝜃(𝜆1, 𝜆2), for some 0 < 𝜆𝑗 < 2, 𝑗 = 1,2; ℎ(𝑧)  be defined as in (1). Then, for any 𝑃𝑛 ∈ ℘𝑛, 𝑛 ∈

ℕ, 𝛾𝑗 > −2 and arbitrary small 𝜀 > 0   

   

 |𝑃𝑛
′(𝑧)| ≤ 𝑐2‖𝑃𝑛‖𝑝 [

|Φ(𝑧)|𝑛+1

𝑑(𝑧,𝐿𝑅1)
𝐺𝑛,2(𝑧) +  

  |Φ(𝑧)|2(𝑛+1)

𝑑2/𝑝(𝑧,𝐿1+1/𝑛)
𝐵𝑛,2(𝑧)𝐸𝑛,2] 

 

holds, where 𝑐2 = 𝑐2(𝐺, 𝛾𝑖 , 𝑝, 𝜀) > 0;  

 𝐺𝑛,2(𝑧): =

{
 
 
 
 
 

 
 
 
 
 𝑛

𝛾1+2

𝑝
    �̃�1 ,                   𝛾1 ≥

1

𝜆1
− 2, 𝛾2 <

1

𝜆2
− 2, 𝑧 ∈ Ω(𝛿),

𝑛
𝛾2+2

𝑝
    �̃�2 ,                    𝛾1 <

1

𝜆1
− 2, 𝛾2 ≥

1

𝜆2
− 2, 𝑧 ∈ Ω(𝛿),

      1,                     𝛾1 <
1

𝜆1
− 2, 𝛾2 <

1

𝜆2
− 2, 𝑧 ∈ Ω(𝛿),

𝑛
𝛾1+2

𝑝
    �̃�1 ,            𝛾1 ≥

𝜆2

𝜆1
(𝛾2 + 2) − 2, 𝛾2 ≥

1

𝜆2
− 2, 𝑧 ∈ Ω(𝛿),

𝑛
𝛾2+2

𝑝
    �̃�2 ,

1

𝜆1
− 2 ≤ 𝛾1 <

𝜆2

𝜆1
(𝛾2 + 2) − 2, 𝛾2 ≥

1

𝜆2
− 2, 𝑧 ∈ Ω(𝛿),

    𝑛
2

𝑝
+𝜀
,                         𝑓𝑜𝑟 𝑎𝑙𝑙 𝜆1, 𝛾1, 𝑧 ∈ Ω̂(𝛿),

 

 

 𝐸𝑛,2: = {
𝑛
�̃�⋅�̃�

𝑝 , 𝑖𝑓  �̃� ⋅ �̃� ≥ 1,

𝑛
1

𝑝, 𝑖𝑓  �̃� ⋅ �̃� < 1,

;  𝐵𝑛,2(𝑧): = {
𝑛𝜆, 𝑧 ∈ Ω(𝛿),

𝑛1+𝜀 , 𝑧 ∈ Ω̂(𝛿),
; 

 

 �̂�: = {
max{1; 𝜆} + 𝜀, 𝑖𝑓 0 < 𝜆 < 2,
2, 𝑖𝑓 𝜆 = 2,

;   �̃�: = {
�̃�1, 𝑖𝑓 0 < 𝜆 < 2,
�̃�2, 𝑖𝑓 𝜆 = 2,

 

 �̃�𝑖: = max{0; 𝛾𝑖},    �̃�𝑖: = max{1; 𝜆𝑖} + 𝜀, 𝑖 = 1,2. 
  

Analogously, we also can give a theorem for the regions such as 𝐺 ∈ 𝐶𝜃(2,2). 
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3.  Some auxiliary results 

Lemma 1. [1] Let 𝐿 be a 𝐾 −quasiconformal curve, 𝑧1 ∈ 𝐿, 𝑧2, 𝑧3 ∈ 𝛺 ∩ {𝑧: |𝑧 − 𝑧1| ≺ 𝑑(𝑧1, 𝐿𝑅0)}; 𝑤𝑗 = 𝛷(𝑧𝑗), (𝑧2, 𝑧3 ∈

𝐺 ∩ {𝑧: |𝑧 − 𝑧1| ≺ 𝑑(𝑧1, 𝐿𝑅0)};𝑤𝑗 = 𝜑(𝑧𝑗)), 𝑗 = 1,2,3. Then 

  

a) The statements |z1 − z2| ≺ |z1 − z3| and |w1 − w2| ≺ |w1 − w3| are equivalent. 

       So are |𝑧1 − 𝑧2| ≍ |𝑧1 − 𝑧3| and |𝑤1 − 𝑤2| ≍ |𝑤1 − 𝑤3|. 
 

b) If |𝑧1 − 𝑧2| ≺ |𝑧1 − 𝑧3|, then  

|
𝑤1 − 𝑤3
𝑤1 − 𝑤2

|
𝐾2

≺ |
𝑧1 − 𝑧3
𝑧1 − 𝑧2

| ≺ |
𝑤1 − 𝑤3
𝑤1 − 𝑤2

|
𝐾−2

, 

 

where 𝜀 < 1, 𝑐 > 1, 𝑅0 > 1 are constants, depending on 𝐺.  

Corollary 7. Under the assumptions of Lemma 1, if 𝑧3 ∈ 𝐿𝑅0 , then  

 |𝑤1 − 𝑤2|
𝐾2 ≺ |𝑧1 − 𝑧2| ≺ |𝑤1 − 𝑤2|

𝐾−2 . 
  

Corollary 8. If 𝐿 ∈ 𝐶𝜃 ,  then  

 |𝑤1 − 𝑤2|
1+𝜀 ≺ |𝑧1 − 𝑧2| ≺ |𝑤1 − 𝑤2|

1−𝜀 , 
 

  for all 𝜀 > 0.  

The following lemma is a consequence of the results given in [18], [21], [27] and of estimate for the |Ψ ′| (see, for example, 

[14, Th.2.8]): 

 |Ψ′(𝜏)| ≍
𝑑(Ψ(𝜏),𝐿)

|𝜏|−1
. (10) 

 

Let 𝑤𝑗: = Φ(𝑧𝑗), 𝜑𝑗: = arg𝑤𝑗 . Without loss of generality, we will assume that 𝜑𝑙 < 2𝜋. Additionally to the notations (9),  for 

𝜂𝑗 = min
𝑡∈𝜕Φ(Ω(𝑧𝑗,𝛿𝑗))

|𝑡 − 𝑤𝑗| > 0 and 𝜂:= min{𝜂𝑗, 𝑗 = 1, 𝑙} let us set: Δ𝑗(𝜂𝑗): = {𝑡: |𝑡 − 𝑤𝑗| ≤ 𝜂𝑗} ⊂ Φ(Ω(𝑧𝑗 , 𝛿𝑗)), Δ(𝜂): =

⋃𝑙
𝑗=1 Δ𝑗(𝜂), Δ̂𝑗 = Δ\Δ(𝜂𝑗); Δ̂(𝜂): = Δ\Δ(𝜂);  Δ1

 ′: = Δ1
 ′(1), Δ1

 ′(𝜌): = {𝑡 = 𝑅 ⋅ 𝑒𝑖𝜃: 𝑅 ≥ 𝜌 > 1,
𝜑0+𝜑1

2
  ≤ 𝜃 <

𝜑1+𝜑2

2
}, Δ𝑗

 ′: =

Δ𝑗
 ′(1), Δ𝑗

 ′(𝜌): = {𝑡 = 𝑅 ⋅ 𝑒𝑖𝜃: 𝑅 ≥ 𝜌 > 1,
𝜑𝑗−1+𝜑𝑗

2
  ≤ 𝜃 <

𝜑𝑗+𝜑0

2
}, 𝑗 = 2,3. . ., 𝑙, where   𝜑0 = 2𝜋 − 𝜑𝑙; Ω𝑗: = Ψ(Δ𝑗

 ′), 𝐿𝑅1
𝑗
: =

𝐿𝑅1 ∩ Ω𝑗 .  Clearly,   Ω = ⋃𝑙
𝑗=1 Ω𝑗 . 

The following lemma is a consequence of the results given in [27] and [18]. 

 

Lemma 2. Let 𝐺 ∈ 𝐶𝜃(𝜆, . . . , 𝜆𝑙), 0 < 𝜆𝑗 < 2, 𝑗 = 1,2, . . ., 𝑙,. Then 

 i) for any 𝑤 ∈ Δ𝑗 , |𝑤 − 𝑤𝑗|
𝜆𝑗+𝜀 ≺ |Ψ(𝑤) − Ψ(𝑤𝑗)| ≺ |𝑤 − 𝑤𝑗|

𝜆𝑗−𝜀, |𝑤 − 𝑤𝑗|
𝜆𝑗−1+𝜀 ≺ |Ψ ′(𝑤)| ≺ |𝑤 − 𝑤𝑗|

𝜆𝑗−1−𝜀 , 

  

 ii) for any 𝑤 ∈ Δ\Δ𝑗, (|𝑤| − 1)
1+𝜀 ≺ 𝑑(Ψ(𝑤), 𝐿)| ≺ (|𝑤| − 1)1−𝜀, (|𝑤| − 1)𝜀 ≺ |Ψ ′(𝑤)| ≺ (|𝑤| − 1)−𝜀 .  

Let {𝑧𝑗}𝑗=1
𝑙
  be a fixed system of distinct points on curve 𝐿 ordered in the positive direction and the weight function ℎ(𝑧) be 

defined as in (1). 

 

Lemma 3. [6] Let 𝐿 is a 𝐾 −quasiconformal curve;   𝑅 = 1 +
𝑐

𝑛
. Then, for any fixed 𝜀 ∈ (0,1)  there exist a level 

curve  𝐿1+𝜀(𝑅−1)  such that the following holds for any polynomial  𝑃𝑛(𝑧) ∈ ℘𝑛 , 𝑛 ∈ ℕ: 

 

 ‖𝑃𝑛‖ℒ𝑝(
ℎ

|Φ′|
,𝐿1+𝜀(𝑅−1))

≺ 𝑛
1

𝑝‖𝑃𝑛‖𝑝, 𝑝 > 0. (11) 

  

Lemma 4. [6] Let 𝐿 be a 𝐾 −quasiconformal curve; ℎ(𝑧) be defined as in (1). Then, for arbitrary 𝑃𝑛(𝑧) ∈ ℘𝑛,  any 𝑅 > 1 

and 𝑛 = 1,2, . . .,    we have 
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 ‖𝑃𝑛‖𝐴𝑝(ℎ,𝐺𝑅) ≺ �̃�
𝑛+

1

𝑝‖𝑃𝑛‖𝐴𝑝(ℎ,𝐺), 𝑝 > 0, (12) 

 

where �̃� = 1 + 𝑐(𝑅 − 1)  and 𝑐 is independent from 𝑛 and 𝑅.  
 

Lemma 5. Let 𝐺 ∈ 𝐶𝜃(𝜆1, . . . , 𝜆𝑙), 0 < 𝜆𝑗 ≤ 2, 𝑗 = 1, 𝑙. Then, for arbitrary 𝑃𝑛(𝑧) ∈ ℘𝑛 and any  𝑝 > 0, we have: 

 ‖𝑃𝑛‖𝐴𝑝(ℎ,𝐺1+𝑐/𝑛) ≺ ‖𝑃𝑛‖𝐴𝑝(ℎ,𝐺). (13) 

 

 

4. Proof of Theorems 

4.1. Proof of Theorems 5 and 6. 

 

Proof. We will prove both theorems simultaneously. Suppose that 𝐺 ∈ 𝐶𝜃(𝜆; 2) (𝐶𝜃(𝜆1; 𝜆2)) for some 0 < 𝜆 < 2; ℎ(𝑧)  be 

defined as in (1). For 𝑧 ∈ Ω, we define: 

 

 𝑇𝑛(𝑧): =
𝑃𝑛(𝑧)

  Φ𝑛+1(𝑧)
  . (14) 

Then  

 𝑇𝑛
′(𝑧) =

𝑃𝑛
′ (𝑧)

Φ𝑛+1(𝑧)
+ 𝑃𝑛(𝑧) (

1

Φ𝑛+1(𝑧)
)
′

, 𝑧 ∈ Ω. 

 

For any 𝑅 > 1    and    𝑅1: = 1 +
𝑅−1

2
,  Cauchy integral representation for  the region Ω𝑅1 gives  

 

                     𝑇𝑛
′(𝑧) = −

1

2𝜋𝑖
∫
𝐿𝑅1

𝑇𝑛(𝜁)
𝑑𝜁

(𝜁−𝑧)2
                   (15) 

                               = −
1

2𝜋𝑖
∫
𝐿𝑅1

𝑃𝑛(𝜁)

  Φ𝑛+1(𝜁)

𝑑𝜁

(𝜁−𝑧)2
, 𝑧 ∈ Ω𝑅1 , 

 

and  

 

 (
1

Φ𝑛+1(𝑧)
)
′

= −
1

2𝜋𝑖
∫
𝐿𝑅1

1

Φ𝑛+1(𝜁)

𝑑𝜁

(𝜁−𝑧)2
  , 𝑧 ∈ Ω𝑅1 . 

 

Then, from (15), we get 

 𝑃𝑛
′(𝑧) = Φ𝑛+1(𝑧) [𝑇𝑛

′(𝑧) − 𝑃𝑛(𝑧) (
1

Φ𝑛+1(𝑧)
)
′

] 

 

 = Φ𝑛+1(𝑧) [−
1

2𝜋𝑖
∫
𝐿𝑅1

𝑃𝑛(𝜁)

  Φ𝑛+1(𝜁)

𝑑𝜁

(𝜁−𝑧)2
+

𝑃𝑛(𝑧)

2𝜋𝑖
∫
𝐿𝑅1

1

Φ𝑛+1(𝜁)

𝑑𝜁

(𝜁−𝑧)2
] , 𝑧 ∈ Ω𝑅1 . 

Therefore,  

 |𝑃𝑛
′(𝑧)| ≤

|Φ𝑛+1(𝑧)|

2𝜋
[∫
𝐿𝑅1

|
𝑃𝑛(𝜁)

  Φ𝑛+1(𝜁)
|
|𝑑𝜁|

|𝜁−𝑧|2
+ |𝑃𝑛(𝑧)| ∫𝐿𝑅1

|
1

Φ𝑛+1(𝜁)
|
|𝑑𝜁|

|𝜁−𝑧|2
]. 

 

Since |Φ(𝜁)| > 1,  for 𝜁 ∈ 𝐿𝑅1 , then, we have: 

 

 |𝑃𝑛
′(𝑧)| <

|Φ(𝑧)|𝑛+1

2𝜋
[∫
𝐿𝑅1

|𝑃𝑛(𝜁)|
|𝑑𝜁|

|𝜁−𝑧|2
  + |𝑃𝑛(𝑧)| ∫𝐿𝑅1

|𝑑𝜁|

|𝜁−𝑧|2
] (16) 

              ≤
|Φ(𝑧)|𝑛+1

2𝜋
[

1

𝑑(𝑧,𝐿𝑅1)
∫
𝐿𝑅1

|𝑃𝑛(𝜁)|
|𝑑𝜁|

|𝜁−𝑧|
  + |𝑃𝑛(𝑧)| ∫𝐿𝑅1

|𝑑𝜁|

|𝜁−𝑧|2
]. 

 

Denote by  

 

          𝐴𝑛(𝑧): = ∫
𝐿𝑅1

|𝑃𝑛(𝜁)|
|𝑑𝜁|

|𝜁−𝑧|
; 𝐵𝑛(𝑧): = ∫𝐿𝑅1

|𝑑𝜁|

|𝜁−𝑧|2
,        (17) 
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and will be estimate these integrals separately. 

To estimate 𝐴𝑛(𝑧), first of all  replacing the variable 𝜏 = Φ(𝜁)  and multiplying the numerator and denominator of the integrant 

by ∏2
𝑗=1 |Ψ(𝜏) − Ψ(𝑤𝑗)|

𝛾𝑗

𝑝   |Ψ′(𝜏)|
2

𝑝  and applying the Hölder inequality, we obtain: 

 

 𝐴𝑛(𝑧) = ∫
𝐿𝑅1

|𝑃𝑛(𝜁)|
|𝑑𝜁|

|𝜁−𝑧|
 (18) 

 

 = ∑3𝑖=1 ∫𝐹𝑅1
𝑖

∏2𝑗=1 |Ψ(𝜏)−Ψ(𝑤𝑗)|

𝛾𝑗
𝑝 |𝑃𝑛(Ψ(𝜏))(Ψ

′(𝜏))
2
𝑝||Ψ′(𝜏)|

1−
2
𝑝

∏2𝑗=1 |Ψ(𝜏)−Ψ(𝑤𝑗)|

𝛾𝑗
𝑝 |Ψ(𝜏)−Ψ(𝑤)|

|𝑑𝜏| 

 ≤ ∑3𝑖=1 (∫𝐹𝑅1
𝑖 ∏2

𝑗=1 |Ψ(𝜏) − Ψ(𝑤𝑗)|
𝛾𝑗|𝑃𝑛(Ψ(𝜏))|

𝑝|Ψ′(𝜏)|2|𝑑𝜏|)

1

𝑝
 

 × (∫
𝐹𝑅1
𝑖 (

|Ψ′(𝜏)|
1−

2
𝑝

∏2𝑗=1 |Ψ(𝜏)−Ψ(𝑤𝑗)|

𝛾𝑗
𝑝 |Ψ(𝜏)−Ψ(𝑤)|

)

𝑞

|𝑑𝜏|)

1

𝑞

 

 =:∑3𝑖=1 𝐴𝑛
𝑖 (𝑧), 

 

where 𝐹𝑅1
𝑗
: = Φ(𝐿𝑅1

1 ) = Δ𝑗
 ′   ∩ {𝜏: |𝜏| = 𝑅1}, 𝑗 = 1,2; 𝐹𝑅1

3 : = Φ(𝐿𝑅1
1 )\(𝐹𝑅1

1 ∪ 𝐹𝑅1
21) and  

𝐴𝑛
𝑖 (𝑧): = ( ∫

𝐹𝑅1
𝑖

|𝑓𝑛,𝑝(𝜏)|
𝑝
|𝑑𝜏|)

1
𝑝

( ∫

𝐹𝑅1
𝑖

|Ψ′(𝜏)|2−𝑞

∏2
𝑗=1 |Ψ(𝜏) − Ψ(𝑤𝑗)|

𝛾𝑗(𝑞−1)|Ψ(𝜏) − Ψ(𝑤)|𝑞
|𝑑𝜏|)

1
𝑞

 

               =: 𝐽𝑛,1
𝑖 ⋅ 𝐽𝑛,2

𝑖 (𝑧), 

 𝑓𝑛,𝑝(𝜏): = ℎ
1

𝑝(Ψ(𝜏))𝑃𝑛(Ψ(𝜏))(Ψ
′(𝜏))

2

𝑝, |𝜏| = 𝑅1. 

 

Applying to Lemmas 3, 4 and 5, we get:  

 

 𝐽𝑛,1
𝑖 ≺ 𝑛

1

𝑝‖𝑃𝑛‖𝑝, 𝑖 = 1,2,3. (19) 

 

For the estimation of the integral 𝐽𝑛,2
𝑖 (𝑧), for 𝑖 = 1,2,3, and 𝑗 = 1,2, we set: 

 

 𝐸𝑅1
11(𝑤𝑗) = {𝜏: 𝜏 ∈ 𝐹𝑅1

𝑗
, |𝜏 − 𝑤𝑗| < 𝑐𝑗(𝑅1 − 1)}, 

 𝐸𝑅1
12(𝑤𝑗): = {𝜏: 𝜏 ∈ 𝐹𝑅1

𝑗
, 𝑐𝑗(𝑅1 − 1)   ≤ |𝜏 − 𝑤𝑗| < 𝜂}, 

 𝐸𝑅1
13(𝑤𝑗): = {𝜏: 𝜏 ∈ Φ(𝐿𝑅1

𝑗
), |𝜏 − 𝑤𝑗| ≥ 𝜂}, 

 

where 0 < 𝑐𝑗 < 𝜂 is chosen so that {𝜏: |𝜏 − 𝑤𝑗| < 𝑐𝑗(𝑅1 − 1)} ∩ Δ ≠ ⌀ and Φ(𝐿𝑅1
𝑗
) = ⋃3

𝑘=1 𝐸𝑅1
1𝑘(𝑤𝑗). Taking into 

consideration these notations, (19) can be written as: 

 

 ∑3𝑖=1 𝐽𝑛,2
𝑖 (𝑧) =: 𝐽2(𝑧) = ∑

3
𝑖=1 ∑

2
𝑗=1 𝐽2(𝐸𝑅1

1𝑖 (𝑤𝑗), 𝑧) (20) 

                      =:∑3𝑖=1 ∑
2
𝑗=1 𝐽2,𝑗

𝑖 (𝑧) 

and, consequently,  

 

 𝐴𝑛(𝑧) ≺ 𝑛
1

𝑝‖𝑃𝑛‖𝑝 ⋅ ∑
2
𝑗=1 ∑

3
𝑖=1 𝐽2,𝑗

𝑖 (𝑧) =: ∑2𝑗=1 ∑
3
𝑖=1 𝐴𝑛,𝑖

𝑗
(𝑧), (21) 

  

where 

 𝐴𝑛,𝑖
𝑗
(𝑧): = 𝑛

1

𝑝‖𝑃𝑛‖𝑝 ⋅ 𝐽2,𝑗
𝑖 (𝑧), 𝑖 = 1,2,3; 𝑗 = 1,2. (22) 
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 (𝐽2,𝑗
𝑖 (𝑧))

𝑞
: = ∫

𝐸𝑅1
1𝑖 (𝑤𝑗)

|Ψ′(𝜏)|
2−𝑞

|𝑑𝜏|

∏2𝑗=1 |Ψ(𝜏)−Ψ(𝑤𝑗)|
𝛾𝑗(𝑞−1)|Ψ(𝜏)−Ψ(𝑤)|𝑞

 

 

                   ≍ ∑2𝑗=1 ∫𝐸𝑅1
1𝑖 (𝑤𝑗)

|Ψ′(𝜏)|
2−𝑞

|𝑑𝜏|

|Ψ(𝜏)−Ψ(𝑤𝑗)|
𝛾𝑗(𝑞−1)|Ψ(𝜏)−Ψ(𝑤)|𝑞

, 𝑖 = 1,2,3, 

 

since the points 𝑤1 and 𝑤2 are isolated. 

 

Therefore,  we need to estimate the quantity (21). In case of 𝑗 = 1, for any 𝑝 > 1,0 < 𝜆1 < 2, 𝛾 > −2, and for all sufficiently 

small 𝜀 > 0, in [12] is proved following estimate: 

 

 ∑3𝑖=1 𝐴𝑛,𝑖
1 (𝑧) ≺ ‖𝑃𝑛‖𝑝 ⋅

{
 
 

 
 𝑛

𝛾1+2

𝑝
    𝜆1 ,

0 < 𝜆1 < 2,

𝛾1 ≥
1

𝜆1
− 2,

𝑧 ∈ Ω(𝛿),

   𝑛
2

𝑝
+𝜀
, for all 𝜆1, 𝛾1, 𝑧 ∈ Ω̂(𝛿),

      1, otherwise,

 (23) 

 

where   �̃�1: = max{1; 𝜆1} + 𝜀. 
Similarly to the case 𝑗 = 1, for the case 𝑗 = 2, we obtain: 

 

 ∑3𝑖=1 𝐴𝑛,𝑖
2 (𝑧) ≺ ‖𝑃𝑛‖𝑝 ⋅

{
 
 

 
 𝑛

𝛾2+2

𝑝
  2+𝜀

, 𝛾2 ≥ −
3

2
, 𝑧 ∈ Ω(𝛿),

    𝑛
2

𝑝
+𝜀
, 𝛾1 > −2, 𝑧 ∈ Ω̂(𝛿),

      1, otherwise

 (24) 

 

Combining (23) and (24), for the region 𝐺 ∈ 𝐶𝜃(𝜆1, 2), any 𝑝 > 1, 𝛾1 > −2,0 < 𝜆1 < 2, and for all sufficiently small 𝜀 > 0, 
we obtain:  

 

 𝐴𝑛(𝑧) = ∑3𝑘=1 𝐴𝑛,𝑘
1 ≺ ‖𝑃𝑛‖𝑝 × (25) 

 

 ×

{
 
 

 
 𝑛

𝛾1+2

𝑝
    �̃�1 , 𝛾1 ≥

1

𝜆1
− 2, 𝑧 ∈ Ω(𝛿),

    𝑛
2

𝑝
+𝜀
, for all 𝜆1, 𝛾1, 𝑧 ∈ Ω̂(𝛿),

       1, otherwise

+

{
 
 

 
 𝑛

𝛾2+2

𝑝
  2+𝜀

, 𝛾2 ≥ −
3

2
, 𝑧 ∈ Ω(𝛿),

    𝑛
2

𝑝
+𝜀
, 𝛾1 > −2, 𝑧 ∈ Ω̂(𝛿),

       1, otherwise

 

   

 ≺ ‖𝑃𝑛‖𝑝 ⋅

{
 
 
 
 

 
 
 
 𝑛

𝛾1+2

𝑝
  𝜆1 ,         𝛾1 ≥

2

𝜆1
(𝛾2 + 2) − 2, 𝛾2 ≥

𝜆1

2𝜆1
− 2, 𝑧 ∈ Ω(𝛿),

𝑛
𝛾2+2

𝑝
  2
,

1

𝜆1
− 2 ≤ 𝛾1 <

2

𝜆1
(𝛾2 + 2) − 2, 𝛾2 ≥

𝜆1

2𝜆1
− 2, 𝑧 ∈ Ω(𝛿),

𝑛
𝛾2+2

𝑝
  2
,                  𝛾1 <

1

𝜆1
− 2, 𝛾2 ≥

𝜆1

2𝜆1
− 2, 𝑧 ∈ Ω(𝛿),

     1,                      𝛾1 <
1

𝜆1
− 2, 𝛾2 < −

3

2
, 𝑧 ∈ Ω(𝛿),

   𝑛
2

𝑝
+𝜀
,                           for all 𝜆1, 𝛾1, 𝛾2, 𝑧 ∈ Ω̂(𝛿),

 

 =: ‖𝑃𝑛‖𝑝 ⋅ 𝐺𝑛,1(𝑧) 

If the angle at point 𝑧2 is equals 𝜆2𝜋 such that 0 < 𝜆1, 𝜆2 < 2, , then, analogously to (25), for the region 𝐺 ∈ 𝐶𝜃(𝜆1, 𝜆2) all 0 <
𝜆1, 𝜆2 < 2,we have: 

 

 𝐴𝑛(𝑧) = ∑3𝑘=1 𝐴𝑛,𝑘
1 ≺ ‖𝑃𝑛‖𝑝 × (26) 
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{
 
 

 
 𝑛

𝛾1+2

𝑝
    �̃�1, 𝛾1 ≥

1

𝜆1
− 2, 𝑧 ∈ Ω(𝛿),

    𝑛
2

𝑝
+𝜀
, for all 𝜆1, 𝛾1, 𝑧 ∈ Ω̂(𝛿),

      1, otherwise

+

{
 
 

 
 𝑛

𝛾2+2

𝑝
    𝜆2 , 𝛾2 ≥

1

𝜆2
− 2, 𝑧 ∈ Ω(𝛿),

   𝑛
2

𝑝
+𝜀
, for all 𝜆2, 𝛾2, 𝑧 ∈ Ω̂(𝛿),

      1, otherwise

 

 

 ≺ ‖𝑃𝑛‖𝑝 ×

{
 
 
 
 
 

 
 
 
 
 𝑛

𝛾1+2

𝑝
    𝜆1 ,                 𝛾1 ≥

1

𝜆1
− 2, 𝛾2 <

1

𝜆2
− 2, 𝑧 ∈ Ω(𝛿),

𝑛
𝛾2+2

𝑝
    𝜆2 ,                 𝛾1 <

1

𝜆1
− 2, 𝛾2 ≥

1

𝜆2
− 2, 𝑧 ∈ Ω(𝛿),

      1,                 𝛾1 <
1

𝜆1
− 2, 𝛾2 <

1

𝜆2
− 2, 𝑧 ∈ Ω(𝛿),

𝑛
𝛾1+2

𝑝
    𝜆1 ,         𝛾1 ≥

𝜆2

𝜆1
(𝛾2 + 2) − 2, 𝛾2 ≥

1

𝜆2
− 2, 𝑧 ∈ Ω(𝛿),

𝑛
𝛾2+2

𝑝
    𝜆2 ,

1

𝜆1
− 2 ≤ 𝛾1 <

𝜆2

𝜆1
(𝛾2 + 2) − 2, 𝛾2 ≥

1

𝜆2
− 2, 𝑧 ∈ Ω(𝛿),

    𝑛
2

𝑝
+𝜀
,                                for all 𝜆1, 𝛾1, 𝑧 ∈ Ω̂(𝛿),

 

 =: ‖𝑃𝑛‖𝑝 × 𝐺𝑛,2(𝑧). 

 

Now, let us estimate 𝐵𝑛(𝑧). Let 𝐺 ∈ 𝐶𝜃(𝜆1, 2). By  replacing the variable 𝜏 = Φ(𝜁) and according to (10) and Lemma 2, we 

obtain:  

 

 𝐵𝑛(𝑧) = ∫𝐿𝑅1

|𝑑𝜁|

|𝜁−𝑧|2
= ∫|𝜏|=𝑅1

|Ψ′(𝜏)||𝑑𝜏|

|Ψ(𝜏)−Ψ(𝑤)|2
|Ψ′(𝜏)| ≍

𝑑(Ψ(𝜏),𝐿)

|𝜏|−1
. (27) 

 = ∫{|𝜏|=𝑅1}∩Δ1
|𝜏−𝑤1|

𝜆1−1−𝜀|𝑑𝜏|

|𝜏−𝑤|2(𝜆1−𝜀)
+ ∫{|𝜏|=𝑅1}∩Δ2

𝑑(Ψ(𝜏),𝐿)|𝑑𝜏|

(|𝜏|−1)|Ψ(𝜏)−Ψ(𝑤)|2
 

 +∫{|𝜏|=𝑅1}∩  (Δ̂1∪Δ̂2)
(|𝜏|−1)−𝜀|𝑑𝜏|

|𝜏−𝑤|2(1−𝜀)
 

 =:𝐵𝑛
1(𝑧) + 𝐵𝑛

2(𝑧) + 𝐵𝑛
3(𝑧). 

 

Let us set:  

 𝐹1: = {{|𝜏| = 𝑅1} ∩ Δ1: |𝜏 − 𝑤1| ≥ |𝜏 − 𝑤|}, 𝐹2: = {{|𝜏| = 𝑅1} ∩ Δ2: |𝜏 − 𝑤2| ≥ |𝜏 − 𝑤|},  

 𝐹3: = ({|𝜏| = 𝑅1})\(𝐹1 ∪ 𝐹2). 
Under this notations we have: 

 

 𝐵𝑛
1(𝑧) = ∫

𝐹1

|𝜏−𝑤1|
𝜆1−1−𝜀|𝑑𝜏|

|𝜏−𝑤|2(𝜆1+𝜀)
+ ∫

𝐹2

|𝜏−𝑤1|
𝜆1−1−𝜀|𝑑𝜏|

|𝜏−𝑤|2(𝜆1+𝜀)
 

 ≺ {
(
1

𝑛
)
𝜆1−1−𝜀

∫
𝐹1

|𝑑𝜏|

|𝜏−𝑤|2(𝜆1−𝜀)
+ ∫

𝐹2

|𝑑𝜏|

|𝜏−𝑤|𝜆1+1+𝜀
, if 𝜆1 ≥ 1,

∫
𝐹1

|𝑑𝜏|

|𝜏−𝑤|2(𝜆1+𝜀)−𝜆1+1−𝜀
+ (

1

𝑛
)
𝜆1−1−𝜀

∫
𝐹2

|𝑑𝜏|

|𝜏−𝑤|2(𝜆1+𝜀)
, if 𝜆1 < 1,

 

 ≺ {
𝑛𝜆1+𝜀 , if 𝜆1 ≥ 1,

𝑛𝜆1+𝜀 , if 𝜆1 < 1,
, ∀𝜀 > 0; 

           𝐵𝑛
2(𝑧) = ∫{|𝜏|=𝑅1}∩(Δ̂1∪Δ̂2)

𝑑(Ψ(𝜏),𝐿)|𝑑𝜏|

(|𝜏|−1)|Ψ(𝜏)−Ψ(𝑤)|2
≺ {

𝑛2, 𝑧 ∈ Ω(𝛿),

𝑛1+𝜀, 𝑧 ∈ Ω̂(𝛿),
, ∀𝜀 > 0. 

 

 𝐵𝑛
3(𝑧) = ∫{|𝜏|=𝑅1}∩  Δ̂1

(|𝜏|−1)−𝜀|𝑑𝜏|

|𝜏−𝑤|2(1−𝜀)
≺ 𝑛1+𝜀 , ∀𝜀 > 0. 

 

So, from (27), we have:  

 𝐵𝑛(𝑧) ≺ 𝐵𝑛,1(𝑧): = {
𝑛�̂�, 𝑧 ∈ Ω(𝛿),

𝑛1+𝜀 , 𝑧 ∈ Ω̂(𝛿),
, ∀𝜀 > 0. (28) 

 

Similarly, for the region 𝐺 ∈ 𝐶𝜃(𝜆1, 𝜆2), we obtain:  
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 𝐵𝑛(𝑧) ≺ 𝐵𝑛,2(𝑧): = {
𝑛𝜆, 𝑧 ∈ Ω(𝛿),

𝑛1+𝜀 , 𝑧 ∈ Ω̂(𝛿),
, ∀𝜀 > 0. (29) 

 

Now, combining (16), (17), (25), (28) and (29) for the region , any 𝑝 > 1, 𝛾1 > −2,0 < 𝜆1 < 2, and for all sufficiently small 

𝜀 > 0,we obtain:  

|𝑃𝑛
′(𝑧)| ≺ |Φ(𝑧)|𝑛+1 [

1

𝑑(𝑧, 𝐿𝑅1)
∫

𝐿𝑅1

|𝑃𝑛(𝜁)|
|𝑑𝜁|

|𝜁 − 𝑧|
+ |𝑃𝑛(𝑧)| ∫

𝐿𝑅1

|𝑑𝜁|

|𝜁 − 𝑧|2
] 

        ≺ |Φ(𝑧)|𝑛+1‖𝑃𝑛‖𝑝 [
1

𝑑(𝑧,𝐿𝑅1)
𝐺𝑛,1(𝑧) + |𝑃𝑛(𝑧)|𝐵𝑛,1(𝑧)] , if 𝐺 ∈ 𝐶𝜃(𝜆1, 2), 

 

 |𝑃𝑛
′(𝑧)| ≺ |Φ(𝑧)|𝑛+1‖𝑃𝑛‖𝑝 [

1

𝑑(𝑧,𝐿𝑅1)
𝐺𝑛,2(𝑧) + |𝑃𝑛(𝑧)|𝐵𝑛,2(𝑧)] , if 𝐺 ∈ 𝐶𝜃(𝜆1, 𝜆2), 

Now, using estimates for |𝑃𝑛(𝑧)| ([25, Theorem 1 and Corollary 1]) for the cases 𝐺 ∈ 𝐶𝜃(𝜆1, 2) and 𝐺 ∈ 𝐶𝜃(𝜆1, 𝜆2), we get:  

 |𝑃𝑛
′(𝑧)| ≺ ‖𝑃𝑛‖𝑝 [

|Φ(𝑧)|𝑛+1

𝑑(𝑧,𝐿𝑅1)
𝐺𝑛,1(𝑧) +

  |Φ(𝑧)|2(𝑛+1)

𝑑
2
𝑝(𝑧,𝐿

1+
1
𝑛
)

  𝐸𝑛,1𝐵𝑛,1(𝑧)] , if 𝐺 ∈ 𝐶𝜃(𝜆1, 2), 

and  

 |𝑃𝑛
′(𝑧)| ≺ ‖𝑃𝑛‖𝑝 [

|Φ(𝑧)|𝑛+1

𝑑(𝑧,𝐿𝑅1)
𝐺𝑛,2(𝑧) +  

  |Φ(𝑧)|2(𝑛+1)

𝑑
2
𝑝(𝑧,𝐿

1+
1
𝑛
)

𝐸𝑛,2𝐵𝑛,2(𝑧)] , if 𝐺 ∈ 𝐶𝜃(𝜆1, 𝜆2), 

where  

 𝐸𝑛;1: = {
𝑛
�̃�⋅�̂�

𝑝 , if  �̃� ⋅ �̂� ≥ 1,

𝑛
1

𝑝, if  �̃� ⋅ �̂� < 1,

;           𝐸𝑛,2: = {
𝑛
�̃�⋅�̃�

𝑝 , if  �̃� ⋅ �̃� ≥ 1,

𝑛
1

𝑝, if  �̃� ⋅ �̃� < 1,

 

 

 �̂�: = {
max{1; 𝜆} + 𝜀, if 0 < 𝜆 < 2,
2, if 𝜆 = 2,

;   �̃�: = {
�̃�1, if 0 < 𝜆 < 2,
�̃�2, if 𝜆 = 2,

 

 �̃�𝑖: = max{0; 𝛾𝑖}, 𝑖 = 1,2;  �̃�: = max{1; 𝜆1, 𝜆2} + 𝜀. 
 

Therefore, we complete the proof of Theorems 5 and 6. 
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