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Abstract— Pretty much every part of life now results in the
generation of data. Logs are documentation of events or records
of system activities and are created automatically through IT
systems. Log data analysis is a process of making sense of these
records. Log data often grows quickly and the conventional
database solutions run short for dealing with a large volume of
log files. Hadoop, having a wide area of applications for Big Data
analysis, provides a solution for this problem. In this study,
Hadoop was installed on two virtual machines. Log files
generated by a Python script were analyzed in order to evaluate
the system activities. The aim was to validate the importance of
Hadoop in meeting the challenge of dealing with Big Data. The
performed experiments show that analyzing logs with Hadoop
MapReduce makes the data processing and detection of
malfunctions and defects faster and simpler.

Keywords— Hadoop, MapReduce, Big Data, log analysis,
distributed file systems.

I. INTRODUCTION

The term “Big Data” is gaining more popularity every day.
The first thing we should know about it is that it does not have
a commonly held definition. Basically, as one can understand
from its name, Big Data means a big amount of data. Sethy,
R. [1] in his article defines "Big Data describes any massive
volume of structured, semi-structured and unstructured data
that are difficult to process using a traditional database
system."

Researches show that data volumes are doubling every
year. Although there is not a specific reason behind this rapid
growth rate, the new data sources, contribute to that growth
highly. Smartphones, tablet computers, sensors, and all other
devices that can be connected to the internet generate a vast
amount of data. Enterprises improve their technological
infrastructures and adopt more powerful platforms, which
play an important role in the growth rate of the data that is
generated [2].

Il. HADOOP

Hadoop is a collection of open-source utilities which
allows the use of network to deal with the problems which
include big amounts of data. Hadoop provides framework for
distributed storage and framework for processing big data
with MapReduce programing model. The core of Apache
Hadoop framework contains the following parts:

e Hadoop Common

e Hadoop Distributed File System (HDFS)
e Hadoop YARN

e Hadoop MapReduce

Hadoop common represent libraries and utilities which are
needed by other Hadoop parts in order to operate. Hadoop
distributed File System (HDSF) is a distributed file-system
that stores data on commodity hardware, allowing very high
bandwidth across the cluster. Hadoop YARN is a platform
responsible for managing computing resources in clusters and
uses them for scheduling users' applications. Lastly, Hadoop
MapReduce is a programing model for big data processing in
the cluster.

Java is a programming language that is mostly used for
writing MapReduce programs but Hadoop allows the use of
any programming language to write MapReduce programs.

To exploit the parallel processing that Hadoop gives, we
have to express our query as a MapReduce job. After some
local, little scope testing, we can have the optionto runiton a
cluster of machines.

The Hadoop structure is demonstrated in Figure 1.

Hadoop Other

Application Layer MapReduce Applications

Resource

Y,
Management Layer Hadoop YARN

Storage Layer Hadoop HDFS

Fig 1. Hadoop Structure

A. Hadoop Distributed File System (HDFS)

Hadoop Distributed File system is one of the most reliable
storage systems designed to store a smaller number of large
files rather than a greater number of small files. Among many
of the features HDFS provides, the fault-tolerant storage layer
can be mentioned as one of the most important features.

Cite (APA): Risteski, G., Chathurika, M., Ali, B., Hristov, A. (2021). Log Analysis with Hadoop MapReduce. Journal of Emerging Computer Technologies, 1(1), 1-5.
Volume:1, No:1, Year: 2021, Pages: 1-5, June 2021, Journal of Emerging Computer Technologies
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Replication of data in the Hadoop file system helps the user to
attain this feature. Even in situations where hardware failure
happens, the data reliability is still high [3].

Apache Yarn, introduced in Hadoop 2.x, is the resource
management layer of Hadoop, which is also used for job
scheduling and data operating system. It allows different data
processing engines to run and process data stored in HDFS.
Some of these processing engines are graph processing,
interactive processing, stream processing, and batch
processing. Data processing platform Yarn has the
functionality named MapReduce, which empowers Hadoop
by allowing processing numerous different frameworks on the
same hardware where Hadoop is deployed [4].

HDFS was developed using distributed file system design
and is designed using low-cost hardware. It is more fault-
tolerant than other distributed systems. HDFS is capable of
holding larger amounts of data providing easy access and
parallel processing. In HDFS files are stored across multiple
machines in order to prevent possible data losses in case of
system failure [3]. Features of HDFS are: distributed storage
and processing, command interface, checking the status of
clusters, streaming access to the file system, file permission,
and authentication.

o Distributed storage and processing

e Command interface to interact with HDFS
e  Checking the status of cluster easily

e  Streaming access to file system data

o  File permissions and authentication

1) HDFS Architecture

HDFS follows the master-slave architecture. It has
elements such as namenode, datanode, and blocks, where the
built-in servers of the first two elements enable users to easily
check the status of the cluster. Similarly, they are commodity
hardware [point]. In Figure 2 the architecture of the Hadoop
file system is demonstrated.

Meta Data{Name, Replicas, ...):
Jhome/fac/data, 3,

Blocks
|
| Data | \ Data /

. - <
Replication
| | |

Rack 1 Rack 2
Fig 2. Architecture of a Hadoop File System
e Namenode
The namenode, containing GNU/Linux operating

system and the namenode software, can act as the master
server running on commodity hardware. Renaming and
opening/closing files/directories are executed in this element.
It also manages the file system and regulates clients’ access
to files.

e Datanode

Similar to namenode, the datanode too, contains the
GNU/Linux operating system and datanode software. For
every node in a cluster, there exists a datanode, which is able
to manage the data storage of the system. Depending on the

Risteski et al.
instructions of the namenode, datanode performs block
creation, block deletion, and block replication. It also
performs read/write operations on the file system when
requested by a client.

e Block

. Usually, the user data are stored in files such that a file
in a file system is divided into segments and then are stored
in individual data nodes. Those file segments are called
blocks. A block is the minimum amount of data that HDFS
can read/write. The block size can be increased if needed but
the normal size is 64MB.

B. Apache Hadoop Yarn

To create a split between Resource Manager (RM) and
Application Master (AM), YARN separates the functions of
resource management and job scheduling into separate
daemons. An application can be an individual job or a DAG
of jobs.

e ResourceManager (RM)

Resource Manager (RM) together with the Node
Manager (NM) comprise the data-computation framework.
The RM adjudicates the resources in the system and NM is
responsible for containers and monitoring resource usage. In
other words, RM is the ultimate authority and NM is the
framework agent. RM has two main components known as
Scheduler and Application Manager.

e  Scheduler

Scheduler controls the allocation of resources to the
several running applications. It performs the scheduling
function depending on the resource requirements of
applications, but it does not take any responsibility for
performing monitoring, tracking the status of applications or
application or hardware failures.

e ApplicationsManager

Applications Manager: responsible for restarting the AM
container in case of a failure. It also accepts job submissions.

o ApplicationMaster (AM)

The AM is responsible for requesting resources from the
RM and then executing and monitoring the tasks. It works
together with NM when executing the tasks.

The main idea behind using YARN on Hadoop is the
notion of resource reservation via the Reservation System.
The Reservation System tracks the resources, performs
admission control for reservations, and reserves resources to
ensure the execution of important jobs [4].

YARN supports the notion of Federation via the YARN
Federation feature. The idea behind this is to scale Yarn up to
very large amounts of nodes by wiring YARN clusters and
sub-clusters. The Federation feature makes this transparent
wiring of clusters appear as a single big cluster [5].

I11. THE ROLE OF MAPREDUCE IN HANDLING BIG DATA

Big Data means "big power" when handled efficiently. It
can give new aspects to the enterprises, like which strategy
will increase the profitability, which customers buy which
products, the current situation of the company versus the
situation of the competitors, and so on.

As the data comes from different sources and different
structures it is important to categorize it with respect to some
characteristics of the data. The most important and the most
known characteristics of Big Data are known as the "3Vs of

Volume:1, No:1, Year: 2021, Pages: 1-5, June 2021, Journal of Emerging Computer Technologies
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Big Data" where the Vs stands for volume, variety, and
velocity. Volume refers to the amount of data, variety refers
to the type of data, i.e. text, image, video, etc. and velocity
refers to the speed at which the data comes from different
sources [6].

Big Data comes with its own set of problems that need to
be resolved. Processing power, storage, data issues, and cost
are the most important problems. The old techniques for
working with or analyzing information are not enough to deal
with Big Data. Therefore, new technologies are needed and
this is where MapReduce comes into the picture [2].

A. MapReduce

MapReduce is a programming model that is used for
accessing and processing big data stored in HDFS. Programs
written in MapReduce are executed on a distributed system
where big data is split into smaller chunks of data and are
executed in parallel [7]. MapReduce has two functionalities,
Map () and Reduce (). This model has been used in Google's
search index, machine learning, and statistical analysis [8].
Implementation of MapReduce is highly scalable and easy to
use. The run-time system allows programmers with no prior
knowledge or experience with parallel processing to utilize the
resources of distributed systems easily, by handling details
like partitioning the inputs, scheduling the program's
execution, handling failures, and managing inter-machine
communication [7, 9].

Although it is impossible to prevent failures, the objective
is to minimize the probability of failure to a level that will not
harm the overall process. Two methods that would help to
increase the "fault tolerance" in Big Data are the following [6]:

e  First divide the whole computation into smaller tasks
and then assign each task to a different node.

e Assign a node to observe if the other nodes are
working properly. In case a node fails to complete its
task, the task is restarted. But this may cause a
complication in the process if some tasks are
recursive.

MapReduce is one of the core building blocks of
processing in the Hadoop framework. Hadoop uses the
MapReduce algorithm to run the applications in parallel. It
provides the necessary solution to keep the process going
since it can survive failures without losing data. In 2004
Google published about MapReduce technology [7].
MapReduce comprises of two distinct tasks: Map and Reduce.
Mapping is the first phase and Reducing happens after the
Mapping phase is completed. In Map phase data is processed
and key-value pairs are produced. This is known as the map
job. Then the produced key-value pairs are fed into the
Reducer. After collecting all the key-value pairs from all of
the map jobs the Reducer groups the pairs into a smaller set of
key-value pairs, producing the final output [7, 8].

QUTPUT

Reduce()

Map Tasks Reduce Tasks

Fig 3. How does MapReduce work?
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B. Algorithm of MapReduce

MapReduce program has three stages of executing: map,
shuffle, and reduce.

e Map stage: at this stage, the map job processes the
input data which is in the form of a file or directory.
As an output of the map job several small chunks of
data are produced.

e Shuffle stage: at this stage, the output of the map
stage is accepted and the relevant records are
consolidated.

e Reduce stage: reduce stage acts together with the
shuffle stage. The reducer processes the data that
comes from the map stage and produces a new output
which is then stored in the Hadoop file system.

During the process, a task from Map and Reduce phases

are sent to the appropriate servers in the cluster. All the data
passing details like issuing tasks, verifying task completion,
copying data between nodes, are managed by the MapReduce
framework. Because the computing is performed on nodes
using the data from local disks the network traffic is reduced
significantly. After the tasks are completed the results are sent
back to the Hadoop server [10].

C. MapReduce with Python

‘mrjob’ is a Python library for MapReduce for writing and
running Hadoop streaming jobs. It is created by Yelp. When a
MapReduce job is written using ‘mrjob’, it can be tested
locally and run on a Hadoop cluster or in the cloud. Using
‘mrjob’ for writing MapReduce applications has many
advantages. Some of them are:

e Itisadynamically developing framework.
e It has extensive documentation.

e Installing Hadoop is not enforced. Applications
written using ‘mrjob’ can be executed and tested
without installing Hadoop.

e It allows the MapReduce applications to be written
in a single class rather than writing separate
programs for Map and Reduce phases.

Although it provides a great solution, 'mrjob’ has its
disadvantages. The most important disadvantage is that it does
not provide the level of access to Hadoop that other APIs
provide. This is because it is a simplified library [11].

IV. LOG ANALYZER WITH HADOOP

Log analysis is both art and science which aims to make
sense out of computer-generated records. These records are
called log or audit trail records. The process of creating these
records is known as data logging [12]. Some of the most
important reasons for performing log analysis are:

Understanding user behavior

e  System troubleshooting

e  Proper resource allocation

e Improved business operations
e Improved security

e Achieve compliance
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Data centers generate thousands of terabytes or petabytes
of log files every single day. It is very challenging to store and
analyze these data not only because of its large volume but
also because of the different structure of log files. Due to not
being able to deal with a large volume of log files efficiently,
conventional database solutions run short for the needs in log
analysis. As a result of the comparison of SQL DBMS and
Hadoop MapReduce in [13], Hadoop MapReduce
overperforms DBMS in the means of tuning up with the task
and loading data. As it can be seen from this result, with the
unprecedented increase in the data generated traditional
methods fall short with providing a solution for data analysis.
This is, exactly, the point where the new technologies stepped
in [8]. Hadoop MapReduce has a wide area of applications for
Big Data analysis [3],[9],[11]. The true power of Hadoop lies
in its ability to scale up to a great number of computers, where
each computer has several processor cores, by connecting
commodity computers to work in parallel. This plays an
important role in log analysis as it can benefit thousands of
nodes which will store multiple blocks of log files.

In this paper, we propose an idea on how Hadoop can be
used to analyze web server logs, in our case Nginx access log.
Web server access logs are generated by the web servers all
the time, recording all accesses on the hosted web pages. This
means that the access logs can be very big. The web access
log contains information about time, IP addresses, browser
type, etc. All of this information is important for the system
administrators as it provides information about system usage,
security, and system troubleshooting.

This idea is proposed for analyzing one kind of logs only,
but Hadoop can be used in every situation where big log files
are generated, such as system logs, logs from some business
application, etc.

The real-world usage (practical usage) of this system can
be implementing it as a base of a larger system used by many
users for log analyzing.

A. Environment Setup

We have installed Hadoop for demonstrating purpose on
two virtual machines hosted on Digitalocean. Each virtual
machine has 2 cores CPU and 8GB of RAM memory
(installing is explained in details in Installing Hadoop
section) with installed Ubuntu 16.04. Also, for testing
purpose we have installed Hadoop on one local virtual
machine with 1 core CPU and 7GB of RAM memory on
hosted hypervisor VMware Workstation Pro 15 using
Bithami Hadoop Stack image. In this project the log
generated from Python Fake Logs script is used [14].

V. RESULTS

Our aim was to validate the role and importance of Hadoop
in meeting the challenge of dealing with Big Data, by an
analysis of log files in order to evaluate the system activities.
We benefitted from Hadoop's ability to scale up to as many
computers as needed. Firstly, log files are broken up into
blocks with MapReduce class created with mrjob python
library (dividing into blocks is explained in section 3.1).
Blocks are then distributed over the nodes in a Hadoop cluster.
With parallel computation, the job is divided into a number of
tasks, which in return improves the performance. In our log
analysis, we used Python's 'mrjob’ library.

Risteski et al.

We use a dummy log file only for testing. Our log file is

the Nginx access log file. The log file contains information
about:

e visitor's IP address,

e date and time of the access,

e  visited page,

e type of request,

e type of the user’s web browser,

e type of the user’s operating system.

In our case, two reports are extracted from the Nginx
access file as an example. These two reports are only an
example of what can be achieved. The following charts
demonstrate the results of our experiments. In Figure 4 the
number of visits is shown based on the hours the visitor visited
the websites. We can see that the number of visits is the
highest at 20:00 — 21:00. The number of visits is the lowest at

10:00 — 11:00.
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Fig 4. Number of visits by hour

The second report analyzes which are the most visited
pages. It is possible to make many other reports depending on
the user's needs. For example, the most used browser, most
used operating system, detecting suspicious behavior, etc.

In Figure 5 the distribution of the visits is displayed with
regard to the most visited 10 sites.

u/
u /sql
/mysql
/status?full=true
W /script
® /jenkins/script
m /drupal/
m /cms/
u /login

W /tomcat-cms/cmd.jsp

Fig 5. Top 10 most visited sites

VI.

Log data grows very quickly as they are generated at a
record rate. Processing power, storage, and cost are some of
the biggest challenges that come with this Big Data. Using
conventional methods to deal with such data is too costly in
terms of both time and money. Hadoop provides frameworks

DISCUSSION
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for distributed storage and processing for Big Data, which
makes it possible to use a network for processing and
analyzing big amounts of data. In this way, companies save
time and money when trying to diagnose problems, solve
issues, or obtain the knowledge they wouldn't be able to obtain
otherwise. The ability to store as well as distribute large
datasets across numerous servers in a cost-effective way
makes Hadoop very advantageous with regard to the
traditional relational database management systems.
Moreover, Hadoop MapReduce processes terabytes of data in
minutes and by executing tasks in parallel shortens the
processing of data by a considerable amount.

VIl. CONCLUSION

Log analysis is important for businesses and system
administrators in many aspects, as they give information
about malfunctions, defects, security-related issues, and so
on. On the other hand, being generated constantly provides a
good example of Big Data, therefore a good example of our
experiments. Our analysis shows that analyzing logs with
Hadoop MapReduce makes the detection of malfunctions,
defects, and so on faster and simpler. The results also show
that there is not a big difference if we run the code in a real
cluster or in the test environment.
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Abstract—In this paper, we present a vehicle detection system
by employing Histogram of Oriented Gradients (HOG) for
feature extraction and linear SVM for classification. We study the
influence of the color space on the performance of the detector,
concluding that decorrelated and perceptual color spaces give
the best results. An in-depth analysis is carried out on the
effects of the HOG and SVM parameters, the threshold for the
distance between features and the SVM classifying plane, and the
non-maximum suppression (NMS) threshold on the performance
of the detector, and we propose values that illustrate good
performance for vehicle detection on images. We also discuss
the issues of the approach and the reasons for its mediocre
performance on videos. Finally, we address these issues by
presenting ideas that can be considered for improving the system.

Index Terms—computer vision, machine learning, HOG, SVM,
color space, vehicle detection, autonomous vehicles

I. INTRODUCTION

In the past few years, autonomous driving has been gaining
a lot of interest and it is expected to be the next big thing
in the automotive industry. One of the main challenges in the
development of the intelligence that powers the autonomous
vehicles is its ability to detect obstacles like pedestrians, other
vehicles and objects on the road. This ability provides the
safety required to make autonomous vehicles mainstream.
Different techniques for preceding vehicle detection have been
developed throughout the literature, from traditional computer
vision techniques to deep learning ones.

Dalal and Triggs [1] describe the HOG method in their
breakthrough paper. They use the method for human detection.
They performed thorough experiments with the parameters of
the method. The values for the parameters that they found to
be optimal for human detection are akin to the values that we
found to be optimal for vehicle detection.

Creusen, Wijnhoven, Herbschleb, et al. [2] experimented
with different color spaces and concluded that the choice of
a color space significantly influences the performance of the
HOG detector, and that the optimal color space choice depends
on the type of object that the detector is trying to detect.
They showed that for decorrelated color spaces like HSV, the
performance when the H-channel is used as a single channel
detector is almost identical to the performance in the HSV
space. They concluded that this indicates that saturation and
intensity information is largely irrelevant, and that color is the
dominant feature. They also concluded that HSV and RGB

are less suitable for traffic sign detection and detection of
objects that have large color variation in general. They found
out that the LAB and YCrCb color spaces provide the best
performance, and that is probably due to the availability of
two dedicated color channels.

Mao, Xie, Huang, et al. [3] took very similar approach to
the one described in this paper, using HOG and linear SVM
as well, and they developed effective and robust preceding
vehicle detection system that can achieve high reliability target
detection and low false positive rate.

An interesting and very useful approach was proposed by
Arréspide, Salgado, and Camplani [4]. They overcame the
computational limitations of the standard HOG, which yields
excellent performance but can hardly be used in a real-time
environment. They developed alternative HOG descriptors
which are designed to be cost effective by making use of the
previous knowledge on vehicle appearance.

Lately, deep learning approaches have been gaining popular-
ity and several authors have experimented and produced state-
of-the-art results. Fast R-CNNs are used extensively for object
detection as proposed by Girshick [5]. Another important
mention is YOLO introduced by Redmon, Divvala, Girshick,
et al. [6].

In this paper we develop a pipeline for detecting preceding
vehicles using HOG and linear SVM. Our aim is to study the
HOG and linear SVM applicability and potential for vehicle
detection. We experiment with the HOG and SVM parameters,
the threshold for the distance between features and the SVM
classifying plane, and the NMS threshold, to examine their
influence on the performance of the system and to reveal
values that provide good performance.

II. METHODOLOGY

We implemented a vehicle detection pipeline in Python
that detects vehicles in images and videos recorded with
a dashcam, using HOG and Linear SVM. The pipeline is
developed in Python 2.7 [7] and OpenCV 3.4.3 [8].

The details of each component in the pipeline are presented
as follow:

A. Data Preprocessing

The labeled data come from a combination of the GTI
vehicle image database [9] and KITTI vision benchmark suite
[10]. The data are png color images with dimensions 64 x64,
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which is convenient for computing the HOG descriptors of
the images. The labeled data contain 8792 vehicle images and
8968 non-vehicle images. The non-vehicle data also contain
some images extracted from a real dashcam video with hard
negative mining to reduce the number of false positives.

Because all training images have the same dimensions, their
HOG feature vectors have the same length and can be used
to train an SVM. So, preprocessing is not necessary, however
converting the images to certain color spaces could potentially
increase the performance of the detector.

B. Feature Extraction

After the preprocessing stage, feature extraction is per-
formed by computing the HOG descriptors of every prepro-
cessed image from the labeled dataset. These descriptors are
used to train and test a linear SVM.

C. Training a Linear SVM

This is 2-class classification problem, so the viable SVM
type options that OpenCV offers are C_SVC and NU_SVC
types. As they are very similar, we decided on using NU_SVC.

We were bound to use linear SVM because only the primal
form of a linear SVM can be passed as an argument to the
HOGDescriptor struct setSVMDetector function. This function
allows the usage of the performant detectMultiScale function
which this pipeline is trying to make use of.

D. Vehicle Detection

The last step is to perform vehicle detection on real dashcam
data. For this purpose, we used the detectMultiScale function
to detect vehicles in images and videos. This function performs
a sliding windows search using windows with different sizes,
so that vehicles with arbitrary dimensions can be detected in
the input image or video.

III. RESULTS
A. Color Space

To determine the color space that provides the best per-
formance, experiments using various color spaces were per-
formed, using constant values for the HOG and SVM param-
eters.

Table I gives comparison of the performance for 8 different
color spaces based on the error as a percent of misclassified
images from the test set when the images are in certain color
space. The values of the HOG and SVM parameters used for
the experiments are given in table II. These are some common
default values for these parameters.

Oddly enough, BGR gives the best performance, or the
least percentage of misclassified samples. This was unexpected
because the BGR color space has strongly correlated channels
and is non-perceptual. But, although it achieves the best
performance during the testing phase, it performs poorly when
detection is performed on real images and videos. We think
that the reason is that real images and videos have a lot of
background color variation, so using BGR which has strongly
correlated channels will cause many misdetections. That is

Tomikj and Kulakov
Table 1
COLOR SPACE PERFORMANCE
Color Space Error
BGR 2.5732%
GRAY 3.5867%
LAB 3.3531%
LUV 3.2573%
HLS 5.7742%
HSV 6.0923%
YCrCb 3.2404%
YUV 3.1757%
Table 11
PARAMETERS TESTING VALUES
Parameter Value
Detection window size 64x 64
Block size 16x16
Block stride 8x8
Cell size 8x8
Bins 9
Discrete derivative mask size 1
Gaussian smoothing window parameter | -1 (means no smoothing)
Block normalization type L2-Hys
L2-Hys threshold 0.2
Gamma correction False
Signed gradient False
Nu 0.09

the case because HOG calculates separate gradients for each
color channel and the one with the largest norm is taken as
the pixel’s gradient vector. LAB, LUV, YCrCb and YUV all
achieve similar performance, and follow after BGR. Any of
these 4 color spaces is a viable option because the difference
between their performance is very small. We decided to use the
YUYV color space because it has the smallest error percentage
in table I and it works well with our test data.

B. HOG Parameters

HOG is the key component in the pipeline, so the choice of
the values for the HOG parameters is a very important one.
We experimented with different values for these parameters
and found out that the ones suggested by Dalal and Triggs
[1], shown in table II are performing reasonably well. The
specific effects that the values of these parameters have on
the performance i.e. the linear SVM testing error, are the
following:

o Because the dataset images are 64 x 64 pixels, it is reason-
able to use a 64 x 64 detection window size. Decreasing or
increasing this size will decrease the performance because
the images will contain less information, or it will make
the descriptor more sensitive to noise, respectively.

o Block size, block stride and cell size depend on each
other’s value and influence the performance together,
so they must be tested together. Table III shows the
results of the experiments and gives insight about the
effects of these three parameters on the performance.
The interpretation of these results is that overlap of 3/4
slightly improves the performance, however it drastically
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Table III
HOG PARAMETERS PERFORMANCE
Block Size | Block Stride | Cell Size Error
8x8 4x4 4x4 3.2751%
8x8 8x8 88 6.5991%
16x16 4x4 4x4 2.3341%
16x16 8x8 88 2.6858%
16x16 16x16 16x16 7.7984%
32x32 8x8 88 2.3649%
32x32 16x16 16x16 2.7703%
32x32 32x32 32x32 16.4527%

increases the time required for extracting the HOG fea-
tures and training the SVM which makes it not worth
it for such a small performance increase. 1/2 overlap is
enough.

o Discrete derivative masks of size 1 without Gaussian
smoothing work best. Using larger masks decreases per-
formance and smoothing decreases performance signifi-
cantly. However, larger masks and Gaussian smoothing
can be useful on real videos.

e Using more than 9 bins with unsigned gradients will
not improve the performance significantly. Decreasing
the number of bins decreases the performance. So, it is
appropriate to use 9 bins for vehicle detection.

o The only block normalization type currently available in
OpenCV is L2-Hys. The optimal L2-Hys threshold is
0.2, increasing or decreasing this threshold decreases the
performance.

o Using gamma correction increases the error for around
0.5%, however it can be useful on real videos.

o Dalal and Triggs [1] used unsigned gradients for human
detection in their paper, but they suggested that for some
other tasks like vehicle detection sign information helps
substantially. However, we found out that this is not the
case. Signed gradients seem to cause overfitting of the
SVM and cause false negatives on real images and videos.
Using signed gradients also increases the time required
for extracting features and training the SVM, because
the feature vectors become longer (assuming the number
of bins is 18) and therefore, the pipeline is slower. So,
we think that one should stick to unsigned gradients for
dashcam vehicle detection.

C. Linear SVM Parameters

The optimal Nu value was determined to be 0.09 with the
trainAuto function using 10-fold cross-validation. However,
although this value of the parameter minimized the testing
error, we observed bad detection on real images and videos.
After experimenting, we found out that for Nu 0.25
the pipeline performs very good and the detections are very
accurate. In this case the testing error is larger, but it improves
the performance by significantly reducing the false positives
on dashcam data. We assume that the vehicles and non-
vehicles images from the dataset have more distinguishable
HOG feature vectors, so smaller Nu value produces smaller
error. On the other hand, sliding windows of a real image that

~
~
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contain or do not contain vehicles seem to have similar HOG
feature vectors which requires larger misclassification cost or
larger Nu value, thus reducing the number of false positives.
So, the Nu value depends on the training data and the input
images or videos.

D. detectMultiScale parameters

The optimal values of the detectMultiScale parameters
depend on the input on which the detection is performed. The
hitThreshold parameter is a threshold for the distance between
the features and the SVM classifying plane. Setting its value
too low will cause false positives and setting its value too high
will lead to false negatives. In our experience, for best results
the hitThreshold value should be between 1 and 2 depending
on the finalThreshold value and the input image or video,
when Nu = 0.25. The finalThreshold parameter is an NMS
threshold. The function will classify a region as a vehicle if
there are more positives in the region than this given threshold,
otherwise it will classify the region as non-vehicle. Setting its
value too low will cause false positives and setting its value
too high will cause to false negatives. In our experience, for
best results the finalThreshold value should be between 0.5
and 1.5 depending on the hitThreshold value and the input
image or video, for Nu = 0.25. Figure 1 shows the results
with hitThreshold set to 1.25 and finalThreshold set to 0.75,
values that were found to give the desired results.

E. Real Data Performance

Although the described pipeline performs reasonably well
on real dashcam images, its performance on real dashcam
videos is not satisfying. It is unusual that there are lots of
false positives in a video frame, while there are none in an
image that seems identical to that video frame. This is the case
because video frames contain artifacts which are caused by the
application of lossy compression. HOG descriptors describe
the shapes or the edges of an object, so the HOG feature
vectors of those artifacts can be very similar to the ones of
real vehicles. That will cause false positive misclassifications
in unusual regions, like in the sky or the asphalt. As mentioned
before, gamma correction, larger discrete derivative mask and
Gaussian smoothing can be applied on videos to improve the
detector’s performance. However, vehicle detection in lossily
compressed images and videos still suffers from false positives
as they are not fully eliminated by tweaking these HOG
parameters.

IV. DISCUSSION

The described approach performs reasonably well on images
and achieves mediocre performance on videos. There are
numerous proposed solutions for this problem. Unfortunately,
tuning the HOG parameters is not one of them. Even if there
are some optimal values for these parameters, performing
detection on every video frame is computationally expensive.
Bear in mind that those values will not be optimal for other
videos. The right approach would be to implement vehicle

Volume:1,No:1, Year: 2021, Pages: 6-9, June 2021, Journal of Emerging Computer Technologies

8



Journal of Emerging Computer Technologies

Figure 1. Vehicle detection in images with hitThreshold=1.25 and finalThresh-
0ld=0.75 with mean shift grouping

tracking, which is computationally inexpensive, rather than
performing detection on every frame.

Some latest trends prefer using CNNs, RNNs or other deep
learning approaches for these types of problems. We agree
that these approaches are faster and more robust. However, our
goal was to use classic image processing techniques instead of
neural networks, because we wanted to get some perspective
and experience in image processing and computer vision. So,
although this approach cannot be used for real-time detection
and is susceptible to false positives, it helps in understanding
color spaces, image gradients, and SVM classifiers.

V. CONCLUSION AND FUTURE WORK

We studied the influence of the color spaces on the perfor-
mance and concluded that decorrelated and perceptual color
spaces work best. We also studied the influence of the HOG
parameters on the performance and concluded that in most
cases, the optimal values of the HOG parameters for vehicle
detection problems are the same as the proposed HOG parame-
ters for human detection problems given in the original HOG
paper [1]. HOG, SVM and detectMultiScale parameters are
highly correlated and the choice of their values has profound
effects on the performance of the detection. However, the
performance of these parameters also depends on the input
image or video and the goal should be finding the values for
these parameters that generally work reasonably well with a
lot of real images and videos and allow few misclassifications,
instead of finding the perfect values for the parameters for
only one image or video. The few misclassifications should
be handled with other techniques.

We have shown that using HOG and linear SVM is a viable
approach for vehicle detection in images, while it has some
limitations for vehicle detection in videos. However, by using
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some simple techniques and extending the pipeline, this ap-
proach can easily overcome these limitations. Implementation
of a vehicle tracking system is one of the future steps that will
be considered for improving this pipeline. The false positives
can be eliminated by checking whether the positive detections
in a region are appearing in more consecutive frames. There
are numerous HOG extensions and improvements that can be
used, and SVMs with more complex kernels or modern and
more sophisticated classification algorithms can be considered.
These improvements can make the system resistant to artifacts
and can provide overall better detection.
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Ozet— Ontolojiler, uygulamalar i¢in ¢ok énemli bir unsurdur.
Y 6netim bilisim sistemleri, e-ticaret uygulamalar1 gibi bir¢ok alanda
kullanilmaktadirlar. Ontolojiler ayrica Web 3.0 olarak adlandirilan
ve insanlara ek olarak bilgisayarlar ve sistemlerin okuyup
anlayabildigi yeni teknoloji iginde de biiyiik rol sahibidir. Bu yeni
Web icin yeni ontoloji tabanli uygulamalar ve bilgi mimarileri
gelistirilmektedir. Bu yeni yapiyla birlikte yeni dillere ihtiyag
duyulmakta ve bu noktada ontolojilerin 6nemi ortaya ¢ikmaktadir.
Bu ¢alismada, web 1.0, web 2.0 ve anlamsal web olarak da gecen
web 3.0 incelenip 6zetlenmistir. Makineleri Web’e dahil etmek i¢in
gerekli olan anlamsal Web’in yapitaglarindan biri olan ontoloji
konusunda bilgi verilmistir. Ayrica bu bilgiler 1s18inda gelistirilen
bir ontoloji olan hastane randevu ontolojisi sunulmustur.

Anahtar Kelimeler— Anlamsal web, www, web 3.0, ontoloji,
hastane randevu ontolojisi

Abstract— Ontologies are a very important element for
applications. They are used in many areas such as management
information systems, e-commerce applications. Ontologies also play
amajor role in the new technology called Web 3.0, which computers
and systems in addition to humans can read and understand. New
ontology-based applications and information architectures are being
developed for this new Web. In this study; web 1.0, web 2.0 and web
3.0, which is also called semantic web, are examined and
summarized. Information is provided about ontology, one of the
building blocks of the semantic web, which is necessary to
incorporate machines into the web. Besides, hospital appointment
ontology which is an ontology developed in the light of this
information is presented.

Keywords— Semantic web, www, web 3.0, ontology, hospital
appointment ontology

. Giris

Cesitli  teknolojik gelismeler, O6zellikle de internetin
geligsmesi ve geniglemesi ile birlikte veri kaynaklari ¢esitlendi.
Veri kaynaklarmin cesitlenmesi yaninda sayilari da biiyiik
artig gosterdi. Bu artis ayn1 zamanda iretilen ve islenen
verinin boyutunda da biiyiik artislara neden oldu. Bilgi,
iilkeler ve toplum igin teknolojik ve ekonomik gelismenin
temel 6gesi haline gelmistir. Bilgi, insanligin var olmasindan
bugiine farkli tiir ve diizeylerde var olmus ve gelisimini
stirdirmiigtiir. Bilgi 6zellikle sanayi devrimi ile birlikte ortaya
cikan hizli kalkinma dalgas: ile artig gostermistir. Bilgi
aktarildiginda 6nem ve anlam kazanacaktir. Bdylece
toplumun gelismesine de katki sunmaktadir. Bu nedenle
bilginin saklanmasi ve kusaklar arasinda aktarilmasi biiytlik

onem tagimaktadir. Insanhigin baglangicindan bugiine tas gibi
cesitli materyaller iizerine kazinarak baglayan bilgi aktarimi
¢ok cesitli ortamlar ve sekiller ile aktarilmaya devam etmistir.
Son dénemde ise Bilgi ve iletisim Teknolojileri (BIT) nin
gelismesi ve bu gelisimin bir sonucu olarak kullanildigi
alanlarin genislemesi ve gesitlenmesi ile bilgi ve bilginin
kullanimi farkli bir boyut kazanmistir. Bilginin kayitlandigi
ortamlar basili ve elektronik olarak cesitlendiginden dolay1
hizla biyiiyen bilgi kitlesinin erigilmesi, denetlenmesi ve
smiflandirilmasi biiyiik bir meydan okuma olarak karsimza
¢tkmaktadir [1]

Giliniimiiz diinyasinda bilgiye ulasmada kullanilan en
temel araglardan biri internettir. Internet, milyonlarca
bilgisayarin global olarak baglandigi bir agdir. Bu agda
herhangi bir bilgisayar diger bilgisayarlarla iletisim kurabilir.
World wide web ise internet iizerinde bilgiye ulagmada bir
yoldur. World wide web ile bilgiye ulasildiktan sonra
bilgilerin linklerle bagli oldugu ve metin, grafik, ses ve
videoya sahip olabilen web sayfalar1 tarayicida yorumlanir ve
bu sekilde kullanicilar tarafindan goriintiilenebilir [2].

Eskiden web (web 1.0) bilgisel web olarak bilinirdi ve
kullanic1 web sayfalarinda sadece bilgi okuyup paylasabilirdi.
HTML belgelerinin yer aldigi donuk bir yapiya sahipti [3].
Daha sonralart web (web 2.0), kullanicilarin birbiriyle
haberlesebildigi okuma ve yazma da yapilmaya baslanan ag
platformu haline doniisti. Yani web 2.0 ile birlikte
kullanicilar aktif olarak katilabildigi etkilesim ve insan
odakl1 bir platform dogdu [3]. Glinlimiizde anlamsal web (web
3.0) ile birlikte web, insan yerine sistem tarafindan okunan ve
kategorize edilen bir dile doniismiistiir. Tablo 1 [3], web’in
evrimini gostermektedir.

Tablo 1. Web’in evrimi
Web 1.0
Web 2.0

1995-2000 (Belge odakl)

2000-2010 (Etkilesimli ve insan odakl)
2010-2020 (Bilgi ve bilgisayar odakl)

AnlamsalWeb(Web3.0)

Diinya iizerinde iiretilen bilginin tiimiinii tek bir ortamda
toplama amac1 ile ortaya ¢ikan anlamsal web, bu bilgi ve
stirecin web iizerinde otomatik olarak bilgisayarlarca
yonetilmesine imkan taniyan bir uygulamadir. Anlamsal web
ile bilgisayar insan, insan bilgisayar etkilesiminden bilgisayar-
bilgisayar etkilesimine gegis saglanmistir. Web 3.0 ile farkli
cihazlar ile erisim imkanlar1 artmis. Ayrica arka planda ¢aligan
yapay zeka, makine 6grenmesi vb. yontemler ile anlamsal
olarak kullanict verileri islenmekte cihazlarin karsilikli olarak
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veri aligverisi saglanmaktadir. Bu durum, veri ve iiretilen tim
bilginin web ortaminda agiklamalar ile iliskisinin kurulmasini
gerektirmektedir. Buradaki kritik nokta elde edilen verilerin
yonetilmesi amaciyla meta veri denilen bir kaynagin ya da
verinin Ogelerini tanimlayan bilginin olusturulmas1 ve
bilgisayar sistemleri tarafindan karmasik sorgular ile ilgili
bilgilere ulasilmasidir [4].

Anlamsal Web’in gergeklenmesi i¢in anahtar teknoloji
ontolojilerdir. Bir uzmanlik veya uzmanlk sahasindaki
kavramlarin, bu kavramlar arasindaki iligkilerin ve
hiyerarginin tanimlandigi olguya ontoloji denir. Ontolojiler,
uzun ugraslar neticesinde son halini alir ve alaninda uzman
kisilerce incelenir ve tanimlanir. [5].

Ikinci boliim web 2.0’ problemleri konusunda bilgiler
icermektedir. Ugiincii boliimde web 2.0den sonra gelismis
olan web 3.0 teknolojisi veya diger adi ile anlamsal web
konusunda bilgilere yer verilmistir. Dordiincii boliimde ise
anlamsal web i¢in kritik dneme sahip ontoloji kavrami
konusunda bilgiler verilmektedir. Son boliimde ise bu ¢caligma
kapsaminda gelistirilmis hastane randevu ontolojisine yer
verilmistir.

I1. WEB 2.0’IN PROBLEMLERI

Ortaya koydugu dinamik yapiya ragmen Web 2.0
biinyesinde bir¢ok problemi barindirmaktadir [3]. Bu sorunlar
asagidaki gibi listelenebilir:

a. Anahtar kelimeleri kullanarak sonuglari listeleyen
Google ve Yahoo! gibi gii¢lii arama motorlar1 Web 2.0 ile
iretilmis iceriklerden istenilen sonuglar1 vermekte zorluklar
yasamaktaydi.

b. Web 2.0 yapisi geregi bilgileri genelde diiz metinler
seklinde sundugundan dolay1 bu bilgilerin bilgisayarlar ve
diger cihazlar tarafindan anlasilmasi zor idi. Bu bilgiler
genelde sadece insanlar tarafindan anlasilabilmektedir.

c. Sunulan metin bazl igeriklerin bilgisayarlarca
okunmasi, islenmesi, anlamlandirilip diger bilgisayarlar ile
iligkilendirilmesi veya baska ortamlara iletilmesi zordur.

d. Elde edilen bilgilerin arasinda iligki kurulmasmimn
getirdigi zorluk nedeni ile bu bilgilerden yeni ve anlamli
bilgilerin otomatik olarak {iretilmesi imkansiz hale
gelmektedir.

e. Glivenlik bakimindan ise riskli bir ortam vadetmektedir.
Bunun nedeni ise web 2.0 ile yayimlanan bilginin
bilgisayarlar  tarafindan  anlasilmasi, islenmesi ve
iliskilendirilmesi zor oldugundan dolay1 igerigin giivenlik
acisindan da takip edilmesini zorlastirmaktadir.

Web 3.0 diger adiyla anlamsal web, web 2.0’in yukarida
zikredilen sorunlarmi gidermek igin ortaya ¢ikti.

I1l. ANLAMSAL WEB

Tim Berners-Lee su iki ongoriisii ile Web ’in gelecege
doniik konumunu ortaya koymustur; “ilk olarak web, daha
fazla birlikteligin saglanacagi bir ortam haline gelecektir,
ikinci olarak da islemlerin bilgisayarlar tarafindan
yiriitiilmesi ile web daha anlagilir olacaktir” [6].

Anlamsal web ile insanlarm web 2.0’da oldugu gibi icerigi
anlayip kullanabildikleri bir ortam sunarken ayni zamanda
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bilginin agik¢a tanimlanmasi, web sayfalarinin yapisinin
bilgisayarlarca kolayca okunabilip islenebilmesi gibi imkanlar
sunmaktadir [7].

Yapay zekdyr temel alan bilgi isleme, sunma ve web
teknolojileri ile bunun yiiriitilmesi anlamsal web’in ana
6gelerinden birisi olmustur. Bagka bir deyisle anlamsal web,
yapay zeka’'nin web teknolojilerinin  gelistirme ve
uyumlastirma siirecine eklenmesi ile gelisen bir alan olarak
ifade edilebilir[8]. Iyi sekilde tanmimlanmis bir problemin
¢Oziimiinde 1iyi tanimlanmis iglemleri ve yine mevcut
tanimlanmis veriler iizerinde ¢dzebilme yetenegini makinenin
anlayabilecegi akilli veri olarak ifade edebiliriz [8].

Anlamsal web ile birlikte bazi kavramlar 6n plana
¢itkmaktadir. Bunlardan bazilart RDF, OML, OWL ve XML
dilleridir. Bu teknoloji tiimiiyle birbiri ile baglantili
basamaklara sahiptir. Bu isimlerini zikrettigimiz dillerin XML
dili disindakilerde kendi simif modelleri vardir. Kaynak
aciklama altyapisi (Resource Description Framework- RDF)
olarak adlandirilan kavram anlamsal web ’in temel veri
modelini olusturur. RDF modeli, RDF/XML, N3, N-Triples
ve Turtle gibi farkli degisim formatlarin temelini
olusturmaktadir. Ontolojiler, anlamsal web’in kalbini
olusturmaktadir. Web ontoloji dili (OWL), veriler ile
tanimlamalar arasindaki baglantilar kurmada
kullanilmaktadir [8].

Anlamsal web, Sekill’de katmanlar1 goriilebilecegi gibi
katmanli bir yapiya sahiptir [9]. Anlamsal web katmanlart, bir
alt katman tarafindan sunulan servisleri kullanirken bir {ist
katmana da yeni servisler sunar. Katmanli bir mimari
secilmesi  gelistirmenin ~ daha  esnek  olabilmesini
saglamaktadir. Ayrica tam ve eksiksiz bir sistem yerine
eksiklikleri bilinen ve sonradan fiizerine yeni eklemeler
yapilabilen bir sistem olarak tasarlanmistir. Bu nedenle,
anlamsal web tasarimcisinin hedefine ulasana kadar evrimsel
bir siireci izleyerek gelisecektir [10].

durslis Given
Veri Tanit E
Mantik E
Ontoloji Sézlogn | 49
RDF + RDF Sems -
XML + Izim uzaylan + XML Sema
Unicode URI

Sekil 1. Anlamsal Web katmanlar1 [11; 12]

Anlamsal web katmanlarinin en altindaki iki katman veri
iletimini gergeklestirmek i¢in tasarlanmigtir. Unicode ve URI
sayesinde kullanilan platform, uygulama ya da dil ne olursa
olsun veri dogru bir sekilde taginabilir. XML sayesinde de iist
katmanlardaki uygulamalar arasinda veri alig-verisi dogru bir
sekilde yapilir [10].

RDF ve RDF Sema verilerin hakkinda meta veri
tanimlamaya yarar. RDF kullanarak web tizerindeki herhangi
bir kaynak hakkinda tanimlama yapilabilir. Bir web nesnesi
hakkinda RDF kullanilarak iiclilerden olusan bir c¢izge
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tanimlanarak onun hakkindaki meta veri gosterilir. RDF Sema
ise RDF i¢in kullanilmak iizere bir tip sistemi tanimlar [10].

Ontoloji katmani, RDF ve RDF $ema ile tanimlanamayan
daha karmasik iligkileri tanimlamak i¢in yeni yapilar tanimlar.
Ontoloji katmaninin {izerindeki katmanlar ise ¢ikarsama igin
kural tanimlama, yapilan c¢ikarsamalarin dogrulugunu ve
giivenilirligini denetlemek i¢in kullanilir [10].

IV. ONTOLOJI

Gruber, ontolojiyi bilgisayar bilimleri agisindan en gok
kabul gdren su tanimla ifade etmistir [13]:

“Ontoloji, kavramsallastirmanin agikga belirtilmesidir.”

Belli bir alanda soyut modeller olusturmak
kavramsallastirma olarak ifade edilir. Bu soyut model, ilgili
alandaki Dbilinen biitiin bilgiyi higbir karanlik nokta
kalmayacak sekilde tanimlamalidir. Ontoloji, bilginin acikca

tanimlanmasimi saglayan ve tiim kavramlar1 tanimlayan
modeldir [10].

Ontoloji, felsefeciler tarafindan kullanilan bir sdzciiktiir.
Varliklart iligkileri ile birlikte tanimlamaktadir. Anlamsal web
adlandirdigimiz Web 3.0’1n temel bilesenidir. Web ontolojisi
ile nesnelerin kuralli bir tanimi yapilmis ve bu sekilde ortak
kelime ve anlamlar sunulmaktadir. Bu sekilde sunulan bilgi,
web iizerinden bu bilgiye erismek isteyenlere bilginin bir
gergeve ile sunulmasini saglamaktadir [14].

Ontoloji sunlart igerir [15]:

. Kavramlar

. Kavramlarm 6zellik ve nitelikleri

. Ozellik ve nitelikler iizerine kisitlamalar
. Bireyler

Ontoloji tarafindan tanimlanan bilginin islenmesi farkli bir
arastirma konusu olarak karsimiza ¢ikmaktadir. Mantik,
ontoloji ile tanimlanmis bilgiyi islemede kullanilan aragtir.
Ontoloji, mantikla tanimlanan kurallardaki degiskenlerin
yerine konan kavramlart igerir. Ontoloji ve mantik birlikte
eldeki bilgi iizerinde g¢ikarsama yapilmasi igin bir sistem
olustururlar [10].

\
\
\ 5
Tk v
\ /
.-h‘h"-.,_ I‘\ 7
yd Subdass - g
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Araba kiralama, sarap yapimi, kara tasimaciligi, turizm,
dogalgaz boru hatti bakimi gibi is ve siiregler ontoloji
gelistirmeye uygun uygulama alanlar1 olarak siralanabilir. Bu
alanlar degerlendirildiginde genel cercevede sosyal bilimler,
daha dar alanda ise isletme bilimleri alanina girmektedir [13].

Ontoloji ile birlikte bilginin kendi i¢inde ve diger bilgiler
ile iliskilerini bilgisayar sistemlerinin anlayabilecegi genel bir
kavram c¢ergevesi c¢izilmektedir. Baska deyisle ontoloji
gelistirme ve tanimlama islemi bilginin tanimlanmasi
standartlastirmaktadir [6]. Ontoloji gelistirme giincel yazilim
miihendisligi bilgisine sahip kisilerce yapilmalhdir ve
gerektiginde alaninda uzman sosyal bilimci destegi de
alinabilir.

Ontoloji bir dil olarak, modelin elektronik veya fiziksel
ortamda saklanmasina bagli olmaksizin kayit altina alinmasini
saglayan bir aractir. Ontoloji dilleri, temel amac1 olan bilginin
islenmesi ve saklanmasi gibi konular1 da dikkate alarak bir
denge kurmalidir. Cok karmagik yapilar dahi bir ontoloji dili
ile modellenebilir. Dilden gelen karmagiklik, bu dil
kullanilarak ortaya ¢ikarilmis ontolojilerin {izerinden
¢ikarsama yapilmasini zorlastiracaktir [10]

OWL (Web Ontoloji Dili, Web Ontology Language)
yaygin olarak kullanimda olan ve W2C tarafindan 2002
yilinda gelistirilen bir ontoloji dilidir. RDF (Kaynak
Tanimlama Cercevesi, Resource Description Framework) ise
veri modelinin diizenlenmesini saglamaktadir. Bu model
bilgisayarlarca islenecek verinin alamimi temsil etmektedir.
RDF modelinin genisletilmesi, kullanilacak nesneler, bu
nesneler arasi iligki, Ozellik ve Ozelliklere atanabilecek
degerler bakimindan tanimlanmasi i¢in RDFS (RDF Schema)
gosterimi ortaya cikarilmistir [14].

RDF’ye ek olarak Avrupa Birligi tarafindan OIL
(Ontology Interface Layer) , ABD’nin destegi ile de DAML
(DARPA Agent Markup Language) ontoloji dilleri
tanimlanmigtir. Bunun yaninda AB ve ABD tarafindan
gelistirilen DAMLAOIL dili yaygin olarak kullanilmaktadir.
Bu dil ilk olarak 200 yilinda gelistirilmis ve son siirimii 2001
yilinda yaymlanmistir [16].

L)
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Sekil 2. Hastane randevu ontolojisinin gorsel gosterimi
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V. GELISTIRILEN HASTANE RANDEVU ONTOLOJISI

Bu c¢aligmada anlamsal web ve ontoloji kavramlari
incelenip  hastane  randevu  ontolojisi  tasarlanip
geligtirilmigtir. ~ Gelistirme  ortami  olarak  Stanford
iiniversitesinin protégé ontoloji editérii kullanilmistir [17].
Sekil 2’de bu ontolojinin bir gosterimi verilmektedir.

Sekil 2’de siniflar, nesne ozellikleri ve veri 6zellikleri
gosterilmektedir. Doktor ve Hasta siniflar1 insan siifini alt
siniflaridir. Insan smifi alaninm veri 6zellikleri: TCkimlik,
Adsoyad, Telefon ve Sifre’dir. Doktor smifi alaninin veri
ozelligi Uzmanlik’tir. Randevu simifi alaninin veri 6zelligi
Tarih’tir. Randevu talep eden Talep ve randevuyu
gerceklestiren Gergeklestir nesne 6zellikleri vardir.

VI. SoNuC

Web 2.0’1in dogurdugu sorunlar1 gidermek i¢in anlamsal
web’e ihtiya¢ duyulmustur. Bu ¢aligmada, anlamsal web ve
ontoloji bilgileri 1518inda bir hastane randevu ontolojisi
tasarlanip gelistirilmistir.

Gelistirilen hastane randevu ontolojisinin sistemlerde
kullanilmasiyla makinelerde insanlarla birlikte calisarak,
insanlarin yaptig1 bazi islemleri gergeklestirebilir duruma
gelecektir. Makinelerde, makinenin anlayabilecegi akilli
verileri kullanarak problem ¢6zebilir duruma gelecektir.

Onerilen ontoloji tasarimi, ekonomik, &lgeklenebilir ve
saglam bir Web tabanli saglk hizmetleri platformunun
temelini olusturabilir. Heniiz ele alinmasi1 gereken kritik bir
konu, kullanici gizliliginin ve kisisel bilgilerinin
korunmasidir. Bu c¢alisma, gelistirilen hastane randevu
ontolojisinin bir yazilim sistemine entegre edilmesiyle
geligtirilebilir.
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Abstract— Information technologies are changing every
aspect of human life day by day. In this context, Edge
Computing, Internet of Things, Machine Learning and Big Data
Analytics technologies are thought to be a part of this change.
Edge computing aims to bring the computing power from the
remote cloud environments to the endpoints/edges of networks.
Thus, smart applications do not have to send all their data to the
cloud and wait for the answers to come back over the same long
route. Despite this advantage, there are security risks in the edge
computing process. Encryption of information is of great
importance especially for 10T devices to perform transactions
safely. With a system established in this study, encrypted
communication has been tried to be provided on loT devices
performing edge computing. In this way, it is aimed to make the
communication secure. Arduino is used as an 10T device. In the
encryption process, AES encryption is used with 128-bit and
256-bit key length.

Keywords—Edge computing, security, AES, encryption,
Arduino

I. INTRODUCTION

Edge Computing is an IT system designed to bring
applications and computing capability as close as possible to
the users or "objects” who need them. Edge Computing;
mobile computing is driven by the reduced cost of computer
components and the number of networked devices on the
Internet of Things (1oT). Depending on the application, time-
sensitive data in an Edge Computing can be processed by a
smart device or sent to a medium server in a location close to
the receiver. Edge computing is the optimization of the
application's data with end-to-end encryption. That is, cloud
computing turns it into a more sophisticated computing cloud
architecture. Edge Computing is expected to play a serious
role in the near future, especially in terms of information
technologies. Edge Computing is referred to as end
calculation in English. As it is known, the applications we use
on smartphones have to deliver their existing data to the cloud,
which is quite far away. Likewise, data is expected to return
from this long journey. Edge Computing prevents this waste
of time. Edge Computing, which can carry its computing
power even to the extreme parts of the networks, brings
serious relief in this sense. it cannot replace cloud computing
or directly replace it. Edge Computing aims to process data
from the ends to the cloud.

Despite all these positive aspects, Edge Computing can
pose certain risks in terms of security. The fact that the
architecture is distributed brings an increase in the number of
vectors. Some vulnerabilities may also arise in the system.
When more and more intelligence that an end customer has
become more vulnerable, malware becomes infiltrations and
vulnerabilities. On the other hand, licensing can force users to
some extent, especially in terms of cost. Because each

additional function is licensed separately, which naturally
leads to higher costs.

Edge Computing brings advantages beyond classical
architecture, as it optimizes resource usage significantly. First
of all, the processors used in the related devices provide a
relatively low power requirement and provide more efficient
hardware security.

Mahadev Satyanarayanan, who is described as the father
of Edge computing, explained how edge computing was born
in his article [1]. According to Satyanarayanan, the limited
resources of mobile devices have created a need for a platform
that will perform the calculation process instead of these
devices and have a more powerful resource. Cloud
Computing, which promises much stronger resources
(computing, memory and storage resources) compared to
mobile devices, emerged to solve this problem. However, as
latency-sensitive  and  bandwidth-hungry  applications
developed, gathering all computing power in the remote cloud
environment started to cause problems. The main reason
behind this problem is that the application packages have to
pass through many routers controlled by many Internet
Service Providers (ISPs) at different layers until they reach the
cloud environment. Each router through which packets pass
manifests itself as an increase in the Round Trip Time (RTT)
of the packets of delay sensitive applications. In addition, the
end-to-end delay values of the routes provided by routing
protocols for packets can change dynamically due to ISPs and
network problems and situations. In addition to all these, it is
predicted that billions of 10T devices will connect to the
internet and transfer data in the future. The fact that billions of
devices send data to the cloud environment located at a single
point in a remote location will inevitably lead to bandwidth
bottlenecks. For all these reasons, it is clear that remote cloud
environments cannot be a solution for latency sensitive and
bandwidth hungry applications. Edge computing was born to
solve this problem. Edge computing aims to prevent
applications from being affected by long RTT times and
bandwidth bottlenecks by moving cloud resources to the
endpoints of networks.

Il. RELATED WORKS

Confidentiality should be able to ensure that the data is
only available to authorized users during the process and that
it is not interfered by unauthorized people. Privacy is the most
important security item in 10T because many devices can be
integrated into 10T. It should be ensured that data received
with a measuring device does not provide secure information
to neighbouring devices. To ensure this privacy, advanced
techniques and others, including key management
mechanisms, should be developed and used [2].

Cite (APA): Kars, B.N (2021). Edge Computing Security with an IoT device. Journal of Emerging Computer Technologies, 1(1), 14-17.
Volume:1, No:1, Year: 2021, Pages: 14-17, June 2021, Journal of Emerging Computer Technologies



Journal of Emerging Computer Technologies

It is essential to use wireless data transmission and to
encrypt the information transferred between the nodes in order
to keep it confidential. The most appropriate encryption
algorithms and adequate key management systems are
required to secure this data [3].

Wireless sensor networks have a large number of trust-
based intrusion detection systems (IDS) that are used to
defend against attacks. However, the effectiveness of IDS
decreases in 10T due to the large amount of data produced in
a short time. Meng et al. [4] proposed a Bayesian-based trust
management method that incorporates traffic sampling into
IDS under a hierarchical structure [5].

James King of Lulea University created an 10T network in
his work in 2015 within the local network. Arduino used it as
a gateway and collected and encrypted data from different
devices and sensors. The encryption algorithm used is the
Advanced Encryption Standard (AES) with both 128-bit and
256-bit key length [6]. Mahmudur Rahman, Bogdan
Carbunar and Umut Topkara from Florida International
University collects instant values from devices such as
stopwatch, heart rhythm tracker and moisture meter used in
fitness studies and transmits the 10T device to a web server
remotely. In this study, FirstBeat is used as an encryption
algorithm and Arduino Uno device is used as an loT device.
It also belongs to the 10T device from the webserver by taking
the coordinate data, we can track the point we are at via GPS

[6].

There is a need for special security mechanisms produced
for low-resource devices such as IoT and wireless sensor
network devices. It is necessary to use random number
generators [7-11], authentication protocols [12-14] and some
encryption algorithms that will be built-in in some of these
devices.

I1l. PROPOSED WORK

In this section, we will briefly mention the target in the
study. We will talk about the hardware materials that will be
uses later and the flow of my work.
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Figure 1. Encrypted data transfer

Our goal in this study is to encrypt data sent from loT
devices. This operation is shown in Figure 1. We used two
Arduino devices in this study. The first one was used as a
gateway device, the second one was used to get sensor data.
DHT11 is used as the sensor to get data from the physical
environment.

The data received from the sensor will be encrypted with
AES 128 and sent to the network gateway. Thus, the data sent
by 10T devices will be secured. Arduinos are also

Kars B.N.
communicated among themselves. A wired connection has
been made.
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Figure 2. Workflow

In Figure 2, the workflow of operations of the two Arduino
10T device can be seen.
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Figure 3. 10T Security Diagram

Figure 3 shows the relationship between all the necessary
material in the workflow. Sensor data from Arduino 1 is sent
to the laptop and encrypted there. And again from Arduino 2
to Arduino 1 (i.e. gateway is sent). Then Arduino 1 is
decrypted.

The purpose of encrypting the data is to protect the data
from malicious software while it is transmitted from one
device to another.

IV. MATERIALS

As seen in the figures, we have two modules. The first one
is the module with Arduino and sensor connection. The
second one is Arduino, which will be used as gateway.

Figure 4 also has an Arduino module that allows us to
receive data from the sensor.
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Figure 4. Arduino and Dht11 Connection

V. TEST RESULTS

Before talking about the test results in this part of the
project, we will talk about the AES algorithm. We will give
some information about the use of the AES algorithm in the
working mechanism of this study.

The AES algorithm is a block cypher algorithm that
encrypts 128-bit data blocks with 3 different key options, 128,
192 or 256-bit keys. The difference in key lengths makes the
number of AES tour cycles differ. Since it is 128 bits, 10
rounds of processing are required. Since its length is 192 bits,
12 tours of processing is required. Because it is 256 bits, 14
rounds of operation are required [15].

Each round contains 4 different steps. These are as
follows: byte replacement, row shift, column shuffling, and
addition with a rotary switch. The data entered after 10 rounds
is obtained as encrypted. The AES algorithm takes the key and
passes it through certain processes, creating as many keys as
the number of transactions. This number is 10 for 128-bit
length. 10 different keys are created and the last key formed
becomes the first key used to decrypt [16].

AES is a symmetric encryption algorithm, so the same key
is used for both encryption and decryption. While deciphering
the encrypted text, the operations performed while creating the
encrypted text are applied in reverse.

The same key was used in encryption and decryption in
the project as in Figure 5 and Figure 6.

uint8_t key[] = {0,1,2,3,4,5,¢€,7,8,9,10,11,12,13,14,15};
aesl28_enc single(key, data);

Figure 5. Code for the usage of the encryption key

uintd_t keyl] = {0,1,2,3,4,5,€,7,8,9,10,11,12,13,14,15};
Serial.print("decrypted:");
aesl28_dec_single(key, data);

Figure 6. Code for the usage of the decryption key

The Arduino’s own library was used to encrypt the sensor
data. The received data turns into encrypted text with the key
we set. But since the sensor data that is received is a numerical
value, the type conversion was made.

Kars B.N.

In the test part, we first load our code into our sensor

module and continue to supply energy elsewhere by

separating the module from the computer. Then we load the

code into the module we will use as a gateway and provide the

connection between the two Arduino devices. We ensure that
encrypted data is sent to the gateway.

In Figure 7, circuits have all connections were shown.

Figure 8. Transmit and Encrypted

Since there are two Arduino devices working as a receiver
and a transmitter in the project, it was provided
communication between the Arduino. This communication
was made as a wired connection. Then the data received was
encrypted and sent to the other party. The code part and serial
port screen that is used for the receiver and the encryption
process shown in Figure 8.

Figure 9 shows the encrypted version of the data received
from the sensor. The code fragment in Figure 8 can be seen
more clearly in Figure 10.

In Figure 11, there are pieces of code for both transmit and
receive, that is decryption. Using these codes and operations,
data communication is carried out by encrypting with AES. In
this way, communication security will be provided for the
edge computing process.
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encrypted:IMI]%p 4sC, *x9\10000000
OA00
encrypted: 0Ogi01@I0s 3% c0DDDOOD

encrypted: ¢ fOLS /¢ : 997 : 9000000

encrypted: 70U 0u) vie S+ 100000
o400

encrypted:ciw ,hE[5Q $fo¢tooooooo
D00

encrypted:0

fdYT00p 1T, BIOOOO000

= = =)

encrypted: 30%e4 1~ 5100000000

= "= =]

[¥] Otomatk Kaydrma [ ] Zaman damgasiry gdster

Figure 9. Receive and Decrypted

#include <AESLib h=

mt ledPin = 10;

int LDRPin = A3;

void setup() {
pinMode(ledPin, OUTPUT):
Serial.begin ( 9600 );

¥
void loop() {
int 151k_degeri = analogRead(LDRPin):
it dat = 1s1k_degers: //16 chars = 16 bytes
delay(1000);
char data[4];
String str;
str=String(dat);
str toCharArray(data_4):
uvint8_t key[] = {0.1.2.3.4.5.6.7.8.9,10,11,12.13.14.15}:
aes128 enc single(kev, data);
Serial print{"encrypted:”);
Serial print{data):
Serial println();
delay(1000);
)

Figure 10. Arduino code for encryption

@ coms

de <AESLib.h

( 5€00 );

oopl) {

_t keyl) = {0,1,2,3,4,5,€6,7,8,9,10,11,12,13,14,18};

1 (daza);

Figure 11. Receive and Decrypted

decrypted:§
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V1. CONCLUSION

In this study, an edge computing system was established
with two Arduino devices. One of the devices was used as a
gateway. The other is used to collect the data obtained from
the sensor. The collected data is encrypted with AES
encryption algorithm to ensure secure communication of
data. Encryption methods with 128-bit and 256-bit key
lengths have been tried for the encryption process. The AES
library on Arduino was used for encryption. With this study,
the data was sent encrypted and the data was reconstructed by
decrypting the other side. Different encryption methods and
different security mechanisms may be tried in the future.
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Abstract— This article presents a more secure connection
between the NodemCU and Blynk, using the AES algorithm. it
is aimed to prevent a vulnerability in the connection of Google
Home devices with 10T during the Blynk 10T connection phase.

Although the Blynk application offers a personal key, the
network information linked in the memory of the physical
device is vulnerable. The data is placed in the software by
encrypting beforehand, and the connection is provided by
decrypt during the connection. This study contributes to the
prevention of security weaknesses caused by keeping software
data on NodemCU as Plain Text in physical memory

Keywords—AES, IFTTT, loT, Connection, Secure, Memory,
EEPROM Introduction, Home Mini

I. INTRODUCTION

Google Home is a device developed by Google that can be
customized both with its own functions and with many
devices connected via Wi-Fi. It offers an interface that is
managed by voice commands and can be customized.

Approximately 6 weeks after the release of Google Home
devices, the logs kept on the devices were checked and it was
determined that the device recorded the sounds as a log hacker
can use these data to penetration attempts or fishing attacks.
Researchers have found that smart speakers can be hacked
with the help of laser-powered "light commands." Researchers
suggest smart speaker makers can fix this vulnerability by
adding a light shield around the microphone or using two
different microphones on opposite sides to listen to voice
commands.

The project is to operate the loT device with safe
commands sent from google home. In the project, the main
target is to connect to the cloud from the google home device
via IFTTT, then to get the light effect by taking data from the
cloud using the NodemCU loT device and Blynk.

NodemCU is a circuit board with high quality ESP8266
Wi-Fi module that can be programmed from Arduino IDE
application and can communicate easily. It is aimed to provide
cloud interaction by communicating with this device over the
internet by making web transactions thanks to HTTP libraries.
IFTTT (if this then that), If this happens, do it. It is an
abbreviation of one of the simplest code phrases. This assign
device to be triggered and the that assign action that works on
device that is triggered. Webhooks service isa IFTTT service
that connect to Blynk and IFTTT on Cloud Service.
Webhooks is used to send requests to the URL we enter. Blynk
server information and the TOKEN information used are
entered as URLs and connection is provided and control is
provided via IFTTT. In this URL, the pins on the device are
entered and the controls of various pins are provided. Finally,

my project is to identify vulnerabilities in communication on
Blynk and IFTTT connections and to use these two
components effectively in the safest possible way.

Il. RELATED WORKS

The interaction of end-users with online 10T devices has
been increasing for the last 10 years and with the increasing
interactions, the usage of these 10T devices has started to be
observed beyond the intended use. loT devices need
lightweight and new security mechanisms like random
number generators [1-3], authentication protocols [4,5] and
privacy protected connection methods. IFTTT enables users
to use their home assistant devices heterogeneously on
multiple platforms with 10T via the internet connection tool.
With the widespread use of this environment, users are
satisfied with the increase in interaction and they started to
load more work on their systems.

In order to meet the increasing demand for products,
studies on the field of security in a competitive environment
have been quite incomplete. According to the researches
carried out today, more than 50% of the 19323-connection
established over home assistant devices did not find any
security factor.

While the picture taken from the phone is in a private
structure, the smart home device translates this picture
information into a Public form. In the scenario described, the
hacker sees the system vulnerabilities related to IFTTT, which
enables the connection of the smart home device to the phone,
and the Home Assistant will also make private content public
and make confidential data accessible [6].

Security problems related to 45 smart home appliances and
IoT devices connecting with them are discussed. It is
determined that the most common vulnerability is users. Users
endanger their own security by using Home Assistants with
different levels of security for the same or similar jobs or 10T
devices attached to them. In this research [7], which presents
this vulnerability as the simplest and most effective solution,
the use of multiple loT and Home Assistant was shaped and
the relational relationships were explained to the users.

It is not very difficult to steal users' IFTTT accounts with
various online attack methods. Attackers who will change the
authorizations made through this IFTTT account on another
device for their own malicious purposes can cause damage as
much as cyber-attacks with increasing device interactions [6].

This framework [8], developed to prevent a bad interaction
via IFTTT, inserts the MAC address of the device to which
the user connects to the 10T device to a PUF at the beginning,
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and returns the output it receives as OTP, allowing access only
from the devices authorized by the user at the beginning.

The most important prioritization on the market is always
the cost of loT devices and the platforms actually used. In
costing-priority product planning, security is placed in the
background. Extra cost or does not require any hardware. The
answer that best meets these needs is the AES algorithm,
which is also described in another research [9]. Offering both
fast and secure service at once, AES also does not cause
negative effects on loT device performance [10].

Due to the lack of encryption in the transmission of data
from IFTTT to loT device of systems that are tried to be
created with IFTTT account security and device connection
methods seen in various studies, there are also vulnerabilities
in leaking many data by logging them, so AES encrypt as an
effective and cost effective method. With the method, both the
data coming from IFTTT and Google Home Assistant is
encrypted, and then the data is decoded without coming to the
10T device and secure transmission of the data [9].

Cepik et. al presented a study in 2020 about security
vulnerabilities on the connection between Google Home and
10T device. They tested if this communication is vulnerable to
an NTP attack [11].

I11. PROPOSED WORK

The 2 basic devices of the project are the Google Home Mini
and NumedCU IoT device. The microphone section on the
device must be active. Make AES decryption on NumedCU,
AES library has been added to Arduino IDE. The necessary
encryption functions can be realized with this library.
Password and SSID are necessity to connect NumedCU via
Blynk. SSID and password If the information is added directly
into the post to provide a link, a security flaw occurs here.
While connecting, this two information in the software pose
security risks. The attacker can discover certain data on
NodemCU by reverse engineering methods via EPPROM.

&

Attacker

-

\
- > i

NodeMCU L: Google Home Mini
&)

/2, Webhooks

u
Lamp Relay Module

i G Google
=~ Assistant

Figure 1. Representation of Possible System Vulnerabilities

Smart Phone

All data entered while communicating with Blynk in
NodemCuU is kept in EEPROM. It is seen in the research that
it is possible to access the data in EEPROM physically via a
USB [12]. The attacker, who accesses the data via USB, can
easily access the internet information on which the device is
used, since no hardware measures are taken.

In another study to prevent EEPROM access in terms of
hardware, by adding extra parts, the hardware vulnerability of
the attackers was prevented but the software vulnerabilities
could not be blocked [13].

Yigit E.
The attackers' access to the information of the internet
connection is a danger to all devices on that connection. To
eliminate these risks, SSID and password will be added by
encrypting with 128bit AES key in this study and this
encrypted data will be provided by decryption while the
connection is provided. 128Bit 16 ASCII characters will be
used for the key.

Reverse engineering of Arduino memory has been handled
in the study in which it is possible to access information in the
software [14]. The key size of the AES algorithm has a direct
effect on performance in various algorithm encounters. When
high security is targeted, performance/security threshold has
been seen in the examinations; AES is more successful in this
rate [15]. After a secure connection is established, the
command to turn on the bulb coming from the cloud will be
realized.

IVV. TEST RESULTS

The main goal of the project is to add the user-known
internet information to the program in a previously encrypted
form and to provide an encrypted internet connection.
Communication with four devices and a common internet
connection has been tested.

The commands set via IFTTT to the Google home device
were given as HTTP request, and the connection with the loT
device was tested and the lamp was successfully controlled.
Button on / off communication to Blynk port 0 was
transmitted in HTTP request format.

EkremEvw
Encrypted: ZngyFb+a%uGmIwiZ8AZtSg==
Decrypted: EkremEvw
EkremEv
Encrypted: feRuuTz/lmkPbvaUh0i3Fg==
Decrypted: EkremEwv
EkremEv
Encrypted: IAVVDNTZz+ErlbtvZjvAvAi==
Decrypted: EkremEw

EkremEv

ANNCgvzN quEgPYR+Ndd8a==

EkremEv

Encrypted:
Decrypted:
EkremEv
Encrypted: Ct+AEieiqTZbgLmuZcBECwg==
Decrypted: EkremEwv
EkremEv
Encrypted: kBx53C+MEW]SFkZ2POpVUQA==
Decrypted: EkremEw
EkremEv
Encrypted: Nkud4H7Q6t4a8gNfw?0DkA==
Decrypted: EkremEvw
EkremEv
Encrypted: GHIZEKTk4D/zL3uUULTiBeg==
Decrypted: EkremEwv

EkremEv

TYtI/cP7RrHERr38ZvE ADw==

EkremEv

Encrypted:
Decrypted:
EkremEv
Encrypted: ZoPg27mZIGtX1INES+NEMakQ==
Figure 2 Arduino IDE Serial Port Output

On the security side of the application, Blynk internet
connection has been tested to properly encrypt and decrypted
data. As seen in the figure below, the software used on the loT
device processes the data properly. When performing the tests,
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the IV has been re-created while performing each encryption
in 16 bytes.

The connection made with the SSID and password of the
user, which was previously encrypted, was successfully
implemented. These devices, which generally communicate
with the cloud, have become a necessity in order to provide
sufficient trust. As mentioned in many studies like [16],
NodemCU does not have sufficient security, so it is coded into
additional security algorithms.

V. CONCLUSION

As a result, data in the NodemCU memory is not available
in a meaningful way. All of important data are kept in
encrypted form in memory and communication is provided in
encrypted form. Even if the attacker has accessed to
NodemCU via USB or software, the attacker will see data
encrypted with AES, which he cannot make sense of. This
prevents the device from being physically hijacked or the
attacker from exploiting vulnerabilities.
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