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Department of Mathematics,

Faculty of Science and Arts, Sakarya University,

Sakarya-TÜRKİYE
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TÜRKİYE
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İstanbul University,
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Abstract

In this paper, we give a parametrization of algebraic points of degree at most 4 over Q on

the schaeffer curve C of affine equation : y2 = x5 + 1. The result extends our previous

result which describes in [5] ( Afr. Mat 29:1151-1157, 2018) the set of algebraic points of

degree at most 3 over Q on this curve.

1. Introduction

Let C be a smooth projective plane curve defined over K. For all algebraic extension field K of Q, we denote by C (K) the set of K-rational

points of C over K and C (d) (Q) the set of algebraic points of ≤ d over Q. The degree of an algebraic point R is the degree of its field of

definition on Q : deg(R) = [Q(R) : Q].
A famous theorem of Fatling show that if C is a smooth projective plane curve defined over K of genus g ≥ 2, then C (K) is finite. Fatling’s

proof is still ineffective in the sense that it does not provide an algorithm for computing C (K). A most precise theorem of Debarre and Klasen

[4] show that if C be a smooth projective plane curve defined by an equation of degree d ≥ 7 with rational coefficients then C (d−2) (Q) is

finite. This theorem often us to characterize the set C (2) (Q) of all algebraic points of degree ≤ 2 over Q.

Currently for curve C defined over a numbers field K of genus g ≥ 2, there is no known algorithm for computing the set C (K) or for

deciding if C (K) is empty. But there is a bag of strikes that can be used to show that C (K) is empty, or to determine C (K) if it is not empty.

Among these methods, we can cite the local method, Chabauty method [2], Descent method [7], mordell-weil sieves method [1]. These

methods often succeed with less than full knowledge of the jacobian J (Q) of the curve . If J (Q) is finite then it is no hard to determine

C (Q) and to generalize for all number field K.

Previous works ([3] and [5]) have studied the algebraic points of degree at most 3 on the schaeffer curve of affine equation y2 = x5 + 1

denoted C . The curve C is hyperelliptic of genus g = 2 and of rank null by [3].

Let’s denote P0 = (−1, 0), P1 = (0, 1), P1 = (0,−1), Q1 = (1+ i, 1−2i),Q2 = (1− i, 1+2i), Q1 = (1+ i,−1+2i), Q2 = (1− i,−1−2i)
and ∞ the point at infinity.

The purpose of this note is to determine the algebraic parametrization of all algebraic points of degree at most four on the curve Cs over the

rationnal numbers field Q using ideas in [5] (Afr. Mat 29:1151-1157, 2018).

2. Auxiliary results

Lemma 2.1. Let x and y be the rational functions defined on Cs by x(X ,Y,Z) = X
Z and y(X ,Y,Z) = Y

Z :

• div(y−1) = 5P1 −5∞ ; div(y+1) = 5P1 −5∞;

• div(x) = P1 +P1 −2∞ ; div(x+1) = 2P0 −2∞

• div(y) = A0 +A1 +A2 +A3 +A4 −5∞ where Ai = exp(i(2k+1) π

5 ).
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Denote by L (m∞) the Q−vector space of rational functions defined by L (m∞) =
{

f ∈Q(Cs)
∗ | div( f )≥−m∞

}

∪{0} :

• L (∞) = 〈 1 〉
• L (2∞) = L (3∞) = 〈 1, x 〉
• L (4∞) = 〈 1, x, x2 〉
• L (5∞) = 〈 1, x, x2, y 〉
• L (6∞) = 〈 1,x,x2,y,x3 〉

Proof. See [5]

Lemma 2.2. We consider the divisor D on the curve Cs :

• D = [(−1, 0)+(0, 1)−2∞] = [P0 +P1 −2∞]
• 2D = [2(0, 1)−2∞] = [2P1 −2∞]
• 3D = [(1+ i, 1−2i)+(1− i, 1+2i)−2∞] = [Q1 +Q2 −2∞]
• 4D = [(0, −1)−∞] =

[

P1 −∞

]

• 5D = [(−1, 0)−∞] = [P0 −∞]
• 6D = [(0, 1)−∞] = [P1 −∞]
• 7D = [(1+ i, −1+2i)+(1− i, −1−2i)−2∞] =

[

Q1 +Q2 −2∞

]

• 8D = [2(0, −1)−2∞] =
[

2P1 −2∞

]

• 9D = [(−1, 0)+(0, −1)−2∞] =
[

P0 +P1 −2∞

]

• 10D = 0.

The Mordell-weil groupe of the curve Cs is J(Q)∼= (Z/10Z)∼= 〈 D〉= {mD | 0 ≤ m ≤ 9}.

Proof. See [3].

3. Main result

Our main result is the following theorem

Theorem 3.1. The algebraic points of degree 4 over Q on the curve Cs are given by the union of the following sets : G0∪G1∪G2∪G3∪G4∪G5

with

• G0 =
{(

x, ±
√

x2 +1)
)

| [Q(x) : Q] = 2 , x2 −2x+2 6= 0
}

;

• G1 =

{ (

x, ±(−1+(−1−a+ c)x−ax2 − cx3
)

| a, c ∈Q, c 6= 0et a 6= c−1, x root of

B1 (x) = c2x4 +
(

2ac− c2 −1
)

x3 +
(

a2 − c2 +2c+1
)

x2 +
(

a2 +2a−2ac+ c2 −1
)

x+2a−2c+2 = 0

}

;

• G2 =
{ (

x, ±
(

cx3 +ax2 −1
))

| a, c ∈Q∗ , a 6= c+1, x root of B2 (x) = c2x4 +2acx3 − x3 +a2x2 −2cx−2a = 0
}

;

• G3 =

{ (

x, ±(−3−2a−4c+(2+2a+2c)x−ax2 − cx3)
)

| a, c ∈Q, a 6=−1−2c, c 6= 0, x root of B3 (x) = c2x4+
(

2c2 +2ac−1
)

x3 +
(

−2c2 −4c+a2 −2
)

x2 +
(

−4ac−2c−2a2 −4a−2
)

x+8c2 +8ac+12c+2a2 +6a+4

}

;

• G4 =
{ (

x, ±(1+ax+ cx2)
)

| a, c ∈Q, a 6= 0, x root of B4(x) =−x4 + c2x3 +2acx2 +
(

2c+a2
)

x+2
}

;

• G5 =

{ (

x, ±(−a+(−a− c)x− cx2)
)

|, a, c ∈Q, a 6=±1, x root ofB5(x) =−x4 +
(

c2 +1
)

x3 +
(

c2 +2ac−1
)

x2

+
(

2ac+a2 +1
)

x+a2 −1

}

.

Proof of theoreme.

Let R ∈ Cs

(

Q
)

with [Q(R) : Q] = 4. Let R1, R2, R3, R4 be the Galois conjugates of R. We have

[R1 +R2 +R3 +R4 −4∞] ∈ J(Q)

from lemma (2.2) , we get

[R1 +R2 +R3 +R4 −4∞] = mD , 0 ≤ m ≤ 9

Now for any integer m such that 0 ≤ m ≤ 9, we have mD = (m−10)D, so

[R1 +R2 +R3 +R4 −4∞] = (m−10)D , 0 ≤ m ≤ 9. (⋆)

Our proof is divided in five cases

Case m = 0

Formula (⋆) becomes

[R1 +R2 +R3 +R4 −4∞] = 0.

The Abel Jacobi theorem involves the existence of a function F such that

div(F) = R1 +R2 +R3 +R4 −4∞

so F ∈ L (4∞), and lemma (2.1) gives F (x,y) = a+bx+ cx2; x must be in the Q such as [Q(x) : Q] = 2 and x2 −2x+2 6= 0. We get a

family of quartic points

G0 =
{(

x, ±
√

x5 +1)
)

| x ∈ [Q(x) : Q] = 2, x2 −2x+2 6= 0
}

.

Cases m = 1 and m = 9
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For m = 1: The formula (⋆) and lemma (2.2) give

[R1 +R2 +R3 +R4 −4∞] =−9D =−
[

P0 +P1 −2∞

]

.

This means
[

R1 +R2 +R3 +R4 +P0 +P1 −6∞

]

= 0

The Abel Jacobi theorem involves the existence of a function F such that

div(F) = R1 +R2 +R3 +R4 +P0 +P1 −6∞.

So F ∈ L (6∞), then F (x,y) = u+ vx+wx2 +dx3 + ey (e 6= 0). We have F
(

P1

)

= F (P0) = 0, so u− e = 0 and u− v+w−d = 0, thus

F (x,y) = u+(u+w−d)x+wx2 +dx3 +uy u 6= 0.

At the points Ri, we have y =−1+(−1−a+ c)x−ax2 − cx3 with a = w
u and c = d

u . By substituting y in y2 − x5 −1 = 0 and simplifying

by x(x+1) we obtain

B1(x) = c2x4 +
(

2ac− c2 −1
)

x3 +
(

a2 − c2 +2c+1
)

x2 +
(

a2 +(2−2c)a+ c2 −1
)

x+2a−2c+2 = 0

We must have B1(0) 6= 0 and B1(−1) 6= 0 which involves a 6= c−1 and c 6= 0. We have a family of quartic points

G1,1 =
{ (

x, +(−1+(−1−a+ c)x−ax2 − cx3)
)

| a, c ∈Q, a 6= c−1, c 6= 0, x root of B1 (x) = 0
}

For m = 9 : The formula (⋆) and lemma (2.2) give

[R1 +R2 +R3 +R4 −4∞] =−D =− [P0 +P1 −2∞]

This means

[R1 +R2 +R3 +R4 +P0 +P1 −6∞] = 0

The Abel Jacobi theorem involves the existence of a function F such that

div(F) = R1 +R2 +R3 +R4 +P0 +P1 −6∞.

So F ∈ L (6∞), hence F (x,y) = u+ vx+wx2 +dx3 + ey (e 6= 0). We have F (P1) = F (P0) = 0, so u− e = 0 et u− v+w−d = 0, then

F (x,y) = u+(u+w−d)x+wx2 +dx3 +uy u 6= 0.

At the points Ri, we have y = 1+(1+a− c)x+ax2 + cx3 with a =−w
u and c =− d

u . By substituting y in y2 − x5 −1 = 0 and simplifying

by x(x+1), we have

B1(x) = c2x4 +
(

2ac− c2 −1
)

x3 +
(

a2 − c2 +2c+1
)

x2 +
(

a2 +(2−2c)a+ c2 −1
)

x+2a−2c+2 = 0

We must have B1(0) 6= 0 and B1(−1) 6= 0 involving a 6= c−1 and c 6= 0. We get a family of quartic points

G1,2 =
{ (

x, −(−1+(−1−a+ c)x−ax2 − cx3)
)

| a, c ∈Q, a 6= c−1, c 6= 0, x root of B1 (x) = 0
}

.

Finally, we get a second family of quartic points G1 = G1,1 ∪G1,2.

Cases m = 2 and m = 8

For m = 2 : the formula (⋆) becomes

[R1 +R2 +R3 +R4 −4∞] =−8D =−
[

2P1 −2∞

]

This means
[

R1 +R2 +R3 +R4 +2P1 −6∞

]

= 0

The Abel Jacobi theorem involves the existence of a function F such that

div(F) = R1 +R2 +R3 +R4 +2P1 −6∞

So F ∈ L (6∞), hence F (x,y) = a+bx+ cx2 +dx3 + ey (e 6= 0) . The point P1 is order 2, so u− e = 0 and v = 0, thus

F (x,y) = u+wx2 +dx3 +uy

At the points Ri, we have −uy = u+wx2 +dx3 (u 6= 0), so y =−1+ax2 +cx3 with a =−w
u and k =− d

u . Substuting y to y2 = x5 +1, we

have

x2
(

a2x4 +2acx3 − x3 +a2x2 −2cx−2a
)

= 0.

Simplifying by x2, we have

B2 (x) = c2x4 +2acx3 − x3 +a2x2 −2cx−2a.

We must have ac 6= 0 and a 6= c+1. We obtain a family of quartic points :

G2,1 =
{(

x,
(

cx3 +ax2 −1
))

| a, c ∈Q∗, a 6= c+1, x root of B2 (x) = 0
}

.

For m = 8 : by a similar argument as in case m = 2, we have

G2,2 =
{(

x, −
(

cx3 +ax2 −1
))

| a, c ∈Q∗, a 6= c+1, x root of B2 (x) = 0
}

.

Finally, we have the third family G2 = G2,1 ∪G2,2.
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Cases m = 3 and m = 7

For m = 3 : the formula (⋆) becomes

[R1 +R2 +R3 +R4 −4∞] =−7D =−
[

Q1 +Q2 −2∞

]

This means
[

R1 +R2 +R3 +R4 +Q1 +Q2 −6∞

]

= 0

The Abel Jacobi theorem involves the existence of a function F such that

div(F) = R1 +R2 +R3 +R4 +Q1 +Q2 −6∞.

Then F (x,y) = u+ vx+wx2 +dx3 + ey (e 6= 0). We have F
(

Q1

)

= F
(

Q2

)

= 0, so u+ v−2d − e = 0 and v+2w+2d +2e = 0, hence

F (x,y) = 2w+4d +3e+(−2w−2d −2e)x+wx2 +dx3 + ey (e 6= 0).

At points Ri, we have y = (−3−2a−4c) + (2+2a+2c)x− ax2 − cx3 with a = w
e and c = d

e . Substuting y into y2 = x5 + 1 and

simplifying by x2 −2x+2, we have

B3 (x) = c2x4 +
(

2c2 +2ac−1
)

x3 +
(

−2c2 −4c+a2 −2
)

x2 +
(

(−4a−2)c−2a2 −4a−2
)

x+8c2 +(8a+12)c+2a2 +6a+4 = 0.

We must have c 6= 0 and a 6=−1−2c. We get a family of quartic points

G3,1 =
{ (

x, (−3−2a−4c+(2+2a+2c)x−ax2 − cx3)
)

| a, c ∈Qc 6= 0, a 6=−1−2c, x root of B3 (x) = 0
}

For m = 7 : by a similar argument as in previous case, we get a family of quartic points

G3,2 =
{ (

x, −(−3−2a−4c+(2+2a+2c)x−ax2 − cx3)
)

| a, c ∈Q c 6= 0, a 6=−1−2c, x root of B3 (x) = 0
}

Therefore, we have the fourth family G3 = G3,1 ∪G3,2.

Cases m = 4 and m = 6

For m = 4 : it exists a fonction F such that div(F) = R1 +R2 +R3 +R4 +P1 −5∞, hence F ∈ L (5∞),

F (x,y) = u+ vx+wx2 +dy (d 6= 0) .

We have F (P1) = 0, therefore u+d = 0, then F (x,y) = u+ vx+wx2 −uy, (u 6= 0). At points Ri, we have y = 1+ax+ cx2. Substiting y to

y2 = x5 +1, we have

x
(

x4 + c2 x3 +2acx2 +
(

2c+a2
)

x+2a
)

= 0.

Simplifiying by x, we have the minimal polynomial

B4(x) = x4 + c2 x3 +2acx2 +
(

2c+a2
)

x+2a = 0.

We must have a 6= 0. We obtain a family of quartic points :

G4,1 =
{(

x, +(1+ax+ cx2)
)

| a, c ∈Q, a 6= 0, x root of B4 (x) = 0
}

.

For m = 6 : by a similar argument as in previous case, we get a family of quartic points :

G4,2 =
{(

x, −(1+ax+ cx2)
)

| a, c ∈Q, a 6= 0, x root of B4 (x) = 0
}

Therefore, we have the firth family : G4 = G4,1 ∪G4,2.

Case m = 5

It exists F such that div(F) = R1 +R2 +R3 +R4 +P0 −5∞, so F ∈ L (5∞), then

F (x,y) = u+ vx+wx2 +dy (d 6= 0) .

We have F (P0) = 0, so v = u+w, therefore F (x,y) = u+(u+w)x+wx2 +dy. At points Ri, we have y =−a+(−a− c)x−cx2 with a = u
d

and c = w
d . Substiting y to y2 = x5 +1, we have

(x+1)
(

x4 +
(

c2 +1
)

x3 +
(

c2 +2ac−1
)

x2 +
(

2ac+a2 +1
)

x+a2 −1
)

= 0.

Simplifliying by x+1, we have the polynomial

B5 (x) = x4 +
(

c2 +1
)

x3 +
(

c2 +2ac−1
)

x2 +
(

2ac+a2 +1
)

x+a2 −1.

We must have a 6=±1, therefore, we have the fifth family :

G5 =
{(

x, (−a+(−a− l)x− cx2)
)

| a, c ∈Q, a 6=±1, x root of B5 (x) = 0
}

.
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Sümeyye Çakan1
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Abstract

This paper evaluates the impact of an effective preventive vaccine on the control of some

infectious diseases by using a new deterministic mathematical model. The model is based on

the fact that the immunity acquired by a fully effective vaccination is permanent. Threshold

R0, defined as the basic reproduction number, is critical indicator in the extinction or spread

of any disease in any population, and so it has a very important role for the course of the

disease that caused to an epidemic. In epidemic models, it is expected that the disease

becomes extinct in the population if R0 < 1. In addition, when R0 < 1 it is expected that

the disease-free equilibrium point of the model, and so the model, is stable in the sense of

local and global. In this context, the threshold value R0 regarding the model is obtained.

The local asymptotic stability of the disease-free equilibrium is examined with analyzing the

corresponding characteristic equation. Then, by proved the global attractivity of disease-free

equilibrium, it is shown that this equilibria is globally asymptotically stable.

1. Introduction

It has been seen that epidemics have had major effects and leave deep remains on human lives throughout history. To prevent and control

the spread of epidemic, the examination of its’ dynamics has an important role. In this context, mathematical modelling in epidemiology

provides understanding and explanation of the underlying mechanisms that influenced the spread of disease, and it suggests control strategies.

The COVID-19 pandemic, which emerged at the end of 2019 and is the most devastating epidemic of recent times, has seriously shaken

humanity as a global threat. Modeling and analysis studies in mathematical epidemiology have focused on this ground in conjunction with

this compelling and exhausting epidemic and many authors have made various contributions to this field with the help of the models they

have constituted. [1–3] and references therein are among some current studies on this subject.

While dealing with mathematical modeling spread of disease, in order to formulate the transmissions of an epidemic, the population in a

region is often divided into different compartments, and the models, which formulate the relations between these compartments, are called as

compartmental models. In the literature, there are many compartmental models provided basic principles for the spread of a disease in a

population. Kermack and McKendrick with their study [4] have pioneered in studies using compartmental mathematical models. In the

model proposed by Kermack and McKendrick in 1927, the population was divided into three compartments: a susceptible compartment

labelled S, in which all individuals are susceptible to the disease; an infected compartment labelled I, in which all individuals are infected by

the disease and have infectivity; and a removed compartment labelled R, in which there exist the individuals consist whose infectiousness

finished. This model is called as ”SIR model” based on the initials of the group names.

Then, a lot of authors have tackled with various details to carry further forward this model. Adding a vaccination compartment is just one of

these details. Immunization with vaccines is among the most effective methods of protection from infectious diseases which are common in

the society and which have high contamination properties. Until today, many studies including the epidemic models with vaccination have

been introduced. The references [5] and [6] are just two of them.

In mathematical epidemiology, the course of the disease in the population associates with whether the basic reproduction number is greater

than 1, or not. It can be made the comments “If R0 > 1, there is an increase in the speed of the spread; if R0 < 1, there is a decrease in the

epidemic rate and the epidemic is under control; if R0 = 1, speed of the spread is constant”. The value R0 is very important since it can tell

us whether the population is at risk about the disease. Therefore, calculating this value for any disease in any population is unvaluable.
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Considering the unfavorable conditions brought on by an epidemic disease in a population, studies to reduce the spread of the disease have,

of course, great significance. In order that the disease dies out in the population, it needs that R0 < 1 and additionally the disease-free

equilibrium point of the projected model is stable when R0 < 1. In other words, the effort required to prevent an outbreak or to eliminate an

infection in a population should be directed towards ensuring that the value R0 is less than 1. In addition, it is expected that the disease-free

equilibrium point of the model and so the model is stable in the sense of locally and globally, when R0 < 1.

Hence, for the past decades, many studies have been proposed on local and global stabilities of the disease-free equilibria, [7–14].

The aim of this study is to present a model that reflects the fact that the protective effect may not occur immediately after the vaccine is

administered and the fact that this protection may not be fully effective even if the protective effect of the vaccine has started. The model

uses a system of nonlinear ordinary integro-differential equations with delay to explain this fact. The study focuses on the basic reproduction

number of this new compartmental epidemic model and on the local and global stabilities of the disease-free equilibria of model.

2. Model Description and Assumptions

In this study in which we aim to propose and analyze a new SV EIR epidemic model with delay, we divide a population (N), among which

some individuals are known to be exposed to infectious disease, into five classes shaped like Susceptible (S), Vaccinated (V ), Exposed (E),

Infectious (I) and Removed (R) individuals.

The transitions between the compartments are expressed by the following system:

dS

dt
= b−β1S (t) I (t)−qS (t)−µS (t) ,

dV

dt
= qS (t)−qβ2I (t)

h∫

0

e−µτ S (t − τ)dτ −νq

∞∫

h

e−µτ S (t − τ)dτ − (1−ν)qβ3I (t)

∞∫

h

e−µτ S (t − τ)dτ −µV (t) ,

dE

dt
= β1S (t) I (t)+qβ2I (t)

h∫

0

e−µτ S (t − τ)dτ +(1−ν)qβ3I (t)

∞∫

h

e−µτ S (t − τ)dτ − γE (t)−ηE (t)−µE (t) ,

dI

dt
= γE (t)−αI (t)−δ I (t)−µI (t) , (2.1)

dR

dt
= νq

∞∫

h

e−µτ S (t − τ)dτ +ηE (t)+αI (t)−µR(t) .

Where S(t), V (t), E(t), I(t) and R(t) denote the numbers of susceptible, vaccinated, exposed, infectious, and removed individuals at time t,

respectively. The total population size at time t is N(t) and N(t) = S(t)+V (t)+E(t)+ I(t)+R(t) for all t ≥ 0. Also all these functions are

nonnegative.

All parameters belonging to the model are nonnegative constants and all newborn individuals get involved in the population by entering to

the susceptible class with a constant rate b.
The effective contact rate between infectious individuals and susceptibles is β1. Also β2 is the effective contact rate between infectious and

the individuals into the vaccinated group whose vaccinated at time t − τ and vaccine effect has not yet started. β3 represents the effective

contact rate between infectious and susceptibles whose vaccinated at time t − τ and vaccine effect has started, but whose their contribution

rate to the protection provided by the vaccine less than 1.
We assume that q is the rate of vaccinated individuals within susceptible group and µ is natural death rate in each compartment, δ is death

rate derived from pathogen causing to outbreak. γ indicates the rate at which exposed individuals become infectious. Also, α and η represent

the transition rates from compartments consist of infectious and exposed individuals to the compartment R, respectively.

Active immunization, the way of activating the body’s immune system through vaccination, is often applied before encountering with

microorganisms, that is, before encountering contamination, in order to create antibodies / antitoxins against infectious diseases having high

contagious properties and being severe consequences.

In immunization via vaccine, it requires a certain time (weeks or months) for antibody/antitoxin formation. In other words, protective effect

(antibody/antitoxin) does not occur immediately after the vaccine is administered or after the first dose of the vaccine. We assume that the

protective effect of the vaccine begins h time after vaccination. That is, protection of an individual who vaccinated at time t, begins at time

t +h. So the term q
h∫

0

e−µτ S (t − τ)dτ indicates the number of individuals who have been vaccinated at time t − τ and their protection effect

of vaccine has not yet started since the time threshold h does not completed, at time t. In this period that the vaccine does not yet form any

effect, a vaccinated individual who have not yet any protection enters to compartment E if exposing to the infectious agent with a sufficiently

effective contact with infectious individuals. This transition is expressed with the term qβ2I (t)
h∫

0

e−µτ S (t − τ)dτ in the model.

It is also another fact that no vaccine has a 100% protective effect. In some individuals, the body’s response to the vaccine may be weak

because of various reasons. Therefore, the vaccine protection is lower for such individuals, and it can be seen that the protective efficacy

in after vaccination is not fully formed. By considering this situation, the protection rate provided by the vaccine has been shown by ν

in the model. As a result of effective contact between infectious individuals and the vaccinated (but are susceptible ) individuals whose

protection provided by the vaccine is less than 1, enter to latent compartment by exposing to the infectious agent. This transition is denoted

by (1−ν)qβ3I (t)
∞∫

h

e−µτ S (t − τ)dτ.

On the other hand the individuals, whose protection level provided by the vaccine is 1 and so have full protection, include to the class R by

gaining immunity. This transition is represented by the term νq
∞∫

h

e−µτ S (t − τ)dτ.
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2.1. Qualitative Analysis of the Model

In this section, we find the feasible positive invariant region, equilibrium points and basic reproduction number belong to the model.

2.1.1. Feasible Positive Invariant Region

Theorem 2.1. The set

ϒ =

{

S ∈C

(

[−τ,∞) ,

[

0,
b

µ

])

, (V,E, I,R) ∈C

(

R+,

[

0,
b

µ

])

: N(t)≤
b

µ

}

(2.2)

is positively invariant and bounded for the model.

Proof. Summing up the five equations of system (2.1), we obtain

N′ (t) =
dS

dt
+

dV

dt
+

dE

dt
+

dI

dt
+

dR

dt

= b−µ (S (t)+V (t)+E (t)+ I (t)+R(t))−δ I (t)

≤ b−µN (t) . (2.3)

For the solution of this nonlinear differential inequality, we investigate the differential equation

N′ (t)+µN (t) = b.

From solving of this ordinary differential equation we get N(t) = b/µ + ce−µt . For the initial condition t = 0, we find the solution as

N (t) = N(0)e−µt +
b

µ

(
1− e−µt

)
. (2.4)

The right side of the equality (2.4) is the maximal solution of (2.3) by Standard Comparison Theorem [15]. Hence we have the inequality

N (t)≤ N(0)e−µt +
b

µ

(
1− e−µt

)

for every t ≥ 0. If N(0)≤ b/µ then N(t)≤ b/µ for all t > 0 and so the set ϒ given by (2.2) is positively invariant for the system (2.1).

Also, it is clearly seen that N (t) is bounded above with b/µ.

This region can be considered as a feasible bounded region which is enough to study epidemiologically and mathematically.

Since the population V (t) and R(t) do not feature in remainder equations of (2.1), we can study on the following reduced system (2.5):

S′ (t) = b−β1S (t) I (t)− (q+µ)S (t) ,

E ′ (t) = β1S (t) I (t)+qβ2I (t)

h∫

0

e−µτ S (t − τ)dτ +(1−ν)qβ3I (t)

∞∫

h

e−µτ S (t − τ)dτ − (γ +η +µ)E (t) , (2.5)

I′ (t) = γE (t)− (α +δ +µ) I (t) .

2.1.2. Disease-Free Equilibrium Point

Now, let us find the disease-free equilibrium point of the model (2.5). To do this we take S (t) = S0, V (t) =V0, E (t) = E0 and I (t) = I0 = 0.
So, for the system of algebraic equations

0 = b−β1S0I0 − (q+µ)S0,

0 = β1S0I0 +qβ2S0I0

h∫

0

e−µτ dτ +(1−ν)qβ3S0I0

∞∫

h

e−µτ dτ − (γ +η +µ)E0,

0 = γE0 − (α +δ +µ) I0,

the disease-free equilibrium point is obtained as

PDF = (S0,E0, I0) =

(
b

q+µ
,0,0

)

. (2.6)
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2.1.3. Basic Reproduction Number

As is known from mathematical epidemiology, the basic reproduction number R0 is used to measure the transmission potential of a

disease. It is the average number of secondary infections produced by a typical case of an infection in a population in which everyone is

susceptible, [16].

In the following part, we calculate this critical threshold value R0 for the model with the help of next generation matrix method, [17].

Let us take X = (E, I,S)T and write the system (2.5) in the form







·
E
·
I
·
S







︸ ︷︷ ︸

dX
dt

=







β1S (t) I (t)+qβ2I (t)
h∫

0

e−µτ S (t − τ)dτ +(1−ν)qβ3I (t)
∞∫

h

e−µτ S (t − τ)dτ

0

0







︸ ︷︷ ︸

K (X)

−





(γ +η +µ)E (t)
(α +δ +µ) I (t)− γE (t)

β1S (t) I (t)+(q+µ)S (t)−b





︸ ︷︷ ︸

V (X)

,

that is

dX

dt
= K (X)−V (X).

The values at the disease-free equilibrium point PDF of the derivatives of K (X) and V (X) with respect to E, I, S, respectively, come in

sight with the following Jacobian matrices:

JK (PDF ) =









0 J12
K

(PDF ) J13
K

(PDF )

0 0 0

0 0 0









such that

J12
K

(PDF ) = β1S0 +qβ2S0

h∫

0

e−µτ dτ +(1−ν)qβ3S0

∞∫

h

e−µτ dτ

and

J13
K

(PDF ) = β1I0 +qβ2I0

h∫

0

e−µτ dτ +(1−ν)qβ3I0

∞∫

h

e−µτ dτ

and also

JV (PDF ) =









γ +η +µ 0 0

−γ α +δ +µ 0

0 β1S0 β1I0 +(q+µ)









.

Taking into account that infections can only exist in compartments E and I , the block matrices K and V are formed as

K = K2x2 =





0 K12

0 0





such that

K12 = β1S0 +qβ2S0

h∫

0

e−µτ dτ +(1−ν)qβ3S0

∞∫

h

e−µτ dτ,

and

V = V2x2 =

[
γ +η +µ 0

−γ α +δ +µ

]

.

Thus

KV−1 =





KV−1
11 KV−1

12

0 0




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such that

KV−1
11 =

γ

(

β1S0 +qβ2S0

h∫

0

e−µτ dτ +(1−ν)qβ3S0

∞∫

h

e−µτ dτ

)

(γ +η +µ)(α +δ +µ)

and

KV−1
12 =

β1S0 +qβ2S0

h∫

0

e−µτ dτ +(1−ν)qβ3S0

∞∫

h

e−µτ dτ

α +δ +µ
.

So the characteristic polynomial of KV−1 appears with

λ









λ −

γ

(

β1S0 +qβ2S0

h∫

0

e−µτ dτ +(1−ν)qβ3S0

∞∫

h

e−µτ dτ

)

(γ +η +µ)(α +δ +µ)









= 0.

Thus, the spectral radius of the next generation matrix is

ρ
(

KV−1
)

=

γ

(

β1S0 +qβ2S0

h∫

0

e−µτ dτ +(1−ν)qβ3S0

∞∫

h

e−µτ dτ

)

(γ +η +µ)(α +δ +µ)
.

Taking into

S0 =
b

q+µ
,

h∫

0

e−µτ dτ =
1− e−µh

µ
,

∞∫

h

e−µτ dτ = lim
k→∞

k∫

h

e−µτ dτ =
e−µh

µ

account that, the basic reproduction number of the system (2.5) is calculated in the form of

R0 = ρ
(

KV−1
)

=
bγ
(

β1 +qβ2
1−e−µh

µ +(1−ν)qβ3
e−µh

µ

)

(q+µ)(γ +η +µ)(α +δ +µ)

=
bγ
(
µβ1 +qβ2

(
1− e−µh

)
+(1−ν)qβ3e−µh

)

µ (q+µ)(γ +η +µ)(α +δ +µ)
.

2.1.4. Existence and Uniqueness of Endemic Equilibrium Point

In subsection 2.1.2, we see that the system (2.5) always has a disease-free equilibrium point. Now, we investigate the existence and

uniqueness of endemic equilibrium point. If the constant solution PE (S∗,E∗, I∗) is the endemic equilibrium of (2.5), the positive constants

S∗, E∗ and I∗ should satisfy the algebraic equations

0 = b−β1S∗I∗− (q+µ)S∗,

0 = β1S∗I∗+qβ2S∗I∗
h∫

0

e−µτ dτ +(1−ν)qβ3S∗I∗
∞∫

h

e−µτ dτ − (γ +η +µ)E∗,

0 = γE∗− (α +δ +µ) I∗. (2.7)

From second equation of this system, we have

S∗I∗
(

β1 +qβ2
1− e−µh

µ
+(1−ν)qβ3

e−µh

µ

)

= (γ +η +µ)E∗

and then

E∗

I∗
=

(
µβ1 +qβ2

(
1− e−µh

)
+(1−ν)qβ3e−µh

)
S∗

µ (γ +η +µ)
. (2.8)

On the other hand, from third equation of the system (2.7), we write

E∗

I∗
=

α +δ +µ

γ
. (2.9)

Considering (2.8) and (2.9), we get

S∗ =
µ (γ +η +µ)(α +δ +µ)

γ
(
µβ1 +qβ2

(
1− e−µh

)
+(1−ν)qβ3e−µh

) .
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By the way, let us express the S∗ in terms of R0.

S∗ =
b

(q+µ)R0
.

Also, from first equation of the system (2.7)

I∗ =
b− (q+µ)S∗

β1S∗

=
(q+µ)(R0 −1)

β1

and taking into account (2.9) we obtain

E∗ =
(α +δ +µ) I∗

γ

=
(q+µ)(α +δ +µ)(R0 −1)

γβ1
.

Therefore, we say that the system (2.5) has a unique endemic equilibrium point

PE = (S∗,E∗, I∗)

=

(
b

(q+µ)R0
,
(q+µ)(α +δ +µ)(R0 −1)

γβ1
,
(q+µ)(R0 −1)

β1

)

for R0 > 1.

2.2. Local and Global Stabilities of Disease-free Equilibria

In this part, local and global stability of disease-free equilibrium point PDF of the model (2.5) are discussed.

Theorem 2.2. The disease-free equilibrium point PDF is locally asymptotically stable in ϒ for R0 < 1.

Proof. The Jacobian matrix at PDF = (S0,E0, I0) of the system (2.5) is

J (PDF ) =









−β1I0 − (q+µ) 0 −β1S0

J21 (PDF ) −(γ +η +µ) J23 (PDF )

0 γ −(α +δ +µ)









where

J21 (PDF ) = β1I0 +qβ2I0

h∫

0

e−µτ dτ +(1−ν)qβ3I0

∞∫

h

e−µτ dτ

and

J23 (PDF ) = β1S0 +qβ2S0

h∫

0

e−µτ dτ +(1−ν)qβ3S0

∞∫

h

e−µτ dτ.

For the point (S0,E0, I0) =
(

b
q+µ ,0,0

)

, J (PDF ) corresponds to the following form

J (PDF ) =









−(q+µ) 0 − bβ1

q+µ

0 −(γ +η +µ) L

0 γ −(α +δ +µ)









,

where

L =
b
(
µβ1 +qβ2

(
1− e−µh

)
+(1−ν)qβ3e−µh

)

µ (q+µ)
.

The characteristic equation for this Jacobian matrix is

det(J (PDF )−λ I3) = (−(q+µ)−λ )

∣
∣
∣
∣
∣
∣

−(γ +η +µ)−λ L

γ −(α +δ +µ)−λ

∣
∣
∣
∣
∣
∣

= 0.
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Hence

(−(q+µ)−λ )
(

λ 2 +[(γ +η +µ)+(α +δ +µ)]λ +(γ +η +µ)+(α +δ +µ)− γL
)

= 0, (2.10)

and so the characteristic equation (2.10) always have the negative root −(q+µ) . The other eigenvalues of this equation come from the

equation

λ 2 +[(γ +η +µ)+(α +δ +µ)]λ +[(γ +η +µ)+(α +δ +µ)] (1−R0) = 0. (2.11)

For this quadratic equation,

λ1λ2 = [(γ +η +µ)+(α +δ +µ)] (1−R0)

and

λ1 +λ2 =−(γ +η +µ)− (α +δ +µ)< 0.

If R0 < 1 then λ1λ2 > 0 and so two roots of Eq. (2.11) are also negative. If R0 = 1 we say that one of roots of Eq.(2.11) is zero. On the

other hand, when R0 > 1 one of roots of Eq. (2.11) has positive real parts. So the disease-free equilibrium PDF is locally asymptotically

stable for R0 < 1; is stable for R0 = 1, and is unstable for R0 > 1.

To prove that the disease-free equilibrium point PDF is globally asymptotically stable for R0 < 1, we use to the global attractivity of it. To

see this property of the PDF , we need the following lemma.

Lemma 2.3. [18] Assume that f be a bounded, real-valued function defined on [0,∞) and be twice differentiable with bounded second

derivative. Also, let us define notations f∞ and f ∞ as

f∞ = liminf
t→∞

f (t) , f ∞ = limsup
t→∞

f (t) ,

where

inf f (t) = inf{ f (u) : u ∈ [t,∞) , t > 0} ,

sup f (t) = sup{ f (u) : u ∈ [t,∞) , t > 0} .

Letting k → ∞, tk → ∞ and f (tk) converges to f∞ and f ∞, then limk→+∞ f ′ (tk) = 0.

Theorem 2.4. The disease-free equilibrium point PDF is globally asymptotically stable in ϒ for R0 < 1.

Proof. We investigate that PDF is globally attractive. From the first equation of the system (2.5) we write

dS

dt
≤ b− (q+µ)S (t) . (2.12)

Let us say dX
dt = b− (q+µ)X (t). Clearly, a solution of the equation dX

dt = b− (q+µ)X (t) is a supper solution of S (t) . Therefore

X (t)≥ S (t) for every t ≥ 0. We immediately note that X (t)→ b
(q+µ)

while t → ∞. Then for a given εS > 0, there exists a t0 such that

S (t)≤ X (t)≤
b

q+µ
+ εS

for t ≥ t0. So we say S∞ ≤ b
q+µ + εS. In the event of εS → 0, we write

S∞ ≤
b

q+µ
. (2.13)

From the third equation of the system (2.5) we obtain

I (t)→
γ lim

t→∞
E (t)

α +δ +µ
≤

γE∞

α +δ +µ
,

as t → ∞. So we can say

I∞ ≤
γE∞

α +δ +µ
. (2.14)

Taking into account the inequation (2.13), from the second equation of the system (2.5) we write

E (t) →
β1S (t) I (t)

γ +η +µ
+

qβ2I (t)
h∫

0

e−µτ S (t − τ)dτ

γ +η +µ
+

(1−ν)qβ3I (t)
∞∫

h

e−µτ S (t − τ)dτ

γ +η +µ

≤

(

bβ1

(q+µ)(γ +η +µ)
+

bqβ2

(
1− e−µh

)

µ (q+µ)(γ +η +µ)
+

b(1−ν)qβ3e−µh

µ (q+µ)(γ +η +µ)

)

I∞
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as t → ∞. So we get

E∞ ≤

(

b
(
µβ1 +qβ2

(
1− e−µh

)
+(1−ν)qβ3e−µh

)

µ (q+µ)(γ +η +µ)

)

I∞. (2.15)

Substituting the inequality (2.15) into (2.14), we obtain

I∞ ≤

(

bγ
(
µβ1 +qβ2

(
1− e−µh

)
+(1−ν)qβ3e−µh

)

µ (q+µ)(γ +η +µ)(α +δ +µ)

)

I∞

= R0I∞.

Also, substituting (2.14) into the inequality (2.15), we attain

E∞ ≤

(

bγ
(
µβ1 +qβ2

(
1− e−µh

)
+(1−ν)qβ3e−µh

)

µ (q+µ)(γ +η +µ)(α +δ +µ)

)

E∞

= R0E∞.

Hence if R0 < 1, we say that I∞ ≤ 0 and E∞ ≤ 0.
On the other hand, clearly I∞ ≥ 0 and E∞ ≥ 0. So I∞ = I∞ = 0 and E∞ = E∞ = 0. Therefore (E (t) , I (t))→ (0,0) while t → ∞.
Now we show that

lim
t→∞

S (t) =
b

q+µ
.

According to Lemma 2.3, we can determine the sequences (rn) and (sn) such that

S (rn)→ S∞ and S (sn)→ S∞

while (rn)→ ∞ and (sn)→ ∞.
Again, in accordance with the same Lemma, we have

S′ (rn)→ 0 and S′ (sn)→ 0. (2.16)

From (2.12) and (2.16), we obtain

b− (q+µ) liminf
t→∞

S (t) = 0

and

b− (q+µ) limsup
t→∞

S (t) = 0.

Therefore lim
t→∞

S (t) = b
q+µ . Consequently disease-free equilibrium point PDF is global attractive for R0 < 1.

We have concluded that disease-free equilibrium point is locally asymptotically stable with previous theorem. Since PDF is both locally

asymptotically stable and globally attractive, it is globally asymptotically stable in ϒ for R0 < 1.

3. Conclusion

When it is carried out immunization with the vaccine, not only the vaccinated individual is protected against infectious disease, but also

indirectly, it is prevented from infecting other individuals. Therefore, if the number of vaccinated individuals against the disease in the

society is how much higher, the probability of the occurrence of that disease is lower at that rate. It is even possible to eliminate some

diseases completely. For example, through successful vaccination programs, diseases such as smallpox, measles, polio have been completely

eradicated or have been reduced to almost non-existent levels. This situation has increased the interest to models with vaccine in dynamical

systems.

In this paper, it has been investigated the disease-free dynamics of a time delayed SV EIR epidemic model with a different perspective from

the models in the literature. For the model it has been obtained the threshold quantity R0, called as the basic reproduction number. Next, as

R0 < 1, it has been shown that disease-free equilibrium is locally asymptotically stable and is globally attractive, and as a result of this, is

globally asymptotically stable. Vaccination always has a strong effect for disease control by decreasing the basic reproduction number. So,

when R0 < 1,with effective, preventative and sustained vaccinations the disease can disappear ultimately.
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Abstract

In this paper, we obtain some new results on the equi-boundedness of solutions and asymp-

totic stability for a class of nonlinear difference systems with variable delay of the form

x(n+1) = ax(n)+B(n)F (x(n−m(n))) , n = 0,1,2, ...

where F is the real valued vector function, m : Z→ Z
+, which is bounded function and

maximum value of m is k and B(n) is a k× k variable coefficient matrix. We carry out the

proof of our results by using the Banach fixed point theorem and we use these results to

determine the asymptotic stability conditions of an example.

1. Introduction

Nonlinear difference equations are the proper mathematical representation for discrete processes, which have remarkable importance in

areas such as Nicholson’s blowflies model, bobwhite quail population model and predator-prey models. Recently, many researchers have

investigated asymptotic behaviour of the solutions of the nonlinear difference equations. Especially, Huong et al. [5,6,9,10,11,12,13,14]
have done important studies in this area in the last 20 years. For instance Giang-Huong [5,6] obtained some new results for the asymptotic

behaviour of solutions of nonlinear difference equations with time-invariant delay of the form

x(n+1) = λx(n)+F (x(n−m)) n = 0,1, ...,

where F : [0,∞) → [0,∞) is a continuous function, m ≥ 0 is a fixed integer and λ ∈ (0,1) . In addition, Huong [10] studied nonlinear

difference equation with bounded multiple delay of the form

x(n+1) = λ (n)x(n)+
r

∑
i=1

αi (n)F (x(n−m(i))) , (1.1)

where n ∈ N with n ≥ a for some a ∈ N, where r,m(i)≥ 1, 1 ≤ i ≤ r are fixed positive integers, the functions αi are defined on N and the

functions F are defined on R. Also, Huong [11] obtained some oscillatory results for equation (1.1) . Huong and Nam [12] investigated the

oscillation, convergence and boundedness of solution of some nonlinear difference equations with multiple delay of the form

x(n+1) = G(x(n) ,x(n−m1) , ...,x(n−mr)) n = 0,1, ...,

where mi ∈ N0, ∀i = 1, ...,r and the function G : Rm+1 → R. After, Huong and Mau [9] studied on the stability of the zero of autonomous

nonlinear difference equation with variable delay of the form

x(n+1) = λ (n)x(n)+α (n)F (x(n−m(n))) n = 0,1, ...

Email addresses and ORCID numbers: sudeger@kastamonu.edu.tr, https://orcid.org/0000-0001-9458-8930 (S. U. Değer), ybo-

lat@kastamonu.edu.tr, https://orcid.org/0000-0001-5215-427X (Y. Bolat)
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where the functions λ , α are defined on the set of integers, the function m maps the set of integers to the set of positive integers, the function

F is defined on the set of real numbers. Moreover, Huong [14] gave the some new results stability and strict boundedness conditions of

non-autonomous nonlinear difference equation with time-varying delay of the form

x(n+1) = λ (n)x(n)+α (n)F (n,x(n−m(n))) n = 0,1, ...

In addition to Huong’s investigations, in the last century, there has been many literature on stability of delay difference equations. In

particular, as examples of studies, Győri, Ladas and Vlahos [8], Chen and Liu [2], Graef and Qian [7], Edwards and Neville [4], Rao and

Sudha [18], Asiri and Elsayed [19], Değer and Bolat [20], Muroya, Ishiwata and Guglielmi [16], Akgul, Inc and Karatas [22], Akgul [23],
Zhang [21], Liao [15] can be given. In this study, we obtain some new results on the equi-boundedness of solutions and asymptotic stability

for a class of nonlinear difference systems with variable delay of the form

x(n+1) = ax(n)+B(n)F (x(n−m(n))) , n = 0,1,2, ... (1.2)

where F is the real valued vector function, m : Z→ Z
+, which is bounded function and maximum value of m is k and B(n) is a k×k variable

coefficient matrix. Let Z0 be as a set of integers belonging to the interval [n0 − k,n0] for each integer n0 ≥ 0 (if m is unbounded, then Z0 as a

set of integers belonging to the interval (−∞,n0]). Also, let φ : Z0 → R
k be an initial discrete bounded vector function. Now, we can give

some definitions and proposition for the proof of the Lemma and Theorems.

Definition 1.1. If x(n) = φ (n) on Z0 and satisfies (1.2) for n ≥ n0, then x(n) = x(n,n0,φ) is a solution of (1.2) [9].

Definition 1.2. If for any ε > 0 and any integer n0 ≥ 0 there exists a δ (n0,ε)> 0 such that ‖φ (n)‖ ≤ δ on Z0 implies

‖x(n,n0,φ)‖ ≤ ε for n ≥ n0,

then the zero solution of (1.2) is Liapunov stable [9].

Definition 1.3. If the zero solution of (1.2) is Liapunov stable and if for any integer n0 ≥ 0 there exists µ (n0)> 0 such that ‖φ (n)‖ ≤ µ (n0)
on Z0 implies

‖x(n,n0,φ)‖→ 0 as n → ∞,

then the zero solution of (1.2) is asymptotically stable [9].

Definition 1.4. If there exists a B(n0,φ)> 0 such that ‖x(n,n0,φ)‖ ≤ B(n0,φ) for n ≥ n0, then a solution x(n) = x(n,n0,φ) of (1.2) is

said to be bounded [9].

Definition 1.5. If for any n0 and any B1 > 0 there exists B2 = B2 (n0,B1)> 0 such that φ (n)≤ B1 on Z0 implies

‖x(n,n0,φ)‖ ≤ B2 for n ≥ n0,

then solutions of (1.2) is equi-bounded [9].

Definition 1.6. A Banach space is a complete, normed, vector space.

Definition 1.7. Let P : X → X be a mapping from a set X to itself. We call a point x ∈ X a fixed point of P if P(x) = x [3].

Proposition 1.8. Let X be a Banach space and P : X → X be a map such that

‖Px−Py‖ ≤ α ‖x− y‖ (1.3)

for some 0 ≤ α < 1 and all x,y ∈ X . Then P has a unique fixed point in X. Moreover for any x0 ∈ X the sequence of iterates x0, Px0, PPx0, ...

converges to the fixed point of P [3].

When ‖Px−Py‖ ≤ α ‖x− y‖ for some 0 ≤ α < 1 and all x,y ∈ X , P is called contraction. Also, the fact that P is contraction implies the

existence of a solution of equation (1.3). A contraction shrinks distances by a uniform factor α less than 1 for all pairs of points. Proposition

1.8 is called the contraction mapping theorem or Banach’s fixed-point theorem. Also, for any sequence (xk) , we denote
b

∑
k=a

xk = 0,
b

∏
k=a

xk = 1

for any a > b.

2. Main Results

Proposition 2.1. Suppose that a ∈ (−1,1)−{0} and B(n) is a nonsingular matrix function for all n ∈ Z. Then x(n) is a solution of system

(1.2) if and only if

x(n) = x(n0)an−n0 +
n−1

∑
t=n0

B(t)F (x(t −m(t)))an−t−1
. (2.1)
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Proof. Consider the system (1.2) . We multiply both sides of equation (1.2) by
n

∏
s=n0

a−1

∆

(

x(n)
n−1

∏
s=n0

a−1

)

= B(n)F (x(n−m(n)))
n

∏
s=n0

a−1 (2.2)

is obtained. If equation (2.2) is summed from n0 to n−1,

n−1

∑
t=n0

∆

(

x(n)
n−1

∏
s=n0

a−1

)

=
n−1

∑
t=n0

B(n)F (x(n−m(n)))
t

∏
s=n0

a−1
,

x(n)
n−1

∏
s=n0

a−1 − x(n0) =
n−1

∑
t=n0

B(n)F (x(n−m(n)))
t

∏
s=n0

a−1
,

x(n)
n−1

∏
s=n0

a−1 = x(n0)+
n−1

∑
t=n0

B(n)F (x(n−m(n)))
n−1

∏
s=n0

a−1
.

At last we have

x(n) = x(n0)
n−1

∏
s=n0

a+
n−1

∑
t=n0

B(n)F (x(n−m(n)))
n−1

∏
s=t+1

a. (2.3)

The proof is completed.

Theorem 2.2. Suppose that the following conditions are satisfied:

(i) F(0) = 0 and F is locally Lipschitz in x. That is, there is a M > 0 such that if ‖x‖ ,‖y‖ ≤ M, then

‖F (x)−F (y)‖ ≤ L‖x− y‖ (2.4)

for positive constant L.

(ii) There exists a ∈ (−1,1)−{0}, b ∈ (0,1) and ‖B(t)‖= ‖B(t)‖1 such that

L
n−1

∑
t=n0

‖B(t)‖ ≤ b, (2.5)

for n ≥ n0. Then the solutions of (1.2) are equi-bounded.

Proof. Let B1 be a positive constant. We choose B2 > 0 such that B1 ≤ (1−b)B2. Also, let φ (n) be an initial discrete bounded function

which satisfies ‖φ (n)‖ ≤ B1 on Z0 of (1.2) for n ≥ n0. We define

H =
{

µ : Z→ R
k | µ (n) = φ (n) on Z0 and ‖µ‖ ≤ B2

}

, (2.6)

where ‖µ‖ = max
n∈Z

‖µ (n)‖ . Firstly, we must show that (H,‖.‖) is a complete metric space. (H,‖.‖) is a metric space. It is clear that the

metric space conditions are provided. Now we shall prove that every Cauchy sequence of points in H has a limit that is also in H. Assume

that
(

µβ
)

is a Cauchy sequence in H. Then, we have

∀ε > 0, ∃β0 : ∀α,β ≥ β0 :

∥

∥

∥µβ −µα
∥

∥

∥< ε,

or

∀ε > 0, ∃β0 : ∀α,β ≥ β0 : max
n∈Z

∥

∥

∥

(

µβ −µα
)

(n)
∥

∥

∥< ε,

or

∀ε > 0, ∃β0 : ∀α,β ≥ β0 :

∥

∥

∥

(

µβ −µα
)

(n)
∥

∥

∥< ε, ∀n ∈ Z.

(

µβ (n)
)

is a Cauchy sequence in R
k for a fixed n ∈ Z. we know that Rk is a complete metric space and thus, we can write

µ (n) = lim
l→∞

µβ (n) , ∃µ (n) ∈ R
k
. (2.7)

Since µβ ∈ H, we get µβ (n) = φ (n) on Z0. By (2.6), we know that

µ (n) = φ (n) .

Furthermore, we have ‖µ‖ ≤ B2 with

∥

∥

∥µβ
∥

∥

∥≤ B2. That is µ ∈ H. We define a mapping P : H → H such that

(Pµ)(n) = φ (n) on Z0,



68 Journal of Mathematical Sciences and Modelling

and

(Pµ)(n) = φ (n0)an−n0 +
n−1

∑
t=n0

B(t)F (µ (t −m(t)))an−t−1
. (2.8)

Notice that P maps from H to itself. Indeed, the properties of norm

‖(Pµ)(n)‖=

∥

∥

∥

∥

∥

φ (n0)an−n0 +
n−1

∑
t=n0

B(t)F (µ (t −m(t)))an−t−1

∥

∥

∥

∥

∥

,

we have

‖(Pµ)(n)‖ ≤ ‖φ (n0)‖
∣

∣an−n0
∣

∣+
n−1

∑
t=n0

‖B(t)‖
∥

∥

∥F (µ (t −m(t)))an−t−1
∥

∥

∥ . (2.9)

By ‖µ‖ ≤ B2, ‖µ (t −m(t))‖ ≤ B2. Hence, we can write

‖F (µ (t −m(t)))‖ ≤ L‖µ (t −m(t))‖ ≤ LB2. (2.10)

Then, from (2.9) and (2.10), we obtain

‖(Pµ)(n)‖ ≤ B1 +B2L

∥

∥

∥

∥

∥

n−1

∑
t=n0

B(t)an−t−1

∥

∥

∥

∥

∥

≤ B1 +B2L

∥

∥

∥

∥

∥

n−1

∑
t=n0

B(t)

∥

∥

∥

∥

∥

≤ B1 +B2b ≤ B2.

So, we can say that P maps from H to H. Now, let µ,υ ∈ H, then we get

‖(Pµ)(n)− (Pυ)(n)‖ =

∥

∥

∥

∥

∥

n−1

∑
t=n0

B(t)F (µ)an−t−1 −
n−1

∑
t=n0

B(t)F (υ)an−t−1

∥

∥

∥

∥

∥

≤ L
n−1

∑
t=n0

‖B(t)‖‖µ −υ‖
∣

∣

∣a
n−t−1

∣

∣

∣

≤ b‖µ −υ‖ .

Thus, we have shown that the mapping P is a contraction under the supremum norm. According to the contraction mapping principle, P has

a unique fixed point µ∗ ∈ H. So, we have (Pµ∗)(n) = µ∗ (n) . By n0 ∈ Z0 and µ∗ ∈ H, we can write φ (n0) = µ∗ (n0) . Hence

µ∗ (n) = φ (n0)an−n0 +
n−1

∑
t=n0

B(t)F (µ∗ (t −m(t)))an−t−1
,

that is, µ∗ ∈ H is a solution of (1.2) and solutions of (1.2) is equi-bounded. The proof is completed.

Corollary 2.3. Suppose that the conditions of Theorem 2.1 are satisfied. Then the zero solution of (1.2) is Liapunov stable.

Proof. Let ε > 0 be such that bε ∈ (0,1) . If we choose 0 < δ ≤ ε (1−b) , then δ +bε ≤ ε. Also, let φ (n) be an initial discrete bounded

function which satisfies ‖φ (n)‖ ≤ δ on Z0 of (1.2) for n ≥ n0. We define

H =
{

µ : Z→ R
k | µ (n) = φ (n) on Z0 and ‖µ‖ ≤ ε

}

, (2.11)

where ‖µ‖= max
n∈Z

‖µ (n)‖ . It can be shown easily that (H,‖.‖) is a complete metric space similar to proof of Theorem 2.1. Let us define the

mapping P : H → H as follows

(Pµ)(n) = φ (n0)an−n0 +
n−1

∑
t=n0

B(t)F (µ (t −m(t)))an−t−1
.

Also, by proof of Theorem 2.1, we know that P is a contraction and ‖Pµ‖ ≤ ε for any µ ∈ H. Hence, the zero solution of (1.2) is Liapunov

stable. Therefore, the proof is completed.

Theorem 2.4. Suppose that the following conditions are satisfied:

(i) F(0) = 0 and F is locally Lipschitz in x. That is, there is a M > 0 such that if ‖x‖ ,‖y‖ ≤ M, then

‖F (x)−F (y)‖ ≤ L‖x− y‖ (2.12)

for positive constant L.

(ii) There exist a ∈ (−1,1)−{0}, b ∈ (0,1) and ‖B(t)‖= ‖B(t)‖1 such that

L
n−1

∑
t=n0

‖B(t)‖ ≤ b, (2.13)

for n ≥ n0.

(iii) |n−m(n)| → ∞ as n → ∞.

Then the zero solution of (1.2) is asymptotically stable.
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Proof. Let φ (n) be an initial discrete bounded function which satisfies ‖φ (n)‖ ≤ η (n0) on Z0 of (1.2) for n ≥ n0. We define

H⋆ =
{

µ : Z→ R
k | µ (n) = φ (n) on Z0, ‖µ‖ ≤ ε and ‖µ (n)‖→ 0 as n → ∞

}

,

where ‖µ‖= max
n∈Z

‖µ (n)‖ . It can be easily shown that (H⋆,‖.‖) is a complete metric space similar to proof of Theorem 2.1. Let us define

the mapping P : H⋆ → H⋆ as follows

(Pµ)(n) = φ (n0)an−n0 +
n−1

∑
t=n0

B(t)F (µ (t −m(t)))an−t−1
. (2.14)

From the proof of Theorem 2.1, P is a contraction and it maps from H to itself. For the asymptotic stability, we shall show that

(Pµ)(n)→ 0 as n → ∞. (2.15)

Now, since |a|< 1,

n−1

∏
s=n0

a = an−n0 → 0 as n → ∞. (2.16)

Thus, φ (n0)an−n0 → 0. In that case, it will be enough to show that

n−1

∑
t=n0

B(t)F (µ (t −m(t)))→ 0 as n → ∞

Let µ ∈H⋆, then ‖µ (t −m(t))‖≤ ε. Since µ (t −m(t))→ 0 as n−m(n)→∞, there exists an ε1 > 0 and n1 > 0 such that ‖µ (t −m(t))‖< ε1

for n > n1. Also, from (2.16) , there exist an n2 > n1 such that
∣

∣an−n0
∣

∣≤
ε1

bε
for n > n2. Hence, for all n > n2

∥

∥

∥

∥

∥

n−1

∑
t=n0

B(t)F (µ (t −m(t)))an−t−1

∥

∥

∥

∥

∥

≤
n−1

∑
t=n0

∥

∥

∥B(t)F (µ (t −m(t)))an−t−1
∥

∥

∥ ,

≤
n1−1

∑
t=n0

∥

∥

∥B(t)F (µ (t −m(t)))an−t−1
∥

∥

∥+
n−1

∑
t=n1

∥

∥

∥B(t)F (µ (t −m(t)))an−t−1
∥

∥

∥

≤ L
n1−1

∑
t=n0

∥

∥

∥B(t)µ (t −m(t))an−t−1
∥

∥

∥+L
n−1

∑
t=n1

∥

∥

∥B(t)µ (t −m(t))an−t−1
∥

∥

∥

≤ εL
n1−1

∑
t=n0

∥

∥

∥
B(t)an−t−1

∥

∥

∥
+ ε1L

n−1

∑
t=n1

∥

∥

∥
B(t)an−t−1

∥

∥

∥

≤ εL
n1−1

∑
t=n0

∥

∥

∥B(t)an−t−1
∥

∥

∥+ ε1L
n−1

∑
t=n1

∥

∥

∥B(t)an−t−1
∥

∥

∥

≤ εL
n1−1

∑
t=n0

∥

∥

∥

∥

∥

B(t)
n−1

∏
s=t+1

a
n−1

∏
s=n1

a

∥

∥

∥

∥

∥

+ ε1b

≤ εL

∣

∣

∣

∣

∣

n−1

∏
s=n1

a

∣

∣

∣

∣

∣

n1−1

∑
t=n0

‖B(t)‖

∣

∣

∣

∣

∣

n1−1

∏
s=t+1

a

∣

∣

∣

∣

∣

+ ε1b

≤ ε1 + ε1b.

This implies that (2.15) is occurs. According to the contraction mapping principle, P has a unique fixed point which solves (1.2). The proof

is completed.

Example 2.5. Consider difference equation system

x(n+1) =
1

2
x(n)+B(n)F

(

x
(

n−
[∣

∣

∣

n

2

∣

∣

∣

]))

, n ≥ 0, (2.17)

where [|.|] denotes greater integer function, a = 1
2 , F (x) =

(

x2
1

x2
2

)

for x =

(

x1

x2

)

, 2−2n+4m(n) > 1 for m(n) =
[∣

∣

n
2

∣

∣

]

and

B(n) =





1+2−2n+2m(n)−2−2m(n)

2−m(n)(1+2−2n+2m(n))
2−m(n)

1+2−2n+2m(n)

3+4.2−2n+2m(n)

22m(n)+2(1+2−2n+2m(n))
1

22m(n)+2(1+2−2n+2m(n))



 , for ∀n ∈ N.

then the zero solution of (2.17) is asymptotically stable. Indeed,

(i) there is a L = 1 such that ‖x‖1 = |x1|+ |x2| ≤ 1, then

‖F (x)‖1 =
∣

∣

∣x
2
1

∣

∣

∣+
∣

∣

∣x
2
2

∣

∣

∣= |x1|
2 + |x2|

2

≤ (|x1|+ |x2|)
2

≤ |x1|+ |x2|= ‖x‖1
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Figure 2.1: The behavior of the solution x(n) =

(

2−n

4−n

)

of system (2.17)

for M = 1.

(ii) ‖B(n)‖1 = max
1≤i≤n

(

n

∑
j=1

∣

∣ai j

∣

∣

)

=
1

2m(n)
≤ 1

and lim
n→∞

1

2m(n)
= 0. Furthermore, there exist b ∈ (0,1) such that

n−1

∑
t=n0

‖B(t)‖ ≤ b, (2.18)

for n ≥ n0.

(iii)
∣

∣n−
[∣

∣

n
2

∣

∣

]∣

∣→ ∞ as n → ∞.

Since the conditions of the theorem are provided, the system (2.17) is asymptotically stable. The behavior of the solutions of the system

(2.17) is as Figure 1.

3. Conclusion

In this paper, we investigate the asymptotic stability of zero solution of system (1.2) which as an generalization of [9]. We used the Banach’s

fixed point theorem for the proof of the results. In this study, by using the definition of equi-bounded, initially, we showed that equation (1.2)

is Liapunov stable after that we proved that this equation is asymptotically stable. Finally, we applied the these results to an example. As a

result of this application we verified that equation (2.17) is suitable to the example

x(n+1) =
1

2
x(n)+B(n)F

(

x
(

n−
[n

2

]))

, n ≥ 0,

where F is the real valued vector function, m : Z→ Z
+, which is bounded function and maximum value of m is k and B(n) is a k×k variable

coefficient matrix.
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Abstract

This paper investigates the impact of the various parameters of the mathematical model

for Hepatitis B virus-Hepatitis D virus (HBV-HDV) co-infection with controls (awareness,

vaccine and therapy). It establishes that the model is biologically meaningful and epidemi-

ologically well posed. Furthermore, simulations are carried out on the equations of the

model using MATLAB and the results indicate that; when c1(awareness) increase from 0.08

to 0.70, then the number of exposed HB individuals in the population will also increase.

Conversely, we notice a drastic decrease in the number of exposed HBD individuals in the

population when c1(awareness) increase from 0.08 to 0.70. Again, we observe a decrease in

the number of exposed treated individuals in the population when c(therapy) increase from

0.08 to 0.50. Similarly, we notice an increase in the number of recovered HBD individuals

in the population upon the increase of c(therapy) from 0.08 to 0.50. We therefore conclude

that awareness, vaccine and therapy are good measure which can be used to effectively

control HBV-HDV co-infection in a population. However, awareness and vaccine are better

control strategies than therapy. Hence, these simulation results provide the best framework

for the control of the disease; Hepatitis B virus-Hepatitis D virus (HBV-HDV) co-infection

in a population.

1. Introduction

Hepatitis B virus (HBV) and Hepatitis D virus (HDV) infections are major health problem. HBV virus is a DNA virus from hepadnaviridae

family. Infected person or asymptomatic carriers with viral HBV are only reservoir of infection [1]. Researches show us that world prevalence

of Hepatitis B surface antigen (HBsAg) carriers is from 0.1−20% with high percentage in tropical countries [1]. The risk of transmission of

HBV via blood and blood product is much higher than Hepatitis C (HCV) and HIV. HBV may induce chronic hepatitis that could progress to

cirrhosis and hepatocellurar carcinoma [2].

Hepatitis D virus (HDV) sometimes called Hepatitis Delta Virus, was detected by Rizzetto among patients with a severe form of Hepatitis B

virus (HBV) infection in the year of 1977 [3]. Chronic Hepatitis D still remains a major cause of liver transplantation and death [4]. Cirrhosis

the final stage of chronic Hepatitis, has been considered to be irreversible [5]. HDV induces a broad range of clinical manifestations in

humans, ranging from asymptomatic cases to patients with fulminant hepatitis and hepatocellular carcinoma ( [6], [7]). HDV or Delta virus

is an incomplete defective RNA virus requiring concomitant presence of HBV for its survival and replication ( [8]; [9]; [10]; [11]). Thus,

HDV can replicate only in people who are also infected with HBV.

The epidemiology of HDV infection is similar to HBV with some exception ( [10]; [12]). It is estimated that approximately 5% of the HBV

carrier are co-infected with HDV infection worldwide [6]. However, the prevalence of HDV in HBV carriers varies around the world [13].

Email addresses and ORCID numbers: ajah.remigius@mouau.edu.ng, https://orcid.org/0000-0002-1697-127x (R. O. Aja), ti-

tusifeanyi5432@gmail.com, https://orcid.org/0000-0002-2143-7733 (T. I. Chinebu),godwin.mbah@unn.edu.ng, https://orcid.org/0000-

0002-5395-8680, https://orcid.org/0000-0002-9208-5421 (G. C. E. Mbah)
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As mentioned above, HDV is a defective virus since it cannot produce infectious virions without the help of a co-infecting helper virus. The

helper virus is Hepatitis B that supplies the HBsAg surface protein. In budding out of the cell, HDV acquires a membrane containing HBsAg.

It uses HBsAg as its envelope protein; thus, HBV co-infection is necessary for the packaging and release of HDV virions from infected

hepatocytes. The smallest HBsAg is even sufficient to package the HDV genome.

Due to the complexity of the health problems caused by HBV infection and HDV infection as mentioned above, it becomes imperative

to study the co-infection of the two deadly diseases. Thus, [14] developed a mathematical model for Hepatitis B virus - Hepatitis D virus

(HBV-HDV) co-infection with controls. They obtained the basic reproduction number R0 for the model and consequently carried out

sensitivity analysis on the model using MATHCAD. [15], investigated stability analysis of Hepatitis B virus-Hepatitis D virus co-infection

using Jacobian method. Valid results were obtained by evaluating the Jacobian matrix formed numerically.

This paper investigates the impact of the various parameters of the mathematical model developed by [14]. It establishes that the model is

biologically meaningful and epidemiologically well posed. Furthermore, simulations are carried out on the equations of the model using

MATLAB and the results are vividly discussed. From the results, awareness and vaccine are better control strategies than therapy. Thus, the

results of the simulation provide the best framework for the control of HBV-HDV co-infection in a population.

2. Model formulation

Section 2 and its subheadings are taken from references [14] and [15]

2.1. Assumptions of the Model

The model is based on the following assumptions:

1. The individuals that make up the population are grouped into different compartments or groups according to their epidemiological

state.

2. The population size in a compartment varies with respect to time.

3. The population mixes homogeneously. That is, all susceptible individuals are equally likely to be infected by infectious individuals if

they come in contact with one another.

4. The infection does not confer immunity to the recovered individuals and so they can go back to the susceptible class at any given time.

5. The individuals in each compartment have equal natural death rate given as µ .

6. The gain in the infectious class is at a rate proportional to the number of infectious and susceptible individuals. That is, βSI, where

β > 0 is a contact parameter (effective contact rate). The susceptible are lost at the same rate.

7. The rate of removal of infectious to the recovered or removed class is proportional to the number of infectious individuals.

2.2. Model Variables

The following variables are used in this study, thus:

S: The number of susceptible individuals

EHB: The number of individuals who are exposed to HBV

ETHB: The number of individuals who are exposed to HBV and are being treated

IHB: The number of individuals who are infectious of HBV

INHB: The number of individuals who are infectious of HBV and not being treated

ITHB: The number of individuals who are infected with HBV and are being treated

RHB: The number of individuals who have been treated of HBV and have recovered

EHBD: The number of individuals who are infectious of HBV and latently infected with HDV (exposed of HDV)

ETHBD: The number of individuals who are infectious of HBV and now exposed to HDV and being treated

IHBD: The number of individuals who are infected with HBV and HDV at the same time

INHBD: The number of individuals who are infected with HBV and HDV and not being treated of any

ITHBD: The number of individuals who are infected with HBV and HDV and are being treated of both

RHBD: The number of individuals who have recovered from HBV-HDV co-infection after they have been treated

2.3. Parameters of the Model

We shall also use the following parameters in this model, thus:

π: The number of people that enter the population (the number of individuals that enter into the susceptible class)

β1 : Contact rate for IHB with susceptible individuals (S). i.e., the rate at which individuals who had contact with HBV infectious person

become exposed to HBV

β2 : Contact rate for IHBD with susceptible classes (EHB, INHBandIT HB)
τ: The rate at which individuals who are exposed to HBV become infectious of HBV

ω: The rate at which individuals who are exposed to HBV enter into exposed and being treated compartment or class (ET HB )

ρ2: The rate at which individuals who are infectious of HBV enter into infectious and being treated HBV class (IT HB)

ρ1: The rate at which individuals who are infectious of HBV enter into infectious and not being treated of HBV (INHB)

λ1: The rate at which individuals that are infectious and being treated of HBV goes back to exposed HBV class

λ2: The rate at which individuals who are infectious and being treated of HBV recover from HBV

α: The rate at which individuals who are exposed and being treated of HBV recover

φ1: The rate at which individuals who recovered from HBV goes back to susceptible class

ϕ: The rate at which individuals that are infectious and being treated of HBV become exposed to HDV, that is EHBD

ψ: The rate at which individuals who are infectious of HBV and not being treated become exposed to HDV, that is EHBD
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β2 [1− (c1 + c2)] : The rate at which individuals who are exposed of HBV become exposed to HDV (EHBD)

ζ : The rate at which HBV infectious individuals who are exposed to HDV enter into exposed HDV being treated class (ET HBD). that is the

rate at which individuals who are exposed of HBV-HDV co-infection enter into exposed HBV-HDV being treated class (ET HBD)
κ: The rate at which HBV infectious individuals who are exposed to HDV become infectious of HBV-HDV

ε1: The rate at which individuals who are infectious of HBV-HDV enter into infectious HBV-HDV not being treated class (INHBD)
ε2: The rate at which individuals who are infectious of HBV-HDV enter into infectious HBV-HDV being treated class (IT HBD)
η : The rate at which individuals that are infectious of HBV-HDV and are being treated recover

∈ : The rate at which HBV infectious individuals who are exposed to HDV and then being treated become infectious of HBV-HDV

θ (1+ c): The rate at which HBV infectious individuals that are exposed to HDV and are being treated recover

φ2: The rate at which individuals who recovered from HBV-HDV goes back to susceptible class again

µ: The natural mortality/death rate

δ : HBV-induced mortality/death rate for people infectious of HBV treated class

δ1: HBV-induced mortality/death rate for people infectious of HBV but not being treated class

δ2: HDV-induced mortality/death rate for HBV infectious individuals who are exposed and being treated of HDV

δ3: HBV-HDV-induced mortality/death rate for HBV infectious individuals who are infectious of HBV-HDV and are being treated

δ4: HBV-HDV-induced mortality/death rate for individuals who are infectious of HBV-HDV and are not being treated

θ : Cure rate
c

c1

c2







: Infectivity controls; where c1 is awareness, c2 is vaccine and c is therapy

2.4. Model Description

Based on the standard SEIR model, the population is partitioned into thirteen compartments or classes namely: Susceptible (S), Exposed to

HBV (EHB), Exposed to HBV and Treated (ET HB), Infectious of HBV (IHB), Infectious of HBV and Treated (IT HB), Infectious of HBV

and not Treated (INHB), Recovered of HBV (RHB), HBV infectious now Exposed to HDV (EHBD), HBV infectious now Exposed to HDV

and treated (ET HBD), Infectious of HBV-HDV co-infection (IHBD), Infectious of HBV-HDV co-infection and treated (IT HBD), Infectious of

HBV-HDV co-infection and not treated (INHBD), Recovered of HBV-HDV co-infection (RHBD) Compartments.

2.5. Model Equations

dS

dt
= π +φ1RHB +φ2RHBD −β1SIHB −µS (2.1)

dEHB

dt
= β1SIHB −β2 [1− (c1 + c2)]EHBIHBD +λ1IT HB −ωEHB − τEHB −µEHB (2.2)

dET HB

dt
= ωEHB −µET HB −αET HB (2.3)

dIHB

dt
= τEHB −ρ1IHB −ρ2IHB (2.4)

dINHB

dt
= ρ1IHB −ψINHBIHBD −µINHB −δ1INHB (2.5)

dIT HB

dt
= ρ2IHB −ϕIT HB −λ1IT HB −λ2IT HB −µIT HB −δ IT HB (2.6)

dRHB

dt
= λ2IT HB +αET HB −φ1RHB −µRHB (2.7)

dEHBD

dt
= β2EHBIHBD +ψINHBIHBD +ϕIT HBEHBD −κEHBD −ζ EHBD −µEHBD (2.8)

dET HBD

dt
= ζ EHBD −θ (1+ c)ET HBD− ∈ ET HBD −µET HBD −δ2ET HBD (2.9)

dIHBD

dt
= κEHBD+ ∈ ET HBD − ε1IHBD − ε2IHBD (2.10)

dINHBD

dt
= ε1IHBD −µINHBD −δ4INHBD (2.11)
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dIT HBD

dt
= ε2IHBD −ηIT HBD −µIT HBD −δ3IT HBD (2.12)

dRHBD

dt
= θ (1+ c)ET HBD +ηIT HBD −µRHBD −φ2RHBD (2.13)

N = S+EHB +ET HB + INHB + IT HB +RHB +EHBD +ET HBD + INHBD + IT HBD +RHBD (2.14)

Susceptible individuals acquire HBV infection following effective contact with individuals infected with HBV (i.e. those in the EHB, INHB

and IT HB classes) at a rate β1, given by

β1 =
θB (EHB +µ3INHB +µ4IT HB)

N
; N = S+EHB + INHB + IT HB

where θB is the effective contact rate for HBV transmission. Further, the modification parameters µ3 = 1 and µ4 < 1 account for the relative

infectiousness of individuals in the INHB and IT HB classes in comparison to those in the EHB class. That is individuals in INHB are more

infectious than those individuals in the EHB class, likewise, IT HB are less infectious than those in the INHB class (because the use of treatment

significantly reduces the viral load in those being treated).

Similarly, individuals in the susceptible classes (EHB, INHB and IT HB) acquire HBD, following effective contact with individuals infected

with HBD

(i.e., those in the EHBD, INHBD and IT HBD) at a rate β2, given by

β2 =
θBD (EHBD +µ5INHBD +µ6IT HBD)

N
; N = S+EHBD + INHBD + IT HBD

where θBD is the effective contact rate for HBD transmission. Further, the modification parameters µ5 = 1 and µ6 < 1 account for the

relative infectiousness of individuals in the INHBD and IT HBD classes in comparison to those in the EHBD class. That is, individuals in the

INHBD class are more infectious than those in the EHBD class, and likewise, IT HBD are less infectious than those in INHBD class (because the

use of treatment significantly reduces the viral load in those being treated)

3. Invariant Region

The HBV-HDV co-infection model will be analyzed in a validity region in order to show that it is biologically meaningful and the region is

feasible for human population. We assume that all the state variables and parameters are positive all the time, t ≥ 0. We shall prove that the

HBV-HDV co-infection model is well-posed by proving the boundedness and positivity of the solutions of the model with the non-negative

initial solution for all time. We will obtain the region by considering the following theorems;

Theorem 3.1 (Boundedness). The solution set

{S (t) ,EHB (t) ,ET HB (t) , IHB (t) , INHB (t) , IT HB (t) ,RHB (t) ,EHBD (t) ,ET HBD (t) , IHBD (t) , INHBD (t) , IT HBD (t) ,RHBD (t)}

is contained and bounded in the feasible region D.

Proof. The total human population can be determined by

N (t) = S (t)+EHB (t)+ET HB (t)+ INHB (t)+ IT HB (t)+RHB (t)+EHBD (t)+ET HBD (t)+ INHBD (t)+ IT HBD (t)+RHBD (t)

Now adding the right hand side of equations (2.1) - (2.13)

So, the time derivatives, dN
dt , along solutions of system is obtained as

dN

dt
= π − µS−µEHB −µET HB −µINHB −µIT HB −µRHB−µEHBD −µET HBD −µINHBD −µIT HBD −µRHBD −δ IT HB

− δ1INHB −δ2ET HBD −δ3IT HBD −δ4INHBD ≤ π −µN.

That is, dN
dt = π −µN −δ IT HB −δ1INHB −δ2ET HBD −δ3IT HBD −δ4INHBD ≤ π −µN

Assume that the initial condition for model satisfies N (0)≤ π
µ , where

N (0) = S (0)+EHB (0)+ET HB (0)+ INHB (0)+ IT HB (0)+RHB (0)+EHBD (0)+ET HBD (0)+ INHBD (0)+ IT HBD (0)+RHBD (0)

Then, applying the Gronwall’s inequality gives

N(t)≤ π
µ +

(

N (0)− π
µ

)

e−µt whenever (0) ≤ π
µ .

So, taking the limit as t → ∞ yields (t)≤ π
µ . This shows that the feasible region for the model exists and is bounded by N(t)≤ π

µ . It means

that all the solutions of system are nonnegative in D for any time t > 0 and this represents human population.
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3.1. Positivity of solutions

Lemma1: Let the set of initial solution be

{(S (0) ,EHB (0) ,ET HB (0) , IHB (0) , INHB (0) , IT HB (0) ,RHB (0) ,EHBD (0) ,ET HBD (0) , IHBD (0) , INHBD (0) , IT HBD (0) ,RHBD (0)) ∈ Φ} .

Then, the solution set

{S (t) ,EHB (t) ,ET HB (t) , IHB (t) , INHB (t) , IT HB (t) ,RHB (t) ,EHBD (t) ,ET HBD (t) , IHBD (t) , INHBD (t) , IT HBD (t) ,RHBD (t)}

of the HBV-HDV co-infection transmission model is non-negative for t > 0.

Proof. Assume that the set of initial solutions,

{(S (0) ,EHB (0) ,ET HB (0) , IHB (0) , INHB (0) , IT HB (0) ,RHB (0) ,EHBD (0) ,ET HBD (0) , IHBD (0) , INHBD (0) , IT HBD (0) ,RHBD (0)) ≥ 0} ,

then the first equation, that is equation (2.1) can be written as

dS

dt
≥ π − (β1IHB −µ)S = π −β (t)S (3.1)

where β (t) = β1IHB +µ .

Equation (3.1) is a linear first order ordinary differential equation in S with the solution

S (t) = S (0)exp

(

∫ t

0
−β (S)ds

)

×
∫ t

0
πexp

(

∫ u

0
β (ω)dω

)

≥ 0.

Hence, S (t)≥ 0 ∀ t ≥ 0.

In a similar manner, the remaining state variables are obtained such that

EHB(t) ≥ EHB(0) Exp( −(µ + τ +ω)) ≥ 0,

ET HB(t)≥ ET HB(0) Exp( −(α +µ)) ≥ 0,

IHB (t)≥ IHB (0)Exp(−(ρ2 +ρ1))≥ 0,

INHB(t) ≥ INHB(0) Exp( −(µ +δ1)) ≥ 0,

IT HB(t) ≥ IT HB(0) Exp( −(µ +λ1 +λ +δ )) ≥ 0,

RHB(t) ≥ RHB(0) Exp( −(µ +φ1)) ≥ 0.

EHBD(t) ≥ EHBD(0) Exp( −(µ +κ +ζ )) ≥ 0,

ET HBD(t)≥ ET HBD(0) Exp( −(θ(1+ c)+µ + ε +δ2)) ≥ 0,

IHBD (t)≥ IHBD (0)Exp(−(ε2 + ε1))≥ 0,

INHBD(t) ≥ INHBD(0) Exp( −(µ +δ4)) ≥ 0,

IT HBD(t) ≥ IT HBD(0) Exp( −(µ +η +δ3)) ≥ 0,

RHBD(t) ≥ RHBD(0) Exp( −(µ +φ2)) ≥ 0.

This completes the proof of the lemma 1.

Therefore, the biological validity of the HBV-HDV co-infection model is stated in lemma 2.

Lemma 2: The HBV-HDV co-infection model is well posed and valid in the set

D =
{

S (t) ,EHB (t) ,ET HB (t) , IHB (t) , INHB (t) , IT HB (t) ,RHB (t) ,EHBD (t) ,ET HBD (t) , IHBD (t) , INHBD (t) , IT HBD (t) ,RHBD (t) ∈ R
13
+

: N(t)≤
π

µ

}

According to [16], the HBV-HDV co-infection model is biologically meaningful and epidemiologically well posed in the region D.
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S/N Parameter Value Reference

1 µ 0.021 [17] and [18]

2 π 1000 Assumed

3 β1 0.37 Assumed

4 τ 0.50 [19] and [20]

5 β2 0.37 Assumed

6 c1 0.08 [17]

7 c2 0.08 [17]

8 ψ 0.047 Assumed

9 ϕ ⇒ Φ 0.043 Assumed

10 λ1 0.01 Assumed

11 λ2 0.015 [17]

12 ω 0.02 Assumed

13 α 0.015 [17]

14 ρ1 0.33 [19] and [20]

15 ρ2 0.33 [19] and [20]

16 θ 0.08 [17]

17 c 0.08 [17]

18 ε1 0.038 Assumed

19 ε2 0.038 Assumed

20 η 0.028 Assumed

21 K 0.50 [19] and [20]

22 ζ 0.032 Assumed

23 ∈ 0.035 Assumed

24 φ1 0.92 Assumed

25 φ2 0.92 Assumed

26 δ 0.068 [17]

27 δ1 0.068 [17]

28 δ2 0.068 [17]

29 δ3 0.068 [17]

30 δ4 0.068 [17]

Table 1: Parameters value for HBV-HDV co-infection

4. Simulation Results and Discussion

Here we investigates the impact of the various parameters of the model developed by [14] through simulation using MATLAB. This will help

provide the best framework for control strategies of the HBV-HDV co-infection in a population. Table 1 shows the set of parameter values

used in the simulation for HBV-HDV co-infection.

Figure 4.1: A graph showing the dynamics of HBV-HDV co-infection in a population.

Figure 4.1, shows all the equations describing the dynamics of HBV-HDV co-infection in a population.
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Figure 4.2: Graphs showing the impact of β1 (contact rate for IHB with susceptible individuals) in the population.

Figure 4.2(a): The graph on the left, showing the impact of β1 on the susceptible class.

Figure 4.2(b): The graph on the right, showing the impact of β1 on exposed of HB class.

From figure 4.2(a), increasing β1 decreases the number of susceptible people in the population. On the contrary, increasing β1 increases the

number of individuals in the population who are exposed to HB (see figure 4.2b). Therefore, as a control strategy, efforts should be geared

towards ensuring that the contact rate is drastically reduced. This is achievable if more susceptible individuals are immunized against HBV

infection. This is so because upon immunization the individual will lose his/her potency of contacting the disease for a considerable period

of time. Active vaccination (Energix-B and Recombivax-HB) is recommended as this will offer long lasting active immunity against HBV

and invariably will help control the spread of HBV in the population.

Figure 4.3: Graphs showing the impact of β2 (contact rate for IHBD with susceptible classes) in the population.

Figure 4.3(a): The graph on the left, showing the impact of β2 on exposed of HB class.

Figure 4.3(b): The graph on the right, showing the impact of β2 on exposed of HBD class.

In figure 4.3(a), we observe that increasing β2 brings about a decrease in the number of exposed of HB people in the population. On the

contrary, increasing β2 increases the number of individuals in the population who are exposed of HBD as can be clearly seen in figure 4.3(b)

above. Therefore, as a control strategy, we must increase awareness of the disease amongst the people. Once people are aware of the disease,

then they can indulge on other diligent preventive measures: vaccine, not sharing needles or other drug paraphernalia and not sharing items

such as tooth brushes and razors. Individuals can also get vaccinated against HBV once they become aware. Therefore, efforts should be

targeted at increasing the above mentioned strategies for effective control of HBV in the population. Once we are able to effectively reduce

the number of HBV individuals in the population through the above mentioned control strategies, then we would have succeeded in reducing

the contact rate of HB and exposed of HBD in the population.
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Figure 4.4: Graphs showing the impact of c1(awareness) in the population.

Figure 4.4(a): The graph on the left, showing the impact of c1 on exposed of HB class.

Figure 4.4(b): The graph on the right, showing the impact of c1 on exposed of HBD class.

In figure 4.4(a), increasing c1 (awareness), shows an increase on the number of exposed of HB individuals in the population as compare to

the number of exposed of HBD individuals in the population. Conversely, in figure 4.4(b), increasing c1 shows a drastic decrease on the

number of exposed HBD people in the population in contrast to HBV individuals in the population. From this we can see that awareness is a

very good control measure, this is so because when awareness increased more people will remain in exposed of HB class which is better and

much easier to treat than exposed of HBD patients. Therefore, to effectively control HBV-HDV co-infection in any given population, we

must increase awareness of the HBV disease amongst the people. Once people are aware of the disease, then they can indulge on other

diligent preventive measures: condom use, not sharing needles or other drug paraphernalia, not sharing items such as tooth brushes and

razors. Individuals can also get vaccinated against HBV once they become aware. Therefore, efforts should be targeted at increasing the

above mentioned strategies for effective control of HBV - HDV co-infection in the population.

Figure 4.5: Graphs showing the impact of c2(vaccine) in the population.

Figure 4.5(a): The graph on the left, showing the impact of c2 on exposed of HB class.

Figure 4.5(b): The graph on the right, showing the impact of c2 on exposed of HBD class.

Note: Vaccine is to prevent people from contracting the infection while therapy is used to cure those infected with the disease.

Again we see in figure 4.5(a), increasing c2(vaccine), shows a great increase on the number of exposed of HB individuals in the population

compare to the number of HBD individuals in the population. Subsequently, in figure 4.5(b), increasing c2 shows a drastic decrease on the

number of exposed HBD people in the population compare to the number of HBV individuals in the population. From this we can see that

vaccine is a very good control measure, this is so because when more people are vaccinated even if they are already exposed to HB, their

condition will never deteriorate to exposed of HBD (that is HBV-HDV co-infection) which always has a worst outcome than exposed of

HBV or even infectious of HBV. Therefore, to effectively control HBV-HDV co-infection in any given population, the need for people to be
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vaccinated against HBV is highly recommended as this will go a long way in helping to reduce HBV-HDV co-infection. Active vaccination

(Energix-B and Recombivax-HB) is recommended; this will offer long lasting active immunity against HBV and invariably will help control

HBV-HDV co-infection in the population.

Figure 4.6: Graphs showing the impact of c (therapy) in the population.

Figure 4.6(a): The graph on the left, showing the impact of c on exposed treated HBD class.

Figure 4.6(b): The graph on the right, showing the impact of c on recovered of HBD class.

Note: Vaccine is used as a preventive measure while therapy is used to cure those infected with the disease already.

From figure 4.6(a), the impact of c(therapy) as a control measure is noticeable. If c(therapy) increases, then there is a noticeable decrease

on the number of exposed and treated individuals in the population. Similarly, in figure 4.6(b), we can see an increase on the number of

recovered HBD individual in the population upon the increase of c(therapy). This implies that therapy has a positive impact as control

measure in the population. More exposed treated HBD individuals will recover after using the drug. The available drugs for the treatment of

HBV which also should be used for patients exposed of HBD are: (1) Lamivudine (LMV) or Ribavirine (2) Eggylated Alpa-interferon (IFN).

However, it is worthy to note; (i) a large doses of Alpha-interferon may be given for up to 12 months (ii) Alpha-interferon can cause the

disease to go into remission (according to World Health Organisation).

Figure 4.7: Graphs showing the impact of α (the rate at which individuals who are exposed and being treated of HBV recover) in the population.

Figure 4.7(a): The graph on the left, showing the impact of α on exposed treated HB class.

Figure 4.7(b): The graph on the right, showing the impact of α on recovered of HB class.

In figure 4.7(a), we can clearly see that increasing alpha shows a reduction on the number of exposed treated individuals in the population. In

figure 4.7(b), increasing alpha shows an increase on the number of people who recovered from HB in the population. As a control measure,

people who are diagnosed of being exposed to HBV should be encouraged to go for treatment. From the graphs above, more than 80% of

exposed of HBV individuals who are treated of HBV recovered.
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Figure 4.8: Graphs showing the impact of ω (the rate at which individuals who are exposed to HBV enter into exposed and treated compartment) in the
population.

Figure 4.8(a): The graph on the left, showing the impact of ω on exposed HB class.

Figure 4.8(b): The graph on the right, showing the impact of ω on exposed treated HBD class. Graph in figure 4.8(a) shows a gradual

decrease on the number of exposed HB individuals in the population as the value of omega was increasing. In figure 4.8(b), an increase

in omega shows a great increase on the number of exposed treated of HB individuals in the population. The reason for the increase on

the number of treated people in the population could be as a result of awareness. When more people are aware of the disease and go for

screening, the infected ones will start treatment; this will eventually lead to recovery. Often time, people may not know that they are exposed

of HBV until irreversible damage is done to the liver before they will become aware of the infection so as a control strategy, awareness is

strongly recommended.

Figure 4.9: Graphs showing the impact of ρ2 in the population.

Figure 4.9(a): The graph on the left, showing the impact of ρ2 on infectious HB class.

Figure 4.9(b): The graph on the right, showing the impact of ρ2 on infectious treated HB class.

From figure 4.9(a), increasing ρ2 shows a decrease in the number of infectious HB individuals in the population. Thus, an increase in ρ2

shows a very high increase on the number of infectious treated HB people in the population (see figure 4.9b). From the above graphs, it is

obvious that the more people who are infected with HBV go for treatment the less the number of HBV infected individuals in the population.

Therefore, as a control strategy, people who are diagnosed of HBV should be encouraged to go for treatment. Government should also help

by providing free medical care for HBV infected persons. Also non-governmental organizations should even help in sponsoring medical

treatment for HBV patients. Therefore, as a control measure, HBV infected individuals should be made to go for treatment this will help

reduce HBV in a population and invariably reduce HBV-HDV co-infection in the population.
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Figure 4.10: Graphs showing the impact of ρ1 (the rate at which individuals who are infectious of HBV enter into infectious and not being treated of HBV
class) in the population.

Figure 4.10(a): The graph on the left, showing the impact of ρ1 on infectious HB class.

Figure 4.10(b): The graph on the right, showing the impact of ρ1 on infectious not treated HB class.

From figure 4.10(a), increasing ρ1 reduces the number of infectious of HB individuals in the population. Also in figure 4.10(b), increasing

ρ1 increases the number of infectious not treated HB individuals in the population. Actually, ρ1 has a very negative impact or effect in the

population. People who are infectious of HBV should be encouraged to go for treatment as recommended earlier. For no reason should

people who are diagnosed of HBV stay without going for treatment. Therefore, ρ1 is not contributing in any way to the control of HBV and

HBV/HDV co-infection in the population, concerted effort should be made to avoided this ugly scenario.

Figure 4.11: Graphs showing the impact of λ2 (the rate at which individuals who are infectious and being treated of HBV recover from HBV) in the
population.

Figure 4.11(a): The graph on the left, showing the impact of λ2 on infectious treated HB class.

Figure 4.11(b): The graph on the right, showing the impact of λ2 on recovered HB class.

From figure 4.11(a) above, if λ2 increases then the number of infectious treated HB people decreases in the population. On the other hand, in

figure 4.11(b), increasing λ2 also increases the number of recovered of HB individuals in the population. This implies that treatment of HBV

infected people has a positive impact in the population as more infected individuals will recover after treatment as shown in the graph (figure

4.11b) above. If the infection of HBV is acute, then enough rest is highly recommended and also care should be taken to treat the exhibited

symptoms. But on the other hand, if the infection of HBV is chronic, then the use of HBV drugs is recommended. The available drugs for

the treatment of HBV are: (1) Lamivudine (LMV) or Ribavirine (2) Eggylated Alpa-interferon (IFN). If more infected HBV people are

treated, it will help control HBV infection in the population and in turn control HBV-HDV co-infection . The recovered individuals can even

get immunized to avoid contracting it again.

Figure 4.12(a): The graph on the left, showing the impact of λ1 on exposed HB class.

Figure 4.12(b): The graph on the right, showing the impact of λ1 on infectious treated HB class.
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Figure 4.12: Graphs showing the impact of λ1 (the rate at which individuals that are infectious and being treated of HBV goes back to exposed HBV class) in
the population.

In figure 4.12(a) above, we will observe that increasing the value of λ1 does not show any noticeable increase or decrease on the exposed HB

class. On the contrary, in figure 4.12(b), it can be clearly seen that increasing λ1 decreases the number of infectious treated HB individuals in

the population. The condition such as shown here occurs when the disease (HBV) goes into remission in the body of the HBV infected

person who is receiving treatment for HBV. When this happens, the patient will not exhibit any symptom(s) of HBV again, and will conclude

that he or she has recovered from the infection. From the graphs above, we can see that this situation will arise when more people are

infected of HBV and are being treated, some will recover fully and move to recovered class while very few(unnoticeable number) will go

back again to exposed class (that is, the disease goes into remission in their body without their knowledge). This has a negative impact in

the population and should be avoided. Therefore, as a control strategy, we recommend that the blood of HBV patients who is receiving

treatment be screened thoroughly before they are certified recovered from HBV infection. This will help control HBV-HDV co-infection and

or HBV-HDV super-infection in the population.

Figure 4.13: Graphs showing the impact of τ (the rate at which individuals who are exposed to HBV become infectious of HBV) in the population.

Figure 4.13(a): The graph on the left, showing the impact of τ on exposed HB class.

Figure 4.13(b): The graph on the right, showing the impact of τ on infectious HB class.

From figure 4.13(a), increasing τ decreases the number of individuals who are exposed of HBV in the population. On the contrary, increasing

τ increases the number of infectious individual in the population (see figure 4.13 b). Therefore, efforts should be made through awareness

for people to know their HBV status. This if done will help individuals who are exposed of HBV to discover on time and go for treatment

so that the person will not migrate to infectious stage. Therefore, as a control strategy, we recommend awareness and that people should

have a blood test for the antibody to hepatitis B surface antigen. Early dictation of HBV is an advantage in curing the disease than when it

has reached an advanced stage, often time the advance stage would have caused Fibrosis (scarring) and Cirrhosis (hardening of the liver).

These conditions are too hard to reverse. This explains why persons diagnosed of HBV that has reached advanced stage often do not survive

because of the irreversible damage already done to the liver as a result of the unawareness of the disease.
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Figure 4.14: Graphs showing the impact of ϕ (the rate at which individuals that are infectious and being treated of HBV become exposed to HDV) in the
population.

Figure 4.14(a): The graph on the left, showing the impact of ϕ (phi) on infectious treated HB class.

Figure 4.14(b): The graph on the right, showing the impact of ϕ (phi) on exposed HBD class.

From figure 4.14(a), increasing phi decreases the numbers of infectious treated HB individuals in the population compare to the number of

exposed HBD in the population. Also we notice an increase in the number of exposed of HBD people in the population by increasing phi

compare to the number of infectious treated HB individuals in the population (see figure 4.14b). This condition has a negative impact on the

control of HBV and the resulting consequence is that more people in the population will become exposed to HBD. As a control measure,

adequate care should be taken to ensure that HB infectious people who are being treated do not contact HDV, for this will worsen their

condition.

Figure 4.15: Graphs showing the impact of ψ (the rate at which individuals who are infectious of HBV and not being treated become exposed to HDV ) in
the population.

Figure 4.15(a): The graph on the left, showing the impact of ψ (psi) on infectious not treated HB class.

Figure 4.15(b): The graph on the right, showing the impact of ψ (psi) on exposed HBD class.

In figure 4.15(a), increasing ψ shows a very high decrease on the number of infectious not treated HB individuals in the population. Also in

figure 4.15(b), we notice a small increase in the number of exposed of HBD people in the population. This condition again has a negative

impact on the control of HBV; hence the resulting consequence is that more people in the population will become exposed to HBD. As a

control measure, HB infectious people should be given treatment.
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Figure 4.16: Graphs showing the impact of ζ (the rate at which HBV infectious individuals who are exposed to HDV enter into exposed HDV being treated
class) in the population.

Figure 4.16(a): The graph on the left, showing the impact of ζ (zeta) on exposed HBD class.

Figure 4.16(b): The graph on the right, showing the impact of ζ (zeta) on exposed treated HBD class.

Graph in figure 4.16(a) shows a gradual decrease on the number of exposed of HBD individuals in the population as omega values increases.

In figure 4.16(b), an increase in omega shows a great increase on the number of exposed treated of HBD individuals in the population. The

reason for the increase on the number of treated people in the population could be as a result of awareness. When more people are aware of

the disease and go for screening, the infected ones will start treatment; this will eventually lead to recovery. Often time, people may not

know that they are exposed of HBD until irreversible damage is done to the liver before they will become aware of the infection so as a

control strategy, awareness is strongly recommended.

Figure 4.17: Graphs showing the impact of κ (the rate at which HBV infectious individuals who are exposed to HDV become infectious of HBV-HDV ) in
the population.

Figure 4.17(a): The graph on the left, showing the impact of κ (kappa) on exposed HBD class.

Figure 4.17(b): The graph on the right, showing the impact of κ (kappa) on infectious HBD class.

From figure 4.17(a), increasing κ decreases the number of individuals who are exposed of HBD in the population. Conversely, increasing κ

increases the number of infectious of HBD individual in the population (see figure 4.17b). Therefore, intensive effort should be made by the

government through awareness so that people will become aware and have their blood tested for the antibody to hepatitis B surface antigen.

Hepatitis B surface antigen (HBsAg) is a platform for HDV to replicate and cause infection in the body, therefore early dictation of HBV and

or HDV is an advantage in curing the disease than when it has reached an advanced stage, often time the advance stage would have caused

Fibrosis (scarring) and Cirrhosis (hardening of the liver). These conditions are too hard to reverse. This explains why persons diagnosed

of HBV that has reached advanced stage often do not survive because of the irreversible damage already done to the liver as a result of

unawareness of the disease(s). The above measure if followed will help control HBV-HDV co-infection in a population.
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Figure 4.18: Graphs showing the impact of η (the rate at which individuals that are infectious of HBV-HDV and are being treated recover in the population.

Figure 4.18(a): The graph on the left, showing the impact of η (eta) on infectious treated HBD class.

Figure 4.18(b): The graph on the right, showing the impact of η (eta) on recovered of HBD class.

From figure 4.18(a) above, if η increases then the number of infectious treated HBD people decreases in the population. On the other hand,

in figure 4.18(b), increasing η also increases the number of recovered of HBD individuals in the population. This implies that treatment

of HBD infected people has a positive impact in the population as more infected individuals will recover after treatment as shown in the

graph (figure 4.18b) above. Worthy to note are: (i) large doses of Alpha-interferon may be given for up to 12 months for HDV patients (ii)

Alpha-interferon can cause the disease (HDV) to go into remission (according to World Health Organisation) (iii) after treatment , people

with HDV can still test positive for the condition. Therefore, the best control strategy for HDV and HBV-HDV co-infection in a population is

to avoid exposure to HBV (that is, to effectively control HBV in the population).

Figure 4.19: Graphs showing the impact of ε (the rate at which HBV infectious individuals who are exposed to HDV and then being treated become infectious
of HBV-HDV) in the population.

Figure 4.19(a): The graph on the left shows the impact of ε (epsilon variant) on exposed treated HBD class.

Figure 4.19(b): The graph on the right shows the impact of ε (epsilon variant) on infectious of HBD class.

From figure 4.19(a), increasing epsilon variant decreases the number of exposed treated HBD individuals in the population. Also we notice

an increase in the number of infectious of HBD people in the population by increasing epsilon variant (see figure 4.19b). This condition has

a negative impact on the control of HBD in the population. As a control measure, adequate care should be taken to ensure that HBD exposed

treated people are faithful to their drugs, this will go a long way in helping them recover completely instead of deteriorating to infectious of

HBD class .
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Figure 4.20: Graphs showing the impact of ε1 (the rate at which individuals who are infectious of HBV-HDV enter into infectious HBV-HDV not being
treated class) in the population.

Figure 4.20(a): Graph on the left, showing the impact of ε1 (epsilon 1) on infectious of HBD class.

Figure 4.20(b): Graph on the right, shows the impact of ε1 (epsilon 1) on infectious not treated HBD class.

From figure 4.20(a), increasing ε1 reduces the number of infectious HBD individuals in the population. Also in figure 4.20(b), increasing ε1

increases the number of infectious not treated HBD individuals in the population. Actually, ε1 has a very negative impact or effect in the

population. People who are infectious of HBD should be encouraged to go for treatment as recommended earlier. For no reason should

people who are diagnosed of HBD be allowed to go away without receiving treatment. Therefore, ε1 is not contributing in any way to the

control of HBV in the population, this should be avoided.

Figure 4.21: Graphs showing the impact of ε2 (the rate at which individuals who are infectious of HBV-HDV enter into infectious HBV-HDV being treated
class) in the population.

Figure 4.21(a): Graph on the left, showing the impact of ε2 (epsilon 2) on infectious of HBD class.

Figure 4.21(b): Graph on the right, shows the impact of ε2 (epsilon 2) on infectious treated HBD class.

From figure 4.21(a), increasing ε2 shows a decrease in the number of infectious of HBD individuals in the population. Conversely, an

increase in ε2 shows a very high increase on the number of infectious treated HBD people in the population (see figure 4.21b). From

the above graphs, it is obvious that the more people who are infected with HBD go for treatment the less the number of HBD infected

individuals in the population. Therefore, as a control strategy, people who are diagnosed of HBD should be encouraged to go for treatment.

Government should also help by providing free medical care for HBD infected persons. Also non-governmental organizations should even

help in sponsoring medical treatment for HBD patients. Therefore, as a control measure, HBD infected individuals should be made to go for

treatment this will help reduce HBV-HDV co-infection in the population.
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5. Conclusion

We investigates the impact of the various parameters of the mathematical model for Hepatitis B virus - Hepatitis D virus (HBV - HDV)

co-infection with controls (awareness, vaccine and therapy). Furthermore, simulations are carried out on the equations of the model using

MATHLAB and the results are discussed. From the results of the simulation, we observe that awareness, vaccine and therapy are good

measure which can be used to effectively control HBV-HDV co-infection in a population. However, awareness and vaccine are better control

strategies than therapy. Hence, these simulation results provide the best framework for the control of Hepatitis B virus-Hepatitis D virus

(HBV-HDV) co-infection in a population, and effective control of HBV implies effective control of HBV-HDV co-infection in a population.
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Abstract

This paper deals with the solution behavior and periodic nature of the solutions of the

difference equation

sn+1 = αsn +
β snsn−4

γsn−4 +δ sn−5
, n = 0,1, ... (0.1)

where the initial conditions s−5, s−4, s−3, s−2, s−1, s0 are arbitrary positive real numbers

and α, β , γ, δ are positive constants. Also we obtain the closed form of the solutions of

some special cases of this equation.

1. Introduction

This paper deals with the solution behaviour of the difference equation

sn+1 = αsn +
β snsn−4

γsn−4 +δ sn−5
, n = 0,1, .. (1.1)

where the initial conditions s−5, s−4, s−3, s−2, s−1, s0, are arbitrary positive real numbers and α, β , γ, δ are positive constants. Also we

obtain the form of solution of some special cases of this equation.

Various biological systems naturally leads to their study by means of a discrete variable. Appropriate examples include population dynamics

and medicine. Some fundamental models of biological phenomena, including harvesting of fish, a single species population model, ventilation

volume and blood CO2 levels, the production of red blood cells, a simple epidemics model, and a model of waves of disease that can be

analyzed by difference equations are shown in [1]. Newly, there has been interest in so-called dynamical diseases, which correspond to

physiological disorders for which a generally stable control system becomes unstable. One of the first papers on this subject was that of

Mackey and Glass [2]. In which they investigated a first-order difference-delay equation that models the concentration of blood-level CO2.

They also discussed models of a second class of diseases associated with the production of red cells, white cells, and platelets in the bone

marrow. The dynamical characteristics of population system have been modeled, among others by differential equations in the case of

species with overlapping generations and by difference equations in the case of species with non-overlapping generations. In process, one

can developed a discrete model directly from observations and experiments. Periodically, for numerical purposes, one wants to propose

a finite-difference scheme to numerically solved a given differential equation model, especially when the differential equation cannot be

solved explicitly. For a given differential equation, a difference equation approximation would be most acceptable if the solution of the

difference equation is the same as the differential equation at the discrete points [3]. But unless we can explicitly solve both equations, it

is impossible to satisfy this requirements. Most of the time, it is fascinating that a differential equation, when extracted from a difference

equation, marmalade the dynamical features of the corresponding continuous-time model such as equilibria, their local and global stability

characteristics, and bifurcation behaviors. If alike discrete models can be derived from continuous time models, and it will preserve the

considered realities, such discrete-time models can be called ‘dynamically consistent’ with the continuous-time models.
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https://orcid.org/0000-0001-8802-9200 
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The study of oscillatory and asymptotic stability properties of solution behavior of difference equations is extremely advantageous in the

behavior of various biological system and other applications. This is because difference equations are relevant models for expressing

situations where the variable is assumed to take only a discrete set of values and they appear frequently in the formulation and analysis of

discrete time systems, in the study of biological systems, the study of deterministic chaos, the numerical integration of differential equations

by finite difference schemes and so on. Difference equations are good models for describing situations where population growth is not

continuous but seasonal with overlapping generations. ”For example, the difference equation

ωn+1 = ωne

[

r(1−
φn

k
)

]

has been expressed to model different animal populations.

The generalized Beverton-Holt stock recruitment model has been investigated in [4, 5].

zn+1 = Azn +
Bzn−1

1+Czn−1 +Dzn
.

Several other researchers have studied the behavior of the solution of difference equations for example in [6] E. M. Elsayed investigated the

solution of the following non-linear difference equation.

wn+1 = awn +
bw2

n

cwn +dwn−1
.

Elabbasy et al. [7] studied the boundedness, global stability, periodicity character and gave the solution of some special cases of the difference

equation.

yn+1 =
Ayn−l +Byn−k

αyn−l +βyn−k

.

Keratas et al. [8] gave the solution of the following difference equation

ℓn+1 =
ℓn−5

1+ ℓn−2ℓn−5
.

Elabbasy et al. [9] investigated the global stability, periodicity character and gave the solution of some special cases of the difference equation

xn+1 =
axn−lxn−k

bxn−p + cxn−q
.

Yalçınkaya et al. [10] has studied the following difference equation

xn+1 = α +
xn−m

xk
n

.

Saleh et. al. [11] study the solution of difference

yn+1 = A+
yn

yn−k

.

Elsayed et al. [12] studied the global behavior of rational recursive sequence

xn+1 = axn−l +
bxn−k + cxn−s

d + exn−t

As a matter of fact, numerous papers negotiate with the problem of solving nonlinear difference equations in any way possible, see, for

instance [4]-[6], [13]-[18]. The long-term behavior and solutions of rational difference equations of order greater than one has been

extensively studied during the last decade. For example, various results about periodicity, boundedness, stability, and closed form solution of

the second-order rational difference equations have been investigated see [12]-[15], [19]-[25]. Other related work on rational difference

equations see in refs. [26]-[28].

Here, we recall some basic definitions and some theorems that we need in the sequel.

2. Basic definitions

Let I be some interval of real numbers and let

F : Ik+1 → I,

be a continuously differentiable function. Then for every set of initial conditions s−k, s−k+1, ..., s0 ∈ I, the difference equation

sn+1 = F(sn,sn−1, ...,sn−k), n = 0,1, ..., (2.1)

has a unique solution {sn}
∞
n=−k.

A point s ∈ I is called an equilibrium point of 2.1 if

s = F(s,s, ...,s).

That is, sn = s for n ≥ 0, is a solution of 2.1 or equivalently s is a fixed point of F .
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Definition 2.1. (Periodicity) A Sequence {sn}
∞
n=−k is said to be periodic with period p if sn+p = sn for all n ≥−k.

Definition 2.2. (Fibonacci Sequence). The sequence {Fm}
∞
m=1 = {1,2,3,5,8,13, ....} i.e. Fm = Fm−1 +Fm−2 ≥ 0, F−2 = 0, F−1 = 1 is

called Fibonacci Sequence.

Definition 2.3. (Stability) (i) The equilibrium point s of Eq.(1.2) is locally stable if for every ε > 0, there exists δ > 0 such that for all

s−k,s−k+1, ...,s−1,s0 ∈ I with

|s−k − s|+ |s−k+1 − s|+ ...+ |s0 − s|< δ ,

we have

|sn − s|< ε for all n ≥−k.

(ii) The equilibrium point s of 2.1 is locally asymptotically stable if s is locally stable solution of Eq.(1.2) and there exists γ > 0, such that

for all s−k,s−k+1, ...,s−1, s0 ∈ I with

|s−k − s|+ |s−k+1 − s|+ ...+ |s0 − s|< γ,

we have

lim
n→∞

sn = s.

(iii) The equilibrium point s of 2.1 is global attractor if for all s−k,s−k+1, ...,s−1, s0 ∈ I, we have

lim
n→∞

sn = s.

(iv) The equilibrium point s of 2.1 is globally asymptotically stable if s is locally stable, and s is also a global attractor of 2.1.

(v) The equilibrium point s of 2.1 is unstable if s is not locally stable.

(vi) The linearized equation of 2.1 about the equilibrium s is the linear difference equation

yn+1 =
k

∑
i=0

∂F(s,s, ...,s)

∂ sn−i
yn−i.

Theorem 2.4. [2] Assume that p,q ∈ R and k ∈ {0,1,2, ...}. Then

|p|+ |q|< 1,

is a sufficient condition for the asymptotic stability of the difference equation

sn+1 + psn +qsn−k = 0, n = 0,1, ... .

Remark 2.5. Theorem 2.4 can be easily extended to a general linear equation of the form

sn+k + p1sn+k−1 + .....+ pksn = 0, n = 0,1, ... (2.2)

where p1, p2, ..., pk ∈ R and k ∈ {1,2, ...}. Then 2.2 is asymptotically stable provided that

k

∑
i=1

|pi|< 1.

Consider the following equation

sn+1 = g(sn, sn−1,sn−2). (2.3)

The following theorem will be useful for the proof of our results in this paper.

Theorem 2.6. [1] Let [α,β ] be an interval of real numbers and assume that

g : [α,β ]3 → [α,β ],

is a continuous function satisfying the following properties:

(a) g(x,y,z) is non-decreasing in x and y ∈ [α,β ] for each fixed z ∈ [α,β ].and g(x,y,z) is non-increasing in z ∈ [α,β ] for each fixed

x and y ∈ [α,β ]

(b) If (λ ,µ) ∈ [α,β ]× [α,β ] is a solution of the system

µ = g(µ, µ, λ ) and λ = g(λ , λ , µ),

then µ = λ ,

and 2.3 has a unique equilibrium s ∈ [α,β ] and every solution of 2.3 converges to s.”
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3. Main results

3.1. Local stability of the equilibrium point of equation 1.1

This section elaborates the equilibrium point is local stable. Following relation shows the equilibrium points of 1.1

s = αs+
β s2

γs+δ s
.

or

s2(1−α)(γ +δ ) = β s2

If (1−α)(γ +δ ) 6= β , then the unique equilibrium point is s = 0

Let f : (0,∞)3 −→ (0,∞) be a continuously differentiable function defined by

f (ξ ,η ,ω) = αξ +
βξ η

γη +δω
.

Therefore at s = 0
(

∂ f

∂ξ

)

s

= α +
βv

(γη +δω)
,

(

∂ f

∂η

)

s

=
βδξ w

(γη +δω)2
,

(

∂ f

∂ω

)

s

=
−βδξ η

(γη +δω)2

Then the linearized equation of 1.1 about s is

yn+1 −

(

α +
βv

(γη +δω)

)

yn +

(

βδuω

(γη +δω)2

)

yn−1 +

(

−βδξ η

(γη +δω)2

)

yn−2 = 0. (3.2)

Theorem 3.1. The equilibrium point s = 0 of (1) is locally asymptotically stable if β (γ +3δ )< (γ +δ )2(1−α), α < 1.

Proof. It is follows by Theorem A that 3.2 is asymptotically stable if
∣

∣

∣

∣

α +
β

(γ +δ )

∣

∣

∣

∣

+

∣

∣

∣

∣

βδ

(γ +δ )2

∣

∣

∣

∣

+

∣

∣

∣

∣

−βδ

(γ +δ )2

∣

∣

∣

∣

< 1,

or

α +
βγ +3βδ

(γ +δ )2
< 1

and so

β (γ +3δ )< (γ +δ )2(1−α).

Which completes the proof.

3.2. Global attractivity of the equilibrium point of equation 1.1

This section investigate the global attractivity character of solutions of 1.1.

Theorem 3.2. The equilibrium point s of 1.1 is global attractor. if

γ(1−α) 6= β

Proof. Let α,β are real numbers and assume that g : [α ,β ]3 → [α,β ], be a function defined by g(u,v,w) = αu+
βuv

γv+δw
then we can

easily see that the function g(u,v,w) is increasing in u,v and decreasing in w.

Suppose that (λ , µ) is a solution of the system

µ = g(µ, µ, λ ) and λ = g(λ ,λ , µ).

Then from 1.1 we see that

µ = αµ +
β µ2

γµ +δλ
, λ = αλ +

βλ 2

γλ +δ µ
,

Therefore,

µ(1−α) =
β µ2

γµ +δλ
, λ (1−α) =

βλ 2

γλ +δ µ
,

or

β µ2 = γ(1−α)µ2 +δ (1−α)µλ andβλ 2 = γ(1−α)λ 2 +δ (1−α)µλ ,

subtracting

γ(1−α)(µ2 −λ 2) = β (µ2 −λ 2), γ(1−α) 6= β .

Thus

µ = λ .

It follows by the Theorem B that x is a global attractor of 1.1 and then the proof is complete.
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4. Boundedness of solutions of 1.1

In this section we study the boundedness of solution of 1.1.

Theorem 4.1. Every solution of 1.1 is bounded if

(α +
β

γ
)< 1.

Proof. Let {sn}
∞
n=−5 be a solution of 1.1. It follows from 1.1 that

sn+1 = αsn +
β snsn−4

γsn−4 +δ sn−5
≤ αsn +

β snsn−4

γsn−4
= (α +

β

γ
)sn

Then

sn+1 ≤ sn, for all n ≥ 0

Then the sub-sequence {s5n−1}
∞
n=−5, {s5n−2}

∞
n=−5, {s5n−3}

∞
n=−5, {s5n−4}

∞
n=−5, and {s5n−4}

∞
n=−5 are decreasing and so are bounded from

above by M = max {s−5, s−4, s−3, s−2, s−1, s0}

Example 4.2. Let α = 0.03,β = 0.6, γ = 0.8, δ = 0.01and α = 0.3, β = 0.06, γ = 0.7 δ = 0.01 Then 1.1 in this case will be

sn+1 = 0.03sn +
0.6snsn−4

0.8sn−4 +0.01sn−5
(4.1)

sn+1 = 0.3sn +
0.06snsn−4

0.7sn−4 +0.1sn−5
(4.2)

with initial condition for 4.1 s−5 = 9, s−4 = 4, s−3 = 7, s−2 = 1, s−1 = 10, s0 = 8. The plot for solution of sn is shown in (Figure 4.1)

and for 4.2 s−5 = 5.2, s−4 = 2.3, s−3 = 1.2, s−2 = 0.07, s−1 = 0.2, s0 = 0.01. The plot for solution of sn is shown in (Figure 4.2.)
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Figure 4.1: Shows Bounded Solution of 4.1
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Figure 4.2: Shows Bounded Solution of 4.2

5. Some special cases of 1.1

5.1. First equation

Here we will find the closed form expression of solution of special case of 1.1

sn+1 = sn +
snsn−4

sn−4 + sn−5
, n = 0,1, ... (5.1)

where the initial conditions s−5, s−4, s−3, s−2, s−1, s0 are arbitrary positive real numbers.

Theorem 5.1. Let {sn}
∞
n=−5 be a solution of 5.1. Then for n = 0,1,2, ....

s5n = κ

n−1

∏
i=0

(

f2i+3ε + f2i+2ε

f2i+2ε + f2i+1ε

)(

f2i+3ρ + f2i+2ε

f2i+2ρ + f2i+1ε

)(

f2i+3ι + f2i+2ρ

f2i+2ι + f2i+1ρ

)(

f2i+3σ + f2i+2ι

f2i+2σ + f2i+1ι

)(

f2i+3κ+ f2i+2σ

f2i+2κ+ f2i+1σ

)

,

s5n+1 = κ

n

∏
i=0

(

f2i+3ε + f2i+2ε

f2i+2ε + f2i+1ε

)(

f2i+1ρ + f2iε

f2iρ + f2i−1ε

)(

f2i+1ι + f2iρ

f2iι + f2i−1ρ

)(

f2i+1σ + f2iι

f2iσ + f2i−1ι

)(

f2i+1κ+ f2iσ

f2il + f2i−1σ

)

,

s5n+2 = κ

n

∏
i=0

(

f2i+3ε + f2i+2ε

f2i+2ε + f2i+1ε

)(

f2i+3ρ + f2i+2ε

f2i+2ρ + f2i+1ε

)(

f2i+1ι + f2iρ

f2iι + f2i−1ρ

)(

f2i+1σ + f2iι

f2iσ + f2i−1ι

)(

f2i+1κ+ f2iσ

f2il + f2i−1k

)

,

s5n+3 = κ

n

∏
i=0

(

f2i+3ε + f2i+2ε

f2i+2ε + f2i+1ε

)(

f2i+3ρ + f2i+2ε

f2i+2ρ + f2i+1ε

)(

f2i+3ι + f2i+2ρ

f2i+2ι + f2i+1ρ

)(

f2i+1σ + f2iι

f2iσ + f2i−1ι

)(

f2i+1κ+ f2iσ

f2iκ+ f2i−1σ

)

,

s5n+4 = κ

n

∏
i=0

(

f2i+3ε + f2i+2ε

f2i+2ε + f2i+1ε

)(

f2i+3ρ + f2i+2ε

f2i+2ρ + f2i+1ε

)(

f2i+3ι + f2i+2ρ

f2i+2ι + f2i+1ρ

)(

f2i+3σ + f2i+2ι

f2i+2σ + f2i+1ι

)(

f2i+1κ+ f2iσ

f2iκ+ f2i−1σ

)

,

where s−5 = ε, s−4 = ε, s−3 = ρ, s−2 = ι , s−1 = σ , s0 = κ , { fm}
∞
m=1 = {1,1,2,3,5,8,13, .......}, f−1 = f0 = 1
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Proof. For n = 0 result holds. Now suppose that n > 0 and that our assumption holds for n−1, n−2. That is,

s5n−6 = κ

n−2

∏
i=0

(

f2i+3ε + f2i+2ε

f2i+2ε + f2i+1ε

)(

f2i+3ρ + f2i+2ε

f2i+2ρ + f2i+1ε

)(

f2i+3ι + f2i+2ρ

f2i+2ι + f2i+1ρ

)(

f2i+3σ + f2i+2ι

f2i+2σ + f2i+1ι

)(

f2i+1κ+ f2iσ

f2iκ+ f2i−1σ

)

,

s5n−5 = κ

n−2

∏
i=0

(

f2i+3ε + f2i+2ε

f2i+2ε + f2i+1ε

)(

f2i+3ρ + f2i+2ε

f2i+2ρ + f2i+1ε

)(

f2i+3ι + f2i+2ρ

f2i+2ι + f2i+1ρ

)(

f2i+3σ + f2i+2ι

f2i+2σ + f2i+1ι

)(

f2i+3κ+ f2i+2σ

f2i+2κ+ f2i+1σ

)

,

s5n−4 = κ

n−1

∏
i=0

(

f2i+3ε + f2i+2ε

f2i+2ε + f2i+1ε

)(

f2i+1ρ + f2iε

f2iρ + f2i−1ε

)(

f2i+1ι + f2iρ

f2iι + f2i−1ρ

)(

f2i+1σ + f2iι

f2iσ + f2i−1ι

)(

f2i+1κ+ f2iσ

f2iκ+ f2i−1σ

)

,

s5n−3 = κ

n−1

∏
i=0

(

f2i+3ε + f2i+2ε

f2i+2ε + f2i+1ε

)(

f2i+3ρ + f2i+2ε

f2i+2ρ + f2i+1ε

)(

f2i+1ι + f2iρ

f2iι + f2i−1ρ

)(

f2i+1σ + f2iι

f2iσ + f2i−1ι

)(

f2i+1κ+ f2iσ

f2iκ+ f2i−1σ

)

,

s5n−2 = κ

n−1

∏
i=0

(

f2i+3ε + f2i+2ε

f2i+2ε + f2i+1ε

)(

f2i+3ρ + f2i+2ε

f2i+2ρ + f2i+1ε

)(

f2i+3ι + f2i+2ρ

f2i+2ι + f2i+1ρ

)(

f2i+1σ + f2iι

f2iσ + f2i−1ι

)(

f2i+1κ+ f2iσ

f2iκ+ f2i−1σ

)

,

s5n−1 = κ

n−1

∏
i=0

(

f2i+3ε + f2i+2ε

f2i+2ε + f2i+1ε

)(

f2i+3ρ + f2i+2ε

f2i+2ρ + f2i+1ε

)(

f2i+3ι + f2i+2ρ

f2i+2ι + f2i+1ρ

)(

f2i+3σ + f2i+2ι

f2i+2σ + f2i+1ι

)(

f2i+1κ+ f2iσ

f2iκ+ f2i−1σ

)

,

Now, we see from 5.1 that

s5n+1 = s5n +
s5ns5n−4

s5n−4 + s5n−5

=

(

κ

n−1

∏
i=0

(

f2i+3ε + f2i+2ε

f2i+2ε + f2i+1ε

)(

f2i+3ρ + f2i+2ε

f2i+2ρ + f2i+1ε

)(

f2i+3ι + f2i+2ρ

f2i+2ι + f2i+1ρ

)(

f2i+3σ + f2i+2ι

f2i+2σ + f2i+1ι

)(

f2i+3ι + f2i+2σ

f2i+2κ+ f2i+1σ

)

)

+

(

κ

n−1

∏
i=0

(

f2i+3ε+ f2i+2ε
f2i+2ε+ f2i+1ε

)(

f2i+3ρ+ f2i+2ε
f2i+2ρ+ f2i+1q

)(

f2i+3ι+ f2i+2ρ
f2i+2ι+ f2i+1ρ

)(

f2i+3σ+ f2i+2ι
f2i+2σ+ f2i+1ι

)(

f2i+3κ+ f2i+2σ
f2i+2κ+ f2i+1σ

)

)

×
(

κ

n−1

∏
i=0

(

f2i+3ε+ f2i+2ε
f2i+2ε+ f2i+1ε

)(

f2i+1ρ+ f2iε
f2iρ+ f2i−1ε

)(

f2i+1ι+ f2i p
f2iι+ f2i−1ρ

)(

f2i+1σ+ f2iι
f2iσ+ f2i−1ι

)(

f2i+1κ+ f2iσ
f2iκ+ f2i−1σ

)

)









κ

n−1

∏
i=0

(

f2i+3ε+ f2i+2ε
f2i+2ε+ f2i+1ε

)(

f2i+3ρ+ f2i+2ε
f2i+2ρ+ f2i+1ε

)(

f2i+3ι+ f2i+2ρ
f2i+2ι+ f2i+1ρ

)(

f2i+3σ+ f2i+2ι
f2i+2σ+ f2i+1ι

)(

f2i+3κ+ f2i+2σ
f2i+2κ+ f2i+1k

)

+κ

n−2

∏
i=0

(

f2i+3ε+ f2i+2ε
f2i+2ε+ f2i+1ε

)(

f2i+3ρ+ f2i+2ε
f2i+2ρ+ f2i+1ε

)(

f2i+3ι+ f2i+2ρ
f2i+2ι+ f2i+1ρ

)(

f2i+3σ+ f2i+2ι
f2i+2σ+ f2i+1ι

)(

f2i+3κ+ f2i+2σ
f2i+2κ+ f2i+1σ

)









= κ

n−1

∏
i=0

(

f2i+3ε + f2i+2ε

f2i+2ε + f2i+1ε

)(

f2i+3ρ + f2i+2ε

f2i+2ρ + f2i+1ε

)(

f2i+3ι + f2i+2ρ

f2i+2ι + f2i+1ρ

)(

f2i+3σ + f2i+2ι

f2i+2σ + f2i+1ι

)(

f2i+3κ+ f2i+2σ

f2i+2κ+ f2i+1σ

)

+

κ

n−1

∏
i=0

(

f2i+3ε+ f2i+2ε
f2i+2ε+ f2i+1ε

)(

f2i+3ρ+ f2i+2ε
f2i+2ρ+ f2i+1ε

)(

f2i+3ι+ f2i+2ρ
f2i+2ι+ f2i+1ρ

)(

f2i+3σ+ f2i+2ι
f2i+2σ+ f2i+1ι

)(

f2i+3κ+ f2i+2σ
f2i+2κ+ f2i+1σ

)(

f2n+1ε+ f2nε
f2nε+ f2n−1ε

)

(

f2n+1ε+ f2nε
f2nε+ f2n−1ε

)

+1

= κ

n−1

∏
i=0

(

f2i+3ε + f2i+2ε

f2i+2ε + f2i+1ε

)(

f2i+3ρ + f2i+2ε

f2i+2ρ + f2i+1ε

)(

f2i+3ι + f2i+2ρ

f2i+2ι + f2i+1ρ

)(

f2i+3σ + f2i+2ρ

f2i+2σ + f2i+1ι

)(

f2i+3κ+ f2i+2σ

f2i+2κ+ f2i+1σ

)

+

κ

n−1

∏
i=0

(

f2i+3ε+ f2i+2ε
f2i+2ε+ f2i+1ε

)(

f2i+3ρ+ f2i+2ε
f2i+2ρ+ f2i+1ε

)(

f2i+3ι+ f2i+2ρ
f2i+2ι+ f2i+1ρ

)(

f2i+3σ+ f2i+2ι
f2i+2σ+ f2i+1ι

)(

f2i+3κ+ f2i+2σ
f2i+2κ+ f2i+1σ

)

( f2nε + f2n−1ε)

f2n+1ε + f2nε + f2nε + f2n−1ε

= κ

n−1

∏
i=0

(

f2i+3ε + f2i+2ε

f2i+2ε + f2i+1ε

)(

f2i+3ρ + f2i+2ε

f2i+2ρ + f2i+1ε

)(

f2i+3ι + f2i+2ρ

f2i+2ι + f2i+1ρ

)(

f2i+3σ + f2i+2ι

f2i+2σ + f2i+1ι

)(

f2i+3κ+ f2i+2σ

f2i+2κ+ f2i+1σ

)(

1+
f2n+1ε + f2nε

f2n+2ε + f2n+1ε

)

Thus,

s5n+1 = κ

n

∏
i=0

(

f2i+3ε + f2i+2ε

f2i+2ε + f2i+1ε

)(

f2i+1ρ + f2iε

f2iρ + f2i−1ε

)(

f2i+1ι + f2iρ

f2iι + f2i−1ρ

)(

f2i+1σ + f2iι

f2iσ + f2i−1ι

)(

f2i+1κ+ f2iσ

f2iκ+ f2i−1σ

)

Again, it follows from equation 5.1 that,

s5n+3 = s5n+2 +
s5n+2s5n−2

s5n−2 + s5n−3
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= κ

n

∏
i=0

(

f2i+3ε + f2i+2ε

f2i+2ε + f2i+1ε

)(

f2i+3ρ + f2i+2ε

f2i+2ρ + f2i+1ε

)(

f2i+1ι + f2iρ

f2iι + f2i−1ρ

)(

f2i+1σ + f2iι

f2iσ + f2i−1ι

)(

f2i+1κ+ f2iσ

f2iκ+ f2i−1σ

)

+

(

κ

n

∏
i=0

(

f2i+3ε+ f2i+2ε
f2i+2ε+ f2i+1ε

)(

f2i+3ρ+ f2i+2ε
f2i+2ρ+ f2i+1ε

)(

f2i+1ι+ f2iρ
f2iι+ f2i−1ρ

)(

f2i+1σ+ f2iι
f2iσ+ f2i−1ι

)(

f2i+1κ+ f2iσ
f2iκ+ f2i−1σ

)

)

×
(

κ

n−1

∏
i=0

(

f2i+3ε+ f2i+2ε
f2i+2ε+ f2i+1ε

)(

f2i+3ρ+ f2i+2ε
f2i+2ρ+ f2i+1ε

)(

f2i+3ι+ f2i+2ρ
f2i+2ι+ f2i+1ρ

)(

f2i+1σ+ f2iι
f2iσ+ f2i−1ι

)(

f2i+1κ+ f2iσ
f2iκ+ f2i−1σ

)

)









(

κ

n−1

∏
i=0

(

f2i+3ε+ f2i+2ε
f2i+2ε+ f2i+1ε

)(

f2i+3ρ+ f2i+2ε
f2i+2ρ+ f2i+1ε

)(

f2i+3ι+ f2i+2ρ
f2i+2ι+ f2i+1ρ

)(

f2i+1σ+ f2iι
f2iσ+ f2i−1ι

)(

f2i+1κ+ f2iσ
f2iκ+ f2i−1σ

)

)

+

(

κ

n−1

∏
i=0

(

f2i+3ε+ f2i+2ε
f2i+2ε+ f2i+1ε

)(

f2i+3ρ+ f2i+2ε
f2i+2ρ+ f2i+1ε

)(

f2i+1ι+ f2iρ
f2iι+ f2i−1ρ

)(

f2i+1σ+ f2iι
f2iσ+ f2i−1ι

)(

f2i+1κ+ f2iσ
f2iκ+ f2i−1σ

)

)









=
n

∏
i=0

(

f2i+3ε + f2i+2ε

f2i+2ε + f2i+1ε

)(

f2i+3ρ + f2i+2ε

f2i+2ρ + f2i+1ε

)(

f2i+1ι + f2iρ

f2iι + f2i−1ρ

)(

f2i+1σ + f2iι

f2iσ + f2i−1ι

)(

f2i+1κ+ f2iσ

f2iκ+ f2i−1σ

)

+









κ

n

∏
i=0

(

f2i+3ε+ f2i+2ε
f2i+2ε+ f2i+1ε

)(

f2i+3ρ+ f2i+2ε
f2i+2ρ+ f2i+1ε

)(

f2i+1ι+ f2iρ
f2iι+ f2i−1ρ

)(

f2i+1σ+ f2iι
f2iσ+ f2i−1ι

)(

f2i+1κ+ f2iσ
f2iκ+ f2i−1σ

)(

f2n+1ι+ f2nρ
f2nι+ f2n−1ρ

)

(

f2n+1ι+ f2nρ
f2nι+ f2n−1ρ

)

+1









= κ

n

∏
i=0

[(

f2i+3ε + f2i+2ε

f2i+2ε + f2i+1ε

)(

f2i+3ρ + f2i+2ε

f2i+2ρ + f2i+1ε

)(

f2i+1ι + f2iρ

f2iι + f2i−1ρ

)(

f2i+1σ + f2iι

f2iσ + f2i−1ι

)(

f2i+1κ+ f2iσ

f2iκ+ f2i−1σ

)(

1+
f2n+1ι + f2nρ

f2n+1ι + f2nρ + f2nι + f2n−1ρ

)]

= κ

n

∏
i=0

[(

f2i+3ε + f2i+2ε

f2i+2ε + f2i+1ε

)(

f2i+3ρ + f2i+2ε

f2i+2ρ + f2i+1ε

)(

f2i+1ι + f2iρ

f2iι + f2i−1ρ

)(

f2i+1σ + f2iι

f2iσ + f2i−1ι

)(

f2i+1κ+ f2iσ

f2iκ+ f2i−1σ

)(

1+
f2n+1ι + f2nρ

f2n+2ι + f2n+1ρ

)]

Therefore

s5n+3 = κ

n

∏
i=0

(

f2i+3ε + f2i+2ε

f2i+2ε + f2i+1ε

)(

f2i+3ρ + f2i+2ε

f2i+2ρ + f2i+1ε

)(

f2i+3ι + f2i+2ρ

f2i+2ι + f2i+1ρ

)(

f2i+1σ + f2iι

f2iσ + f2i−1ι

)(

f2i+1κ+ f2iσ

f2iκ+ f2i−1σ

)

.

Other relations can be done similarly. So, the proof is completed.

Example 5.2. To confirm the result in this case we consider numerical example. Let α =1, β =1, γ =1, δ = 1. Then 1.1 in this case will be

sn+1 = sn +
snsn−4

sn−4 + sn−5
(5.2)

with initial condition s−5 = 2, s−4 = 8, s−3 = 5, s−2 = 3, s−1 = 1, s0 = 6. The plot for solution of sn is shown in Figure 5.1.)
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Figure 5.1: Shows Unbounded Solution of 5.2
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5.2. Second equation

In this section we solve the specific form of the 1.1

sn+1 = sn +
snsn−4

sn−4 − sn−5
, n = 0,1, ... (5.3)

where the initial conditions s−5, s−4, s−3, s−2, s−1, s0 are arbitrary positive real numbers.

Theorem 5.3. Let {sn}
∞
n=−5 be a solution of 5.3. Then for n = 0,1,2, ....

s5n = ϑ
n−1

∏
i=0

(

fi+3σ − fi+1ω

fi+1σ − fi−1ω

)(

fi+3ρ − fi+1σ

fi+1ρ − fi−1σ

)(

fi+3r− fi+1ρ

fi+1r− fi−1ρ

)(

fi+3k− fi+1r

fi+1k− fi−1r

)(

fi+3ϑ − fi+1k

fi+1ϑ − fi−1k

)

,

s5n+1 = ϑ
(

2σ−ω
σ−ω

)

n−1

∏
i=0

(

fi+4σ − fi+2ω

fi+2σ − fiω

)(

fi+3ρ − fi+1σ

fi+1ρ − fi−1σ

)(

fi+3r− fi+1ρ

fi+1r− fi−1ρ

)(

fi+3k− fi+1r

fi+1k− fi−1r

)(

fi+3ϑ − fi+1k

fi+1ϑ − fi−1k

)

,

s5n+2 = ϑ
(

2σ−ω
σ−ω

)

(

2ρ−σ
ρ−σ

)n−1

∏
i=0

(

fi+4σ − fi+2ω

fi+2σ − fiω

)(

fi+4ρ − fi+2σ

fi+2ρ − fiσ

)(

fi+3r− fi+1ρ

fi+1r− fi−1ρ

)(

fi+3k− fi+1r

fi+1k− fi−1r

)(

fi+3ϑ − fi+1k

fi+1ϑ − fi−1k

)

,

s5n+3 = ϑ
(

2σ−ω
σ−ω

)

(

2ρ−σ
ρ−σ

)(

2r−ρ
r−ρ

)n−1

∏
i=0

(

fi+4σ − fi+2ω

fi+2σ − fiω

)(

fi+4ρ − fi+2σ

fi+2ρ − fiσ

)(

fi+4r− fi+2ρ

fi+2r− fiρ

)(

fi+3k− fi+1r

fi+1k− fi−1r

)(

fi+3ϑ − fi+1k

fi+1ϑ − fi−1k

)

,

s5n+4 = ϑ
(

2σ−ω
σ−ω

)

(

2ρ−σ
ρ−σ

)(

2r−ρ
r−ρ

)(

2k−r
k−r

)n−1

∏
i=0

(

fi+4σ − fi+2ω

fi+2σ − fiω

)(

fi+4ρ − fi+2σ

fi+2ρ − fiσ

)(

fi+4r− fi+2ρ

fi+2r− fiρ

)(

fi+4k− fi+2r

fi+2k− fir

)(

fi+3ϑ − fi+1k

fi+1ϑ − fi−1k

)

,

where s−5 = ω, s−4 = σ , s−3 = ρ, s−2 = r, s−1 = k, s0 = ϑ , { fm}
∞
m=1 = {1,1,2,3,5,8,13, .......}, f−1 = f0 = 1

Proof. Same as the Theorem 5.1 and is omitted.

Example 5.4. We will confirm our result by considering some numerical examples. Assume s−5 = 1, s−4 = 3, s−3 = 2, s−2 = 9, s−1 =
6, s0 = 7 (see Figure 5.2) and s−5 = 13, s−4 = 12, s−3 = 18, s−2 = 16, s−1 = 15, s0 = 10 (see behavior of solution of 5.3 Figure 5.3).
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5.3. Third equation

In this section we deal with the specific form of the 1.1

sn+1 = sn −
snsn−4

sn−4 + sn−5
, n = 0,1, ... (5.4)

where the initial conditions s−5, s−4, s−3, s−2, s−1, s0 are arbitrary positive real numbers.

Theorem 5.5. Let{sn}
∞
n=−5be a solution of 5.4. Then for n = 0,1,2, ....

s5n =
lkrpqt

( fnq+ fn+1t)( fn p+ fn+1q)( fnr+ fn+1 p)( fnk+ fn+1r)( fnl + fn+1k)
,

s5n+1 =
lkrpqt

( fn+1q+ fn+2t)( fn p+ fn+1q)( fnr+ fn+1 p)( fnk+ fn+1r)( fnl + fn+1k)
,

s5n+2 =
lkrpqt

( fn+1q+ fn+2t)( fn+1 p+ fn+2q)( fnr+ fn+1 p)( fnk+ fn+1r)( fnl + fn+1k)
,

s5n+3 =
lkrpqt

( fn+1q+ fn+2t)( fn+1 p+ fn+2q)( fn+1r+ fn+2 p)( fnk+ fn+1r)( fnl + fn+1k)
,

s5n+4 =
lkrpqt

( fn+1q+ fn+2t)( fn+1 p+ fn+2q)( fn+1r+ fn+2 p)( fn+1k+ fn+2r)( fnl + fn+1k)
.

Where s−5 = t, s−4 = q, s−3 = p, s−2 = r, s−1 = k, s0 = l , { fm}
∞
m=1 = {1,1,2,3,5,8,13, .......} f0 = 1.

Proof. For n = 0, the result holds. Now suppose that n > 0 and that our supposition holds for n−1, n−2. That is

s5n−6 =
lkrpqt

( fn−1q+ fnt)( fn−1 p+ fnq)( fn−1r+ fn p)( fn−1k+ fnr)( fn−2l + fn−1k)
,

s5n−5 =
lkrpqt

( fn−1q+ fnt)( fn−1 p+ fnq)( fn−1r+ fn p)( fn−1k+ fnr)( fn−1l + fnk)
,

s5n−4 =
lkrpqt

( fnq+ fn−1t)( fn p+ fn+1q)( fnr+ fn+1 p)( fnk+ fn+1r)( fnl + fn+1k)
,
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s5n−3 =
lkrpqt

( fnq+ fn+1t)( fn p+ fn+1q)( fn−1r+ fn p)( fn−1k+ fnr)( fn−1l + fnk)
,

s5n−2 =
lkrpqt

( fnq+ fn+1t)( fn p+ fn+1q)( fnr+ fn+1 p)( fn−1k+ fnr)( fn−1l + fnk)
,

s5n−1 =
lkrpqt

( fnq+ fn+1t)( fn p+ fn+1q)( fnr+ fn+1 p)( fnk+ fn+1r)( fn−1l + fnk)
,

Now, from equation 5.1, we see that,

s5n = s5n−1 −
s5n−1s5n−5

s5n−5 + s5n−6

=
lkrpqt

( fnq+ fn+1t)( fn p+ fn+1q)( fnr+ fn+1 p)( fnk+ fn+1r)( fn−1l + fnk)

−

(

lkrpqt

( fnq+ fn+1t)( fn p+ fn+1q)( fnr+ fn+1 p)( fnk+ fn+1r)( fn−1l + fnk)

)

(

lkrpqt

( fn−1q+ fnt)( fn−1 p+ fnq)( fn−1r+ fn p)( fn−1k+ fnr)( fn−1l + fnk)

)









(

lkrpqt

( fn−1q+ fnt)( fn−1 p+ fnq)( fn−1r+ fn p)( fn−1k+ fnr)( fn−1l + fnk)

)

+

(

lkrpqt

( fn−1q+ fnt)( fn−1 p+ fnq)( fn−1r+ fn p)( fn−1k+ fnr)( fn−2l + fn−1k)

)









=
lkrpqt

( fnq+ fn+1t)( fn p+ fn+1q)( fnr+ fn+1 p)( fnk+ fn+1r)( fn−1l + fnk)

−

lkrpqt

( fnq+ fn+1t)( fn p+ fn+1q)( fnr+ fn+1 p)( fnk+ fn+1r)( fn−1l + fnk)

(

1

fn−1l + fnk

)

[

1

( fn−1l + fnk)
+

1

( fn−2l + fn−1k)

]

=
lkrpqt

( fnq+ fn+1t)( fn p+ fn+1q)( fnr+ fn+1 p)( fnk+ fn+1r)( fn−1l + fnk)

−









(

lkrpqt

( fnq+ fn+1t)( fn p+ fn+1q)( fnr+ fn+1 p)( fnk+ fn+1r)( fn−1l + fnk)

)

( fn−2l + fn−1k)

fn−1l + fnk+ fn−2l + fn−1k









=
lkrpqt

( fnq+ fn+1t)( fn p+ fn+1q)( fnr+ fn+1 p)( fnk+ fn+1r)( fn−1l + fnk)

(

1−
fn−2l + fn−1k

fnl + fn+1k

)

=
lkrpqt

( fnq+ fn+1t)( fn p+ fn+1q)( fnr+ fn+1 p)( fnk+ fn+1r)( fn−1l + fnk)

(

fn−1l + fnk

fnl + fn+1k

)

Therefore,

s5n =
lkrpqt

( fnq+ fn+1t)( fn p+ fn+1q)( fnr+ fn+1 p)( fnk+ fn+1r)( fnl + fn+1k)

Now, from equation 5.4

s5n+4 = s5n+3 −
s5n+3s5n−1

s5n−1 + s5n−2

=
lkrpqt

( fn+1q+ fn+2t)( fn+1 p+ fn+2q)( fn+1r+ fn+2 p)( fnk+ fn+1r)( fnl + fn+1k)

−









(

lkrpqt

( fn+1q+ fn+2t)( fn+1 p+ fn+2q)( fn+1r+ fn+2 p)( fnk+ fn+1r)( fnl + fn+1k)

)

×
(

lkrpqt

( fnq+ fn+1t)( fn p+ fn+1q)( fnr+ fn+1 p)( fnk+ fn+1r)( fn−1l + fnk)

)















lkrpqt

( fnq+ fn+1t)( fn p+ fn+1q)( fnr+ fn+1 p)( fnk+ fn+1r)( fn−1l + fnk)

+
lkrpqt

( fnq+ fn+1t)( fn p+ fn+1q)( fnr+ fn+1 p)( fn−1k+ fnr)( fn−1l + fnk)






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=

(

lkrpqt

( fn+1q+ fn+2t)( fn+1 p+ fn+2q)( fn+1r+ fn+2 p)( fnk+ fn+1r)( fnl + fn+1k)

)(

1

fnk+ fn+1r

)

[

1

fnk+ fn+1r
+

1

fn−1k+ fnr

]

=
lkrpqt

( fn+1q+ fn+2t)( fn+1 p+ fn+2q)( fn+1r+ fn+2 p)( fnk+ fn+1r)( fnl + fn+1k)

[

1−
fn−1k+ fnr

( fn−1k+ fnr)+( fnk+ fn+1r)

]

=
lkrpqt

( fn+1q+ fn+2t)( fn+1 p+ fn+2q)( fn+1r+ fn+2 p)( fnk+ fn+1r)( fnl + fn+1k)

[

1−
fn−1k+ fnr

fn+1k+ fn+2r

]

Therefore,

s5n+4 =
lkrpqt

( fn+1q+ fn+2t)( fn+1 p+ fn+2q)( fn+1r+ fn+2 p)( fn+1k+ fn+2r)( fnl + fn+1k)
.

Remaining relations can be found similarly. Hence, the proof is completed.

Example 5.6. Assume s−5 = 1, s−4 = 3, s−3 = 6, s−2 = 5, s−1 = 2, s0 = 7. (Figure 5.4, shows behavior of solution of 5.4)
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Figure 5.4: Shows behavior of Solution of 5.4

5.4. Fourth equation

In this section we deal with the specific form of the 1.1

sn+1 = sn −
snsn−4

sn−4 − sn−5
, n = 0,1, ... (5.5)

where the initial conditions s−5, s−4, s−3, s−2, s−1, s0 are arbitrary non-zero real numbers with s−5 6= s−4 6= s−3 6= s−2 6= s−1 6= s0.

Theorem 5.7. Let {sn}
∞
n=−5be a solution of 5.2. Then every solution of it is periodic with period 24. Moreover, {sn}

∞
n=−5 takes the form

t, q, p, r, k, l, tl
l−k ,

tql
(t−q)(q−p)

,
tqpl

(t−q)(q−p)(p−r)
,

tqprl
(t−q)(q−p)(p−r)(r−k)

,
tqprkl

(t−q)(q−p)(p−r)(r−k)(k−l)
,

−t prkl
(q−p)(p−r)(r−k)(k−l)

,
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or,

s24n−5 = t, s24n−4 = q,

s24n−3 = p, s24n−2 = r,

s24n−1 = k, s24n = l,

s24n+1 =
tl

l − k
, s24n+2 =

tql

(t −q)(q− p)
,

s24n+3 =
tqpl

(t −q)(q− p)(p− r)
, s24n+4 =

tqprl

(t −q)(q− p)(p− r)(r− k)
,

s24n+5 =
tqprkl

(t −q)(q− p)(p− r)(r− k)(k− l)
, s24n+6 =

−t prkl

(q− p)(p− r)(r− k)(k− l)
,

s24n+7 =
trkl

(p− r)(r− k)(k− l)
, s24n+8 =

−tkl

(r− k)(k− l)
,

s24n+9 =
tl

(k− l)
, s24n+10 =−t,

s24n+11 = −q, s24n+12 =−p,

s24n+13 = −r, s24n+14 =−k,

s24n+15 = −l, s24n+16 =
−tl

(t −q)
,

s24n+17 =
−tql

(t −q)(q− p)
, s24n+18 =

−tqpl

(t −q)(q− p)(p− r)
,

s24n+19 =
−tqprl

(t −q)(q− p)(p− r)(r− k)
, s24n+20 =

−tqprkl

(t −q)(q− p)(p− r)(r− k)(k− l)
,

s24n+21 =
t prkl

(q− p)(p− r)(r− k)(k− l)
, s24n+22 =

−trkl

(p− r)(r− k)(k− l)
,

s24n+23 =
tkl

(r− k)(k− l)
, s24n+24 =

−tl

(k− l)
.

where s−5 = t, s−4 = q, s−3 = p, s−2 = r, s−1 = k, s0 = l

Proof. The proof is left to the reader.

Example 5.8. Assume s−5 = 2, s−4 = 17, s−3 = 15, s−2 = 14, s−1 = 19, s0 = 11. (See Figure 5.5 for the periodic behavior of 5.5)

ands−5 =−2, s−4 = 17, s−3 = 15, s−2 =−8, s−1 = 19, s0 = 1. (See Figure 5.6)
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Figure 5.5: Shows periodic solution of 5.5
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Figure 5.6: Shows periodic solution of 5.5

6. Conclusion

In This paper we studied global stability, boundedness and the solutions of some special cases of equation 1.1. In Section 3 we proved when

β (γ +3δ )< (γ +δ )2(1−α), 1.1 has local stability. We proved in the same section that the unique equilibrium of equation 1.1 is globally

asymptotically stable if γ(1−α) 6= β . In Section 4 we showed that the solution of equation 1.1 is bounded if (α + β
γ )< 1. In Section 5, we

obtained the expression and closed form solution of four special cases of equation 1.1 and gave numerical examples of each of the case, with

different initial values.
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