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Abstract: Educational assessment tests are designed to measure the same 

psychological constructs over extended periods. This feature is important 

considering that test results are often used for admittance to university programs. 

To ensure fair assessments, especially for those whose results weigh heavily in 

selection decisions, it is necessary to collect evidence demonstrating that the 

assessments are not biased and to confirm that the scores obtained from different 

test forms have statistical equality. Therefore, test equating has important functions 

as it prevents bias generated by differences in the difficulty levels of different test 

forms, allows the scores obtained from different test forms to be reported on the 

same scale, and ensures that the reported scores communicate the same meaning. 

In this study, these important functions were evaluated using real college admission 

test data from different test administrations. The kernel equating method under the 

non-equivalent groups with covariates design was applied to determine whether 

the scores that were obtained from different periods and measured the same 

psychological constructs were statistically equivalent. The non-equivalent groups 

with covariates design was specifically used because the test groups of the 

admission test are non-equivalent and there are no anchor items. Results from the 

analyses showed that the test forms had different score distributions and that the 

relationship was non-linear. Thus, the equating procedure was adjusted to eliminate 

these differences and thereby allowing the tests to be used interchangeably. 

1. INTRODUCTION 

Throughout much of human history, tests have been figured prominently as measurement tools 

in all areas of life. They are used for many purposes including monitoring the development 

process of individuals, determining the level of readiness for school, identifying the learning 

achievements of students, issuing diplomas or certificates, and deciding on proper treatment 

methods for psychological problems. This widespread use reveals the importance of tests in 

human life. Cronbach (1990) states that tests provide evidence for understanding individuals 

and gaining knowledge about human behavior. Anastasi (1988) defines psychological tests as 
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an objective, standardized measure of a psychological variable such as intelligence, ability, 

aptitude, interest, attitude, and behavior. 

One of the most common uses of tests is in schools. In pre-school, primary, and secondary 

school, basic life skills are taught, while in high school, the focus shifts to developing basic 

mental skills and orienting students to a future profession. Higher education programs, on the 

other hand, aim to equip individuals with the requisite set of skills and competencies associated 

with their profession of choice and at the same time, to enrich their intellectual, factual, and 

scientific knowledge. With the growing competitiveness in securing admittance to prestigious 

universities, it is common for students to take multiple admission tests to improve their chances 

of being accepted (Altıntaş & Kutlu, 2020). 

Different forms of tests are used for entrance exams to universities and other educational 

institutions, for personnel selection, and for exams administered in different years or periods to 

ensure the security and integrity of the assessment process. In some cases, parallel versions of 

a test are used to allow the students more than one chance to be evaluated in certain periods. 

However, the use of different test forms on different dates raises concerns over whether the 

difficulty level of these forms differs (Kolen & Brennan, 2014). If no adjustment for difficulty 

differences is made, it is not possible to fairly compare test-takers who have been issued 

different test forms. 

Similar questions asked in different formats, such as graphically, verbally, or symbolically, can 

be used multiple times in exams that measure the same construct, which is usually the case in 

exams administered for selection purposes. Although the use of parallel test forms that measure 

the same characteristics seems to be a reasonable way to ensure fairness (Kan, 2010) and exam 

security, the issue regarding the comparability of the scores obtained from these different tests 

is a source of concern. 

The construction of parallel forms depends in equal measure on expert judgment and empirical 

data. The judgment comes into play in determining whether the items on these parallel forms 

measure the same function, a decision that sometimes is quite difficult to make (Levine, 1955, 

p.4). Proving that two tests, which are supposed to measure the same construct, are 

psychometrically equal (equivalent) to one another is essential in terms of preventing possible 

sources of bias. 

Lord (1950) describes “comparability” in the sense that scores from two different tests each 

represent an equivalent amount of training or promises an equivalent degree of future success 

in a particular activity or other fields of knowledge. The comparability of scores obtained on 

different forms of a test depends on the accurate equating of these scores (Holland & Thayer, 

1985, p.109). In selection processes, the comparability of the scores acts as an important 

indicator that the selection procedures are fair. As emphasized by Dorans and Holland (2000, 

p.281), the comparability of measurements made by different methods and researchers under 

different conditions is an essential component of the scientific method. Psychological and 

educational measurements are no exception to this rule. 

Equating is a statistical process that is applied to confirm that scores on different test forms are 

comparable. Equating adjusts for differences in difficulty among forms that are built to be 

similar in difficulty and content (Kolen & Brennan, 2014). Equality/equivalence of test scores, 

or test equating was defined by Angoff (1971, 1982) as the conversion of the unit system of 

one form to the unit system of another form. Test equating is a numerical arrangement made to 

ensure that scores obtained from forms at different difficulty levels can be used interchangeably 

(Braun & Holland, 1982). Similarly, Felan (2002) stated that test equating is often used in 

situations where multiple forms of a test exist, where exams consisting of different forms are 

compared to each other, or when researchers want to overcome problems of practice effects. 
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A study by von Davier et al. (2004) argued that while there is no unified perspective on test 

equating, all equating approaches feature at least the five following “requirements”: (1) equal 

construct, (2) equal reliability, (3) symmetry, (4) equity, and (5) population invariance. Here, 

equality is expressed in terms of the persons taking the exam, equal reliability and population 

invariance are related to the size of the population, symmetry is a mathematical property, and 

equal structure is related to the nature and use of the tests. 

Since standardized tests are typically given at different times and with different test forms, the 

test that is administered by the test-takers must not unfairly affect the results capable of being 

attained (Andersson et al., 2013b). In effect, this means that the comparability of the scores 

obtained from a test and the interchangeability of the scores obtained in different years are 

important, insofar as they allow test-takers to compare their current scores with past and future 

scores. As is the case throughout the world, some tests are used in Turkey regularly (every year, 

twice a year, etc.) for the same purposes (selection, placement, etc.). The institutions 

responsible for developing and applying these tests accept that the different forms of the tests 

make equivalent measurements to realize the same purpose. The Ankara University 

Examination for Foreign Students (AYOS), which has been applied since 2011 for admission 

of international students to Turkish universities, especially Ankara University, is considered 

equivalent to each other. Research on the AYOS Basic Learning Skills Test (BLST) scores, 

such as measurement invariance and differential item functioning studies (Altıntaş & Kutlu, 

2019, 2020), has revealed that AYOS has equivalence in terms of individuals in different groups 

(i.e., country and gender) who took the test the same year. 

Although the psychological constructs measured by the test do not change, AYOS tests are 

developed for the same purpose and applied once every year. Hence, the groups taking the test 

are different (Kutlu & Bal, 2011). The gold standard is to use common items, also known as 

anchor items, to adjust for this kind of imbalance in ability between the test groups. However, 

AYOS does not include any common items. This study, therefore, follows the suggestion by 

Wiberg and Bränberg (2015) and uses background information about the test-takers. The idea 

behind this study is to investigate the equality of test forms that had no anchors, were assumed 

to measure the same construct and were applied to different groups in different years. This 

design is known as the non-equivalent groups with covariates (NEC) design (Wiberg & 

Bränberg, 2015). In the non-equivalent groups with anchor test (NEAT) design, the anchor test 

score is used as a proxy for the latent variable of ability, while in the NEC design, covariates 

instead act as proxies of ability. The latter can therefore be viewed as a generalization of the 

NEAT design since the anchor test score can be seen as a covariate. The NEC design allows for 

the inclusion of more than one covariate. 

Accordingly, the purpose of this research is to identify the statistical equality of the different 

test forms of the AYOS BLST using the kernel equating method under the NEC design. 

2. METHOD 

2.1. Research Model 

The basic research approach was used as the aim of this research was to equate AYOS tests that 

were administered in 2017 and 2018, and were assumed to measure the same psychological 

construct by testing existing techniques on real data. As part of this aim, we utilize covariates 

gathered at the time of the test administration within the NEC design to equate the test forms. 

Evaluation of the results is conducted by calculating the standard error of equating (SEE) and 

the standard error of equating difference (SEED). 

In basic research, which is a type of scientific research concerned with clarifying the underlying 

processes and better understanding the phenomena, the hypothesis is usually expressed as a 

theory (Fraenkel & Wallen, 2009). Basic research can be exploratory, descriptive, or 
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explanatory. Given that descriptive research is used to describe the characteristics of a 

population or phenomenon, which was part of the aim of this study, this specific type of basic 

research was applied. 

2.2. The Study Group of the Research 

The study group of this research consisted of 5,223 individuals who took the AYOS BLST – 

2,460 took it in 2017, and 2,763* took it in 2018. In the 2017 group, there were slightly more 

men (52.2%), while there were slightly more women (52.19%) in the 2018 group. Regarding 

the age groups, about half of the individuals from the 2017 and 2018 groups were below 19 

years of age (50.33% and 49.69%, respectively). 

2.3. Data Set and the Test Equating Design 

The research data included the test-takers’ responses to the AYOS tests applied in 2017 and 

2018. The AYOS is an assessment to determine international students’ qualifications for 

admission to Ankara University and other universities (those accepting the AYOS score) in 

Turkey. The test is simultaneously implemented in different countries (exam centers) in a single 

session once a year. In brief, the AYOS dataset consists of the test-takers’ scores (AYOS 2017 

and AYOS 2018) and two covariates, gender (with values of 1 if man and 0 if woman), and age 

(with values of 1 if 18 years of age or younger and 0 if age 19 years of age or older). This means 

that there are 2 x 2 = 4 possible combinations of covariates and that the frequency vector has a 

length of 81 x 4 = 324. The data were first sorted by age followed by gender and the test scores 

on AYOS 2017. 

The AYOS BLST is a non-verbal aptitude test with two sections and a total of 100 binary-

scored multiple-choice items. The first section tests letter, number, and shape relations as a 

measure of cognitive skills, such as analytical thinking, reasoning, and abstract and spatial 

thinking (with 60 items). The second section measures numerical thinking skills that require 

the use of mathematics and geometry knowledge (with 40 items). The scores obtained from the 

test are valid for two years. The test is newly developed every year following the psychometric 

properties of the test applied in the previous year. 

Table 1. Descriptive statistics of AYOS tests. 

AYOS BLST n X̅ S2 S KR-20** Ave. Dif. Skew. Kurt. 

2017 2.460 54.22 413.10 20.32 0.96 0.54 0.03 -0.86 

2018 2.763 57.14 387.15 19.68 0.96 0.57 -0.00 -0.77 
**The KR-20 formula was applied in cases where the items varied greatly in difficulty (Kuder & Richardson, 1937, p.160). 

Table 1 shows the mean, standard deviation, variance, KR-20 reliability, average difficulty, 

skewness, and kurtosis coefficient values for the AYOS 2017 and 2018 tests. The first 

noteworthy finding was that the KR-20 reliabilities of both tests were equal and quite high 

(0.96). The KR-20 value is an overall measure of internal consistency (Cronbach, 1951, p.300) 

and provides information about the purity of random errors. Therefore, the fact that the values 

obtained from both tests were quite high is evidence that the tests involving the identification 

of number, shape, and letter relationships do measure the cognitive skills they aim to measure 

as a whole. Although the mean score on the 2018 test was higher than that on the 2017 test, 

both tests have values close to the average difficulty value of 0.50, which indicates that the 

 

 Individuals from whom data on gender and age variables were collected were included in the study 

group. 
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students’ scores generally hover around 50 points, which is the average score of the tests. This 

also shows that students can answer about 50% of the items on the test. Moreover, since the 

skewness coefficient of the score distribution in both tests is positive, the distribution is skewed 

to the right of what is considered normal. The kurtosis coefficients were negative for both tests, 

meaning that the score distributions, when compared to the normal distribution, were slightly 

flattened. The two score distributions are also presented in a histogram, which is given in Figure 

1. 

Figure 1. AYOS BLST Score Distributions. 

 

Figure 1 shows that the score distributions are slightly skewed, with relatively few test-takers 

having low scores and many having high scores. This is reflected in the SEE plot (Figure 3). 

Considering the test design, a NEAT design is typically preferred in the test score equating, but 

some tests do not have common items. If the groups are non-equivalent, an equivalent groups 

(EG) design cannot be applied (Sansivieri & Wiberg, 2017). When the test groups are non-

equivalent and no anchor items are available, Bränberg and Wiberg (2011), Andersson et al. 

(2013a), and Wiberg and Bränberg (2015) recommend that background information about the 

test-takers be used to adjust for the ability difference, a design referred to as the non-equivalent 

groups with covariates (Wallin, 2019). 

The idea of test linking using variables is not new, as demonstrated by Kolen (1990) and Liv-

ingston et al. (1990), who suggested that linking can be used in cases of groups matching on 

variables other than ability (as cited in Wiberg & Bränberg, 2015). The NEC design is an im-

portant alternative to the NEAT design when there is no anchor test available for equating (Wi-

berg & Bränberg, 2015). In the NEC design, background information on the individuals taking 

the tests is used instead of using an anchor test to facilitate the equating of two tests when the 

groups taking the test are not equivalent (Andersson et al., 2013a). As is the case in the NEAT 

design, two groups are independently sampled from different populations, P and Q, and each is 

administered either of the test forms, X and Y. In the absence of an anchor test form, the NEC 

design uses relevant covariates, denoted by C, that can account for differences in the groups of 

test-takers (González & Wiberg, 2017). 

According to Wallin and Wiberg (2019), equating non-equivalent test groups requires adjusting 

for two sources of bias: differences in the difficulty of the forms and differences in the abilities 

of the test groups. A proper equating conversion should address both of these, but when the 
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second is observed, some substitutes are required in place of ability. The most common substi-

tute is an anchor test. However, since not all test programs can include an anchor, the back-

ground information of test-takers can be used. This is the scenario for the NEC design, where 

the fundamental assumption is that if the test groups are conditionally equivalent concerning 

the background information, they will differ only randomly from one another in terms of ability. 

The NEC design was applied in this study due to the non-equivalent test groups of AYOS and 

the absence of anchor items. According to Bränberg and Wiberg (2011), one important consid-

eration when using background information is the choice of variables, which should be corre-

lated with the test scores. On the other hand, the variables should “explain” the differences 

between the groups in the non-equivalent groups design. Accordingly, the covariates used in 

this study were age and gender, denoted as A and G, respectively based on the availability of 

the AYOS data. 

2.4. Data Analysis 

The scores on the AYOS BLST 2017 and 2018 tests were equated using the kernel equating 

method under the NEC design in this study (Wiberg & Bränberg, 2015). The R package 

“kequate” was used for kernel equating analyses (Andersson et al., 2013a, 2013b; R Core Team, 

2018). 

The analysis of the data was carried out in two stages. In the first stage, pre-smoothing, con-

tinuization, equating, and evaluation of the equating function (computing the SEE) processes 

were carried out. In the second stage, a linear equating function was used to determine the 

degree of difference in the results of the 2017 and 2018 tests, and the SEED was calculated. 

2.4.1. The Kernel Equating Framework 

The kernel method of test equating includes the following five steps (von Davier et al., 2004; 

Andersson et al., 2013a, 2013b; Wiberg & Bränberg, 2015; González & Wiberg, 2017; Gonzá-

lez & von Davier, 2017; Wallin & Wiberg, 2017, 2019): Pre-smoothing, Estimation of the Score 

Probabilities, Continuization, Equating, and Evaluation of the Equating Function (Calculating 

the SEE and SEED). 

The goal of test equating – if we let 𝑋 and 𝑌 denote the test score from test form X and the test 

score from test form Y respectively – is to equate 𝑋 to 𝑌 (or vice versa). The test group that was 

administered the test form X is a sample from population P, while the group that was 

administered the test form Y is a sample from population Q. To define the kernel equating 

estimator used in this study, let 𝑟𝑗 = 𝑃(𝑋 = 𝑥𝑗) and 𝑠𝑘 = 𝑃(𝑌 = 𝑦𝑘) denote the score 

probabilities for scores 𝑥𝑗 , 𝑗 = 1,… , 𝐽 and 𝑦𝑘, 𝑘 = 1,… , 𝐾. Furthermore, let 𝜇𝑋 and 𝜎𝑋
2 denote 

the mean and variance of the 𝑋 scores, respectively, let 𝑉 denote a continuous random variable 

with mean 0 and variance 𝜎𝑉
2, and let 𝑎𝑋

2 = 𝜎𝑋
2/(𝜎𝑋

2 + 𝜎𝑉
2ℎ𝑋

2), where ℎ𝑋 is a smoothing 

parameter called the bandwidth. Using these defined quantities, a continuous version of the 

random variable 𝑋 was introduced: 

𝑋(ℎ𝑋) = 𝑎𝑋(𝑋 + ℎ𝑋𝑉) + (1 − 𝑎𝑋)𝜇𝑋. 

The random variable 𝑋(ℎ𝑋) is defined as such that its mean and variance are the same as for 𝑋, 

and its cumulative distribution function (CDF) is given by 

𝐹ℎ𝑋(𝑥) = 𝑃(𝑋(ℎ𝑋) ≤ 𝑥) =∑𝑟𝑗𝐾 (𝑅𝑗𝑋(𝑥)) ,

𝑗

 

where 𝐾(∙) is the kernel function following from the distribution of 𝑉 (which is commonly set 

to the Gaussian distribution) and 𝑅𝑗𝑋 = (𝑥 − 𝑎𝑋𝑥𝑗 − (1 − 𝑎𝑋)𝜇𝑋)/𝑎𝑋ℎ𝑋. Corresponding 
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quantities can be defined to introduce the continuized CDF 𝐺ℎ𝑌. Replacing the terms in 𝐹ℎ𝑋  and 

𝐺ℎ𝑌  with estimated quantities, the kernel equating estimator used in this study was defined as 

�̂�𝑌(𝑥) = �̂�ℎ𝑌
−1(�̂�ℎ𝑋(𝑥)). 

The SEE, which was used as part of the evaluation of �̂�𝑌(𝑥) in this study, equals 

SEE𝑌(𝑥) = ‖�̂�φ𝑌
�̂�DF𝐂‖, 

where �̂�φ𝑌
 equals the Jacobian of the equating function, �̂�DF equals the Jacobian of the design 

function that is set according to the data collection design, and 𝐂 is defined such that 

Cov (�̂�
�̂�
) = 𝐂𝐂⊤, 

with �̂� and �̂� denoting vectors of pre-smoothed score distributions. Lastly, we defined the 

SEED as 

SEED𝑌(𝑥) = ‖�̂�φ𝑌
�̂�DF𝐂 − �̂�φ𝐿

�̂�DF𝐂‖, 

where 𝜑𝐿 equals the linear equating function 

𝜑𝐿 = 𝜇𝑌 + (
𝜎𝑌

𝜎𝑋
) (𝑥 − 𝜇𝑋). 

3. RESULTS 

In the first stage of the equating process, pre-smoothing of the observed score distributions 

using the log-linear pre-smoothing was performed. A statistical model was fitted to the 

empirical distribution obtained from the sampled data in the pre-smoothing step. It is assumed 

that many of the irregularities observed in the empirical distributions are due to sampling error; 

thus, the pre-smoothing aims to reduce this error (Wiberg & Bränberg, 2015). Several log-linear 

models should be fitted and compared in the pre-smoothing step to decide which model fits the 

data the best (González & Wiberg, 2017). 

3.1. Log-linear Pre-smoothing 

González and Wiberg (2017) emphasize that several log-linear models should be fitted and 

compared in the pre-smoothing step regardless of the chosen data collection design. Here, the 

R function glm( ) was used to obtain a log-linear model in the pre-smoothing step to be used in 

the conjunction. The models were evaluated using the Bayesian Information Criterion (BIC; 

Schwarz, 1978), as it was shown to be an appropriate choice for bivariate smoothing (Moses & 

Holland, 2010). This led to log-linear models that preserved the first four moments of the X/Y 

score, the first two moments of the covariates, and the first cross-moment of the score variable 

and each covariate. 

3.2. Estimation of the Score Probabilities 

In the second step, the estimated score probabilities were generated by mapping the pre-

smoothed score distributions into the score probability vectors for X and Y using a design 

function. This function, known as the design function, depends on the data collection design 

(see Wallin and Wiberg (2019) for the explicit expression of the design function for the NEC 

design). 

3.3. Continuization 

The Gaussian kernel was used in kernel equating to continuize the two estimated discrete 

cumulative distribution functions. The Gaussian kernel function is used to smooth the discrete 
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score distributions, and the full penalty function is applied to select the smoothing parameter 

(von Davier et al., 2004). The estimated distributions �̂�j and �̂�k, the bandwidths ℎX and ℎY, and 

estimates of the means and variances of X and Y in population T were used in the application of 

the Gaussian kernel smoothing. 

According to von Davier et al. (2004, pp.61-64), there is a variety of ways to select the 

bandwidth (hX), which refers to controlling the degree of smoothness in the continuization, but 

the most common way was used in this study to minimize the penalty function. 

The bandwidth for each continuized score distribution was selected by minimizing the sum of 

the squared distances between the observed score probabilities and the estimated density. To 

ensure smoothness in the estimated, continuized score distributions, the minimization operation 

included a term that penalized a density that had more than a few modes along with an added 

penalty term that penalized large fluctuations in the estimated density. Specifically, the 

bandwidth that minimized the following function was selected: 

∑(�̂�𝑗 − 𝐹ℎ𝑋
′ (𝑥𝑗))

2

+∑𝐴𝑗
𝑗𝑗

, 

where 𝐹ℎ𝑋
′ (𝑥𝑗) denotes the derivative of 𝐹ℎ𝑋(𝑥𝑗), 𝐴𝑗 = 1 if 𝑓ℎ𝑋

′ (𝑥𝑗 − 𝑣) > 0 and 𝑓ℎ𝑋
′ (𝑥𝑗 + 𝑣) <

0, or 𝑓ℎ𝑋
′ (𝑥𝑗 − 𝑣) < 0 and 𝑓ℎ𝑋

′ (𝑥𝑗 + 𝑣) > 0, and 𝐴𝑗 = 0 otherwise. 

3.4. Equating 

In the last step, the results were graphically examined by plotting the equated scores (Figure 2) 

and SEE (Figure 3). The table presenting the equated scores can also be found in the appendix 

(Annex 1). 

Figure 2. Equating results. 

 

Figure 2 shows that there was a linear relationship between the raw scores and equated scores. 

Although the equating function was linear, there were non-linearities in the tails of the score 

distribution. It is also clear that the Y test form (AYOS 2018 test) was easier than the X test 

form (AYOS 2017 test), a difficulty difference that the equating function helped to adjust for. 

3.5. Standard Error of Equating 

Figure 3 shows the values of the SEE obtained for raw scores from the equating function. 
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Figure 3. Standard error of equating. 

 

As illustrated in Figure 3, the SEE was larger at the lower end of the score scale. This is quite 

natural though, as there were very few test-takers with a total score below 10 (See Figure 1). 

Moreover, the SEE was relatively lower in the range of 25 - 100 scores. 

Furthermore, an examination was performed to determine how the results obtained from a linear 

equating function would differ from the results already obtained. Therefore, the test forms were 

equated using a linear equation function, and then the difference between the previous equation 

function and the linear equating function was calculated. The results of this calculation 

indicated that the relationship between AYOS 2017 and 2018 tests was non-linear. In addition, 

the SEED was also calculated and added to Figure 4. 

Figure 4. Standard error of equating difference between current and linear equating function. 

 

Figure 4 shows that the linear equating function deviated from the non-linear equating function. 

The line indicated by black dots shows the difference, while the red lines (±2SEED) represent 

twice the standard error of the difference between equating functions. The black line, however, 

only breaks through the SEED barrier once. This indicates that a non-linear equating method 

should be used instead of linear equating. Moreover, the SEED is relatively higher at the lower 
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and higher ends of the score scale, which means that the linear equation methods give higher 

standard errors in extreme scores than in middle scores. 

4. DISCUSSION and CONCLUSION 

The aim of this research was to investigate the equality of test forms that had no anchors, were 

assumed to measure the same construct and were applied to different groups in different years. 

To fulfill this aim, variables correlated with AYOS BLST scores were used as a substitute for 

common items in non-equivalent groups with covariates design. This method introduced in 

studies by Bränberg and Wiberg (2011), Andersson et al. (2013a), and Wiberg and Bränberg 

(2015). 

The NEC design was specifically used because the test groups of the admission test were non-

equivalent and there were no anchor items. Results from the analyses showed that the test forms 

had different score distributions and that the relationship was non-linear. The equating 

procedure was thus adjusted to eliminate these differences and thereby allow the tests to be used 

interchangeably. Real data from a non-verbal aptitude college admissions test were used. 

In a similar study, Akın-Arıkan (2020) used real data from the Monitoring and Evaluation of 

Academic Skills Project in Turkey to examine the NEAT and NEC designs comparatively. In 

this context, she equated the scores obtained from Mathematics subtests according to the kernel 

chained equipercentile, kernel post-stratification equipercentile, kernel chained linear, and 

kernel post-stratification linear methods. Furthermore, she sought to determine the affection 

status of the covariates (gender variable and socioeconomic index) used in the NEC design. 

From her research, it was determined that test forms can be equated using covariates when there 

are no anchor items. This is a noteworthy finding in terms of contributing valuable information 

for future studies to be carried out using the NEC design. When the findings obtained using the 

methods under the NEC design were specifically examined, the lowest error value was found 

in the design involving the socioeconomic index as a covariate, while the highest error value 

was found in the design involving the gender variable as a covariate. Akın-Arıkan reported that 

the reason for this was the relationship between the covariates and the test. 

In this research, the point-biserial correlations were very low, and for the values between the 

covariates, none of the correlations were statistically significant (p>0.05). However weak 

correlation values between the covariates and the test scores do not mean that they are not good 

proxies of the latent ability. As we controlled for covariates that were confounders of the 

relationship between the test form assignment and the test score, we argue that as a rule the 

subject-matter knowledge of such covariates could be included to achieve a strong correlation. 

Similarly, Bränberg et al. (1990), in their research, found that there was a correlation between 

gender, education, and age in the test scores obtained from the Swedish Scholastic Aptitude 

Test (SweSAT). 

In her research on real data, Yurtçu (2018) used gender, mathematics self-efficacy scores, and 

common item scores as covariates to obtain equated scores with the Bayesian nonparametric 

model. She concluded that covariates can be used in place of common items, and in some cases, 

perform even better, and that equated scores obtained with the said model can generate results 

closer to the target test. 

The use of real-life data is important insofar as it reveals the psychometric properties of the 

tests used in real life. However, Wiberg and Bränberg (2015) warned that using real data is 

limiting because the true equating is not known. Therefore, simulation studies are 

recommended as they allow defining the true value of the equating (parameter) function, and 

they should be conducted using an NEC design within the kernel equating framework. 



Int. J. Assess. Tools Educ., Vol. 8, No. 4, (2021) pp. 729–743 

 
739 

The evidence from the simulation study performed by Bränberg and Wiberg (2011) indicates 

that using covariates in the equating process can increase the accuracy of equating. In the 

present study, gender and age variables were used as covariates in the equating model. A review 

of the literature showed that background variables, such as gender, age, educational status, 

socioeconomic index, mathematics self-efficacy scores, etc., are being used as covariates 

(Bränberg & Wiberg, 2011; González et al., 2015; Wiberg & Bränberg, 2015; Wiberg & von 

Davier, 2017; Yurtçu, 2018; Akın-Arıkan, 2020). There are additional factors that may affect 

the student’s success. These include student background variables, as used in PISA, such as the 

number of books at home, time allocated to studying, etc., or high school grades and 

performance test scores of the students. These variables can be taken as covariates in test 

equation studies using the NEC design. González et al. (2015) stated that an additional 

advantage of including covariates in the modeling of the equating function is the possibility of 

a customized transformation between any pair of subpopulations as long as they are 

characterized by covariates. 

Since the test groups were non-equivalent and the AYOS tests do not contain any common 

items, this analysis used background information about the test-takers to equate the test forms. 

Although common items are the gold standard for adjusting for ability imbalance between test 

groups, previous studies have shown that equating under the NEC design produces smaller 

standard errors (Sansivieri & Wiberg, 2017) and lower MSE (Bränberg & Wiberg, 2011). While 

the model specification and the kernel equating framework are somewhat more complicated 

(Andersson et al., 2013a), they have advantages in terms of modeling flexibility. 

In this research, since there were no anchor items, the two covariates, gender and age, were 

used to equate the different test forms of AYOS. Using covariates to obtain equated scores in 

the Bayesian nonparametric model, Yurtçu (2018) emphasized that the use of two covariates 

was more effective than the use of anchor items. Similarly, in another study, it was stated that 

a large number of covariates would cause a decrease in the number of individuals who fall into 

common categories and thereby result in errors in score estimation (Wallin & Wiberg, 2017). 
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6. APPENDIX 

Annex 1. Equating results. 

Scores 
Equated 

Scores 

 
Scores 

Equated 

Scores 

0 -6.04  51 47.55 

1 -4.72  52 48.59 

2 -3.46  53 49.63 

3 -2.25  54 50.67 

4 -1.08  55 51.72 

5 0.07  56 52.77 

6 1.19  57 53.82 

7 2.29  58 54.87 

8 3.39  59 55.91 

9 4.47  60 56.96 

10 5.55  61 58.01 

11 6.62  62 59.06 

12 7.69  63 60.11 

13 8.75  64 61.15 

14 9.81  65 62.19 

15 10.86  66 63.23 

16 11.91  67 64.27 

17 12.95  68 65.30 

18 13.99  69 66.33 

19 15.03  70 67.36 

20 16.07  71 68.39 

21 17.10  72 69.41 

22 18.12  73 70.44 

23 19.15  74 71.46 

24 20.17  75 72.47 

25 21.18  76 73.49 

26 22.20  77 74.50 

27 23.21  78 75.52 

28 24.22  79 76.53 

29 25.23  80 77.55 

30 26.24  81 78.57 

31 27.24  82 79.58 

32 28.25  83 80.60 

33 29.25  84 81.63 

34 30.26  85 82.66 

35 31.26  86 83.69 

36 32.27  87 84.73 

37 33.27  88 85.79 

38 34.28  89 86.85 

39 35.28  90 87.93 

40 36.29  91 89.02 

41 37.30  92 90.14 

42 38.32  93 91.29 

43 39.33  94 92.47 

44 40.35  95 93.70 

45 41.37  96 95.00 

46 42.39  97 96.37 

47 43.42  98 97.82 

48 44.44  99 99.36 

49 45.48  100 100.99 

50 46.51    
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Abstract: This study examined the calculation methods of P121 and P10 scores 

used in teacher appointments. The statistics regarding the Public Personnel 

Selection Examination (PPSE) subtests used by Measurement, Selection and 

Placement Center (MSPC) in 2018, 2019 and 2020 were accessed from the website 

of the institution. The parameters not published on this webpage were calculated 

by using the candidates’ results. The public openly debates the allegations made 

by the candidates who took the exam in 2019 that their scores had been 

miscalculated for various reasons and the examinee scores, in fact, had to be higher. 

The study was conducted (i) to determine whether such disparity actually existed, 

(ii) and if so, the reason behind it, (iii) how the differences arising from the 

parameters in the formula being used to calculate the scores would affect exam 

takers’ scores. In particular, the study identified the issues caused by converting 

the scores obtained by using different subtests in the same manner in calculating 

P121without considering an equating method. Based on the examined exam scores 

for the last three-years, it was concluded that 2019 candidates were disadvantaged 

in most teaching fields. Based on the findings, it is suggested that (i) the use 

weighted standard scores instead of P121 and P110, to calculate separate scores for 

each teaching field is better and (ii) the validity period of such exam scores should 

be limited to one year. 

1. INTRODUCTION 

Since 2002, the Ministry of National Education (MoNE) has been utilizing the scores obtained 

in the Public Personnel Selection Exam (PPSE) held annually by the Measurement Selection 

and Placement Center (MSPC), to appoint new teachers to its affiliated institutions. Before this 

exam, the Selection Exam for Civil Servants who would be appointed for the first time (SECS) 

had been used starting in 1999. Initially, the validity period of the exam scores was determined 

to be 2 years and it was implemented in this manner until 2013. Between 2013 and 2016, the 

validity period for the scores was 1 year, but with the change in the regulation published in the 

Official Gazette dated 15 August 2018, the validity period, which was increased to 2 years again 

starting with the 2017 exam, was reduced to 1 year again with the change on 7 November 2019. 
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Initially, teacher candidates had to take the General Culture (GC), General Ability (GA) and 

Educational Sciences (ES) tests from the PPSE tests, however, MSPC announced on 27 

February 2013 that Teaching Content Knowledge Test (TCKT) would be given in the fields of 

Turkish, primary school mathematics, science/science and technology, social studies, Turkish 

language and literature, geography, mathematics (high school), physics, chemistry, biology, 

religious culture and ethics, and foreign language (German, French, English). In 2014, 

counseling and classroom teaching, in 2017 pre-school teaching and in 2019 physical education 

and religious vocational school vocational teaching were added to these fields. In 2019, the 

number of questions in TCKT was increased from 50 to 75. 

When the scores from two different exams are to be used in the same application, the 

equivalency of these scores becomes important. It is very difficult for tests consisting of 

different questions to be completely parallel and to produce the same or similar results for each 

individual who takes the test and therefore, this cannot be expected (Kan, 2010). This difficulty 

arises from the limitation of the Classical Test Theory which states that “all test and item 

statistics obtained are affected by the group to which the test is applied”. The statistics of test 

items depend on the sample and are interpreted depending on the group to which the test is 

applied. (Embreston & Reise, 2000). 

In addition, it can be argued that individuals’ abilities may vary depending on the items they 

respond to and that they can perform differently in tests with different difficulty levels 

(Hambleton & Swaminathan, 1985). In specific, it is possible to equate the scores of tests 

applied to different people with different questions by using Item Response Theory framework 

(Crocker & Algina, 1986) but it is publicly known that such an equating process is not used in 

the exams conducted by MSPC. Instead, “the method of standardizing the scores by relieving 

them from the effects of mean and standard deviation" which is the most common method used 

for comparison (Tekin, 1996; Turgut & Baykul, 2010) is preferred. 

In each of the PPSE tests, MSPC takes the difference between candidates’ correct numbers of 

questions, corrected for their lucky guessing, the average of the test. Then divides it by the 

standard deviation of the test to obtain the z-score and multiplies this score by 10 and adds 50 

to it to obtain the t-score. Thus, within the limitations of the Classical Test Theory, the 

performances of the candidates in all tests become relatively comparable and collectable even 

though they have been taken from different tests. In the calculation of P121, t-scores are 

calculated by multiplying the sum of General Culture (GC) and General Ability (GA) test scores 

by coefficient 0.15, the Educational Sciences (ES) Test score by coefficient 0.2, and the 

Teaching Content Knowledge Test (TCKT) score by coefficient 0.5 and the Weighted Standard 

Score (WSS) is calculated. When P10 is calculated, WSS is found by multiplying and adding 

the scores of the GC, GA and ES tests with the coefficients 0.3, 0.3 and 0.4, respectively. 

Following this conversion, MSPC uses the following formula to get a score out of 100 for each 

PPSE score type (Measurment, Selection and Placement Center, 2019). 

𝑃𝑃𝑆𝐸 𝑆𝑐𝑜𝑟𝑒 = 70 +
30 [ 2 (WSS − 𝑋 ) − 𝑆]

[ 2 (B − 𝑋)] − 𝑆
 

Abbreviations  

PPSE : Public Personnel Selection Examination 

WSS : Weighted Standard Score 

X : Average of the WSS distribution 

S : Standard deviation of the WSS distribution 

B : The highest score in the WSS distribution 
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Examination of PPSE guidelines shows that this formula was first used in 1999 in the Civil 

Servants Exam (CSE) manual, which was an exam given before the PPSE (Measurment, 

Selection and Placement Center, 1999). The formula includes the arithmetic mean and standard 

deviation from all candidates, as well as the B. Çelen's (2013) study based on 2010 PPSE data 

presents the effect of this transformation, applied to obtain the highest score 100 in each score 

type, on candidates’ scores points out the possible validity issues in PPSE scoring methods. 

Candidates who took the PPSE in 2019 claimed that they encountered an unfair situation as 

they were appointed together with the candidates who took the exam in 2018 because of the 

increase in the number of items in the teaching field knowledge test in 2019, the change in the 

duration of the exam, and the higher level of difficulty in the items. They brought it to the 

attention of the public that although they were at the top of the rankings, they were not appointed 

but the candidates who ranked lower in the 2018 exam were appointed. This study aimed to 

determine whether the professed unfairness in 2018 and 2019 scores really occurred and if there 

was indeed unfairness in the exam scores, to identify the reason behind it. For this purpose, 

answers to the following research questions were sought. 

1. What are the X, S, and B values used in the P-121 account of the PPSE 2018, 2019 and 2020 

exams?  

2. According to the calculated parameters, does the P-121 corresponding to the same ASP 

change in 2018, 2019 and 2020?  

3. Does the ASP required to have the score of the last appointed person in an appointment 

period vary in 2018, 2019 and 2020?  

4. Are the assignment percentages of teachers appointed with 2018 and 2019 scores different?  

5. What are the X, S, and B values used in the P-110 account of the PPSE 2018, 2019 and 2020 

exams?  

2. METHOD 

In this research in the descriptive survey model, the population is the 2018, 2019 and 2020 

PPSE scores. 70 result documents were achieved for each year. Thus, the sample consists of 

the result documents of 210 candidates. 

The arithmetic means and standard deviation values of the PPSE subtests in 2018, 2019 and 

2020 were used in this study. These values were taken from the MSPC web page. The formulas 

in the test manual were used for calculating the WSS of the candidates who took the exams. 

Based on candidates’ correct and incorrect number of answers, corrections for lucky guessing 

were calculated and z-scores were obtained by taking the difference of these values from the 

mean and dividing them by the standard deviation. Then, these z-scores were multiplied by 10 

and converted into t-scores by adding 50. The WSS were calculated by multiplying the t-scores 

with the coefficients of the PPSE subtests. 

Unlike the 2018 manual, page 46 of the guide published by MSPC for 2019 PPSE included 18 

TCKT score types (Measurement, Selection and Placement Centre, 2019). Again, page 23 of 

the same document specified that “PPSE score distribution will be obtained for each PPSE score 

type out of 100.” When this specification and the PPSE P121 score types added to the guide in 

2019 were taken together, there was a perception that P121 would be calculated by using the 

highest scoring WSS for each teaching field that year. Therefore, while trying to estimate the 

parameters of the exam, different calculations were made for each field, but it was understood 

that a single calculation method was used in all PPSE P121 score types, since the same B and 

the same X and S values were obtained in all fields. 

The X, S and B values in the formula used in PPSE P121 and P10 score calculation are not 

published by MSPC. These values were found in the following manner: Since the formula is a 
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first order equation, there is a linear relationship between WSS and P121. A line can be created 

by using the data of 2 exam results related to the exam for a specific year. When the slope of 

this line and the point where it intersects the y axis is known, P121 corresponding to each WSS 

can be calculated. Based on the correct and incorrect number of items in the exam result, the 

candidate’s WSS can be calculated but the error in the estimation of the correct items may be 

large due to the test mean and standard deviations and the rounding made by MSPC in the 5th 

digit after the comma in the calculated P121. In order to minimize this error, the error was 

reduced to 3 out of ten thousand by using 70 exam results for each exam year. 

The following method was followed to determine how many people were appointed in the 

January 2020 Contractual Teacher Appointments with the results of 2018 and 2019 exam scores 

and the exam scores that provided the basis for these appointments. The field-based and 

institution-based base scores lists, created after these appointments and published by the 

Ministry of Education, were used to determine the rank of the last appointed person from a 

specific teaching field with 2019 scores. It was assumed that before the last candidate assigned 

with 2019 points, all candidates from a field were assigned with 2019 scores as well. It can be 

argued that this number was an upper limit for 2019 and the actual number would actually be 

lower because some candidates did not select a post, took both 2018 and 2019 exams or were 

actually assigned with a 2018 score. For example, the highest-ranking candidate in 2019 exam 

who scored 100 points was regarded to be appointed in this calculation, although he/she was 

not included in the appointment lists. 

The lowest field-based and institution-based scores obtained as a result of appointments made 

by the Ministry of Education using 2018 and 2019 exam scores were accessed on the Ministry’s 

website. The consent of the candidates whose PPSE results and scores were used in the study 

was obtained to be used in this study. 

3. RESULT / FINDINGS 

To answer the first research question, the parameters used in P-121 calculation were estimated 

with the operations described in the method section. Table 1 presents the obtained values. 

Table 1. Parameters Used in 2018, 2019 and 2020 PPSE P121 Calculation. 

Year B X + 0.5 ∙ S 

2018 81.857283 54.987993 

2019 89.525328 55.070568 

2020 83.029900 54.812020 

 
The calculation was used to find the slope of the line produced by the P121 formula and the 

point where this line intersected the y-axis. Since the formula aimed to increase the score of the 

candidate with the highest WSS to 100, thanks to this relation, the WSS of the person who 

scored 100 could be found. Again, with the formula, the score of the candidate with a WSS over 

0.5 standard deviation was found to be 70. Although X and S values could not be found 

separately, it was possible to calculate X + 0.5 ∙ S value in this way. 

Among the parameters used in the formula, X, which is the average of WSS, and S, its standard 

deviation, can be expected to be 50.0 and 10.0, respectively, since they are the values obtained 

from T scores. However, since candidates other than teacher candidates also participated in GC 

and GA tests, it was found that they differed from these values with small deviations. In this 

formula, B value was the most important parameter that would affect P121 in response to a 

WSS. The drawn line passed the point of score 70 around 55 WSS in all the 3 years, but there 

was a significant difference between years in the B value, which was the main value that would 
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determine the slope. While this value was 81.857283 in 2018, it increased to 89.525328 in 2019 

and dropped to 83.0299 in 2020. In the form of a chart, Figure 1 presents the differences in 

score caused by these differences. The chart includes weighted standard scores on the horizontal 

axis and P121 scores corresponding to these WSS scores on the vertical axis. 

Figure 1. The Change in P121 Scores Received by the Same WSS Values by Year. 
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The answer to the second research problem can be seen in Figure 1, B value affected the slope 

of the line. High B value generated lower P 121 values for the WSS which were bigger than 

half standard deviation of the mean and generated higher P121 values for smaller WSS. In other 

words, those with a P121 score above 70 received lower scores than they should have while 

those below 70 scored higher. This situation was reversed when the B value was low. In that 

case, those who scored over 70 had high scores and those below 70 had low scores. If a 

candidate performed very high in any of these 3 years and achieved a very high WSS, other 

individuals with high WSS scores in the same year would receive lower P121 scores than they 

would get in another year's exam. This is beyond standardizing individuals’ scores using mean 

and standard deviation. Mean and standard deviation values were obtained from the scores of 

all candidates taking the exam. While the number of candidates was approximately 400,000, 

the score of a single person with the highest score in the P121 calculation affected all other 

candidates’ scores. The fact that B value affected the scores that much caused a significant 

difference on the 2019 exam as can be seen in Figure 1. For example, the P121 of the candidates 

with a WSS of 80, that is, approximately 3 standard deviations above the candidates who took 

the exam with them, were 98.20978 in 2018, 91.70623 in 2019 and 96.77874 in 2020. If these 

three candidates selected teaching posts in the same appointment period, the 2019 candidate 

would be far behind the others since the appointments were score based and would even fall 

behind the candidates with 75 WSS in 2018 and 76 in 2020, despite having a higher level of 

achievement. 

The situation was not different when the same chart was prepared according to the Z scores, 

which expressed in standard deviation the distance of the candidates to the WSS average so that 

the changes that may occur due to the differences of X and S values of each examination year 

could be included in the calculation (Figure 2). The horizontal axis included the Z scores 

calculated using the WSS received by the candidates and the mean and standard deviation of 

the whole WSS distribution showing their position within the WSS distribution while the 

vertical axis included the P121 scores corresponding to these Z scores. Analysis of the chart 

shows that the most disadvantaged group was the candidates of 2019, with scores above 70, the 

score that set the basis for higher number of appointments. An individual who performed 2.5 

standard deviations above the average could obtain a score of 92.50245 in 2018 and a score of 

90.46371 in 2020, while the equivalent of the same performance was a score of 87.65991 in 

2019. 

Apart from the effect described above, there is another aspect of the effect of B value on scores 

that causes unfairness. All candidates answered 4 tests. 3 of these tests were common, but 

TCKT tests were different tests consisting of different questions for each teaching field. For 

example, 18 different TCKT score types were defined in the 2019 PPSE (Measurement, 

Selection and Placement Center, 2019). The means and standard deviations of these tests were 

naturally different from each other. Despite the fact that these 18 score types were defined in 

the 2019 guide, unlike in 2018, and it was stated in the same guide that "PPSE score distribution 

will be obtained for each PPSE score type out of 100”, it was understood that a single B was 

used in the calculations for all teaching fields. Therefore, this B value belongs to only one of 

the fields. The scores of the candidates in the other 17 teaching fields were determined 

according to the performance of the person with the highest score in a test they may or may not 

have taken. This situation is unacceptable in terms of principles in assessment and 

measurement. Table 2 displays the Z and T scores that the candidates would get from the TCKT 

test in 2019 if all questions were answered correctly. 
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Figure 2. Change in P121 Scores Obtained by Candidates according to Distance to the WSS Average 

by Year. 
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Table 2. Z and T Scores Corresponding to 75 Correct Answers in TCKT Tests in 2019. 

Tests Mean  S 

Score that can be obtained 

with 75 correct answers  

Z T 

Turkish Language Teaching 48.424 10.196 2.606512 76.06512 

Elemantry Mathematics Education 30.693 10.425 4.250072 92.50072 

Science / Science and Technology 24.496 8.373 6.031769 110.3177 

Social Studies 37.551 11.579 3.234217 82.34217 

Turkish Language and Literature 27.951 13.867 3.392875 83.92875 

History 32.482 13.628 3.119900 81.19900 

Geography 35.347 12.424 3.191645 81.91645 

Mathematics (High School) 24.268 12.425 4.083058 90.83058 

Physics 32.032 15.711 2.734899 77.34899 

Chemistry 28.278 14.364 3.252715 82.52715 

Biology 25.229 10.802 4.607573 96.07573 

Religious Culture and Ethics 42.599 11.592 2.795117 77.95117 

Foreign Language (English) 33.863 14.283 2.880137 78.80137 

Counselor 50.568 11.481 2.128038 71.28038 

Classroom Teaching  32.434 8.823 4.824436 98.24436 

Pre-school Teaching 37.382 10.578 3.556249 85.56249 

Physical Education Teaching  26.514 8.256 5.872820 108.7282 

Religious Vocational School 

Vocational Classes  
38.082 10.353 3.565923 85.65923  

As Table 2 shows, the arithmetic means of TCKT tests in the 2019 PPSE varied between 24,268 

and 50,568. Candidates who achieved high success in difficult tests could get very high Z and 

T scores because they were far away from the average of the distribution. In easy tests, on the 

other hand, Z and T were lower because there was not much difference between the average 

and 75, the number of questions in the test. For example, a candidate taking the counseling 

teacher TCKT can have a score of 71.28038 T with 75 corrected score, while the candidate who 

answers all questions correctly in the science TCKT test can get 110.3177 points. The difference 

in B will cause unfair decisions from year to year even if the candidates take the same tests. 

Although it is clear enough, some people would still argue that “if someone can perform very 

high in an exam, the other candidates after him/her would of course score lower”. There are 

two arguments against this supposition:  

1. While this high B value decreases the scores up to 70, it increases the scores below 70, 2. It 

is not likely to get high scores in some tests anyway. It is clear that calculating the scores of the 

individuals with a parameter of a test whose average and standard deviation are different from 

the test they have taken (since candidates can only take one TCKT and no chance of taking the 

test whose results are being used to calculate results) and comparing these scores with the scores 

from another year that are valid for 2 years can lead to serious unfairness among candidates. 

Even if the candidate answered all the questions in the GC, GA, ES and TCKT tests correctly 

in 2019, a candidate could not have exceeded the B value of 89.525328, used in the score 

calculation of this exam in 14 of the 18 fields where teachers were appointed with this score 

type.  Since other tests were common, it was necessary to have a high net in a TCKT area with 

a low average and standard deviation in order to be the first in the exam, others would not have 

such a chance. 

The above section discussed the reasons for the unfair scoring in the exams held in different 

years due to the calculation method in the P121 formula (research problem 3). Below, the 
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consequences of these inequalities were presented through practical examples. Table 3 presents 

the field-based base score and number of appointments for some teaching fields in January 2020 

(Ministry of National Education, 2020). The table also includes the WSS required to get a base 

score in the exams of the last 3 years. 

Table 3. Field Based Base Scores used in January 2020 Contractual Teacher Appointments and the 

Required WSS to Get These Scores* 

Field 
Number of 

Appointments 

Base Oral 

Exam 

Score 

Base 

PPSE 

Score 

Required WSS to Get the Base 

Scores 

2018 2019 2020 

Biology 93 81 80.54589 64.33843 67.18244 64.73144 

Geography 147 81 81.03726 64.77410 67.74677 65.19362 

Science 1002 76 76,01989 60.32549 61.98436 60.47430 

Physics 156 75 74.96992 59.39454 60.77848 59.48671 

Primary School Mathematics  1699 74 74.02994 58.56111 59.69892 58.60257 

English 1731 71 70.82538 55.71981 56.01851 55.58837 

Chemistry/ Chemical 

Technology 

151 77 76.54140 60.78788 62.58331 60.96483 

Mathematics (High School) 501 79 79.26013 63.19842 65.70575 63.52206 

Pre-school 1513 77 77.44372 61.58792 63.61962 61.81355 

Counseling 1257 79 79.05386 63,01553 65,46885 63,32804 

Classroom Teaching 3007 75 74.55471 59.02639 60.30162 59.09616 

Social Studies 684 80 79.68232 63.57275 66.19064 63.91917 

History 197 81 81.16877 64.89070 67.89781 65.31732 

Turkish Language and 

Literature 

384 83 82.92439 66.44731 69.91413 66.96865 

Turkish Language Teaching 1293 77 77.22951 61.39799 63.37360 61.61207 

*The fields for which there are no TCKT Exam or where the Foreign Language Exam test score is used while calculating the 

P121 are not included. Physical Education and Religious Culture and Ethics, whose calculation of WSS-P-121 score conversion 

can be predicted with relatively more errors due to cancelation of items, are also not included in the table. 

Examination of the scores in Table 3 points to the need for a higher WSS in 2019 in order to 

have the score of the candidate who was appointed the last in all fields. Since this difference 

was caused by the B value in the calculation and the base scores were all higher than 70, 2019 

was the most disadvantaged year in which the largest value B was used. This disadvantage was 

the greatest in the field of Turkish language and literature, where the score required for 

appointment was the highest. For candidates who took the 2019 exam to be appointed, their 

performance in the exam should have been 3.47 standard scores higher than that of 2018 and 

2.95 standard scores higher than that of 2020. This difference was lower in the field of English 

language teaching, where base score for appointment was close to 70. There is another point to 

take into consideration here: Although the most important decision in teacher appointments is 

related to whether teachers would or would not be appointed in the first place, there is also the 

issue about where they would be appointed.  Since this decision is also taken according to the 

level of their scores, the appointed candidates may not be assigned to their first choices if they 

do not have a very high score. 

Table 4 presents the contractual teacher appointments of June 2020 for some teaching fields 

with the base score and the number of appointments together with the WSS required to get the 

base score in the exams of the last 3 years (Ministry of National Education, 2020). 
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Table 4. Field Based Base Scores used in June 2020 Contractual Teacher Appointments and the 

Required WSS to Get These Scores * 

Field 
Number of 

Appointments 

Base Oral 

Exam 

Score 

Base 

PPSE 

Score 

Required WSS to Get the Base 

Scores 

2018 2019 2020 

Biology 94 80 79.81466 63.60090 66.34263 64.04365 

Geography 138 80 80.25618 64.08156 66.84971 64.45894 

Science 1026 74 74.16045 58.67683 59.84881 58.72532 

Physics 151 74 74.18967 58.70273 59.88237 58.75281 

Primary School 

Mathematics  

1701 71 70.51645 55.44590 55.66371 55.29779 

English 1739 68 67.90726 53.13248 52.66707 52.84360 

Chemistry/ 

Chemical 

Technology 

154 76 75.64861 59.99629 61.55795 60.12508 

Mathematics (High 

School) 

498 78 78.10515 62.17437 64.37969 62.43569 

Pre-school 1518 76 75.97089 60.28204 61.92809 60.42822 

Counseling 1373 78 77.87273 61.96829 64.11234 62.21708 

Classroom 

Teaching 

2831 72 71.76993 56.55729 57.10332 56.47681 

Social Studies 665 79 78.65655 62.66326 65.01255 62.95434 

History 201 81 80.56881 64.35875 67.20876 64.75300 

Turkish Language 

and Literature 

344 82 82.17302 65.78112 69.05118 66.26191 

Turkish Language 

Teaching 

1300 76 75.99971 60.30759 61.96119 60.45532 

*The fields for which there are no TCKT Exam or where the Foreign Language Exam test score is used while 

calculating the P121 are not included. Physical Education and Religious Culture and Ethics, whose calculation of 

WSS-P-121 score conversion can be predicted with relatively more errors due to cancelation of items, are also not 

included in the table. 

Table 4 shows that all fields of teaching except English were disadvantageous in 2019 in terms 

of the standard score required to get the base score in that field and to be assigned to a teaching 

post. This disadvantage was more prominent in fields such as Turkish language and literature, 

history, geography, biology, where higher scores were required to be appointed. Since the base 

score in the English field fell below 70 points, the critical threshold produced by the P121 score 

calculation formula, it worked the other way and candidates with 2018 scores in this field were 

disadvantaged during this appointment period. 

Since the validity of the exam scores is 2 years, candidates who took the 2018 and 2020 exam 

with a relatively equivalent B value will not make a choice in the same appointment period. 

However, 2019 candidates will continue to experience the victimization they have experienced 

with the 2018 candidates in the future appointment periods in which they will apply with the 

2020 candidates. In these appointments, 2020 candidates with lower standard scores will be 

ahead of the 2019 candidates and will be appointed before them. 
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Below are the scores of some candidates along with their exam results and the scores they would 

receive in other years' exams if they performed similarly. The aim here is to reveal the 

unfairness described above with concrete examples. 

The social studies teacher candidate, whose score reports given in Figure 3, obtained a score of 

78.64483 and could not be appointed to a teaching post in January and June 2020 appointment 

periods with this score. This candidate’s WSS was 64.99914554. If the candidate succeeded in 

obtaining this standard score in 2018 and 2020, the candidate’s scores would be 81.291107 and 

80.8305, respectively. 

In the June appointment period, the base score remained at 78.65655. The candidate who 

received the same WSS in 2018 was assigned a teaching post, but this candidate could not be 

appointed. While this candidate fell behind the candidates who received lower scores in 2018 

in the appointment periods, he/she will still be behind the candidates with lower standard scores 

in the 2020 exam in the appointment periods for 2021, and probably will not be appointed to 

any teaching post with this score. 

The history teacher candidate whose score report is presented in Figure 4 had a P121 score of 

80.17244. The candidate could not be appointed because he/she fell approximately 0.4 scores 

behind the last appointed person in the June 2019 appointment period. The candidate’s WSS 

was 66.75334794. If the candidate with the highest WSS in this exam from another TCKT field 

had received the score that could be received in the 2018 exam or in the 2020 exam, the P121 

that the history teacher candidate would get with this WSS would be 83.26955 and 82.695549, 

respectively. Then, the candidate would be above the base score with both of these two scores, 

but he/she fell behind those with lower standard scores and could not be appointed. 

The Turkish Language teacher candidate with the above score report (Figure 5) could not be 

appointed to a teaching post due to obtaining only 0.003 points lower than the base score in 

June 2020 appointment period. However, the equivalent of this performance was WSS 

61.95714931. Despite having a WSS score of about 1.2 standard deviations higher than those 

who took the exam with him/her, the candidate was even behind the 60.30759 WSS candidates 

in the 2018 exam. If he/she had obtained the same WSS in the 2018 exam, the candidate would 

have been appointed as a teacher with a score of 77.86016. 

The score report presented in Figure 6 is from the field of biology in 2019. The candidate scored 

79.80467 and ranked 84th among the candidates who took the exam in this field but was not 

appointed to a teaching post with 187 open positions during the 2 appointments periods in 2020. 

The fact that the candidates with 2018 exam scores were placed ahead of the candidate who 

ranked 84th in the 2019 exam after participating in 2 previous appointment periods can only be 

explained by the unfair scoring between the exams held in these two years. Since the B value 

in the 2018 exam was lower than that of the 2019 exam, the 2018 exam candidates who received 

a lower standard score were placed ahead of this candidate's score. However, if the same 

candidate had received the same standard score in the 2018 exam, his P121 score would be 

82.79361 and would be within the limits that would make it possible for him/her to be 

appointed. The candidate could only be appointed to a position he/she did not choose in the 

additional appointment periods available in 2020. 

It is possible to present hundreds of examples in this regard. This outcome was experienced 

because the PPSE of 2019 had an extremely high B score when compared to other years and 

this B value in the score calculation had no function in formula other than ensuring that the 

highest score was 100.  
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Figure 3. A Score report from Social Studies Field in 2019. 

    Education Level Bachelor’s Degree  

    Date of Exam 14th, 20th, 21st, 28th July 2019  

            

 NUMBER OF TRUE AND FALSE ANSWERS FOR EACH TEST  

 General Aptitude General Culture Educational Science 
Teaching Field  

Knowledge (Morning) 

Teaching Field  

Knowledge (Noon) 
 

 TRUE FALSE TRUE FALSE TRUE FALSE TRUE FALSE TRUE FALSE  

 28 8 47 12 57 22 61 12  - -   

 

 Public Administration International Relations Labor Econ. & Industrial Rel. Law  

 TRUE FALSE TRUE FALSE TRUE FALSE TRUE FALSE  

  -  -  -  - -  -   - -   

 

 Economy Finance Business Accounting Statistics  

 TRUE FALSE TRUE FALSE TRUE FALSE TRUE FALSE TRUE FALSE  

  -  -  -  -  -  -  - -   - -   

 

SCORES AND RANKS 

SCORE 

NAME 
SCORE RANK 

No of  

Candidates 

SCORE 

NAME 
SCORE RANK 

No of  

Candidates 

SCORE 

NAME 
SCORE RANK 

No of  

Candidates 

P1 73.03193 112103 602945 P2 75.12638 78923 602945 P3 77.39235 54883 602945 

P10 78.44819 33551 356471 P121-4 78.64483 867 17547         
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Figure 4. A Score report from History Field in 2019. 

    Education Level Bachelor’s Degree  

    Date of Exam 14th, 20th, 21st, 28th July 2019  

            

 NUMBER OF TRUE AND FALSE ANSWERS FOR EACH TEST  

 General Aptitude General Culture Educational Science 
Teaching Field  

Knowledge (Morning) 

Teaching Field  

Knowledge (Noon) 
 

 TRUE FALSE TRUE FALSE TRUE FALSE TRUE FALSE TRUE FALSE  

 29 6 52 6 66 11 56 17 - -   

 

 Public Administration International Relations Labor Econ. & Industrial Rel. Law  

 TRUE FALSE TRUE FALSE TRUE FALSE TRUE FALSE  

  -  -  - -  -  -   - -   

 

 Economy Finance Business Accounting Statistics  

 TRUE FALSE TRUE FALSE TRUE FALSE TRUE FALSE TRUE FALSE  

  -  - -  -   - -   - -  -   -  

 

SCORES AND RANKS 

SCORE 

NAME 
SCORE RANK 

No of  

Candidates 

SCORE 

NAME 
SCORE RANK 

No of  

Candidates 

SCORE 

NAME 
SCORE RANK 

No of  

Candidates 

P1 77.94967 42027 602945 P2 80.39786 23624 602945 P3 83.07494 13059 602945 

P10 86.70711 3730 356471 P121-4 80.17244 269 19936         
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Figure 5. A Score report from Turkish Language Teaching Field in 2019. 

    Education Level Bachelor’s Degree  

    Date of Exam 14th, 20th, 21st, 28th July 2019  

            

 NUMBER OF TRUE AND FALSE ANSWERS FOR EACH TEST  

 General Aptitude General Culture Educational Science 
Teaching Field  

Knowledge (Morning) 

Teaching Field  

Knowledge (Noon) 
 

 TRUE FALSE TRUE FALSE TRUE FALSE TRUE FALSE TRUE FALSE  

 27 4 43 9 55 19 63 10 - -   

 

 Public Administration International Relations Labor Econ. & Industrial Rel. Law  

 TRUE FALSE TRUE FALSE TRUE FALSE TRUE FALSE  

  -  -  - -  -  -   - -   

 

 Economy Finance Business Accounting Statistics  

 TRUE FALSE TRUE FALSE TRUE FALSE TRUE FALSE TRUE FALSE  

  -  - -  -   - -   - -  -   -  

 

SCORES AND RANKS 

SCORE 

NAME 
SCORE RANK 

No of  

Candidates 

SCORE 

NAME 
SCORE RANK 

No of  

Candidates 

SCORE 

NAME 
SCORE RANK 

No of  

Candidates 

P1 74.38420 87622 602945 P2 75.93372 67280 602945 P3 77.59316 52624 602945 

P10 78.13399 35699 356471 P121-4 75.99621 2251 16481         
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Figure 6. A Score report from Biology Field in 2019. 

    Education Level Bachelor’s Degree  

    Date of Exam 14th, 20th, 21st, 28th July 2019  

            

 NUMBER OF TRUE AND FALSE ANSWERS FOR EACH TEST  

 General Aptitude General Culture Educational Science 
Teaching Field  

Knowledge (Morning) 

Teaching Field  

Knowledge (Noon) 
 

 TRUE FALSE TRUE FALSE TRUE FALSE TRUE FALSE TRUE FALSE  

 47 6 40 13 52 26 49 24 - -   

 

 Public Administration International Relations Labor Econ. & Industrial Rel. Law  

 TRUE FALSE TRUE FALSE TRUE FALSE TRUE FALSE  

  -  -  - -  -  -   - -   

 

 Economy Finance Business Accounting Statistics  

 TRUE FALSE TRUE FALSE TRUE FALSE TRUE FALSE TRUE FALSE  

  -  - -  -   - -   - -  -   -  

 

SCORES AND RANKS 

SCORE 

NAME 
SCORE RANK 

No of  

Candidates 

SCORE 

NAME 
SCORE RANK 

No of  

Candidates 

SCORE 

NAME 
SCORE RANK 

No of  

Candidates 

P1 87.52383 2452 602945 P2 87.29447 2757 602945 P3 87.00006 3728 602945 

P10 82.99804 11601 356471 P121-4 79.80467 84 5568         
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Another investigation performed in the framework of this study included the comparison of 

2018 and 2019 exam scores with the number of appointed teachers (research problem 4). 

However, since the necessary data for this analysis were not published, a specific method was 

followed which was mentioned in regard to the limitations in the method section. The number 

that was attained as the number of candidates appointed with 2019 exam scores was only an 

upper limit, the actual result is likely to be lower than that figure. For some fields, the 

calculation could not be completed because the candidate last assigned to a teaching post could 

not be reached. Table 5 displays the data on the fields for which calculations can be performed. 

Table 5. 2019 and 2020 Base Scores and Appointment Rates in Some of the Teaching Fields. 

Field 

Total Quota 

for 2020 

Appointments 

2019  

Base Score 

2020 

Base Score  

Appointed with 

2018 Score 

Appointed with 

2019 Score 

Number % Number % 

Biology 187 81.57524 79.81466 104 55.62 83 44.38 

Geography 285 81.62987 80.25618 94 32.92 191 67.08 

Science 2028 75.22787 74.16045 141 6.95 1887 93.05 

Physics 307 75.45017 74.18967 72 23.45 235 76.55 

Chemistry/ 

Chemical 

Technology. 

305 77.88505 75.64861 107 35.08 198 64.92 

Mathematics 

(High School) 
999 80.89463 78.10515 328 32.83 671 67.17 

Counseling 2630 79.42048 77.87273 400 15.21 2230 84.79 

Social Studies 1349 80.28933 78.65655 486 36.03 863 63.97 

History 398 81.48067 80.56881 194 48.74 204 51.26 

Turkish 

Language and 

Literature 

728 83.60853 82.17302 392 53.85 336 46.15 

Turkish 

Language 

Teaching 

2593 77.17681 75.99971 345 13.31 2248 86.69 

Table 5 shows that the base scores decreased in all teaching fields included in the table for 2020 

appointments. Except for the field of teaching English, which is the only area not included in 

this table and previously determined to be more advantageous in 2019 exam scores, all base 

scores dropped in 2020 appointments. For instance, if we take the field of biology teaching as 

an example, no candidates who participated in the appointment periods with their 2018 exam 

scores above 81.57524 points should have been left for future periods, (if they had selected their 

preferred teaching positions and if they had selected enough number of positions to be 

appointed). In 2020 appointment periods, the candidates with 2019 exam scores which were 

higher than this base score should have been assigned to posts first, and if there was still a quota, 

the two groups should have been assigned to these quotas in a mixed manner. However, since 

the B value of the highest scoring WSS in the 2019 exam, was approximately 7.7 points higher 

than that of 2018, the scores of the applicants from this field were not very high. Even if all 

questions were answered correctly in some field tests, it was not possible to score as high as 

one could in the field of science, after all. After a small number of candidates with 2019 points 

were appointed, the candidates with both years’ scores were placed in their preferred posts and 

the quota was filled with candidates who scored 79.81466. The ratio of appointments shows 
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that 44.38% of those appointed from this field were the candidates from 2019 the most. The 

percentage of 2018 candidates already included in two prior appointment periods and appointed 

with 2019 candidates was found to be much higher than expected. 

It is possible to explain the fact that 2019 candidates were appointed relatively in higher 

numbers in fields such as science, counseling, and Turkish, where both the number of 

candidates taking the exam and appointment quota was high: Since the number of applicants 

was 17,460 in science, 16,916 in counseling and 16,548 in Turkish, it can be expected that the 

number of people who scored above the base score of the previous year would be higher than a 

field where less candidates were available such as the field of biology with 5662 candidates. 

Another reason was related to the fact that the base scores in these fields were closer to 70 

where the difference between years was zero. In the case of Turkish language and literature 

where the number of applicants was high and which has the highest base score, more than half 

of those appointed were 2018 candidates, despite having lower standard scores just was the case 

in the field of biology. In addition, since the standard deviation of the Turkish language and 

literature field test was as high as 13,867, candidates who took the exam in this field did not 

have the opportunity to get a higher standard score even if they answered almost all of the 

questions correctly. 

Since the B value used when calculating the 2020 P121 scores was approximately 6.5 points 

lower than that of 2019, 2020 candidates will be advantageous in both appointment periods in 

2021 in which the 2019 and 2020 candidates will apply and 2019 candidates will not be 

appointed although they obtained high standard scores. 

To answer the research question 5, the 2018 and 2019 exams were also examined in terms of 

fields where appointments were made with P10 scores in addition to the P121 scores in the 

TCKT test. P10 is calculated over the weighted standard scores found by converting the scores 

of general culture, general ability and educational sciences tests into T scores and multiplying 

them by the coefficients 0.3, 0.3 and 0.4. Since the same formula is used, the scores are affected 

by the B value, which is the score of the candidate with the highest WSS, as in the P121 

calculation. 

Table 6. B Values Used in 2018, 2019 and 2020 PPSE P10 Calculation. 

Year B 

2018 77.142393 

2019 80.683712 

2020 79.483411 

When the B values were examined by years presented in Table 6, it was found that the highest 

value of B was obtained in the 2019 exam while the lowest value of B was in the 2018 exam. 

2018 candidates experienced a very disadvantageous situation over P121 points previously 

described in a detailed manner in areas with a base score over 70. 2018 candidates were 

advantageous in 2018-2019 mixed appointments in these fields. 2020 candidates will be more 

advantageous in 2019-2020 mixed appointments as well. The advantageous group in a small 

number of fields such as teaching music with a base score below 70 is the 2019 candidates. 

Another issue that may create unfairness in the 2019 PPSE was experienced in the fields of 

physical education teaching, and in religious vocational high school vocational courses. In 

2018, there was no TCKT in these fields and the basic score for appointment for a post was the 

P10 score. In 2019, TCKT became mandatory in these two fields and the base score for 

appointment for a post changed to P121. It is considered to be a problematic practice to treat 
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the P10 scores calculated with the standard scores obtained from 3 tests as the equivalent of 

P121 scores obtained from 4 tests without applying any equalization procedure in the mixed 

assignments of 2018 and 2019 candidates. 

4. DISCUSSION and CONCLUSION 

The following results are obtained based on the investigation described in a detailed manner in 

the findings and interpretations sections of the PPSE P121 and P10 scores which constitute the 

basis for teachers’ appointment to teaching posts and specific teaching institutions. 

The teaching fields where appointments were done with the P121 score, unfair decisions were 

observed in the 2018-2019 mixed appointment process due to the existence of different tests 

for each field, the differences in the test statistics for these tests and the effect of the weighted 

standard score of a candidate over the scores of all candidates. The reason for the unfairness 

observed here is not only because the statistics of the test items, which is the limitation of the 

classical test theory stated by Embreston and Reise (2000), depend on the sample. The main 

reason is to make an extra point conversion after choosing the way of "standardizing the scores 

by freeing them from the effects of the mean and standard deviation" (Tekin, 1996; Turgut & 

Baykul, 2010) suggested by the Classical Test Theory. 

Some TCKTs were difficult for the candidates and the average was low. In some others, the 

average was higher. Hambleton & Swaminathan's (1985) criticism that individuals' abilities 

may vary depending on the items they answer and that they may perform differently in tests of 

different difficulty is a criticism of using the scores of two different tests that are claimed to 

measure the same thing together. Here, not only are the difficulties of the tests different, but 

also the features they measure. In high-average tests, even answering all the questions correctly 

was not enough to get a high standard score. When calculating P121, using the B value obtained 

in one of the 18 fields to calculate the scores of the other fields have resulted in lower scores in 

the TCKT fields with a large mean and standard deviation. This causes field-based unfairness 

while using the scores from different years in the same appointment period. 

Since the B value calculated for 2019 was much higher than that of 2018 and 2020, this created 

an unfairness against the 2019 candidates in fields with a base score over 70. This situation, 

also noted in Çelen’s (2013) study which presented how the differentiation of the B value would 

cause a problem in comparing the scores obtained in different years, resulted in a very high 

level of unfair decisions due to the difference of approximately 8 points in the B value. 

The inequalities were also reflected in the number of appointments in related fields. Although 

2018 candidates in some fields were included in the appointment for the 4th time, they were 

appointed at a higher rate than 2019 candidates who were only included in the first two 

appointments. 

Similar investigations show that the scores obtained in the 2019 exam with the highest B value 

were disadvantageous compared to other fields in areas with a base score of more than 70 even 

when the P10 was used for appointments in the fields. 2018 candidates were also disadvantaged 

in a small number of fields with base scores lower than 70 such as teaching music. In the mixed 

appointment period where 2019-2020 candidates will participate, 2020 candidates will be 

advantageous in high scoring fields. 

TCKT was added to the fields of physical education and religious vocational high school 

vocational courses in 2019 creating another unfair application by matching the 2018 P10 scores 

obtained from 3 tests with the P121 scores obtained from 4 completely different tests. 

The cases examined in this study which believed to create unfairness should not be considered 

only in relation to being appointed in a specific period or not. It is an undeniable fact that 
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unfairness in the scores will affect not only being appointed, but also being appointed at an 

earlier appointment period and being appointed to a higher-ranking institution. 

The following suggestions can be made to the Ministry of National Education and MSPC based 

on the results of this study which investigated the unfair decisions resulting from the PPSE 

P121 and P10 formulas and from using a single score for all the candidates who took different 

field knowledge tests. After calculating the weighted standard scores of the candidates, 

announcing these scores as an exam result without using a conversion formula can eliminate 

the inequality between years within the limitations of the classical test theory. If this cannot not 

done, calculating a separate score for each field can mitigate the inequality, even if it does not 

fully eliminate it in fields that require teaching field knowledge tests.  

Using an exam score in the same application with another exam score without using any 

equating procedure will cause problems in any case. For this reason, the practice that allows for 

the validity period of the exams to be longer than one year should be abandoned and this practice 

should never be utilized again. New calculations can be made using the actual exam data held 

by MSPC and MoNE, the number of candidates who suffered from the errors in the calculation 

method can be identified and these grievances can be eliminated by giving them the chance to 

apply for additional appointments. Similar investigations should also be conducted in regards 

to university entrance exam where the same or similar formulas are used and for exams such as 

academic personnel and postgraduate education entrance exam (ALES) which has a validity 

period of 5 years. 
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Abstract: This study, a descriptive and methodological type of research, was 

conducted to evaluate the validity and reliability of the Turkish adaptation of the 

Attitudes to Fertility and Childbearing Scale (AFCS), developed by Söderberg et 

al. (2015). The sample of this study consisted of 224 women who had not given 

birth yet and who were between the ages of 20-30. The scale is a Likert-type 

measuring instrument consisting of 21 items, in three dimensions. Internal 

consistency analyses were conducted to determine its reliability. After confirming 

the linguistic validity, expert opinions were obtained for the content validity. 

Furthermore, the Item Content Validity Index (I-CVI) and the Scale Content 

Validity Index (S-CVI) were used to assess its content validity. The construct 

validity was performed using confirmatory factor analysis. As a result of the 

confirmatory factor analysis carried out for the construct validity, a three-factor 

structure of the scale was found to have a good level of model fitness indices 

(RMSEA=.067, SRMR=.075, CFI=.96). As a result of the scale reliability analysis, 

the internal consistency coefficient was found to be .82 for the total scale and 

internal consistency reliability coefficients of the sub-scales were found to be .93 

for the "importance of fertility for the future" sub-scale, .87 for the "childbearing 

as a hindrance at present" sub-scale, and .81 for the "social identity" sub-scale. 

AFCS is a valid and reliable measurement tool that can be used to measure the 

fertility and childbearing attitudes of women in a fertile age. 

1. INTRODUCTION 

As their age increases, women's number of follicles and egg quality decreases, which is called 

a decrease in fertility, i.e. a decrease in ovarian reserve (number of eggs in the ovaries) 

(Fitzgerald et al., 1998; Coccia & Rizzello, 2008; Alviggi et al., 2009). 

Today, circumstances such as women's desire to improve their level of education, their desire 

to pursue their career, their desire to reach a certain maturity before having children, their 

inability to find the right partner, and their thought that their independence will be limited may 

cause them to delay their first pregnancy (Sleebos, 2003; Tydén et al., 2006; Benzies et al., 

2006; Proudfoot et al., 2009; Cooke et al., 2012). The increased maternal age, however, poses 

 

*CONTACT: Pinar Sercekus     pinarsercekus@gmail.com    Pamukkale University, Faculty of Health 

Sciences, Department of Obstetrics and Gynecology Nursing, Denizli, Turkey 

e-ISSN: 2148-7456 /© IJATE 2021 

https://doi.org/10.21449/ijate.773132
https://ijate.net/
https://dergipark.org.tr/en/pub/ijate
https://orcid.org/0000-0003-1574-0186
https://orcid.org/0000-0001-8385-210X
https://orcid.org/0000-0002-9326-3453
https://orcid.org/0000-0001-6423-5106


Int. J. Assess. Tools Educ., Vol. 8, No. 4, (2021) pp. 764–774 

 765 

a risk for the health of the mother and her baby and may lead women not to have children at all 

(Sleebos, 2003; Tydén et al., 2006; Cooke et al., 2012). In addition, success rates of assisted 

reproductive techniques used to conceive decrease as the age of the women increases 

(Yoldemir, 2016).  

Although having children may seem to be an obstacle in women's current life, motherhood is 

important for them in the future (Söderberg et al., 2015). There are very few studies examining 

the fertility and attitudes towards having children (Söderberg et al., 2013; Söderberg et al., 

2015). Söderberg et al. (2013) developed the Attitudes to Fertility and Childbearing Scale 

(AFCS) using a sample of Swedish women. The AFCS was later revised in a larger sample and 

reduced from 27 items to 21 items (Söderberg et al., 2015). Söderberg et al. (2015) conducted 

this scale in young women with a high education level. Similarly, it was thought that it would 

be appropriate to use the AFCS scale in Turkish young women with a high level of education 

to determine fertility and childbearing attitudes. Moreover, there is no other tool to measure 

women's attitudes towards childbearing and fertility in Turkish. The aim of this study is to adapt 

the AFCS to Turkish and examine the reliability and validity of the Turkish version. 

2. METHOD 

This study is a descriptive and methodological type of research.  

2.1. Study Group 

The study population consisted of healthy women who were studying at Pamukkale University, 

Denizli, Turkey. The sample size in a scale development study is expected to be at least 5-10 

times the number of items in the scale (Çapık et al., 2003; Özkan & Sevil, 2007). Since the 

Attitudes to Fertility and Childbearing Scale consists of 21 items, it was determined that it 

would be appropriate to include at least 210 women in the sample. The sample of the study 

consisted of 224 women and these women were in the 20-30 age group, who could read and 

understand Turkish and who had not yet had children. Women who were not in the 20-30 age 

group, who had children, who could not read or understand Turkish, and who had a health 

problem that prevented them from giving birth were excluded from the scope of the research. 

2.2. Ethical Aspects of the Study 

Permission was obtained from Söderberg to study the Turkish validity and reliability of the 

AFCS. Ethics committee approval was obtained from Pamukkale University non-interventional 

clinical research ethics committee. Then, permission from the institution was obtained to be 

able to carry out the research. 

2.3. Data Collection Instruments 

A "Personal Information Form" and "AFCS" were used to collect the data for the study. 

2.3.1. Personal information form 

This form includes questions on age, educational status, marital status, place of residence, use 

of a method of birth control, working status, and the age range that they plan to become preg-

nant. 

2.3.2. Attitudes to fertility and childbearing scale 

AFCS is used to measure attitudes towards having children and fertility in individuals who have 

not yet had children (Söderberget et al., 2015). In the validity and reliability study of the original 

scale, the Cronbach alpha coefficients of the subscales were found between .95 and .86. The 

scale has 3 sub-scales and include the importance of fertility for the future (items no 1, 2, 3, 4, 

5, 6, 7), childbearing as a hindrance at present (items no 8, 9, 10, 11, 12, 13, 14, 15, 16), and 

social identity (items no 17, 18, 19, 20, 21) (Söderberg et al., 2015). The scale is a Likert-type 
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scale consisting of 21 items and each item is scored over 5 points. On this scale, point 5 shows 

the optimal, and point 1 shows the weakest attitude. The lowest and highest scores of the scale 

are 21 and 105, respectively. Low scores reflect low levels of fertility and attitudes to childbear-

ing. The scale development process is given in the title of validity analyses. 

2.4. Data Collection Method 

The researcher introduced herself before starting the data collection. An introductory infor-

mation form and a draft scale form were given to the participating women. The participants 

filled in the scale themselves and the application time of the scale was approximately 3-5 

minutes. 

2.5. Data Analysis 

For validity and reliability analyses, IBM SPSS Statistics v20 was used and for confirmatory 

factor analysis, Lisrel version 8.8 program was used. Hotelling T2 analysis was conducted to 

determine whether the mean item scores of all items in the scale and response bias were equal 

to each other. The floor and ceiling effects were calculated for the whole scale. 

2.5.1. Item and reliability analyses 

Internal consistency analyses were conducted to determine the reliability of the scale. Item-

Total Score Analysis and Pearson Correlation Coefficient were calculated to explain the rela-

tionship between the scores obtained from the items in the scale and the total scale score (Table 

2). The internal consistency of the scale was calculated using the Composite reliability coeffi-

cient, and Cronbach alpha coefficient (Table 3). 

2.5.2. Validity analyses 

The structure, language, and content validity of the scale were evaluated. The scale was trans-

lated into Turkish by two linguists who had good command of both English and Turkish. Inde-

pendently, the researcher also compared the Turkish versions of the scale. The final version of 

the scale was translated back into English by two different experts in their fields. The scale 

translated into English and the original scale were compared. Consequently, it was decided that 

the translation of the scale was appropriate. Then, Turkish linguists reviewed the conformity of 

the statements and made the necessary recommendations and redactions. In the final stage, eight 

experts in the field assessed each item on the scale for theoretical suitability. 

Expert opinions were obtained for the content validity of the scale. In addition, the content 

validity index of the scale was calculated. After the Scale Content Validity Index (S-CVI) and 

Item Content Validity Index (I-CVI) analyses, which were performed in accordance with expert 

opinions, a draft scale with 21 items was created. The construct validity, however, was per-

formed using confirmatory factor analysis. Principal axis analysis and varimax rotation were 

performed for CFA (Table 4). 

3. RESULTS / FINDINGS 

3.1. Study Sample and Sample Properties 

Table 1 shows the sociodemographic characteristics of 224 women in the 20-30 age group. The 

average age of the women was 21.93±1.74. Of the women, 96.9% was single, 96% was a high 

school graduate, 92% was unemployed, 57.1% was living in the city centre, 78.1% was student, 

86.2% had social security, and 72.8% had moderate level of income. Of the women, 98.7% was 

not using a method of birth control. Of the women, 4.9% was of foreign nationality. Of the 

women, 95.1% was planning to have children in the future and 86.2% was planning to have 

children between the ages of 25-29. 
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Table 1. Socio-demographic characteristics of the women (n=224). 

Variables n % Variables n % 

Education   Situation of wanting to have children   

Literate 9 4.0 Yes 213 95.1 

High school 215 96.0 No 11 4.9 

Marital status   The age she wants to have a child   

Single  7 3.1 20–24 years old 10 4.5 

Married 217 96.9 25–29 years old 193 86.2 

Job   30–34 years old 19 8.4 

Student 175 78.1 35–39 years old 2 .9 

Officer 49 21.9                                                          

                                                                     Income   

Bad 45 20.1    Mean ± Sd                               

Middle 163 72.8 Age* 21.93 ± 1.74 

Good 16 7.1 Number of children she wants * 2.06 ± .40 

*Mean ± standard deviations are given. 

3.2. Reliability Analysis 

3.2.1. Item total score analysis 

In the reliability study, item-total score correlations were calculated for the 21-item draft scale. 

The correlation coefficients of the items varied between .34 and .57 (p<.000) (Table 2). 

Table 2. Item total score analysis of the scale. 

No Items 
Item-Total Correlation 

r p 

1 I look forward to one day become a mother .49 <.05 

2 I can imagine being pregnant and giving birth .39 <.05 

3 Becoming a mother is important to me .52 <.05 

4 I look forward to being pregnant in the future .49 <.05 

5 Having a child is an essential part of life .55 <.05 

6 It is important for me to be able to get pregnant in the future .56 <.05 

7 Being fertile is an important part of my future life .53 <.05 

8 Having children would limit my leisure time activities .34 <.05 

9 Childbearing does not fit into my life right now .41 <.05 

10 I do not want to take the responsibility as a mother now .43 <.05 

11 An unplanned pregnancy would hinder me in my current life .50 <.05 

12 Having children would limit socializing with my friends .53 <.05 

13 Being a mother would take too much of my own time .48 <.05 

14 Having children would limit my study opportunities .53 <.05 

15 I want to take advantage of my freedom before I have children .45 <.05 

16 Having children would limit my career .40 <.05 

17 Being fertile is important to my feeling of femininity .57 <.05 

18 My fertility makes me feel communion with other women .51 <.05 

19 Becoming a mother is important for my identity as a woman .52 <.05 

20 Being fertile is an important part of my present life .37 <.05 

21 It is important for me to be able to get pregnant any time .39 <.05 
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3.2.2. Item total score analysis of the sub-scales 

The correlation coefficients between the sub-scale item scores and the sub-scale total scores of 

the scale were in the range of .76-.90 in the "Factor 1" sub-scale, .56-.79 in the "Factor 2" sub-

scale, and .49-.87 in the "Factor 3" sub-scale, respectively and were found to be statistically 

significant (p=.000). 

3.2.3. The Scale sub-scales and total score analysis 

In order to examine the alignment of each sub-scale with the scale, correlations of the sub-scale 

scores and the total score of the scale were calculated. The correlation coefficients of the sub-

scales were between .60 and .64 and were statistically significant (p=.000) (Table 3). 

Table 3. Reliability analysis results of the AFCS. 

Factors 

Sub-Dimension 

Total Score 

Correlation 
Cronbach’s 

alpha 

Composite 

Reliability 

Coefficient 

Two half 

reliability 

Guttman 

Split-half 

Spearman 

Brown  

Floor 

Effect 

Ceiling 

Effect 

r p 

1.Factor 

(Importance 

for future) 

.60 <.05 .93 .94    .40 20.50 

2.Factor 

(Hindrance 

at present) 

.64 <.05 .87 .80    1.3 4.50 

3.Factor 

(Female 

identity) 

.63 <.05 .81 .83    .40 9.40 

Total AFCS  .82  .88 .88 .88 .00 1.30 

 Pre-test Post-test p       

Total AFCS 

(Test retest)  

76.55±13.18 76.68 ± 

11.34 

.973      

Hotelling T2 T 2=570.2,     p=.000 

3.2.4. Reliability coefficients 

The total Cronbach alpha coefficient of the scale was determined to be .82. Cronbach alpha 

coefficients for subscales were .93 for "importance of fertility for the future", .87 for "childbear-

ing as a hindrance at present", and .81 for "social identity" (Table 3). 

3.2.5. Stability coefficient 

To measure the invariance of the scale over time, the test was repeated with 22 women for 15 

days after the first application. In the test-retest results, performed to test the relationship be-

tween the measurements obtained with a certain time interval and under similar conditions, no 

significant differences were found between the scores (p=.973) (Table 3). 

3.2.6. Hotelling's T2 test 

Hotelling T2 analysis was conducted to determine whether the mean item scores of all items in 

the scale and response bias were equal to each other. It was found that the item averages were 

different and there was no response bias (Hotelling T2=570.2, p=.000) (Table 3). 

3.2.7. Ceiling and floor effect of scale 

The floor and ceiling effects were calculated for the whole scale. The floor effect of the scale 

was .00 and the ceiling effect was 1.3. The floor effect of Factor 1 was .40, the ceiling effect 
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was 20.5, the floor effect of Factor 2 was 1.3, and the ceiling effect was 4.5, while the floor 

effect of Factor 3 was .40 and the ceiling effect was 9.4 (Table 3). 

3.3. Validity Analyses 

3.3.1. Linguistic and content validity 

After the linguistic validity of the draft scale was ensured, expert opinions of eight experts in 

their fields were obtained. Eight experts rated each item as '1= not relevant', '2= slightly rele-

vant', '3= highly relevant', and '4= highly relevant'. Then, the experts were asked to give sug-

gestions for responses other than 'highly relevant'. In the expert opinion assessment, all the 

items were above .78 (I-CVI=.88-1) and the scale validity index was found to be .99. In accord-

ance with the analysis results, no item was removed or changed from the scale. Content validity 

of the scale was provided by 21 items.  

Items not answered by women were identified in the pilot study. After the pilot application, it 

was decided that data were to be collected through a 21-item draft scale. 

3.3.2. Construct validity 

3.3.2.1. Confirmatory Factor Analysis. Model fitness of the AFCS in Turkish culture 

was investigated by the first level CFA. Scale factor loads were found to be between .28 and .92 

as a result of the analysis. Factor loading values of the Attitudes to Fertility and Childbearing 

Scale were in the range of .63-.92 in the "importance of fertility for the future" sub-scale, .47-.80 

in the "childbearing as a hindrance at present" sub-scale, and .28-.89 in the "social identity" 

sub-scale. Modifications were made among some items in the same sub-dimension. These items 

are located under the same structure and measure the same value (Figure 1). According to the 

findings of the confirmatory factor analysis, it was determined that the scale was compatible 

with the model (Table 4). 

Table 4. Findings about first level confirmatory factor analysis. 

Fit indices Values obtained 

from the scale 

Results 

2/df 2.00 Good fit 

RMSEA   .067 Acceptable fit 

SRMR   .075 Acceptable fit 

CFI .96 Good fit 

GFI .87 Acceptable fit 

NFI .93 Acceptable fit 

NNFI .95 Good fit 

IFI .96 Good fit 

RFI .91 Acceptable fit 

RMSEA: Root Mean Square Error of Approximation, SRMR: Standardized Root-Mean-Square Residual, CFI: 

Comparative Fit Index, GFI: Goodness of Fit Index, NFI: Normed Fit Index, NNFI: Non-Normed Fit Index, IFI: 

İncremental Fit Index, RFI: Relative Fit Index 
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Figure 1. Confirmatory factor analysis related to AFCS. 

 

4. DISCUSSION and CONCLUSION 

This study was conducted to evaluate the validity and reliability of the Turkish adaptation of 

the AFCS in order to determine the attitudes of women who did not have children about 

childbearing and fertility. 

4.1. Validity Analyses 

During the Turkish adaptation of the AFCS, developed by Söderberg et al. (2015), expert opin-

ions were first taken to ensure its linguistic validity. Content validity of the scale was evaluated 

after linguistic validity was performed. Eight experts were consulted for content validity. The 

content validity analysis was performed by expert evaluations. If there are six or more experts 

in the content validity analysis, it is recommended that the I-CVI should not be lower than .78 

and the S-CVI should be .90 or higher (Polit & Beck, 2006).  As a result of the analysis, I-CVI 

was above .78 and S-CVI was found to be .99. Thus, content validity of the items in the scale 

was accepted. According to this result, it was concluded that the scale had sufficient content to 

identify the attitudes to fertility and childbearing of young women who had no children yet. 

As a result of the confirmatory factor analysis, it was revealed that the factor loads of the scale 
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varied between .28 and .92. In order to look at whether an item is related to the conceptual 

structure, one needs to look at the factor load of that item. It was stated by Tavşancıl (2010) 

that factor loads ranging from .30 to .40 can be taken as the lower threshold point. All factor 

loadings (except for the 21st item) were above .30 (Figure 1). The 21st item is believed to be 

important for the scale. It was therefore decided to keep it on the scale. Moreover, model fitness 

indicators, RMSEA=.067, 2/df=2.00, SRMR=.075, CFI=.96, GFI=.93, NFI=.95, NNFI=.96, 

IFI=.87, and RFI=.91show that the model has a good fit. 

In accordance with the statistically significant results, it has been concluded that the scale has 

the content and construct validity. The reason for the high content and construct validity of the 

scale is thought to be sufficient language validity and high social adaptation. In addition, the 

experts whose opinions were obtained included nursing faculty members with many years of 

experience on the subject. It is believed that obtaining the opinions of appropriate experts on 

the subject also affected the results. 

4.2. Reliability Analyses 

The relationship between the total score of the test and the scores of the scale items was deter-

mined by the item total-score analysis. Item total score correlations should not be negative and 

should be above .25 (Kalaycı, 2010). Pearson correlation coefficients of all items in the scale 

were determined between .34 and .57 by item analysis. The fact that all the items in the scale 

were greater than .25 correlation value and the analysis results showed that the items were un-

derstandable and clear. 

The total Cronbach alpha internal consistency reliability coefficient of the scale is .82. As a 

result of this value, it can be said that the scale has a high reliability (Eser & Baydur, 2007). In 

the study by Söderberg et al. (2015), the internal consistency coefficients of the sub-scales 

ranged from .862 to .945. In this study, the Cronbach's alpha internal consistency reliability 

coefficients of the sub-scales were found to be .93 for the "importance of fertility for the future" 

sub-scale, .87 for the "childbearing as a hindrance at present" sub-scale, and .81 for the "social 

identity" sub-scale. The reliability of the scale was also assessed using the two split-half 

method. According to the split-half test result, the correlation value between the two halves of 

the scale was found as .88. Based on these results, a strong and significant relationship was 

found between the two halves. The Guttman split-half and the Spearmen-Brown coefficients 

were > .88. The obtained analysis results proved the reliability of the scale as high (Şencan, 

2005; Rattray & Jones, 2007; Nunnally & Bernstein, 2010; Çam & Baysan-Arabacı, 2010). As 

a result, it is seen that internal consistency of the sub-scales and the scale was confirmed. 

With the Hotelling T2 test, bias in responses to the scale items was evaluated. In the Hotelling 

T2 test (Hotelling T2=570.2, p=.000) item score averages were found to be different. This result 

shows that the participating women who responded to the scale items were not biased and per-

ceived the items in the same way, which is an important issue that has an impact on the relia-

bility of the scale (Özdamar, 2002; Şencan, 2005). According to these results, it was concluded 

that women were not biased when filling in the scale. 

Determining the floor and ceiling effect of the scale is important in validity and reliability stud-

ies, while these values should not exceed 20% (Rattray & Jones, 2007; Şencan, 2005). In this 

study, it can be said that it is a reliable scale since the floor and ceiling effect of the scale does 

not exceed 20%. 

The AFCS consists of three sub-scales; namely, the "social identity", "childbearing as a hin-

drance at present" and "importance of fertility for the future" sub-scale. The 21-item Likert-

type scale is scored over 5 points. On this scale, point 5 shows the optimal and point 1 shows 

the weakest attitude. The lowest and highest scores of the scale are 21 and 105, respectively. 

Low scores reflect low levels of fertility and attitudes to childbearing. As a result, the Turkish 
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version of AFCS is a valid and reliable measurement tool that can measure the attitudes of 

young women in the 18-30 age group with no children yet towards childbirth and fertility. 
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6. APPENDIX 

Attitudes to Fertility and Childbearing Scale (AFCS) 

 

Chapter 1 . Fertilite ve Çocuk Doğurmaya Yönelik Tutumlar Ölçeği (FÇDYTÖ) 

 

Sayın Katılımcı,  

Bu ölçek, fertilite ve çocuk doğurmaya yönelik tutumları belirlemeye yönelik ifadeleri içeren 21 

maddeden oluşmaktadır. Lütfen her maddeyi dikkatlice okuyup 1 ile 5 arası derecelerden birini 

işaretleyiniz. Katkılarınızdan dolayı teşekkür ederiz.  

 

(1 = tamamen katılmıyorum……………..5 =tamamen katılıyorum). 

 

 

Chapter 2  1 2 3 4 5 

GELECEK İÇİN DOĞURGANLIĞIN ÖNEMİ 

1. Bir gün anne olmayı çok istiyorum.      

2. Hamile olduğumu ve çocuk doğurduğumu hayal edebiliyorum.       

3. Anne olmak benim için önemlidir.      

4. Gelecekte hamile kalmayı çok istiyorum.      

5. Çocuk sahibi olmak hayatın önemli bir parçasıdır.       

6. Gelecekte hamile kalabilmek benim için önemlidir.      

7. Doğurgan olmak gelecekteki yaşamımın önemli bir parçasıdır.      

ÇOCUK SAHİBİ OLMANIN GETİREBİLECEĞİ SINIRLAMALAR 

8. Çocuk sahibi olmak boş zaman aktivitelerimi sınırlar.      

9. Çocuk doğurmak şu anki yaşam şeklime uygun değil.      

10. Şu anda anne olmanın sorumluluklarını üstlenmek istemiyorum.      

11. Planlanmamış bir gebelik şu anki yaşamımı zorlaştırır.      

12. Çocuk sahibi olmak arkadaşlarımla olan sosyal yaşamımı sınırlar.      

13. Anne olmak kendime ayıracağım zamanı sınırlar.       

14. Anne olmak öğrenim görme fırsatımı sınırlar.      

15. Çocuk sahibi olmadan önce özgürlüğümün tadını çıkarmak istiyorum.      

16. Çocuk sahibi olmak kariyerimi engeller.      

KADINSAL KİMLİK 

17. Doğurgan olmak kadın olduğumu hissetmem için önemlidir.      

18. Doğurgan olabilmem diğer kadınlar gibi hissetmemi sağlıyor.      

19. Anne olmak, kadınlık kimliğim için önemlidir.      

20. Doğurgan olmak şu anki yaşamımın önemli bir parçasıdır.      

21. İstediğim herhangi bir zamanda hamile kalabilmek benim için önemlidir.      
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Abstract: Counseling scholars have increasingly utilized the relational-cultural 

theory (RCT) to promote growth fostering connections as a healthy way of 

managing various life problems. The Relational Health Indices (RHI) was 

developed to understand relational interactions among women. In an attempt to 

broaden the utility of the RHI, the purpose of this study was to develop and 

validate a Turkish language version of the RHI for research and clinical use. In 

translating the RHI from English to Turkish, we followed a seven-step process. 

Data were collected from 213 Turkish-speaking college students enrolled in two 

Turkish public universities with the mean age of 22.29 (SD= 3.41). The findings 

revealed that the RHI-T proved to be a two-factor structure (the Peer and Mentor 

subscales) among Turkish students and that the Community subscale was not an 

acceptable fit even after removing several items. Potential explanations, 

implications, and recommendations for clinical use and future research are 

provided. 

1. INTRODUCTION 

There is a growing body of literature focusing on the significance of multiculturalism in the 

field of counseling (Karaırmak, 2008; Lam & Yeung, 2017; Zaker & Boostanipoor, 2016). 

Although multiculturalism is a broad concept and can refer to any particular culture or 

subculture, scholars view cultures as either individualistic or collectivistic. An individualistic 

culture refers to a worldview that prioritizes the individual including the individual’s goals, 

uniqueness, and self-control over a group. A collectivistic culture emphasizes we and refers to 

a worldview in which the social context is centralized, and individuals represent products of 

their social and cultural context (Hofstede, 2001; Oyserman et al., 2002; Sue & Sue, 2013). 

Hofstede (2001) indicated that persons from individualistic cultures are likely to have a stronger 

self-concept and are responsible only for themselves and perhaps their nuclear families. In 
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collectivistic cultures, however, others (e.g., peers, community, neighbors) play an essential 

role in the individual’s life. Thus, interpersonal relationships are critical (Hofstede, 2001).  

Individualistic and collectivistic cultures are not mutually exclusive concepts, instead they are 

on a continuum. In other words, culture can reflect both concepts, but usually one is more 

dominant. Kagitcibasi (2017) studied and compared individualistic and collectivistic cultures 

and concluded that autonomy and relatedness are basic human needs. However, in 

individualistic cultures, the need for autonomy is well accepted and supported, while in 

collectivistic cultures relatedness is supported. In both, one of these needs can be neglected to 

some extent (Kagitcibasi, 2017).  

Hofstede’s (2001) study results concluded that individuals from Western cultures reported a 

higher individualistic worldview, while individuals from Eastern cultures as well as Latino 

cultures reported a higher collectivistic worldview. After collecting data in 40 countries from 

116,000 participants around world, Hofstede (2001) concluded that Turkish people reported 

higher collectivistic scores than individualistic scores among participants. Another study 

supporting this finding (Sargut, 2001) investigated general worldview tendencies in Turkey and 

showed that the average score of the individualistic values was 37%. Thus, collectivistic values 

were more common among the participants. Based on these studies, one can infer that Turkish 

culture is predominantly collectivist and that interpersonal relationships are pivotal.  

Culturally competent counselors consider their clients’ cultural backgrounds and are aware of 

the elements that are important in their lives (Sue & Sue, 2013). As the cultural and social 

context has significant implications for individuals’ definitions of self, family and relationship 

dynamics, counselors need to be aware of these dynamics to provide quality care for their 

clients. In both collectivistic and individualistic cultures, it is essential to understand the 

meaning of individuals' relationships with others.  

1.1. Relational Health 

Family structure and relationships are affected by socioeconomic factors and cultural context 

where individuals live. However, regardless of living in collectivistic or individualistic cultures, 

increases in perceived availability of social and emotional support were found to be related to 

decrease in stress, depressive symptoms and also mortality (L'Abate et al., 2010). Brown (2010) 

noted that people require connection with other people throughout their lives and Relational-

Cultural Theory (RCT) stated the significance of growing through and toward connection with 

development of a healthy “felt of sense” (Frey, 2013, p.178; Jordan, 2017).  

As a feminist therapeutic approach, RCT mainly highlights the importance of meaningful 

connections with others from a multicultural perspective (Frey, 2013). For instance, an 

individual from an individualistic culture may accept that seeking support is a sign of weakness; 

as the inherited message of individualistic culture is that one should stand alone and compete 

(Jordan, 2017). However, RCT highlights mutual empathy which means that when individuals 

care about each other’s well-being and the relationship between them, a growth-fostering 

relation occurs, and that leads to happiness and overall well-being (Jordan, 2010). Jordan (2010; 

2017) also mentions that mutual empathy contributes to zest, clarity, creativity, worth and a 

desire for more connections. According to RCT, when individuals practice these “five good 

things”, their interactions and connections become stronger (Jordan, 2017, p. 235; Lenz, 2016). 

These interactions also enhance mutually empathic relations within communities. Researchers 

stated that individuals with a high levels of relational health may cope with personal and social 

problems to greater degrees (Lenz et al., 2015).  

According to Jean Baker Miller, healing occurs through real connections, and counselor’s 

empathy and understanding lead to therapeutic change (Jordan, 2017). Based on RCT, using 

empathy, acceptance, and compassionate understanding in counseling help individuals evaluate 
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impacts of useful connections and disconnections in their lives (Jordan, 2008; Jordan, 2010). 

Individuals may develop survival strategies to protect themselves from chronic disconnections 

and counselors should be aware of the signs of these strategies such as invalidation, shaming, 

anger, rejections (Frey, 2013; Jordan, 2017; Lenz, 2016). Constant disconnections may lead to 

hopelessness and isolation, and from a broader perspective, racism, homophobia, class 

prejudice, and sexism; that also create chronic disconnections for individuals and societies 

(Jordan, 2010; 2017). Therefore, to overcome such problems, RCT has been used in clinical 

settings with diverse client populations (Crumb & Haskins, 2017; Joe et al., 2020; Singh & 

Moss, 2016)  

RCT approach also has a social justice focus and discusses issues about privilege in counseling, 

as disconnections can be based on power differences (Comstock et al., 2008). These issues are 

related to values and biases which can be embedded in both individualistic and collectivistic 

cultures. Therefore, counselors need to consider these social and political values and work with 

their clients from a multicultural standpoint (Frey, 2013). Accordingly, it is necessary to 

understand the concept of relational health for individuals from both individualistic and 

collectivistic cultures. Although initially, RCT had a focus on the experiences of marginalized 

women in individualistic cultures, after the development of a measurement tool based on RCT, 

the concept of relational health has been studied on various topics with various groups around 

the world (Frey, 2013; Kress, 2018; Lenz, 2016).  

1.2. Purpose of the Study 

The Relational Health Indices (RHI) is a measurement tool, developed and based on RCT. The 

RHI measures qualities of growth-fostering relationships with peers, mentors, and community 

(Liang et al., 2002). As a dynamic construct, the presence of relational health has been studied 

mostly among women, men, female youth of color, college students, and adolescent girls and 

boys (e.g., Frey et al., 2005; Haskins & Appling, 2017; Lenz, 2014; Liang et al., 2002; Liang 

et al., 2007; Liang et al., 2010; Liang & West, 2011, Storlie et al., 2017; Vandermause et al., 

2018). Researchers have also studied the construct of relational health with international 

samples, yet it has been limited to Hispanic/Latino populations (Lenz et al., 2015) and Asians 

(Liang et al., 2006). Absent in the literature are studies in which the RHI is adapted for use in 

Turkish samples. Thus, we suggest that the translation and adaptation of the RHI to the Turkish 

language may help counselors working with individuals from Turkey to better understand their 

clients’ relational health status and its impacts on other aspects of their life. Also, scholars can 

utilize this instrument in mental health related research.   

2. METHOD 

We conducted this study with ethical approval of the Institutional Review Board of Texas A&M 

University-Corpus Christi and then translated the RHI into Turkish. After administering the 

scales to undergraduate students at Turkish universities, we analyzed the data to assess the 

psychometric properties and factorial structure of the instrument.  

2.1. Participants 

After obtaining the IRB approval, we created an online survey link to recruit participants in 

Turkey. We contacted three faculty members from two different universities and requested to 

distribute the survey link with undergraduate students. A total of 350 Turkish-speaking 

undergraduate students enrolled in either a northern or a northwestern university in Turkey 

participated in the study. Before data analysis, the data-set was inspected for possible entry 

errors and missing data. After the inspection, we excluded a total of 137 (39%) participants. 

Overall, of the 213 remaining participants, the sample consisted of 138 female (65%), 72 male 

(35%) participants - three participants did not answer the demographic query. The mean age of 

the participants was 22.29 years (SD = 3.41).  
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2.2. Data Collection Instrument 

2.2.1. Relational health indices 

The Relational Health Indices (RHI; Liang et al., 2002) was designed to assess the degree to 

which individuals are engaging in healthy relationships supporting growth with peers, mentors, 

and their community (Liang et al., 2002). The 37 self-report items in the RHI are presented in 

regard to a 5-point Likert-type scale with responses ranging through never, seldom, sometimes, 

often, and always. Higher scores represent a more exceptional relation quality. Additionally, 

the RHI has cross-scale outputs for authenticity, empowerment/zest, and engagement those 

measures are drawn from items across the peer, mentor, and community subscales- in a way 

they are sub-subscales. However, they were not a target within our analyses because (a) they 

are rarely used in the literature based on scores from the RHI (Frey et al., 2005; Liang et al., 

2007; Liang et al., 2010) and (b) as indicated in the Liang et al. (2002), their initial factor 

analyses were not able to represent all the components of RCT theory; thus, it is an incomplete 

representation. Therefore, in this study, we also decided not to include those sub-subscales 

within our analyses. 

The relational quality with peers subscale includes 12-items, and individuals respond to 

statements such as “I feel understood by my friends” and “My friendship inspires me to seek 

other friendships like this one.” The 11-item mentor relationship subscale includes statements 

such as “I can be genuinely myself with my mentor” and “I feel comfortable expressing my 

deepest concerns to my mentor.” Lastly, the 14-item community relationships subscale includes 

statements such as “This community has shaped my identity in many ways” and “It seems as if 

people in this community like me as a person.” The Cronbach’s alpha values for the peer, 

mentor, and community subscales were .85, .86, and .90, respectively (Liang et al., 2002).   

2.3. Translation of the RHI  

Considering the guidelines recommended in the instrument translation literature (e.g., Borsa et 

al., 2012; van Widenfelt et al., 2005; Wild et al., 2005), we utilized a seven-step process for 

translation of the RHI from English to Turkish. These steps included (a) instrument selection, 

(b) forward translation of the RHI from English to Turkish, (c) cross-check for the conceptual 

meaning of translations, (d) backward translation of the RHI from Turkish to English, (e) 

examining and revising items, and (f) expert review on instrument’s Turkish version, and (g) 

final review leading to finalizing the Turkish language version of the instrument.  

In the first step, once we selected the instrument, the second author, whose native language is 

Turkish, completed forward translation from English to Turkish. After a cross-check for the 

conceptual meaning of the translation, the first author and a doctoral student in a counselor 

education program, both of whose native language is Turkish, received the items for the back 

translation. The third and fourth authors, both of whose native language is English, compared 

the back-translation into English with the original English version. Then as a team, we discussed 

and revised any problematic items and sent the final Turkish version to two Turkish Literature 

professionals in Turkey. After their review, we made the last changes and finalized the Turkish 

version of the instrument for use.  

2.4. Data Collection Procedure 

The first and second authors contacted three faculties from two higher education institutions in 

Turkey to request help with the dissemination of the study’s survey. After receiving consent 

from each faculty with an agreement to collaborate letter indicating their willingness to assist 

with disseminating the survey, we received the Institutional Review Board approval. Using the 

Qualtrics research software, we created and shared an online survey link with the faculty 

members who agreed to distribute the online link to their students. The online survey package 

comprised of an information sheet, a brief demographic questionnaire, and the RHI-T 
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(Relational Health Indices-Turkish) scale, as well as additional instruments as a part of a 

broader study, yet irrelevant to this instrument evaluation. Data were collected over five months 

and then downloaded from Qualtrics and aggregated into an SPSS file, Version 22 (SPSS; IBM 

Corporation, 2013) for data analysis.  

2.5. Data Analysis  

2.5.1. Preliminary analysis 

Before data analysis, we cleaned the data set by removing participants who completed less than 

75% of the questionnaire. Additionally, cases with less than 25% missing values were replaced 

using the series mean function in SPSS. Conventional person-series mean function is 

appropriate when data is normally distributed (Lee et al., 2014). Given that we detected no 

violation of normality in the data, we deemed the series mean function to impute missing values 

would be feasible. 

2.5.2. Primary analyses  

We analyzed the RHI-T scale using the original factor structure and also assessed model fit 

using the AMOS, Version 22. Following the standards developed by Dimitrov (2012), we 

examined the values of the CMIN/DF, p, root mean residual (RMR), goodness of fit index 

(GFI), comparative fit index (CFI), Tucker-Lewis index (TLI), and the root mean square error 

of approximation (RMSEA) to determine the degree of model fit. Based on these standards, a 

strong model fit was found in values for the CMIN/DF < 2, p > .05, RMR < .08, GFI > .90, 

CFI > .90, TLI > .90, and RMSEA < .10.  

In case the model fit was not following the indicated standards, we inspected modification 

indices to identify items that could have a covaried error term. When potential items were 

identified, error terms were covaried, and the analysis was conducted again. Model fit indices 

were also inspected again. If the model still presented an inadequate fit, we examined 

correlation loadings of individual items and determined if deletion was necessary. We removed 

the items with less than .70 correlation coefficients. After identifying the final model, Cronbach 

alpha coefficients for the RHI-T were computed to estimate the internal consistency of the 

scores. 

3. RESULT / FINDINGS 

3.1. Peer Subscale 

3.1.1. Primary analysis 

Although the hypothesized model revealed a significant chi-square value, 𝑋2(54) = 158.04, p 

< .001, it was an unacceptable fit for the data, which was also verified by the fit indices, 

CMIN/DF = 2.92, RMR = .05, GFI = .89, CFI = .82, TLI = .79, RMSEA = .09.  

3.1.2. Final model  

After pairing error terms for items 10 and 12 (“Arkadaşımın beni olumlu yönde değiştirdiğini 

hissediyorum [I feel positively changed by my friend]” and “Arkadaşlığım beni olumlu yönde 

geliştiriyor [My friendship causes me to grow in important]” respectively); 1 and 8 

(“Arkadaşımla zor bir durumu paylaşmam gerekirse ona karşı dürüst olabilirim [Even when I 

have difficult things to share, I can be honest and real with my friend.” and “Arkadaşım ile en 

derin duygu ve düşüncelerimi paylaşmaktan rahatsız olurum [I am uncomfortable sharing my 

deepest feelings and thoughts with my friend.” respectively); 2 and 3 (“Arkadaşımla sohbet 

ettikten sonra, moralimin yükseldiğini fark ediyorum [After a conversation with my friend, I 

feel uplifted]” and “Arkadaşımla zaman geçirdikçe ona daha yakın hissederim [The more time 

I spend with my friend, the closer I feel to him/her]” respectively); and removing item 6 

(“Arkadaşımla anlaşamadığımız noktaları yargılanıyor hissetmeden konuşabilirim [I can talk 
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to my friend about our disagreements without feeling judged]”) an acceptable model fit 

emerged for scores on the Peer Subscale, 𝑋2(41) = 73.79, p < .01 which was supported by the 

fit indices, CMIN/DF = 1.80, RMR = .04, GFI = .94, CFI = .94, TLI = .92, RMSEA = .06. 

Cronbach’s alpha value for the subscale was within the acceptable range of internal consistency 

(α = .78). 

3.2. Mentor Subscale 

3.2.1. Primary analysis  

Though the hypothesized model demonstrated a significant chi-square value, 𝑋2(44) = 138.29, 

p < .001, it was a poor fit for the data, which was also confirmed by the fit indices, CMIN/DF 

= 3.14, RMR = .04, GFI = .88, CFI = .91, TLI = .89, RMSEA = .10.  

3.2.1. Final model 

After deleting items 5, 7, 8 and 10 (“Akıl hocam sayesinde kendimi daha iyi tanıdığımı 

düşünüyorum [I feel as though I know myself better because of my mentor]” “Akıl hocamın 

değerlerini örnek alıp hayatımda uygulamaya çalışırım [örneğin, sosyal, akademik, dini, 

fiziksel] [I try to emulate the values of my mentor (such as social, academic, religious, 

physical/athletic)],” “Akıl hocam ile olan ilişkimin enerjimi arttırdığını ve moralimi 

yükselttiğini hissediyorum [I feel uplifted and energized by interactions with my mentor],” and 

“Akıl hocam ile olan ilişkim, beni buna benzer ilişkiler bakmaya/aramaya teşvik eder [My 

relationship with my mentor inspires me to seek other relationships like this one]”, respectively) 

an acceptable model fit emerged for scores on the mentor subscale, 𝑋2(14) = 38.39, p < .001 

which was confirmed by the fit indices, CMIN/DF = 2.74, RMR < .03, GFI = .95, CFI = .96, 

TLI = .99, RMSEA = .09. Cronbach’s alpha coefficient for the resulting scores on the subscale 

was within the good range of internal consistency (α = .89). 

3.3. Community Subscale 

3.3.1. Primary analysis 

Even though the hypothesized model showed a chi-square score, 𝑋2(77) = 292.66, p < .001, it 

was a poor fit for the data, which was also supported by the fit indices, CMIN/DF = 3.80, RMR 

= .14, GFI = .81, CFI = .80, TLI = .76, RMSEA = .11.  

3.3.2. Final model 

After deleting items 3, 6, 7, 8, 12 and 13 (“Eğer içinde bulunduğum topluluktakiler beni rahatsız 

eden birşeyi biliyorlarsa, benimle konuşurlar [If members of this community know something 

is bothering me, they ask me about it]” “Bu topluluktakilerle biraraya geldikten sonra, kişisel 

ilişkiler için harekete geçmem gerektiğini düşünüyorum [I feel mobilized to personal action 

after meetings within this community]” “Bu topluluktakilerden saklamam gereken yönlerim 

olduğunu düşünüyorum [There are parts of myself I feel I must hide from this community]” 

“Bu topluluktakiler beni seviyormuş gibi görünüyor [It seems as if people in this community 

really like me as a person]” “Bu toplulukla olan bağım beni başka insanlar ile ilişki kurmaya 

teşvikediyor [My connections with this community are so inspiring that they motivate me to 

pursue relationships with other people outside this community]” and “Bu topluluk kişiliğimi 

birçok açıdan şekillendirdi [This community has shaped my identity in many ways]” from the 

model due to distinctly low regression coefficients, a poor model fit emerged for scores on the 

community subscale, 𝑋2(20) = 167.13, p < .001 as confirmed by inspection of the fit indices, 

CMIN/DF = 8.35, RMR = .15, GFI = .83, CFI = .81, TLI = .74, RMSEA = .18. Cronbach’s 

alpha coefficient for the resulting scores on the subscale was within the good range of internal 

consistency (α = .84). 
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4. DISCUSSION and CONCLUSION 

The purpose of this study was to translate the English version of the RHI (Liang et al., 2002) 

into Turkish and evaluate all three subscales (peer, mentor, and community) in the new version. 

After analyzing the data gathered from the Turkish college population, our findings indicated 

that all three subscales had reliable (α > .70) scores. In the item analysis process, we paired and 

removed items to yield acceptable results, as suggested by Dimitrov (2012). However, these 

modifications only confirmed the peer and mentor subscales, yet the community subscale was 

unfit. It is important to remember that the RHI was developed with three relationship scales 

which could be used independently for studying each type of relationship (Liang et al., 2002, 

p. 27). Therefore, the peer and mentor subscales of the RHI-T can be utilized independently.  

This study confirms earlier endeavors to adapt the RHI-T with other diverse groups. For 

example, in their work of adapting the RHI-T to the Spanish language, Lenz et al. (2015) found 

the community subscale to be unfit, even after removing four items. We inspected the removed 

items in other studies to ascertain whether we removed the same items; however, among the 

deleted items on the community subscale, only one removed item was common between this 

study and other studies (Lenz et al., 2015; Liang et al., 2007). Interestingly, though, Lenz et al. 

(2015) and Liang et al. (2007) found the same four items in the community domain to be 

problematic and deleted them. Additionally, other researchers suggested the community 

subscale be problematic when it is used as a unitary construct (Frey et al., 2005), thus may be 

more useful if this subscale was assessed in two domains: alienation from community and 

connection with community. However, we did not find similar factor loadings as those reported 

in Frey et al.’s study. 

Based on our findings and the extant literature, it is possible that the way some items and the 

community subscale were constructed is more applicable to Caucasian and/or American groups. 

Another possible explanation for these results is that the RHI-T was initially developed for 

marginalized groups (e.g., women). Though our sample consists of predominantly women 

college students (65%), we also included men college students for which some of the items may 

not be applicable. Another reason as to why the community subscale came out as unfit may be 

that in the original items, the word “community” is used. It is worth noting that the semantic 

usage of the word community is different in Turkish culture. In other words, people do not use 

the word “topluluk” to refer to their immediate surroundings, as this is implied by “community” 

in the American culture. 

Additionally, “community” is a frequently used word in the American culture; whereas in the 

Turkish culture, people rarely use the word “topluluk” as part of their daily language. 

Correspondingly, the word “mentor” translates to Turkish as “akıl hocası.” However, the 

concept of mentor is not utilized much in the Turkish culture. Therefore, some items related to 

mentor and community subscales might not have understood by our participants, or they might 

have had difficulty relating to the items in these subscales. 

4.1. Implications, Limitations, and Suggestions for Future Researchers 

Counselors and researchers may utilize RHI-T in their work in various ways. College students 

from Turkey have been moving to different countries to obtain an international college degree. 

For instance, there are over ten thousand international students from Turkey in the U.S.A (The 

Institute of International Education, 2018). One should consider that individuals may feel more 

comfortable being assessed in their native language and that some of the items or subscales (as 

community subscale in this study) may not apply to these individuals if the original instrument 

is validated with a different population. Therefore, counselors can use the RHI-T with this 

population to better understand their relationship with peers and mentors in treatment settings. 

The results may help clients to acknowledge and be aware of their strengths in relationships 
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and social support they receive as well as the issues that need to be addressed in counseling. 

Counselors in Turkey can also utilize the RHI-T for treatment planning and counseling outcome 

evaluation. This will empower counselors through expanding their toolbox and enhance their 

effectiveness by using empirically validated theory-based instruments. 

The present study is not free of its limitations. Steven (2009) recommends that in confirmatory 

factor analysis, ten participants per item should be recruited. However, the sample size of this 

current study was below the recommended threshold. We recommend that future researchers 

replicate this study with larger groups. Additionally, future researchers may utilize more 

heterogeneous samples representing various age groups and individuals from different 

educational backgrounds. For instance, including adults both with and without a higher 

education degree may provide more inclusive results as this would be a better representation of 

Turkey population.   

Scholars develop and study theories, and with the help of theory-based assessment tools, 

researchers have a practical tool to assess the construct of relational health with Turkish 

speaking individuals. The RHI-T may help researchers and scholars to understand the 

implication of RCT to a collectivistic culture better. Considering that we had to remove several 

items and that the community subscale was not a fit even after removing the items, we suggest 

that future researchers may develop an instrument based on RCT that may be more relevant to 

the Turkish culture.  

4.1. Conclusion 

Despite its limitations, this study presents valuable information of the RHI-T for counselors 

striving to utilize this instrument to understand the relational health of Turkish college students. 

Our results proved that two sub-dimensions of the RHI-T can be used to measure growth 

fostering relationships with peers and mentors. The constructs mentorship and community 

evoke different concepts in Turkish and American cultures. Finally, counselors can utilize the 

RHI-T with Turkish speaking college students for understanding the degree of the client’s 

growth-fostering relationships, while researchers use it in relational health related studies.  
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Abstract: If the ranking of students is based on grade scores independent of the 

selected college or university, it is critical to have an equal national measurement 

standard. It is a challenge to ensure this if there is a substantial difference in the 

composition of the students and enrolment requirements among colleges. Based on 

three different types of colleges in Norway merged into one unit in 2019, this paper 

examines the grading practices before and after the fusion. By using a regression 

model to predict the grade depending upon students’ academic skills, one can 

identify different grading practices for the three independent schools and compare 

the results after they become one unit with identical exams and a common 

evaluation. The results show significantly more lenient grading practices at small 

colleges with low entry criteria and that the evaluation is more random, depending 

upon the instructor. Furthermore, this paper confirms that the grade point average 

(GPA) from upper secondary school, mathematical abilities and gender are strongly 

correlated with success in business studies. 

1. INTRODUCTION 

The purpose of this paper is to analyse whether there are different grading practices among 

schools within business education in Norway and to examine which factors can explain 

students’ performance in business courses. Some countries rank students depending on which 

institution they have attended. Norway have chosen a different approach. For the same course, 

there should be identical evaluation regardless of which university or college the student is 

graduated from.It is challenging to secure such a scheme. We'll take a closer look at this issue 

in thus article. The research suggests that there are significant differences internationally in 

grading practice (Broockhart et al., 2016). 

The grading system among undergraduates is critical since the ranking of students depends on 

the grade scores. A grading design that measures students’ knowledge and skills would be a 

good tool for ranking in future studies and would provide the desired information to future 

employers. Independently of the institution, it is assumed that two students who achieve the 

same level of result should receive identical grades. The students are ranked according to their 

grade scores, independently of which college or university they have attended. To ensure this, 
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the Norwegian Ministry of Education has used substantial resources to develop identical 

grading habits all over the country. All colleges and universities should have the same grading 

evaluation by following the ECTS (European Credit Transfer and Accumulation System) 

grading scale system (see Table 1). Two students having the same grade shall perform equally, 

independently of the chosen college. Grade C shall have the same meaning for the same 

business course regardless of which school the student has attended and regardless of the 

student’s abilities and academic skills. 

It is difficult to justify a system in which students are treated differently depending on 

background and school and get different grades even there is an equal performance, as long as 

there is no ranking of the schools. Hence, the grading standard system should compensate for 

differences across institutions provided that there is no ranking based upon which school the 

student has attended. The distribution of grades is at the national level (Table 1). The grade for 

the mean student will vary depending on the performance of the students at the different 

schools. Hence, the grading system does not give the correct information about the candidates 

‘qualifications. Without further knowledge of the different education institutions the employers 

do not have the correct qualifications. This can lead to a principal agent problem with 

asymmetric information. 

Table 1. The Grading System (on National level). 

Grade Per-cent Description General, qualitative description of the evaluation criteria (see: 

https://www.ntnu.edu/studies/grading) 

F  Fail A performance that does not meet the minimum academic 

criteria. The candidate demonstrates an absence of both 

judgement and independent thinking. 

E 10 Sufficient A performance that meets the minimum criteria but no more. 

The candidate demonstrates a very limited degree of judgement 

and independent thinking. 

D 25 Satisfactory A satisfactory performance but with significant shortcomings. 

The candidate demonstrates a limited degree of judgement and 

independent thinking. 

C 30 Good A good performance in most areas. The candidate demonstrates 

a reasonable degree of judgement and independent thinking in 

the most important areas. 

B 25 Very good  A very good performance. The candidate demonstrates sound 

judgement and a very good degree of independent thinking 

A 10 Excellent An excellent performance, clearly outstanding. The candidate 

demonstrates excellent judgement and a high degree of 

independent thinking. 

 

1.1. Facors Behind Students’ Success in Business Courses  

Academic ability is a key factor for success in higher education. A variable that can encapsulate 

this dimension is grade point average (GPA) scores from upper secondary schools. According 

to Grove et al. (2006), GPA scores are a proxy estimate of students’ academic aptitude in 

economic education. Many studies have found a positive correlation between GPA and 

achievement in business studies (Jones et al., 2013; Opstad & Årethun, 2020a). Uyar and 

Güngörmüş (2011) reported that GPA from upper secondary school was the strongest predictor 

of success in finance and accounting courses. In comparing GPA with attendance in the courses, 

the authors observed only a weak positive link between attendance and performance. The 

association between GPA and success is also substantial and positive for marketing courses 

https://www.ntnu.edu/studies/grading
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(Marcal et al., 2005). Students with high GPAs also have success in introductory management 

courses (Brookshire & Palocsay, 2004). 

Another key determinant for success in business courses is mathematical skills Blaylock & 

Lacewell, 2008; Opstad, 2018). Mathematics is a valuable factor for doing analyses in 

quantitative courses. Hence, there is a strong significant connection between mathematical 

abilities and performance in quantitative business courses (Ballard & Johnson, 2004; Mallik & 

Lodewijks, 2010; Opstad & Årethun, 2019; Uyar & Güngörmüş, 2011). Students’ mathematical 

background seems to be a crucial instrument for managing these subjects. Alcock et al. (2008) 

and Opstad (2018) also found a positive correlation between mathematical knowledge and 

performance in non-quantitative business courses like management and marketing even though 

there are no mathematical tools in presentations in these fields. The reason might be that 

mathematical strength improves the students’ ability to analyse and develop a good structure in 

their performance in non-analytical courses; however, the mathematical background is not as 

essential as in quantitative courses (Alcock et al., 2008). 

Gender also matters in business courses. Krishna and Orhun (2020) found that females have 

less success in the quantitative courses, even the female students who have improved their 

performance over the past years. On the other hand, females seem to perform better in non-

quantitative courses (Volchok, 2019). Opstad and Årethun (2020b) observed that women got 

significant higher scores in marketing course than men. 

Other factors linked to performance in business courses are personal characteristics and 

students’ effort. Numerous articles have studied the connection between personal traits and 

academic success (Trapman et al., 2007). Study effort correlates positively to achievements in 

business courses (Bonesrønning & Opstad, 2012; Stinebrickner & Stinebrickner, 2008). 

Teacher quality seems to be strongly associated with student success. Darling- Hammond 

(2000) reported a strong positive connection between instructors’ skills and student 

achievement. Odden et al. (2004) found that teachers’ qualifications have an impact on 

students’ learning and performance. Other studies have also confirmed this result. The 

instructors matter, but the influence on student success varies (Bardach & Klassen, 2020). 

1.2. What Can Explain Different Grading Practices 

In Norway, essays and constructed response questions comprise a considerable part of the final 

exams. This is in contrast to American colleges where a multiple-choice question format is the 

main style of examination (Walstad & Miller, 2016). Essay questions make it difficult to ensure 

equal grading practices across institutions, and many countries experience these same 

challenges. According to Beenstock and Feldman (2018), differential grading across colleges 

seems to be the norm rather than the exception. 

Admission standards play a critical role to ensure high standards in study programmes 

(Lawrence & Pharr, 2003). Even if there are similar school enrolment criteria, there might be 

substantial differences in the qualifications of the students. Some colleges welcome all qualified 

applications, while others only accept students with high GPAs since there are considerably 

more applicants than places available. Hence, it is a competition among the students to get an 

offer of acceptance. Furthermore, an academic school with a good reputation attracts qualified 

students (Mayer-Foulkes, 2002). Therefore, the differences in enrolment qualifications might 

remain or even be stronger over time. Well qualified students tend to apply to colleges which 

accept only applications with good academic skills and high entrance scores. This might cause 

a bias against programmes which are not attractive and include academically weaker students 

(Godor, 2017). One might be tempted to give higher grades compared to schools with more 

popular programmes. Marini et al. (2018) found a substantial difference in grading practices in 

certain disciplines, depending upon the qualification of the students. According to Godor (2017) 
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and Opstad (2020), the result can be different grading considerations across the institutes and 

programmes at the same faculty, depending upon the composition of the students. Academically 

stronger students tend to get a more stringent grading evaluation.  

The role of teachers is crucial for the grading standard (Cheng et al., 2020; Godor, 2017). The 

instructors’ considerations of students’ contributions and performance are essential for the 

students’ grades. Bonesrønning (1999) reports that the grading practice of the lecturers are 

directly linked to their characteristics, such as preferences, attitudes, gender, age, skills and 

education. Even if the goal is to have an equal grading system, different kinds of teachers can 

result in differing grading standards. 

The effect of a national norm of grading practices implies that courses with students with poor 

academic skills will result in rather low average grades. Having such students, both the 

instructor and the school can feel uncomfortable with such an outcome. One can therefore be 

tempted to follow more or less the composition of the ECTS grading system locally and 

disregard or not focus on the differences in students’ entrance qualifications, and thus one gets 

less strict in the grading practices. More students achieve the letter grade A or B than they 

deserve according to the national schedule (see Table 1), which makes more students happy. 

Those schools can attract students who struggle to achieve enough points required for further 

studies. Lenient grading practices can also improve instructor ratings and student evaluations 

of their teacher (Hoefer et al., 2012). Faculty deans can use the grades as a proxy for the 

instructors’ teaching abilities. Also, due to the financial system, colleges involving 

academically weaker students can be interested in rewarding students with better grades than 

the national norm. The colleges receive revenue from the Ministry of Education depending on 

how many students pass their courses. Therefore, the instructor, faculty dean and the 

administration can benefit from having a less stringent grading standard if the average student 

has rather low enrollment scores. This can lead to a misallocation of public funds (Bagues et 

al., 2008). 

1.3. Hypotheses  

Based on the previous research, we postulated the following hypotheses: 

H1: There is a link between performance in business and the students’ mathematical 

background, academic skills and gender. 

H2: There are grading differences for equally qualified students among business schools in 

Norway. 

Even though the goal is to have a national standard, local variations can cause diversity in the 

grading practices 

2. METHOD 

The data consisted of information about individual background variables and performance in 

four business courses at three different schools for 3 years: 2016, 2017 and 2019. Earlier on, 

there were three independent business institutions, but in 2018, they united into one into join 

school. We will focus on students’ outcome before and after the merger was completed. 

Furthermore, in 2019, an identical design was introduced for all courses with a common exam 

with same examiners. This makes it possible to compare the results before and after the fusion 

of the schools. Table 2 presents the data for 2016 and 2017.  Since there are clear national 

standards on the content of the various courses, then there is little variation among the different 

schools. The pedagogical arrangement is quite identical across the institutions.  The exam form 

is a 4 hour written exam based on response questions. On the other hand, it is the local lecturer 

who design the exam thesis and conducts the examination. But the rules are that a student should 

receive an identical grade with the same contribution regardless of institution. Data in this 
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analysis make it possible to consider it one has managed to have such a grading system. This is 

administrative data and includes all students who took the exam in the actual courses. 

Table 2. Descriptive Statistics. 

 All School A School B School C 

  Mean St. Dev. Mean St. Dev. Mean St. Dev. Mean St. Dev. 

Percent S-maths  27.35%  34.73%  21.33%  9.6%  

Percent N-maths  16.70%  22.12%  9.33%  6.21%  

Percent males  46.80%  47.53%  40.00%  50.28%  

GPA Upper 

Secondary School1 

 4.46 0.52 4.71 0.31 4.06 0.45 3.95 0.60 

Microeconomics2  2.58 1.53 2.97 1.41 1.26 1.51 2.50 1.55 

Macroeconomics2  2.75 1.48 2.87 1.37 2.67 1.72 2.39 1.50 

Management2  3.08 1.17 2.95 1.24 3.03 1.17 3.62 0.69 

Marketing 2  2.83 1.27 2.77 1.23 2.73 1.26 3.52 1.29 

N3  860  547  136  177  

Notes. 1) The grades are from 1 to 6.  
2) Mean letter grade (0: F, 1: E, 2: D, 3: C, 4: B, 5: A) 
3) The numbers vary depending on the subject. 

 

There are substantial differences between the three schools. School A is located in a rather big 

city where there is competition among students to gain access to the courses. Therefore, 

institution A has higher entrance requirement. The GPA from upper secondary school is 

therefore higher for business school A than for B and C (about three quarters higher) and the 

variations are also smaller (standard deviation for A is only 0.31 compared with 0.45 and 0.60 

for the two others).   

Students at upper secondary school can choose between three pathways in mathematics: 

practical mathematics (P-maths), mathematics for business and social science (S-maths) or 

mathematics for natural science (N-maths). P-mathematics is practical. The subjects in S-

mathematics contain functions, algebra and regression models. N-mathematics is most 

advanced and theoretical and includes issues like geometry and vectors. The students attending 

school A have considerably stronger skills in mathematics than those attending B or C. Notice 

also the variations in scores depending on the institution. Students from A outperform the other 

institutions in the quantitative courses (macroeconomics and microeconomics), while they tend 

to underperform in the non-quantitative courses. The mean student from A has the lowest score 

in management and about the same level as school B in marketing, while the average score for 

school C is almost one letter grade higher.  

2.1. The Model  

By using linear regression, we will analyse how the performances at each school are associated 

with explained variables of GPA, gender and mathematical skills (Model 1): 

𝑌𝑖𝑗 = 𝑎0 + 𝑎1𝑋1  + 𝑎2 𝑋2 + 𝑎3𝑋3 + 𝑎4𝑋4 + 𝜀 

where, 

𝑌𝑖𝑗: grades in business course i, institution j; 

α0: constant; X1: gender (0: F, 1: M); X2: GPA from secondary upper school; 

X3: dummy variable for having chosen N-mathematics (0: not chosen, 1: chosen); 
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X4: dummy variable for having chosen S- mathematics (0: not chosen, 1: chosen) 

The literature indicates that GPA from secondary upper school, gender and mathematical skills 

affect students’ performance in business courses. Hence, they are chosen as independent 

variables.  

In Model 2 we will use the result to predict performances in the different schools by using 

dummy variables. The applied Model 2 is: 

𝑌𝑖 = 𝑎0 + 𝑎1𝑋1  + 𝑎2 𝑋2 + 𝑎3𝑋3 + 𝑎4𝑋4  + 𝑎5𝑋5  + 𝑎6𝑋6  + 𝜀 

where, 

Yi: grades in business course i. (0: F, 1: E, 2: D, 3: C, 4: B, 5: A); 

α0: constant; X1: gender (0: F, 1: M); X2: GPA from secondary upper school; 

X3: dummy variable for having chosen N-mathematics (0: not chosen, 1: chosen); 

X4: dummy variable for having chosen S- mathematics (0: not chosen, 1: chosen); 

X5: dummy variable for belonging to school B (0: not institution B, 1: school B); 

X6: dummy variable for belonging to school C (0: not school C, 1: school C;) 

ε: stochastic error 

To avoid multicollinearity, no dummy variables for school A were included in the regression 

model, and this group will belong to the reference category. 

3. RESULT / FINDINGS 

3.1. Result from the Regression Model (Tables 3-6) 

A comparison of the three institutions shows many similarities, such as there is a considerable 

correlation between GPA score and success regardless of the school. The findings confirm 

hypothesis 1 (H1). There is a strong correlation between GPA from upper secondary school and 

outcomes for all courses, but the impact is strongest for the quantitative courses. Comparing 

microeconomics and marketing, the influence is about twice as big for microeconomics (Model 

2). The values depend on the schools. For microeconomics, the unstandardised beta score is 

1.37 for school A and around 1.0 for the other institutions. 

Therefore, mathematical background from secondary upper school is a good predictor of 

performance in business courses. Mathematical skills are related to performance and especially 

in microeconomics (β = 0.54 for S-maths and 0.44 for N-maths, Model 2). There is also a 

significant link between mathematical skills and success in marketing and management but a 

lower impact (β values are between 0.16 and 0.35, and they are higher for N-mathematics than 

for S-mathematics). 

The gender influence is in favour of males in macroeconomics and microeconomics, but the 

result is opposite for marketing and management (Model 2). Male students underperform 

compared with female peers.  

There are also considerable variations in significance levels and impacts among the schools. 

For instance, in macroeconomics, N-mathematics is strong related to the success of institution 

C (β = 1.98) but negative and with no significant effect for institution A. There is no significant 

gender effect for B and C but a strong and significant one for A. Looking at marketing, there is 

no association between mathematical background and scores for institution B. N-mathematics 

has a significant impact for institution A but not for institution C. For S-mathematics, the 

opposite is the case. There is a high beta score (β = 0.71) and significance at the 10 percent 

level for C but a weak beta score and no significant impact for A. Some of the same differences 

occur for microeconomics and management.   
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Table 3. Performance in Macroeconomics (unstandardised β values,standard deviation in parantesis). 

 School A School B School C All (Model 2) 

 β Sig. β Sig. β Sig. β Sig. 

Constant -22.25 

(0.97) 

.021        

. 

.489 

(1.208) 

.687 -.198 

(1.15) 

.864 -1.41 

(0.68) 

.037 

Gender .78 

(0.13) 

.000 .436 

(0.30) 

.142 .077 

(0.31) 

.802 .64 

(0.11) 

.000 

S-maths .22 

(0.14) 

.127 .577 

(0.34) 

.091 1.185 

(0.44) 

.009 .37 

(0.13) 

.005 

N-maths -.001 

(0.16) 

.993 .133 

(0.13) 

.809 1.981 

(0.64) 

.003 .16 

(0.16) 

.316 

GPA 1.00 

(0.20) 

.000 .478 

(0.29) 

.101 .633 

(0.29) 

.031 .81 

(0.14) 

.000 

Dummy B       .50 

(0.17) 

.003 

Dummy C       .45 

(0.21) 

.037 

 N = 437, 

Adj. R2 = 0.06 

N = 133, 

Adj. R2 = 0.037 

N = 94 

Adj. R2 = 0.176 

N = 666, 

Adj. R2 = .0.094 

 

Table 4. Performance in Microeconomics (unstandardised β values,standard deviation in parentheses). 

 School A School B School C All (Model 2) 

 β Sig. β Sig. β Sig. β Sig. 

Constant -3.85 

(0.94) 

.000 -1.13 

(1.19) 

.343 -1.19 

(0.90) 

.186 -2.25 

(0.61) 

.000 

Gender .140 

(0.12) 

.255 .592 

(0.26) 

.026 .00 

(0.25) 

.999 .18 

(0.10) 

.067 

S-maths .58 

(0.14) 

.000 .194 

(0.31) 

.528 .96 

(0.38) 

.012 .54 

(0.19) 

.000 

N-maths .42 .008 .570 

(0.43) 

.189 1.12 

(0.48 

.020 .44 

(0.14) 

.002 

GPA 1.37 

(0.20) 

.000 .495 

(0.29) 

.088 .89 

 

.000 1.03 

(0.13) 

.000 

Dummy B       -.95 

(0.16) 

.000 

Dummy C       .51 

(0.17) 

.002 

 N = 511, 

Adj. R2 = 0.103 

N = 135, 

Adj. R2 = 0.048 

N = 94, 

Adj. R2 = 0.195 

N = 666, 

Adj. R2 = 0.251 
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Table 5. Performance in Marketing (unstandardised β values,standard deviation in parentheses). 

 School A School B School C All (Model 2) 

 β Sig. β Sig. β Sig. β Sig. 

Constant .45.74 

(0.74) 

.542 .26 

(0.66) 

.690 1.12 

(0.79) 

.158 .17 

(0.46) 

.712 

Gender -.24 

(0.10) 

.015 -.41 

(0.15) 

.005 -.070 

(0.24) 

.769 -.27 

(0.08 

.001 

S-maths .15 

(0.12) 

.225 -.02 

(0.25) 

.950 .71 

(0.41) 

.086 .13 

(0.11) 

.203 

N-maths .33 

(0.11) 

.004 .01 

(0.19) 

.968 .25 

(0.39) 

.527 .26 

(0.09) 

.006 

GPA .50 

(0.15) 

.001 .63 

(0.15) 

.000 .59 

(0.19) 

.002 .56 

(0.09) 

.000 

Dummy B       .26 

(0.11) 

.015 

Dummy C       1.13 

(0.15) 

.000 

N = 615,  

Adj. R2 = 0.039 

N = 284,  

Adj. R2 = 0.97 

N = 129  

Adj. R2 = 0.106 

N = 666,  

Adj. R2 = 0.078 

 
Table 6. Performance in Management (unstandardised β values,standard deviation in parentheses). 

 School A School B School C All (Model 2) 

 β Sig. β Sig. β Sig. β Sig. 

Constant -.31 -.31 .80 

(0.59) 

.179 2.57 

(0.40) 

.000 .59 

(0.41) 

.147 

Gender -2.28 -2.28 -.48 

(0.12) 

.000 .14 

(0.12) 

.245 -.27 

(0.70) 

.000 

S-maths 1.10 1.10 .30 

(0.21) 

.152 .22 

(0.17) 

.176 .16 

(0.09) 

.091 

N-maths 3.19 3.19 .415 

(0.16) 

.010 -.21 

(0.18) 

.251 .35 

(0.09) 

.000 

GPA 4.46 4.46 .56 

(0.14) 

.000 .26 

(0.10) 

.008 .51 

(0.08) 

.000 

Dummy B       .360 

(0.09) 

.000 

Dummy C       1.14 

(0.13) 

.000 

N = 592,  

Adj. R2 = 0.057 

N = 329,  

Adj. R2 = 0.115 

N = 136, 

Adj. R2 = 0.06 

N = 1059,  

Adj. R2 = 0.102 

 

The dummy variables are an indicator of grade standard differences in college B and C 

compared to A, adjusted for gender and enrolment qualifications (GPA and mathematical 

backgrounds). Using this method, there seems to be substantial differences in grading practices. 

Students of the same gender and with the same entrance qualifications receive at institution C 

at least one letter grade better in in management (β = 1.14) and marketing (β =1.13) than at 

institution A. For institution B, the difference is much lower for these two courses (β around 

0.3). For macroeconomics, this gap is around 0.5, the same difference that exists for 

microeconomics for college C. For college B, the grading practice has been very strict in 

microeconomics. 
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3.2. Results from Common Exam After 2018 (Tables 7-9) 

After the fusion in 2018, there was common design for courses with identical exams and grading standard across the campuses after 2019. Tables 

7 to 9 present the results for three of the subjects (not available for macroeconomics due to corona and no written exam with grades). 

Table 7. Microeconomics Performance Before (2016–2017) and After Fusion (2019). 

 School A School B School C  
Before fusion After fusion 

 
Before fusion After fusion 

 
Before fusion After fusion 

 

Letter Grade N Percent N Percent Diff. N Percent N Percent Diff. N Percent N Percent Diff. 

F 43 7.9 16 4.3 -3.6 68 45.3 10 8.3 -37 31 17.5 20 17.5 0 

E 45 8.2 24 6.4 -1.8 29 19.3 30 24.8 5.5 16 9 25 21.9 12.9 

D 81 14.8 80 21.3 6.5 25 16.7 32 26.4 9.7 30 16.9 24 21.1 4.2 

C 172 31.4 118 31.5 0.1 10 6.7 36 29.8 23 49 27.7 29 25.4 -2.3 

B 131 23.9 120 32 8.1 10 6.7 6 5 -2 36 20.3 13 11.4 -8.9 

A 75 13.7 17 4.5 -9.2 8 5.3 7 5.8 0.5 15 8.5 3 2.6 -5.9 

Sum 547 100 375 100 
 

150 100 121 100 
 

177 100 114 100 0 

Mean1 2.97 
 

2.94 
 

0.03 1.26 
 

2.15 
 

-0.99 2.5 
 

1.99 
 

0.51 
1 F: 0, E: 1, D: 2, C: 3, B: 4, A: 5 

 

Table 8. Management, Performance Before (2016–2017) and After Fusion (2019). 

 School A School B School C 

 Before fusion After fusion  Before fusion After fusion  Before fusion After fusion  

Letter Grade N Percent N Percent Diff. N Percent N Percent Diff. N Percent N Percent Diff. 

F 29 4.6 14 3.7 -0.9 14 4 62 29.1 25 0 0 16 11.3 11.3 

E 49 7.8 54 14.4 6.6 22 6.3 33 15.5 9.2 0 0 23 16.2 16.2 

D 122 19.4 55 14.6 -4.8 64 18.2 40 18.8 0.6 9 4.9 44 31 26.1 

C 205 32.6 109 29 -3.6 113 32.1 53 24.9 -7 63 34.6 29 20.4 -14.2 

B 171 27.2 94 25 -2.2 119 33.8 23 10.8 -23 98 53.8 22 15.5 -38.3 

A 62 8.3 50 13.3 5 20 5.7 2 0.9 -5 12 6.6 8 5.6 -1 

Sum 628 
 

376 100 
 

352 100 213 100 
 

182 100 142 100 
 

Mean1 2.95 
 

2.97 
 

0.02 3.03 
 

1.76 
 

1.17 3.62 
 

2.61 
 

0.99 

1 F: 0, E: 1, D: 2, C: 3, B: 4, A: 5 
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Assuming that the composition of students remains the same between the institutions, it gives a picture of how different enrolment qualifications 

and other differences influence the grade levels with identical exams with the same grade standards. School A has quite stable distributions and 

grade means before and after the fusion for all three subjects. For school B and C, there are considerable changes in mean grades and the spread of 

the grades, with the exception of marketing for school B. With the exemption of microeconomics from institution B, the mean grades from before 

and after the fusion decreased by a half to more than one letter grade. The effect is opposite for microeconomics from school B; the mean grade 

went up from 1.26 to 2.15 

 
Table 9. Marketing Performance Before (2016–2017) and After Fusion (2019). 

 School A School B School C 
 

Before fusion After fusion 

 

Before fusion After fusion 

 

Before fusion After fusion 

 

Letter 

Grade 

N Percent N Percent Diff. N Percent N Percent Diff. N Percent N Percent Diff. 

F 49 7.5 11 3.2 -4.3 22 7 16 9.2 2.2 4 2.5 4 5.1 2.6 

E 46 7 16 4.6 -2.4 31 9.8 17 9.8 0 13 8.3 7 9 0.7 

D 132 20.1 92 26.4 6.3 60 19 31 17.9 -1 13 8.3 27 34.6 26.3 

C 240 36.5 143 41.1 4.6 120 38.1 67 38.7 0.6 30 19.1 25 32.1 13 

B 161 24.5 71 20.4 -4.1 62 19.7 39 22.5 2.8 62 39.5 14 17.9 -21.6 

A 29 4.4 15 4.3 -0.1 20 6.3 3 1.7 -5 35 22.5 1 1.3 -21.2 

Sum 657 100 348 100 

 

315 100 173 100 

 

157 100 78 100 

 

Mean1) 2.77 

 

2.83 

 

-0.06 2.73 

 

2.60 

 

0.13 3.52 

 

2.52 

 

1.00 

1 F: 0, E: 1, D: 2, C: 3, B: 4, A: 5 
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Table 10. Comparing Predicted Grade Before the Fusion (2016–2017) With Actual Grade After the 

Fusion (2019) for the Three Schools A, B and C. 

 Data from 2016–2017 and applying result 

from Model 2 

Data from common exam 

2019/2020 

 
Letter Grade1 Predicted 

Grade2 Actual Grade 

Course A B C B C A B C 

Macroeconomics 2.87 2.67 2.39 2.17 1.94 Missing data 

Microeconomics 2.97 1.26 2.50 2.21 1.99 2.94 2.15 1.99 

Marketing 2.77 2.73 3.52 2.47 2.39 2.83 2.60 2.52 

Management 2.95 3.03 3.62 2.67 2.48 2.97 1.76 2.61 

1 F: 0, E: 1, D: 2, C: 3, B: 4, A: 5               2Actual grade – β (dummy variable) 

3.3. Comparing the Predictors From Model 2 With tge Actual Performance After Fusion 

Table 10 presents the predicted grade from schools depending on entry qualifications and 

gender (Model 2) and comparing this with the actual differences after the fusion. If we disregard 

management from school B, the calculated differences from Model 2 give a good predictor of 

the students’ actual mean differences from the three campuses depending upon variations in 

academic skills. Hypotheses 2 (H2) is confirmed. 

4. DISCUSSION and CONCLUSION 

The results in this study are mainly in line with previous research. GPA is a proxy of academic 

skills. The GPA scores from school A are between a half and one grade higher than at the two 

other schools. The variations are also lower at A than at B and C. From Model 2, we notice 

there is a strong positive correlation between GPA and performance in business courses. The 

associations are stronger for the quantitative courses (β around 1.0) than for the non-quantitative 

courses (β around 0.5). GPA is a good predictor for success in business courses (Brookshire & 

Palocsay, 2005). With similar grade standards across the colleges, this will influence the 

grading levels. This is the main reason why students from school A deserve higher mean grades 

than for the two other schools. Another key factor is mathematical background. Table 2 shows 

that a higher percent of students from A have more theoretical mathematics compared to the 

two other schools. Especially at school C, few students have a background in advanced 

mathematics. Around 85 percent have only practical mathematics (P-maths, the alternative to 

N- and S-maths). Mathematical skills are linked to success in business studies and especially in 

quantitative courses (Mallik & Lodewijks, 2010). This study confirms this connection with 

significant positive β values for all courses (Model 2). The impact varies depending upon S- or 

N-maths and quantitative and non-quantitative courses. For micro- and macroeconomics, the β 

value is strongest for S-maths. The explanation might be that S-mathematics are adapted and 

intended for business students. For marketing and management, however, the impact is 

strongest for N-mathematics. In those courses, one does not use mathematical formulas in the 

presentation of the subjects. Therefore, one does not need the mathematical tools learned by 

studying theoretical mathematics. However, studying N-mathematics helps students improve 

the design and structure of written essays in marketing and management. Hence, the reward in 

non-quantitative courses is higher grade scores. This result is similar to the finding of 

Brookshire and Palocsay (2005). 
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This study shows that gender still matters. There is a plenty of literature on the topic of gender 

and success in business and economics courses and with some mixed results (Johnson et al., 

2014). Even though the gender gap seems to be lessening, there is still a tendency for males to 

perform better in quantitative courses (Borde, 2017; Mavruk, 2019). On the other hand, many 

studies show that females outperform males in non-quantitative business courses (Friday et al., 

2006; Volchok, 2019). Gender differences in preferences and personal characteristics can 

probably explain some of the gender gap (Chevalier, 2002). 

It looks like there is a different practice among the quantitative and non-quantitative courses, 

especially for campus C. In the non-quantitative courses, the students get higher scores at 

institution C than at institution A despite the lower entrance qualification. Our model suggested 

the grade should be about one letter grade lower if one used the same evaluation and standard 

as at school A (with a dummy value of β = 1.13 for marketing and 1.14 for management). This 

may indicate that one instructor at institution C was not aware of having less qualified students 

in marketing and management or that one just decided to use ECTS locally. This implies that a 

more lenient grading practice was used than that in accordance with the national advice. For 

campus B, the mean grades in non-quantitative courses were lower than for school A before the 

fusion, but it was not enough to catch up the differences in academic skills (β is around 0.3). 

The mean grades for quantitative courses were substantially lower at schools B and C than at 

school A. The divergence, however, was not sufficient to explain the qualification differences. 

The grading habit shows a difference of a half letter grade, but Model 2 and the results of the 

identical exam after the fusion suggest that the difference should be around one letter grade due 

to the different level of academic abilities. The exception is microeconomics at school B where 

this study suggests the instructor had been too strict. Findings from model 2 indicate that the 

students on average deserve almost a higher score by one letter grade (β = -0.95). With the 

identical exam, the mean score for this subject increased almost the same (from 1.26 to 2.15, 

Table 6). 

A reason for different grading practices for quantitative and non-quantitative courses could be 

due to the characteristics of the subjects (Beenstock & Feldman, 2018). Quantitative courses 

are easier to grade since there normally is only one correct answer. Therefore, it is easy to judge 

the qualifications. By contrast, in non-quantitative subjects, one can present the essay 

differently and various presentations and solutions can achieve high scores. There is often more 

than one way to provide excellent answers. Hence, the instructor can be more likely to give 

students the benefit of the doubt and reward them if in doubt. Notice also that the results from 

this study indicated different grading practice between school B and C in management and 

marketing in 2016–2017. 

The results from the regression model (Model 2) seem to be a good predictor of the variation 

in grading practices among the schools. The actual grading differences after the fusion for the 

three subject are consistent with the calculated gap between the schools before the fusion but 

with the exception of management for school B. One reason might be that after the fusion the 

design of the common exam changed. The instructor did not adjust the course programme to 

align with this. Therefore, the students at school B did not prepare for the modified exam 

devised after the fusion. 

Although the goal is to apply similar grading practices regardless of the admission criteria and 

colleges, this study reports that this is not the case. This supports the conclusion of Møen and 

Tjelta (2010). The composition of the student population influences grading practices, as it is 

easier to achieve good grades with undergraduates with weaker qualifications. The instructors 

are less strict in grading if the students are academically weaker. Two students with equal 

qualities can expect to get different grades depending upon their peers. At school B and C, it 

was possible for a student to achieve the same result as from school A with less effort. An 
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average student could expect to improve their scores by choosing a college with low admission 

standards, and the divergences are huge. A possible explanation for the divergence from the 

national standard is the self-interest of students, instructors and college administration. Students 

achieve better grades, and this provides more opportunities for further studies and careers. The 

instructor can verify good grades, which are indicators of good teaching performance. The dean 

and the college administration can report good results, which generates more funds from the 

Ministry of Education and can attract more students. 

The policy in Norway is very clear: the directive states that similar students shall receive the 

same scores regardless of the selected campus, composition of student population and 

enrolment criteria. The effect of different grading standards is that it gives a wrong signal when 

applying for work or further studies because the ranking will be incorrect. Therefore, some 

students are offered entry to programmes at the expense of better-qualified applicants. This is 

especially true if there are different practices among undergraduate programmes depending on 

the campus, as the composition of students in master’s programmes will be wrong. Skilled 

students can be rejected by campuses with strict grading habits, resulting in an ineffective use 

of resources. This study shows that there are good reasons for applying the same exam 

regardless of the campus, and it probable that the university management was aware of this. 

Therefore, it was necessary for exams with same instructors to be evaluated by them in order 

to ensure there would be no differences in grading practice. From the current data, it appears 

that there were substantial differences in instructors’ grading practices and evaluation. 

Therefore, it is no coincidence that our research suggests substantial differences in practices at 

small colleges. Both the academical environment and colleagues to notice and adjust for 

obviously poor judgement in grading are lacking. As examples, the instructor in 

microeconomics at college B has apparently been too strict, and the instructors at college C 

have been too lenient in assessing the grades in management and marketing.  

Another issue is how a common exam for the three campuses with such big differences in 

enrolment qualifications and composition of student population will influence the academic 

level of the courses, the difficulty of the examination, the grading standards, recruitment of 

students and the academic milieu. Will the result be lower standards and grade inflation at 

campus A while the instructors will lose some of their motivation at campus B and C? This can 

be explored in future studies. 

This study is based on access to administrative data, and it is likely that many unobserved 

factors have impacted the results. This can explain why the adjusted R2 is rather low and the 

different values of the independent variables associated with success at the different schools. 

There can be differences in the quality of instructors and their judgement, students’ level of 

effort and personal characteristics and the design of both the course and of the exam format. No 

data are available to check whether the composition of students from different 

schools/campuses were the same in 2019 as in 2016–2017, but it is a plausible assumption since 

the composition had been quite stable over a long period of time. 

This analysis shows that GPA, mathematical background and gender are good predictors for 

performance in business courses. There is a substantial gender distinction between quantitative 

and non-quantitative courses. Male students have more success than female peers in 

quantitative course, while the situation is the opposite for non-quantitative courses where the 

women get higher scores than the men.  

The main contribution of this paper was to investigate grade practices between different schools 

offering the same subject. Despite the national intention to have an equal award system that is 

independent of the composition of the student body and the colleges, this study reveals a 

substantial variation in grade standards. Small colleges with academically weaker students tend 
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to have softer grading practices and considerable variety in grade evaluation, depending upon 

the instructor. 

Declaration of Conflicting Interests and Ethics 

The author declares no conflict of interest. This research study complies with research 

publishing ethics. The scientific and legal responsibility for manuscripts published in IJATE 

belongs to the author. 

ORCID 

Leiv Opstad   https://orcid.org/0000-0003-2400-6581 

5. REFERENCES 

Alcock, J., Cockcroft. S., & Frank, F. (2008). Quantifying the advantage of secondary 

mathematics study for accounting and finance undergraduates. Accounting & Finance, 

48(5), 697-718. 

Bagues, M., Labini, M. S., & Zinovyeva, N. (2008). Differential grading standards and 

university funding: Evidence from Italy. CESifo Economic Studies, 54(2), 149-176. 

https://doi.org/10.1093/cesifo/ifn011 

Ballard, C. L., & Johnson, M. F. (2004). Basic math skills and performance in an introductory 

economics class. The Journal of Economic Education, 35(1), 3-23. https://doi.org/10.32

00/JECE.35.1.3-23 

Bardach, L., & Klassen, R. M. (2020). Smart teachers, successful students? A systematic review 

of the literature on teachers’ cognitive abilities and teacher effectiveness. Educational 

Research Review, 30, 100312. https://doi.org/10.1016/j.edurev.2020.100312 

Beenstock, M., & Feldman, D. (2018). Decomposing university grades: A longitudinal study 

of students and their instructors. Studies in Higher Education, 43(1), 114-133. 

https://doi.org/10.1080/03075079.2016.1157858 

Blaylock, A., & Lacewell, S. K. (2008). Assessing prerequisites as a measure of success in a 

principles of finance course. Academy of Educational Leadership Journal, 12(1), 51. 

Bonesrønning, H. (1999). The variation in teachers’ grading practices: Causes and 

consequences. Economics of Education Review, 18(1), 89-106. https://doi.org/10.1016/s

0272-7757(98)00012-0 

Bonesrønning, H. and Opstad, L. (2012). How much is students’ college performance affected 

by quantity of study? International Review of Economics Education, 11(2), 46-63. 

https://doi.org/10.1016/s1477-3880(15)30012-8 

Borde, S. F. (2017). Student characteristics and performance in intermediate corporate 

finance. Journal of Financial Education, 43(1), 1-13. 

Brookhart, S. M., Guskey, T. R., Bowers, A. J., McMillan, J. H., Smith, J. K., Smith, L. F., & 

Welsh, M. E. (2016). A century of grading research: Meaning and value in the most 

common educational measure. Review of Educational Research, 86(4), 803-848. https://

doi.org/10.3102/0034654316672069 

Brookshire, R. G., & Palocsay, S. W. (2005). Factors contributing to the success of 

undergraduate business students in management science courses. Decision Sciences 

Journal of Innovative Education, 3(1), 99-108. https://doi.org/10.1111/j.1540-

4609.2005.00054.x 

Cheng, L., DeLuca, C., Braund, H., Yan, W., & Rasooli, A. (2020). Teachers’ grading decisions 

and practices across cultures: Exploring the value, consistency, and construction of grades 

across Canadian and Chinese secondary schools. Studies in Educational Evaluation, 67, 

100928. https://doi.org/10.1016/j.stueduc.2020.100928 

Chevalier, A. (2002). Education, motivation and pay of UK graduates: Are they different for 

women? European Journal of Education, 37(4), 347-369. 

https://orcid.org/0000-0003-2400-6581
https://doi.org/10.1093/cesifo/ifn011
https://doi.org/10.3200/JECE.35.1.3-23
https://doi.org/10.3200/JECE.35.1.3-23
https://doi.org/10.1016/j.edurev.2020.100312
https://doi.org/10.1080/03075079.2016.1157858
https://doi.org/10.1016/s0272-7757(98)00012-0
https://doi.org/10.1016/s0272-7757(98)00012-0
https://doi.org/10.1016/s1477-3880(15)30012-8
https://doi.org/10.3102/0034654316672069
https://doi.org/10.3102/0034654316672069
https://doi.org/10.1111/j.1540-4609.2005.00054.x
https://doi.org/10.1111/j.1540-4609.2005.00054.x
https://doi.org/10.1016/j.stueduc.2020.100928


Int. J. Assess. Tools Educ., Vol. 8, No. 4, (2021) pp. 785–800 

 799 

Darling-Hammond, L. (2000). Teacher quality and student achievement. Education Policy 

Analysis Archives, 8(1), 1-44. https://doi.org/10.14507/epaa.v8n1.2000 

Friday, E., Friday-Stroud, S. S., Green, A. L., & Hill, A. Y. (2006). A multi-semester 

comparison of student performance between multiple traditional and online sections of 

two management courses. Journal of Behavioral & Applied Management, 8(1), 66-81. 

https://doi.org/10.1108/00251740510589742 

Grove, W. A., Wasserman, T., & Grodner, A. (2006). Choosing a proxy for academic 

aptitude. The Journal of Economic Education, 37(2), 131-147. https://doi.org/10.3200/J

ECE.37.2.131-147 

Godor, B. P. (2017). Revisiting differential grading standards anno 2014: An exploration in 

Dutch higher education. Assessment & Evaluation in Higher Education, 42(4), 596-606. 

https://doi.10.1080/02602938.2016.1173186 

Hoefer, P., Yurkiewicz, J., & Byrne, J. C. (2012). The association between students’ evaluation 

of teaching and grades. Decision Sciences Journal of Innovative Education, 10(3), 447-

459. https://doi.org/10.1111/j.1540-4609.2012.00345 

Johnson, M., Robson, D., & Taengnoi, S. (2014). A meta-analysis of the gender gap in 

performance in collegiate economics courses. Review of Social Economy, 72(4), 436-459. 

Jones, C. T., Kouliavtsev, M. S., & Ethridge Jr, J. R. (2013). Lower level prerequisites and 

student performance in intermediate business courses: Does it matter where students take 

their principles courses? Journal of Education for Business, 88(4), 238-245. 

https://doi.org/10.1080/08832323.2012.688777 

Krishna, A., & Orhun, A. Y. (2020). EXPRESS: Gender (Still) matters in business 

school. Journal of Marketing Research. https://doi.org/10.0022243720972368 

Lawrence, J. J., & Pharr, S. (2003). Evolution of admission standards in response to curriculum 

integration. Quality Assurance in Education, 11(4), 222-233. https://doi.org/10.1108/09

684880310501403 

Mallik, G., & Lodewijks, J. (2010). Student performance in a large first year economics subject: 

Which variables are significant? Economic Papers: A Journal of Applied Economics and 

Policy, 29(1), 80-86. https://doi.org/10.1111/j.1759-3441.2010.00051.x 

Marcal, L. E., Hennessey, J. E., Curren, M. T., & Roberts, W. W. (2005). Do business 

communication courses improve student performance in introductory marketing?, 

Journal of Education for Business, 80(5), 289-294. https://doi.org/10.3200/JOEB.80.5.2

89-294 

Marini, J., Shaw, E., Young, L., & Ewing, M. (2018). Getting to know your criterion: 

Examining college course grades and GPAs over time. The College Board. Retrieved 

from https://files.eric.ed.gov/fulltext/ED582569.pdf 

Mavruk, T. (2019). Do men outperform women in finance classes? Journal of International 

Business Education, 14, 75-98. 

Mayer-Foulkes, D. (2002). On the dynamics of quality student enrollment at institutions of 

higher education. Economics of Education Review, 21(5), 481-489. https://doi.org/10.10

16/S0272-7757(01)00036-X 

Møen, J., & Tjelta, M. (2010). Grading standards, student ability and errors in college 

admission. Scandinavian Journal of Educational Research, 54(3), 221-237. https://doi.o

rg/10.1080/00313831003764503 

Odden, A., Borman, G., & Fermanich, M. (2004). Assessing teacher, classroom, and school 

effects, including fiscal effects. Peabody Journal of Education, 79(4), 4-32. https://doi.o

rg/10.1207/s15327930pje7904_7 

Opstad, L. (2018). Success in business studies and mathematical background: The case of 

Norway. Journal of Applied Research in Higher Education, 10(3), 399-408. 

https://doi.org/10.1108/JARHE-11-2017-0136 

https://doi.org/10.14507/epaa.v8n1.2000
https://doi.org/10.1108/00251740510589742
https://doi.org/10.3200/JECE.37.2.131-147
https://doi.org/10.3200/JECE.37.2.131-147
https://doi.10.1080/02602938.2016.1173186
https://doi.org/10.1111/j.1540-4609.2012.00345
https://doi.org/10.1080/08832323.2012.688777
https://doi.org/10.0022243720972368
https://doi.org/10.1108/09684880310501403
https://doi.org/10.1108/09684880310501403
https://doi.org/10.1111/j.1759-3441.2010.00051.x
https://doi.org/10.3200/JOEB.80.5.289-294
https://doi.org/10.3200/JOEB.80.5.289-294
https://files.eric.ed.gov/fulltext/ED582569.pdf
https://doi.org/10.1016/S0272-7757(01)00036-X
https://doi.org/10.1016/S0272-7757(01)00036-X
https://doi.org/10.1080/00313831003764503
https://doi.org/10.1080/00313831003764503
https://doi.org/10.1207/s15327930pje7904_7
https://doi.org/10.1207/s15327930pje7904_7
https://doi.org/10.1108/JARHE-11-2017-0136


Opstad

 

 800 

Opstad, L. (2020). Why are there different grading practices based on students’ choice of 

business major? Educational Process: International Journal, 9(1), 43-57. https://doi.org

/10.22521/edupij.2020.91.3 

Opstad, L., & Årethun, T. (2019). Factors influencing students’ choice of mathematical level at 

high school and the impact this has on performance on business courses in Norway. WEI 

International Academic Conference Proceedings 2019, WestEastInstitute, 28-40. 

Opstad, L., & Årethun, T. (2020a). Skills, gender, and performance matter when undergraduate 

business students choose specialisation within business courses.International Journal of 

Management, Knowledge and Learning, 9(1), 95-107. 

Opstad, L., & Årethun, T. (2020b). Factors that explain undergraduate business students’ 

performance in their chosen field. Does gender matter? Global Conference on Business 

and Finance Proceedings, 15(2), 2-21. 

Stinebrickner, R., & Stinebrickner, T.R. (2008). The causal effect of studying on academic 

performance. The BE Journal of Economic Analysis & Policy, 8(1), 1-53. https://doi.org

/10.2202/1935-1682.1868 

Trapman, S., Hell, B., Hirn, J. W., & Schuler, H. (2007). Meta-analysis of the relationship 

between the big five and academic success at university. Journal of Psychology, 215, 132-

151. https://doi.org/10.1037/e518532013-271 

Uyar, A., & Güngörmüş. A. H. (2011). Factors associated with student performance in financial 

accounting course. European Journal of Economic & Political Studies, 4(2), 139-154. 

Volchok, E. (2019). Differences in the performance of male and female students in partially 

online courses at a community college. Community College Journal of Research and 

Practice, 43(12), 904-920. https://doi.org/10.1080/10668926.2018.1556134 

Walstad, W. B., & Miller, L. A. (2016). What’s in a grade? Grading policies and practices in 

principles of economics. The Journal of Economic Education, 47(4), 338-350. 

https://doi.org/10.1080/00220485.2016.1213683 

https://doi.org/10.22521/edupij.2020.91.3
https://doi.org/10.22521/edupij.2020.91.3
https://doi.org/10.2202/1935-1682.1868
https://doi.org/10.2202/1935-1682.1868
https://doi.org/10.1037/e518532013-271
https://doi.org/10.1080/10668926.2018.1556134
https://doi.org/10.1080/00220485.2016.1213683


 

International Journal of Assessment Tools in Education 

 2021, Vol. 8, No. 4, 801–817 

https://doi.org/10.21449/ijate.870300 

Published at https://ijate.net/              https://dergipark.org.tr/en/pub/ijate                         Research Article 

 

 801 

 

The Effect of Formative Assessment Practices on Student Learning: A Meta-

Analysis Study 

 

Pinar Karaman 1,* 

 

1Sinop University, Faculty of Education, Department of Educational Sciences, Sinop, Turkey 

 

ARTICLE HISTORY 

Received: Jan. 28, 2021 

Revised: Aug. 22, 2021 

Accepted: Sep. 22, 2021 
 

Keywords: 

Formative assessment,  

Student learning,  

Meta-analysis. 

 

Abstract: The main purpose of this meta-analysis study is to investigate how 

formative assessment practices promote student learning in Turkey. 32 studies with 

47 effect sizes that met the specified criteria such as using true experimental or 

quasi-experimental design and measuring learning outcomes were included as the 

final analysis in the meta-analytical review method. The overall mean effect size 

of the study was obtained as .72 (SE= .07, p< .05). Further investigation through 

subgroup analysis showed that the effect sizes made a significant difference on 

different types of formative feedback. The effect of features of formative 

assessment interventions on student learning indicated that student initiated 

formative feedback (d=1.16) and mixed feedback (d=.83) had a large effect, which 

was followed by a medium effect of adult initiated formative feedback (d=.69) and 

a small effect of computer initiated formative feedback (d =.42). On the other hand, 

education level and publication type had no effect on student academic 

performance in the study. These findings support the positive effect of formative 

assessment practices on student learning. Such a result suggests that increasing the 

number of different types of formative assessment practices in the classrooms 

would promise a considerable contribution to student learning. 

1. INTRODUCTION 

Assessment is an important component of effective teaching and learning (Bransford et al., 

2000; Hargreaves, 2008). Formative assessment strategy plays a crucial role in supporting the 

student learning. This assessment strategy provides effective feedback and instructional 

correctives in the teaching-learning process to improve students’ learning, motivation, and self-

regulation skills (Black & William, 2009; Cauley & McMillan, 2010; McManus, 2008; 

Popham, 2008). Formative assessment also known as assessment for learning, diagnostic 

testing, and feedback is an ongoing process used by teachers, students, and students’ peers 

(Andersson & Palm, 2017a, 2017b; Bennett, 2011). Teachers can adjust their teaching practices 

to increase student learning through formative assessment (Black & Wiliam, 2009; Brookhart, 

2009).  

Formative assessment has the succeeding three main stages; namely, (1) determining goals, (2) 

providing feedback to enhance student performance with these goals, and (3) using feedback to 
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improve further learning of students (Brookhart, 2010). One of the most important components 

of formative assessment is feedback that helps to provide evidence on student learning 

(Andersson & Palm, 2017a). Feedback helps students to understand current status of their 

learning to make further progress (Sadler,1989). This feedback to advance student learning 

could come from different agents such as teachers, self-assessment, peer assessment, group 

assessment, and even computers (Sadler, 1989; Black & William, 1998; Graham et al., 2015; 

Wiliam, 2018). Feedback may be given to students in different time periods (instantly or 

delayed) (Andersson & Palm, 2017a). Thus, different types of feedback provide different 

formative assessment interventions (Hattie & Timperley, 2007). Feedback from teachers and 

students has an important role in formative assessment practices due to their significant support 

for student learning (Black & William, 2009), self-regulated learning (Andrade & Brookhart, 

2016; Butler & Winne, 1995; Zimmerman & Bandura, 1994), and peer-assisted learning 

(Gielen et al., 2010). Students’ engagement in self-assessment and peer-assessment for 

effective formative assessment strategies promotes their self-regulated learning skills 

(Zimmerman, 2002; Weldmeskel & Michael, 2016). In addition to teacher and student initiated 

formative assessment, computer initiated formative assessment also provides immediate 

feedback to students (Maier et al., 2016; Van der Kleij et al., 2015). These studies showed that 

computer-based feedback has an important effect on student learning (Kluger & DeNisi, 1996; 

Miller, 2009). However, in comparison to formative feedback from teachers and students, 

computer-based formative assessment is more difficult to apply (Maier et al., 2016).  

Several meta-analysis research studies have been conducted to investigate the efficiency of 

formative assessment strategies. The results of these studies indicate that effect sizes vary with 

a considerable range (Black & William, 1998; Fuchs & Fuchs, 1986; Graham et al., 2015; King 

& Nash, 2011; Lee et al., 2020). The magnitude of the effect sizes of differences could come 

from a variety of the meta-analysis studies that focused on formative assessment types, 

feedback procedures, and learning subjects. (Maier et al., 2016). Black and William (1998) 

provided meta-analysis of 250 studies on the effect of formative assessment practices and found 

positive influence of formative assessment on student achievement with effect sizes ranging 

from .40 to .70. They argued that formative assessment intervention is more important than 

other educational interventions to improve student learning. Hattie (2009) examined the factors 

that were significantly related to student achievement through multiple meta-analysis and found 

that one of the most important factors is teachers’ use of formative assessment strategies. 

Kingston and Nash (2011), in their meta-analysis research, examined a limited number of 

studies (a total of 13 studies) to uncover the effect of formative assessment on K-12 student 

achievement and reported the mean effect size as .20. They suggested that more studies are 

needed to investigate the relationship between formative assessment and academic 

achievement. On the other hand, Graham et al. (2015) investigated the effect of formative 

assessment on students’ writing performance and reported a weighted mean effect size of .61. 

They also reported the impact of feedback from adults (d=.87), feedback from students (peer 

assessment, d=.58 and self-assessment, d= .62), and feedback from computers (d=.38) to 

student writing performance. Lee et al. (2020) analyzed 33 studies about K-12 education in the 

USA and reported an overall mean effect size of .29. They found the effectiveness of formative 

assessment on different subject areas. Moreover, meta-regression analysis denoted that student-

initiated self-assessment was the most effective one (d= .61) among other interventions. In 

comparison to informal feedback (d=.52), formal formative assessment feedback was more 

effective on student learning. Briefly, although several meta-analysis studies in the literature 

concluded that formative assessment has a positive effect on student learning, the effectiveness 

of different types of formative assessment interventions was not examined adequately in 

previous meta-analysis studies. 
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For more than a decade, Turkey has given priority to the improvement of assessment for 

learning in education programs and offered more support to teachers to encourage them to use 

this assessment strategy more frequently in their classrooms (Kitchen et al., 2019; MoNE, 2017, 

2020). With the growing importance of using formative assessment strategies in classrooms, 

the number of research studies conducted about the effectiveness of the formative assessment 

has increased considerably in recent years (Delen & Bellibaş, 2015; Double et al., 2020; Lee et 

al., 2020; Ozan & Kıncal, 2018). In parallel to the publication of more research studies, a meta-

analysis research study was developed in the present study. In this regard, the purpose of the 

study was to provide a synthesis of the experimental and quasi-experimental studies about the 

effectiveness of formative assessment practices on student learning in Turkey. In addition to 

the effectiveness of formative assessment in each education level from primary to tertiary, 

features of formative assessment interventions and publication types were also examined as 

moderator variables in the study.  

In this study, how formative assessment practices in Turkey’s education system promote 

student learning was investigated through meta-analysis. Therefore, the present study is of high 

importance to gain a better understanding of the effect of formative assessment practices on 

student learning. Examining the effectiveness of formative assessment and its moderators (i.e. 

types of formative assessment interventions, education level) would contribute to the literature. 

In this sense, the following research questions were asked in this study: 

1) What effect do formative assessment interventions have on student learning according to 

the findings of the experimental studies applied in Turkey? 

2) Do the findings of the experimental studies applied in Turkey about the effect of 

formative assessment interventions on student learning differ significantly according to 

moderating variables (features of formative assessment interventions, education level, 

and publication type)?   

2. METHOD 

Meta-analysis method was conducted in the present study. Meta-analysis is more than a 

statistical technique that synthesizes a series of research studies answering the same research 

question in a systematic way (Borenstein et al., 2009; Glass et al., 1981). This statistical method 

called as quantitative research synthesis helps to summarize and compare the results of the 

studies. When compared with other research synthesis, meta-analysis focuses on research 

outcomes to draw conclusions with effect sizes (Card, 2012). ProMeta3 (professional statistical 

software) was used for data analysis in the present study.   

Several steps were carried out to perform meta-analysis (Field & Gillett, 2010); namely, (1) 

doing a literature review to formulate a problem; (2) specifying inclusion/exclusion criteria; (3) 

calculation of effect size for each study; (4) doing meta-analysis; (5) assessing moderator 

variables with advanced analysis; (6) doing publication bias analysis; and (7) writing the results.  

2.1. Literature Review 

First, research studies that investigated the relationship between formative assessment practices 

and student learning were collected through a search of databases. Key words were specified in 

English and Turkish as “formative assessment” and “biçimlendirici değerlendirme”, and 

“experimental” and “deneysel”, respectively. These databases are Google Scholar, PsycINFO, 

Turkish Council of Higher Education (YÖK) National Thesis Center, Education Research 

Complete, ERIC (2020), Web of Science, ULAKBİM (2020), and EBSCO (2020). Peer-

reviewed journals, master’s theses, and doctoral dissertations were included in the meta-

analysis. 
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2.2. Selection Criteria  

If studies had to meet the following criteria, they were included in the meta-analysis. These 
criteria were as follows: (1) studies that had true experimental or quasi experimental design 
with control group and treatment group with formative assessment interventions; (2) studies 
that measured learning outcomes; (3) studies with enough information to calculate effect sizes; 
(4) students at different education levels (i.e., primary, secondary, and tertiary); and (5) studies 
written in English or Turkish language.  

A number of 105 records were identified through the search of databases. The number of studies 
dropped to 81 after removing duplicates and eliminating studies according to the specified 
criteria (i.e. studies that do not have formative assessment intervention, studies that do not have 
student learning or academic achievement, and studies that do not have enough statistics). 
Ultimately, 32 studies with 47 effect sizes that were unpublished theses and peer-reviewed 
articles that had experimental studies about the effectiveness of formative assessment on 
student learning were included. A flow chart that summarizes the inclusion of studies through 
search in the meta-analysis is given in Figure 1. Therefore, the data included 32 studies as 
shown in Table 1. 

Table 1. The studies included in the meta-analysis. 

Included Study 
Number of 

Effect Sizes 
Course 

Education 

Level 

Arıcı and Kaldırım (2015) 1 Language Tertiary 

Atik and Erkoç (2017) 2 Science Secondary 

Aydın et al.(2016) 1 Science Secondary 

Batıbay (2019) 1 Literacy Secondary 

Bayat (2014) 1 Literacy Tertiary 

Bayrak et al. (2019) 2 Science Secondary 

Baysal (2020) 1 Foreign Language Secondary 

Bolat et al. (2017) 1 Computer Science Tertiary 

Demirkesen (2019) 1 Foreign Language Tertiary 

Elvan (2012) 1 Social Sciences Secondary 

Eraz and Öksüz (2015) 1 Mathematics Primary 

Güzel (2018) 1 Science Secondary 

Hotaman (2020) 1 Teacher Training Tertiary 

Kaya and Ateş (2016) 1 Language Primary 

Kıncal and Ozan (2018) 1 Measurement and Evaluation Tertiary 

Korkmaz et al. (2019) 1 Foreign Language Secondary 

Köksalan (2019) 1 Physics Secondary 

Kuzudişli (2019) 2 Science Secondary 

Müldür and Yalçın (2019) 1 Language Secondary 

Ozan and Kıncal (2018) 1 Social Sciences Secondary 

Özgür (2016) 1 Computer Education Tertiary 

Sever and Memiş  (2013)  4 Language Primary 

Tavşanlı (2019) 1 Language Primary 

Topal (2020) 1 Educational Sciences Tertiary 

Turan and Sakız (2014) 2 Science Secondary 

Yalaki and Bayram (2015) 1 Chemistry Tertiary 

Yaşar (2018) 4 Mathematics Secondary 

Yıldız and Kılıç Çakmak (2019) 1 Project Management and Application Tertiary 

Yılmaz (2015) 1 Mathematics Secondary 

Yorgancı (2015) 1 Mathematics Tertiary 

Yurdabakan and Cihanoğlu (2009)  6 Foreign Language Secondary 

Yurdabakan and Olgun (2011)  1 Science Primary 
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Figure 1. Flow chart of inclusion of the studies. 

  

2.3. Formative Assessment Interventions 

Formative assessment interventions have several types of feedback. The sources of formative 

feedback could come from teachers, self, peers, computers, or mixed (Andrade, 2010; Graham 

et al., 2015). In the present meta-analysis study, the studies that have various formative 

feedback from adults (teachers), computers, students, and mixed are coded. The studies that 

have multiple interventions such as self-assessment, peer assessment, group assessment, adult 

feedback, and/or computer feedback were coded as mixed.  

2.4. Statistical Analysis of Effect Sizes 

In meta-analysis, several standardized effect sizes are used to summarize direction and 

magnitude of effects in research studies such as Cohen’s d, Hedge's g or Glass’s g (Başol-

Göçmen, 2004; Lipsey & Wilson, 2001). Hedge’s g also called unbiased d was used to calculate 

the standardized mean differences between treated groups that have formative assessment 

interventions and control groups. When comparing Hedge's g statistic to Cohen’s d and Glass’g 

statistic, Hedge’s g uses the pooled standard deviation (Hedge, 1981). Hedge’s g is preferred 

since it is better for small samples (<20) and significant for different sample sizes. Hedge's g, 

Cohen's d, and Glass's g statistic results are interpreted in the same way. Therefore, Cohen’s 

proposal to classify the magnitude of effects was adopted in the study (Cohen, 1987). 

Magnitude of effects is described as small effect (.18), medium effect (.48), and large effect 

(.83) in social sciences (Cohen, 1962, 1987). 

Two statistical models are used in meta-analysis. These models are fixed effect model and 

random effects model (Borenstein et al., 2009; Hedges & Vevea, 1998). It is assumed that only 

one true effect size exists for all studies including the meta-analysis with fixed effect model. 

On the other hand, true effect shows differences from one study to another study for the random 

effects model. Effect size might change due to the differences of studies such as studies that 

have different ages, education levels, income levels of participants, or differences of 

interventions. (Borenstein et al., 2009; Üstün & Eryılmaz, 2014). Due to the differences of 

studies, different effect sizes may occur in these studies. Therefore, estimating the mean 

distribution of effects is important for random effects model. Since research studies have 

different designs of formative assessment interventions and education levels, differences may 

occur from one study to another study in the present meta-analysis. For that reason, random 

effects model was employed in the present study. An average weighted effect size was 

calculated for the efficacy of formative assessment treatment. To test the heterogeneity in effect 

sizes, Q and 𝐼2 statistic were used. A statistically significant p value for Q statistic means that 

the true effects vary (Borenstein et al., 2009). In other words, significant p value means that 

there is a significant variability among the effect sizes. 𝐼2 statistic which gives the amount of 
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variance across studies due to heterogeneity was also computed (Higgins et al., 2003; 

Schwarzer et al., 2015). 

2.5. Publication Bias  

To have an accurate synthesis of studies in meta-analysis, assessing publication bias risk in the 

studies is important (Borenstein et al., 2009). There are several methods to assess the potential 

bias for a meta-analysis study. One of the methods is the funnel plot that gives the relationship 

between the observed effect size of each study and its standard error (Schwarzer et al., 2015). 

If studies were distributed symmetrically around the mean effect size in the plot, this would be 

the evidence of absence of publication bias. Funnel plot was used in the present study to inspect 

whether publication bias exists or not (Figure 2). 

Figure 2. A funnel plot indicating standard error and observed effect size. 

 

The funnel plot shows that studies were approximately scattered around the mean effect size. 

Since the interpretation of funnel plot could be subjective, some of the tests were also used to 

assess exactly any risks of bias such as Duval and Tweedie’s Trim and Fill, Rosenthal’s Fail-

safe N test, Begg and Mazumdar Rank Correlation Test, and Egger’s linear regression test 

(Begg, & Mazumdar, 1994; Duval, & Tweedie, 2000; Egger et al., 1997; Rosenthal, 1979). 

Trim and Fill method was used to remove extreme studies and estimate the effect sizes again 

in order to solve the asymmetry in funnel plot. The results of this method showed that trimming 

was not performed. Rosenthal’s Fail-safe N test estimates how many missing studies would be 

needed to add to nullify the effect (Rosenthal, 1979). Rosenthal (1979) suggested that if the 

Fail-safe N test shows that large numbers of studies are needed to nullify the common effect 

rather than a few studies (i.e. five or ten), it can be concluded that true effect may not be zero 

in the study (Borenstein et al., 2009). In the present meta-analysis, the number of studies was 

5681 according to Rosenthal’s method. Therefore, it can be said that the results of the meta-

analysis with 47 effect sizes would not be robust if 5681 studies were added. Besides, Egger’s 

linear regression test was not statistically significant (b= -0.66, p=0.155). As a result, Funnel 

Plot, Trim and Fill Method, Fail-safe N Test, and Egger’s Linear Regression Test generally 

showed a low risk of publication bias that could be negligible.  

3. FINDINGS 

The number of studies included in the meta-analysis and the characteristics of these studies are 

summarized in Table 2. Most of the studies included in the meta-analysis were journal articles 

(68.75 %) and master’s and doctoral theses (31.25 %) as publication type. 50 % of these studies 

were conducted at secondary school level, 34.37 % at tertiary level, and 15.62 % at primary 
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school level. The studies with the treatment groups having various formative assessment 

interventions were also described in the meta-analysis. The features of formative assessment 

interventions showed that 37.5 % of these studies have adult (teacher) initiated feedback, 

31.25 % have computer initiated feedback, 15.62 % have student initiated feedback, and 

15.62 % have mixed feedback (including peer assessment, group assessment, teacher’s 

feedback, and/or computer feedback).   

Table 2. Characteristics of the studies included in the meta-analysis. 

  Frequency (f) Percent (%) 

Study type Thesis (master’s and doctoral) 10 31.25 

Article 22 68.75 

Education level Primary  5 15.62 

Secondary   16 50 

Tertiary  11 34.37 

Features of formative 

assessment interventions 

Adult initiated feedback  12 37.5  

Student initiated feedback  5 15.62 

Computer initiated feedback  10 31.25 

Mixed feedback 5 15.62 

As summarized in Table 3, the meta-analysis shows the overall effect size as .79 with standard 

error of .03 in the fixed model. Heterogeneity test was used to investigate the heterogeneity in 

effect size. The Q value was 188.91 with 46 degrees of freedom, and p value under .05 showed 

heterogeneity among the studies. In other words, true effect size may have varied across studies. 

Besides, 𝐼2 statistic was estimated as 75.65% indicating that the percent of variance due to 

between-subject factors was large. The results revealed that the impact of formative assessment 

on student learning varied from one study to another. By using random effects model, overall 

meta-analysis showed that there was a significant effect of formative assessment on student 

learning (g= .72, SE= .07, 95% CI= .59; 85, p<.05). 

Table 3. Overall effect sizes and heterogeneity results related to the effectiveness of formative 

assessment practices. 

Model k 
Mean 

ES  
SE 

Lower 

Limit 

Upper 

Limit 

 

p 

Heterogeneity 

Q value df p 𝐼2 

Fixed 47 .79 .03 .74 .84 .00 188.91  46 .00 75.65 

Random 47 .72 .07 .59 .85 .00     

*p<.05; k= number of effects; ES= effect size 

In Figure 3, the forest graph demonstrating the effect size of each study based on the random 

effects model is presented. 3253 participants were involved in the analysis (𝑁1= Experimental 

group and 𝑁2= Control group). It can be seen that overall effect size in random effects model 

across studies has a moderate level in favor of the experimental group (g= .72, p < .05).  

As mentioned in Figure 3, heterogeneity test showed that the effectiveness of formative 

assessment practices varied from one study to the other. To investigate this variation, subgroup 

analysis was conducted in the present study. It is hypothesized that this variation may be 

explained with the studies that used various formative assessment interventions applied to 

different education levels and publication types. Mixed effect analysis based on random effects 

weights within subgroups was used to test the model. The results are presented for the features 

of formative assessment interventions in Table 4. 
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Figure 3. The forest graph showing the effect size of each study in meta-analysis. 

      

Table 4. Results of the subgroup analysis for features of formative assessment interventions. 

 k 
Mean 

ES 
SE 

Lover 

Limit 

Upper 

Limit 
p Q value df p 

Adult initiated feedback 20 .69 .09 .50 .87 .000    

Student initiated feedback 10 1.16 .17 .83 1.49 .000    

Computer initiated 

feedback 
12 .42 .14 .14 .71 .003 

   

Mixed feedback 5 .83 .19 .46 1.21 .000 

Heterogeneity test       11.54 3 .009 

*p < .05; k= number of effects; ES= effect size; SE= standard error  

Mean effect size for each group was estimated by the mixed effects model. The effect sizes for 

each formative assessment interventions that varied between 1.16 and .42 were statistically 

significant. The results of the subgroup analysis might suggest that student initiated formative 

feedback (d=1.16, p<.05) and mixed feedback (d=.83, p<.05) had a large effect followed by a 

medium effect of adult feedback (d=.69, p<.05), and a small effect of computer feedback 

(d=.42, p<.05) on student academic performance. To compare the effect size for the subgroups, 

heterogeneity test was used. Total between tests (Q=11.54, df=3, p<.05) showed that the effect 

size might have varied by formative assessment intervention subgroups. In other words, 

features of formative assessment interventions such as adult initiated, student initiated, 

computer initiated, and mixed formative assessment differed significantly in the magnitude of 

effects.  
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In Table 5, mixed effects analysis was also used to estimate the effect size of groups in terms 

of their education levels (primary, secondary, and tertiary). The mean effect sizes that were 

estimated at different education levels ranged between .89 and .64 and were statistically 

significant. The results showed that the effect size at primary level had a large effect (d=.89, 

p<.05), while it had a medium effect on student academic performance at secondary level 

(d=.71, p<.05) and tertiary level (d=.64, p<.05). The results of the heterogeneity test yielded 

that comparison of subgroups at different education levels did not make a significant 

contribution to the variance (Q=.66, df=2, p= .71).  

Table 5. Results of the subgroup analysis for education level. 

    
%95 Confidence 

Interval 
 Heterogeneity 

Education 

Level 
k 

Mean 

ES 
SE 

Lover 

Limit 

Upper 

Limit 
p Q value df p 

Primary 8  .89 .27 .37 1.41 .00    

Secondary 28   .71 .07 .56 .86 .00    

Tertiary 11  .64 .14 .36 .92 .00    

       .66  2 .71 

*p < .05 

The studies that included the meta-analyses were grouped in terms of publication type: articles, 

and theses (master’s and doctoral) (see Table 6). Mixed effect analysis showed that effect sizes 

according to these groups ranged between .78 and .57 and were statistically significant. The 

magnitude of effect size showed that articles have higher effect (d=.78, p<.05) than that of the 

theses (d=.57, p<.05). Heterogeneity test also showed that effect sizes of subgroups according 

to their publication type did not make a significant contribution to the variance (Q=2.27, df=1, 

p= .13). In other words, the distribution of effect sizes of studies according to publication type 

was homogeneous. 

Table 6. Results of the subgroup analysis for publication type. 

    
%95 Confidence 

Interval 
 Heterogeneity 

 k Mean ES SE 
Lover 

Limit 

Upper 

Limit 
p Q value df p 

Article 33 .78 .08 .63 .94 .00    

Thesis 14 .57 .11 .35 .80 .00    

       2.27 1 .13 

*p < .05 

4. DISCUSSION and CONCLUSION 

In the meta-analysis study, 32 studies with a total of 47 effect sizes that met the inclusion criteria 

were estimated. The results of the study showed the overall mean effect size of .72. The overall 

mean effect size was consistent with previous meta-analysis results that effect sizes of the 

effectiveness of formative assessment ranged between .40 and .70 (Black & William, 1998; 

Graham et al., 2015). Besides, subgroup analysis was used to estimate whether the mean effect 

size was influenced by the features of formative assessment interventions, education level, and 

publication type. 

The meta-analysis results showed how effective the features of formative assessment 

interventions were on student learning. The impact of different types of formative assessment 

interventions on student learning varied. The feedback from the students had the largest effect 
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but the feedback from the computers had the smallest effect on student learning. Moderator 

analysis showed that the effect sizes made a significant difference as to different types of 

formative feedback. Variation in effect sizes may be related to the features of formative 

assessment interventions in the present study. The impact of features of formative assessment 

interventions on student learning was examined in a few meta-analysis studies (Graham et al., 

2015; Klute et al., 2017; Lee et al., 2020). Lee et al. (2020) examined various formative 

assessment feedback by using meta-regression. They found a similar result that the effect of 

student-initiated formative assessment feedback was significantly higher than teacher’s 

formative assessment feedback and mixed feedback from both students and teachers. They 

implied that learner’s active role is important for successful formative assessment based on their 

findings. Graham et al. (2015) examined four types of formative assessment feedback and found 

that feedback that came from teachers had the largest impact, but the feedback that came from 

computers had the smallest impact on student learning. In addition, by using meta-regression 

they also found that the effect size was not statistically related to grade level, types of formative 

feedback, or study quality. The present study generally shows similar results with the previous 

meta-analysis studies. It suggests that various formative assessment interventions in classrooms 

were effective. When comparing the formative assessment practices, the effect of student 

initiated formative interventions such as self-assessment, peer assessment, and group 

assessment was significantly higher than the other formative assessment interventions. 

Teachers, learners, and peers all have a crucial role for effective formative assessment (Black 

& William, 2009). The findings specifically indicated that learners’ active role is very important 

for successful formative assessment (Clark, 2012; Lee et al., 2020). 

The present study investigated that how mean effect size was in different education levels. 

While the highest mean effect size was found at primary school level, the lowest mean effect 

size was found at tertiary level. Mixed effects analysis was used to examine whether group 

differences were significant or not. The results showed that education level did not make a 

significant contribution to the variance. Likewise, King and Nash (2011) found that grade level 

did not make a difference on the effect of formative assessment on student learning. It can be 

interpreted that formative assessment is effective for all levels of education (Black & William, 

1998; King & Nash, 2011). Therefore, the number of using formative assessment in classrooms 

should be increased in all levels of education. 

Lastly, the studies included in the meta-analysis were categorized into two groups (published 

articles versus theses). Heterogeneity test showed that effect sizes of studies according to their 

publication type were homogeneous. The magnitude of the effect size did not significantly 

differ between the published articles and unpublished theses. It can be concluded that this 

finding was resistant to file drawer treat (publication bias) (Rosenthal, 1979). 

Briefly, the present meta-analysis synthesized research studies conducted in Turkey showed 

that formative assessment interventions have a positive impact on student learning for all 

education levels. Assessment for learning rather than assessment of learning has been more 

emphasized in Turkey’s curriculum since the 2005 educational reform. Assessment for learning 

strategies that curriculum requires has become widespread from primary schools to universities 

(MoNE 2013, 2017, 2018, 2020, YÖKAK 2018, 2019). The present study could give evidence 

regarding the effectiveness of formative assessment on student learning in Turkey’s education 

system. Besides, there are only a few studies that examined the effectiveness of formative 

assessment interventions types. Therefore, it suggests that more meta-analysis studies should 

be conducted on this area (Lee et al., 2020). The present meta-analysis study is promising to 

provide a significant contribution to literature regarding the effectiveness of formative 

assessment interventions types. That is why more empirical studies are needed to have evidence 

regarding the effectiveness of formative assessment practices. Increasing different types of 
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formative assessment practices especially encouraging learners to have an active role in this 

process (i.e. self-assessment, peer-assessment, and group-assessment) is crucial. Since the 

results suggest that use of formative assessment strategies is effective for all education levels, 

implementation of formative assessment activities efficiently in classrooms is also important. 

Thus, providing all teachers and college scholars with professional development as to how to 

use formative assessment tools is highly needed. 

The findings of this meta-analysis study were limited by the number of studies on formative 

assessment conducted in Turkey. Another limitation in the study was examining a few 

moderator variables such as education level, types of formative assessment interventions, and 

publication types. In further meta-analysis research, investigation and comparison of more 

variables such as subject areas, formality of formative assessment, feedback procedures, and 

feedback time are needed. 
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Abstract: The purpose of this study was to explicate one preservice middle grades 

mathematics teacher’s Knowledge of Content and Students (KCS) in the context of 

multiple solution strategies. This study’s purpose is to underline the importance of 

preservice teachers’ KCS and provide possible investigative methods for evaluating 

preservice teachers’ KCS. Specifically, the research inquiry guiding this study 

focused on how a middle school preservice mathematics teacher displays KCS 

when engaging with tasks about pattern recognition and linear functions in the 

context of multiple solution strategies. The data consisted of three videotaped semi-

structured interviews with the preservice mathematics teacher as well as the written 

work she produced during the interviews. This study explicated one preservice 

mathematic teacher’s performance regarding two important themes of KCS: 

generating multiple possible solution strategies of middle school students and 

explaining multiple student solution strategies. In terms of generating multiple 

solution strategies of middle school students, the study found that the preservice 

mathematics teacher provided the same solution strategies that she employed when 

she solved the problems by herself. Regarding explaining multiple student solution 

strategies, this study revealed that the preservice teacher did not explicate how 

typical middle school students reason. The preservice teacher had limitations when 

explaining the possible procedures that students might have used to solve problems 

when given the final student solutions. With regard to the teacher’s abilities to 

recognise and understand students’ typical understandings and misunderstandings, 

the study demonstrated that the preservice teacher was capable of explaining some 

solution strategies but not all of them. 

1. INTRODUCTION 

In the teacher knowledge literature, Shulman’s (1986, 1987) categorization is deemed seminal. 

Shulman (1986) initially organized teacher knowledge into three categories: subject matter 

content knowledge, pedagogical content knowledge, and curricular knowledge. Pedagogical 

content knowledge includes the consideration of teaching the content to students and how the 

content makes sense from the perspective of the students. Moreover, it consists of the 

knowledge of how teaching one way might have potential pitfalls or advantages regarding 

students’ perspectives and backgrounds. Shulman proposed that pedagogical content 

knowledge makes a content specialist different from a pedagogue. Drawing on this 

categorization in his 1986 essay, Shulman (1987) reframed the categorization of knowledge 
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and identified the seven categories of teacher knowledge as content knowledge, general 

pedagogical knowledge, curriculum knowledge, pedagogical content knowledge, knowledge of 

learners and their characteristics, knowledge of educational contexts, and knowledge of 

educational philosophies. Content knowledge, pedagogical knowledge, and curriculum 

knowledge are content-specific dimensions of teacher knowledge, whereas the other remaining 

categories are general dimensions of teacher knowledge and were not the primary focus of 

Shulman’s work (Ball et al., 2008). 

Taking Shulman’s categorization of teacher knowledge, Ball et al. (2008) developed a model 

to explore the domains of Mathematical Knowledge for Teaching (MKT). They defined MKT 

as the “mathematical knowledge needed to carry out the work of teaching mathematics” (p. 

395). According to Ball and her colleagues, MKT consists of two categories: Subject Matter 

Knowledge and Pedagogical Content Knowledge. Subject Matter Knowledge houses three 

subdomains: Common Content Knowledge (CCK), Knowledge at the Mathematical Horizon, 

and Specialized Content Knowledge (SCK). Pedagogical Content Knowledge consists of three 

subdomains: Knowledge of Content and Students (KCS), Knowledge of Content and Teaching 

(KCT), and Knowledge of Content and Curriculum.  

According to Ball et al. (2008), the term Pedagogical Content Knowledge is used differently by 

various authors and has not been explored in depth. KCS, one component of Pedagogical 

Content Knowledge, is the combination of both the individual’s knowledge of content and the 

individual’s knowledge of students. Ball et al. (2008) explained KCS with “the example of 

analyzing a student error…[A] teacher might figure it out because she has seen students do this 

before with this particular type of problem” (p. 403). Teachers’ familiarity with and knowledge 

of possible ways students think about the content is emphasized. The prior emphasis is on 

teachers’ knowledge of students’ thinking rather than their knowledge of content by itself. KCS 

focuses on teachers’ knowledge about students’ reasoning, how students understand the 

content, and what types of misconceptions students may have.  

Studying KCS, one vital component of MKT, can reveal more accurate descriptions and 

measures of teachers’ KCS, creating clearer distinction between different domains of MKT. 

This study aims to explore and underline why it is important to better understand preservice 

teachers’ KCS. Preservice teachers need to be more familiar with possible student thinking 

before they actually begin teaching. In particular, in this study, I examined one preservice 

middle grades teacher’s KCS in the context of three tasks involving linear functions. 

1.1. Literature Review 

Teaching mathematics is complicated (Boerst et al., 2011; Diez, 2010; Spalding et al., 2011), 

and teachers need to be responsive to students’ mathematical reasoning when they teach (Dyer 

& Sherin, 2016; Jacobs & Empson, 2016; Thomas et al., 2017). However, studies pointed out 

that teachers cannot possibly give adequate explanations for every action each student takes 

when solving a mathematical problem (Nagle et al., 2017; Shin, 2020; Styers et al., 2020). This 

inability to predict or explain every action taken by a student exists regardless of whether the 

teacher is preservice (Nathan & Petrosino, 2002; Van Dooren et al., 2002) or experienced 

(Asquith et al., 2007; Gvozdic & Sadler, 2018). Nevertheless, research shows that teachers who 

have been trained to work through students’ reasoning will be better prepared to notice trends 

in students’ errors (Lee, 2021; Wuttke & Seifried, 2017). Even though teaching multiple ways 

of solving problems can be challenging for preservice teachers, using multiple solving stretegies 

can have an impact on both high and low achieving preservice teachers by improving their 

problem solving skills (Gubermen & Leikin, 2013). Using multiple strategies will in turn 

reproduce both the standard solution method in the course and new solution methods (Leikin 

& Levav-Waynberg, 2008). Further, using multiple solutions have the potential to impact 

teacher knowledge. Mathematical Knowledge for Teaching (Ball et al., 2008), one of the 
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important categorization of teacher knowledge, is an important component of effective 

mathematics teaching (Bryan et al., 2007). However, researchers have examined MKT 

differently. Some scholars focused on teachers’ overall MKT (Charalambous, 2010; Jacob et 

al., 2017; Steele & Rogers, 2012), others focused on a specific domain of MKT (Alqahtani & 

Powell, 2017; Bansilal et al., 2014; Johnson & Larsen, 2012), and others focused on more than 

one domain of MKT in their examinations (Hill, 2010; Lee et al., 2018; Ni Shuilleabhain, 2016). 

Ball et al. (2008) distinguished KCS from the other domains of MKT as follows: 

consider what is involved in selecting a numerical example to investigate students’ 

understanding of decimal numbers. The shifts that occur across the four domains, for example, 

ordering a list of decimals (CCK), generating a list to be ordered that would reveal key 

mathematical issues (SCK), recognizing which decimals would cause students the most 

difficulty (KCS), and deciding what to do about their difficulties (KCT), are important yet 

subtle. (p. 404) 

KCS will both inform teachers’ lessons and instructional methods to preempt students 

reasoning errors before they become ingrained patterns (Johnson & Larsen, 2012). The ability 

to understand the nature of students’ reasoning errors should be an aspirational goal and core 

component of teaching. KCS will increase the effectiveness of teacher instruction by helping 

students understand the mathematical principles and their errors in applying those principles to 

mathematical problems (Lannin et al., 2007). Different ways of explaining concepts can help 

different students conceptualize ideas (An et al., 2004). When students were prompted to use 

multiple solutions, they became more interested in mathematics. This new interest in turn led 

to greater student mathematical competencies (Schukajlow & Krug, 2014). Multiple teaching 

approaches are better than one (Guberman & Leikin, 2013) because diverse lesson delivery 

methods and explanatory approaches should engage a larger number of students and allow them 

to process information to become better mathematical thinkers. This focus on developing an 

awareness of multiple ways of teaching mathematical content will in turn address a common 

teaching tendency, the teacher's reliance on their own personal reasoning strategies as the basis 

for their lessons (Peterson & Treagust, 1995). Consequently, this study employs KCS because 

the processes preservice teachers employ in their own problem-solving emerge in their 

teaching, whereas established teachers employ problem-solving methods learned from 

exposure to actual student solutions. Studies focusing on teachers’ knowledge on students’ 

reasoning found that teachers with limited knowledge lack the ability to listen actively to their 

students (Johnson & Larsen, 2012), pose problems (Lee et al., 2018), interpret or answer 

students’ responses and questions (Edelman, 2017), and predict students’ reasoning (Asquith et 

al., 2007; Norton et al., 2011). One reason for their lack of knowledge can be the excessiveness 

of goals in teacher preparation programs that can exacerbate the tendency to omit multiple 

solution strategies in teachers’ pedagogies (Hiebert & Berk, 2020).  

In terms of generating and explicating multiple solution strategies, Silver et al. (2005) found 

that teachers have cognitive (e.g., insecurity) and pedagogical (e.g., teaching difficulty) 

concerns regarding using multiple solution strategies. Interactive and reflective solutions can 

enhance teachers’ understanding of students’ multiple solution strategies (Leikin & Levav-

Waynberg, 2007). Having a deeper understanding of both the content and students reasoning 

abilities are crucial aspects of those solution strategies (Taşdan & Çelik, 2016). There should 

also be a clear focus on explaining mathematical concepts both procedurally and conceptually. 

Hiebert and Lefevre (1986) defined conceptual knowledge with an emphasis on relationships 

as: “a connected web of knowledge, a network in which the linking relationships are as 

prominent as the discrete pieces of information. Relationships pervade the individual facts and 

propositions so that all pieces of information are linked to some network” (pp. 3-4). They 

described procedural knowledge with an emphasis on its two kinds: “… a familiarity with the 

individual symbols of the system and with the syntactic conventions for acceptable 
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configurations of symbols… [and] … rules or procedures for solving mathematical problems” 

(p. 7). Conceptual and procedural knowledge constructs are generally referred to by 

mathematics educators as “qualities of knowledge” and by psyschologists as “thypes of 

knowledge” (Star, Stylianides, 2013, p. 15). Rittle-Johnson et al. (2015) claimed that there is a 

bidiractional relationship between conceptual and procedural knowledge that both types of 

knowledge supports each other. 

Even though KCS is a vital component of teacher knowledge, there is scarce research 

investigating preservice mathematics teachers’ KCS (Sitrava, 2020). One of the main reasons 

for this lack of critical data can be traced to the difficulty of writing KCS items. This difficulty 

is likely due to the fact that there is no common conceptual understanding and shared definition 

among researchers regarding what, exactly, KCS is (Hill et al., 2008). Another reason why there 

is limited research on this subject is because researchers’ have great difficulty findings sample 

KCS items. With a greater sample of KCS items, researchers could have a better understanding 

of how to write new KCS items and utilize those items in their research. These sample items 

predominantly rely on the multiple-choice format. More items with open-ended questionaries 

or video interviews could aid resarchers in developing more diverse KCS items. Also, the 

difficulty involved in distinguishing between the MKT domains could be a contributing factor 

in the scarcity of data on the topic (Ball et al., 2008). 

1.2. Research Questions 

The purpose of this study was to scrutinize one preservice teacher’s Knowledge of Content and 

Students (KCS) using pattern recognition and linear function tasks. To reach this objective, this 

study investigated the preservice teacher’s knowledge on generating and explaining possible 

student thinking. Specifically, the research inquiry guiding this study focused on how a middle 

school preservice mathematics teacher displays KCS when engaging with tasks about pattern 

recognition and linear functions in the context of multiple solution strategies.  

2. METHODOLOGY 

2.1. Participant 

The study reported in this article is a part of a broader study. The population of the broader 

study was middle grades preservice mathematics teachers studying at a southern university in 

the United States. Eight middle grades preservice mathematics teachers volunteered to 

participate in the study. Convenience sampling (Patton, 2002) was utilized, and four volunteers 

agreed to participate in the broader study. Selection was based on participants’ schedule 

availability for the broader study rather than their levels of subject knowledge. Pseudonyms 

were used for each participant. In this study, the focus was one of the four volunteer middle 

school preservice teachers (Megan). Megan was selected because she was talkative, and her 

interviews provided the richest information in terms of preservice teachers’ potential KCS 

limitations. Time and participant availability necessitated the study only focus on one 

preservice teacher. For a comparative study, the inservice and preservice teachers’ KCS can be 

compared to strengthen the findings. 

2.2. Data Collection 

The data consisted of three videotaped semi-structured interviews (Maxwell, 1996) with Megan 

as well as the written work she produced during the interviews. Each interview took 

approximately one and a half hours; therefore, these interview data were supplemented by 

approximately 5 hours of videotaping, and all of them were transcribed.  

Each of the three interviews were conducted around one mathematical task that was selected 

from the National Council of Teachers of Mathematics (NCTM) teaching and learning modules 

as part of an online toolkit aligned with the teaching practices contained in Principles to Actions 
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(NCTM, 2014). All the tasks that were selected involved linear relationships. While this 

presents a limitation in that this study does not have evidence of the participant’s KCS in other 

mathematics topic areas, it has more detailed information about her thinking regarding linear 

functions. The first interview focused on a Hexagon task. The visual representation of the 

Hexagon task can be accessed at https://www.nctm.org/Conferences-and-Professional-

Development/Principles-to-Actions-Toolkit/The-Case-of-Patrica-Rossman-and-the-Hexagon-

Task/. In the Hexagon task, the preservice teacher was asked to find the patterns of the 

perimeters of trains constructed with regular hexagons. The first four trains, consisting of 

hexagonal wagons, were visually demonstrated in the problem.  The first train consists of one, 

the second train of two, the third train of three, and the fourth train of four hexagonal wagons.  

Subsequent hexagons were added linearly to the right edge of the preceding hexagon. The first 

four trains consisting of hexagonal wagons were visually demonstrated in the problem as 

follows: 

Figure 1. Visual depiction of the the Hexagon task. 

 

The second interview focused on a Counting Cubes task. The visual representation of the 

Counting Cubes task can be accessed at https://www.nctm.org/Conferences-and-Professional-

Development/Principles-to-Actions-Toolkit/The-Case-of-Peter-Dubno-and-the-Counting-

Cubes-Task/. In the Counting Cubes task, Megan was asked to elaborate on the patterns of 

several cubes. The cubes represent buildings consisting of five extensions. Each subsequent 

building adds an additional cube for each extension of the building. In the task, three buildings 

were represented visually. Building 1 consists of one cube only; building 2 consists of 5 

extensions, an extension on each of the five faces of the cube in building 1; building 3 adds an 

additional cube in each direction. The first three buildings were shown in the problem as 

follows:   

Figure 2. Visual depiction of the Counting Cubes task. 

 

The third interview focused on a Two Storage Tanks task. The visual representation of the Two 

Storage Tanks task can be accessed at https://www.nctm.org/Conferences-and-Professional-

Development/Principles-to-Actions-Toolkit/The-Case-of-Elizabeth-Brovey-and-the-Two-

Storage-Tanks-Task/. In the Two Storage Tanks task, Megan was asked to read a graph and 

find the amount of water in two storage tanks, one losing water and the other gaining water at 

different rates. The amount of water in both tanks over a period of time was demonstrated with 

the number of hours presented on the 𝑥 axis and gallons of water in the tank presented on the 𝑦 

axis. The graph was provided in the problem as follows: 

 

https://www.nctm.org/Conferences-and-Professional-Development/Principles-to-Actions-Toolkit/The-Case-of-Patrica-Rossman-and-the-Hexagon-Task/
https://www.nctm.org/Conferences-and-Professional-Development/Principles-to-Actions-Toolkit/The-Case-of-Patrica-Rossman-and-the-Hexagon-Task/
https://www.nctm.org/Conferences-and-Professional-Development/Principles-to-Actions-Toolkit/The-Case-of-Patrica-Rossman-and-the-Hexagon-Task/
https://www.nctm.org/Conferences-and-Professional-Development/Principles-to-Actions-Toolkit/The-Case-of-Peter-Dubno-and-the-Counting-Cubes-Task/
https://www.nctm.org/Conferences-and-Professional-Development/Principles-to-Actions-Toolkit/The-Case-of-Peter-Dubno-and-the-Counting-Cubes-Task/
https://www.nctm.org/Conferences-and-Professional-Development/Principles-to-Actions-Toolkit/The-Case-of-Peter-Dubno-and-the-Counting-Cubes-Task/
https://www.nctm.org/Conferences-and-Professional-Development/Principles-to-Actions-Toolkit/The-Case-of-Elizabeth-Brovey-and-the-Two-Storage-Tanks-Task/
https://www.nctm.org/Conferences-and-Professional-Development/Principles-to-Actions-Toolkit/The-Case-of-Elizabeth-Brovey-and-the-Two-Storage-Tanks-Task/
https://www.nctm.org/Conferences-and-Professional-Development/Principles-to-Actions-Toolkit/The-Case-of-Elizabeth-Brovey-and-the-Two-Storage-Tanks-Task/
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Figure 3. Visual depiction of the Two Storage Tanks task. 

 

Specialized Content Knowledge (SCK) items developed by Hiebert et al.’s (2019) were 

modified for the interview protocol of this study, and their rubrics were adapted to evaluate the 

participant’s KCS. Hiebert et al. (2019) specifically focused on three topics: multiplying two-

digit whole numbers, subtracting fractions, and dividing fractions. This study focused on two 

topics: linear functions and pattern recognition. These sets of topics have transferrable qualities 

and shared concepts like integers, functions, and variables. Also, the relationship between 

quantities is the focus for both studies’ topics; therefore, both studies are matching. The only 

widely known bank of KCS items is a set developed by Ball and colleagues, but those items are 

not available for public use. Although Hiebert et al.’s (2019) SCK items were developed for 

use with elementary school teachers (preservice and in-service), the basic structure of the items 

was transferrable to a middle grade context. Namely, this study drew heavily on Hiebert et al.’s 

(2019) SCK items and Ball et al.’s (2008) distinction of SCK and KCS for constructing KCS 

items and rubrics for this study. Hiebert et al.’s (2019) study used three-point rubrics 0 meaning 

no knowledge to 2 meaning extensive knowledge. This study also used three-point rubrics 0 

referring to limited or lack of explanation; 1 referring to having some valid explanation but 

partial explanation; 2 having an adequate and elaborated explanation. Scoring rubrics are 

provided in the Appendix.  

2.3. Exploring KCS of the Preservice Teacher 

To compare and contrast the participant’s KCS, her performance on tasks requiring her to 1) 

generate multiple solution strategies and 2) explain multiple solution strategies was evaluated. 

To generate multiple solution strategies, Megan was asked to generate three correct solution 

strategies she thought middle school students would likely use for each of the three tasks. In the 

generating multiple solution strategies part on the Hexagon task, the preservice teacher was 

asked to show and explain three different ways that students could correctly solve the perimeter 

of any train in the pattern; on the Counting Cubes task, three different ways that students could 

correctly find the number of cubes in the nth building: on the Two Storage Tanks task, three 

different ways that students could correctly find the time at which the two tanks contain the 

same amount of water. 

The Generating Multiple Solution Strategies part was used for exploring the preservice 

teacher’s KCS and required her to predict and anticipate the typical middle school students’ 

solution strategies. To evaluate how accurately and elaborately the participant generated 

multiple solution strategies, her responses to the Generating Multiple Solution Strategies theme 

of all of the three tasks were invesigated. To determine how accurately and elaborately the 

participant explained multiple solution strategies, her responses to the Explaining Multiple 

Solution Strategies theme of the Hexagon and Counting Cubes tasks were focused. Students’ 

complete work was not given on these two tasks and the preservice teacher was asked to 

anticipate students’ work. The preservice teacher was given three hypothetical students’ final 

answers without providing the answers’ solutions. She was asked to explain the possible 
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procedures that each hypothetical student might have come up with for each of the three 

solutions. On the two tasks, the focus was on students’ reasoning or challenges while examining 

students’ work. If the task did not include the steps of the solutions but required the preservice 

teacher to predict the steps, the task was regarded as exploring the participant’s KCS. In other 

words, for the Hexagon and Counting Cubes tasks, the hypothetical student work consisted only 

of hypothetical students’ responses and required the participant to anticipate possible solution 

strategies, which aligned with KCS. Rachel, Sam, and Jason are the hypothetical students whose 

responses were provided in the Hexagon task. David, Emily, and Mary are the hypothetical 

students whose responses were provided in the Counting Cubes task. In the Hexagon task, 

Rachel’s response was given as 2𝑛 + 2𝑛 + 2 or 2(2𝑛) + 2;  Sam’s response was given as 5 +
4(𝑛 − 2) + 5 or 4(𝑛 − 2) + 5 + 5, or 4(𝑛 − 2) + 10; and Jason’s response was given as 6𝑛 −
2(𝑛 − 1) as the perimeter of any train in the pattern. In the Counting Cubes task, David’s 

response was given as 𝑛 + 4(𝑛 − 1); Emily’s response was given as 1 + 5(𝑛 − 1), and Mary’s 

response was given as 5𝑛 + 1 as the number of cubes in the 𝑛th building. For the Two Storage 

Tanks task, the hypothetical students’ work was already given, the preservice teacher was not 

required to predict student work, and asked to explain student work mathematically, which 

aligned with SCK and is not the focus of this study. 

3. RESULTS / FINDINGS 

In this section, the findings of the participant’s KCS on the tasks were presented regarding both 

the Generating Multiple Solution Strategies and the Explaining Multiple Solution Strategies 

themes. First, the participant’s performance on the Hexagon, Counting Cubes, and Two Storage 

Tanks tasks were presented in the context of the Generating Multiple Solution Strategies theme. 

Preservice teacher’s performance patterns on the tasks regarding the Generating Multiple 

Solution Strategies theme were then presented. Next, the participant’s performance patterns on 

the Hexagon and Counting Cubes tasks were presented in the context of the Explaining Multiple 

Solution Strategies theme. Finally, the preservice teacher’s performance patterns on the tasks 

in the Explaining Multiple Solution Strategies theme were presented. 

3.1. Generating Multiple Solution Strategies Theme 

3.1.1. Hexagon task 

Even though Megan was asked to explain three different ways that students could solve the 

perimeter of any train in the pattern, she provided only two possible student solution strategies. 

Megan considered the students’ potential solutions to the Hexagon task as follows: 1) finding 

the perimeter of each hexagon first and then subtracting the shared sides and 2) finding the 

perimeter of a set of hexagons (i.e., grouping 2 trains as a set or grouping 4 trains as a set) and 

then excluding the number of shared sides between sets of hexagons. Following is her response 

regarding students’ possible first strategy: 

Figure 4. Megan’s response regarding students’ possible first strategy on the Hexagon task. 
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In the first strategy, the hexagons were considered separately, whereas in the second strategy, 

the hexagons were considered as a group. Following is her response regarding students’ 

possible second strategy: 

Figure 5. Megan’s response regarding students’ possible second strategy on the Hexagon task. 

 

In her responses regarding students’ possible strategies, Megan did not mention whether 

students could possibly find the relationship between the number of trains and the perimeter of 

hexagons in the task or not. In her own solution strategies, Megan grouped the hexagons by 2 

hexagons in her third strategy and by 4 hexagons in her fourth strategy and then excluded the 

sides that were shared between the group of hexagons.  

4.1.2 Counting cubes task 

Even though Megan was asked to explain three different ways that students could solve the 

perimeter of any train in the pattern, similar to the Hexagon task, she provided only two possible 

student solution strategies. The following shows what Megan considered as students’ possible 

solutions in the Counting Cubes task: 1) using the expression 5𝑛 − 4 and 2) using the 

expression 5(𝑛 − 1) + 1. Following is her explanation of students’ possible first strategy: 

Figure 6. Megan’s explanation of students’ possible first strategy on the Counting Cubes task. 

 

In terms of the first possible student strategy, Megan described the strategy as “looking at each 

face of the cube and finding where the 5 new cubes will go in the next building.” The first 

student solution strategy that she came up with was the same as her first strategy. She was not 

clear what −4 represented when she described using expression 5𝑛 − 4 in both of her own 

solution strategy and the students’ possible solution strategies. She was incorrectly considering 

that each cube had 4 open faces and −4 represented those missing cubes that could come next 

to each of the open faces. She did not recognize that the last cubes in the extensions had 5 open 

faces as well as that −4 did not represent the cubes that could come next to the open faces. Her 

explanation of the second possible student solution strategy is as follows: 
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Figure 7. Megan’s explanation of students’ possible second strategy on the Counting Cubes task. 

 

Megan described the second possible student strategy, using the expression 5(𝑛 − 1) + 1, as 

“looking at 5 different extensions and counting the number of cubes in each extension then 

adding the 1 cube in the middle.” This second student solution strategy was the same as her 

own second strategy, and Megan assumed that students would use the same methods she did. 

3.1.3. Two storage tanks task 

Different from the Hexagon and the Two Storage Tanks tasks, Megan provided three possible 

students’ solutions to the Two Storage Tanks task as follows: 1) using 𝑦 = 𝑚𝑥 + 𝑏 for finding 

the equations of both lines and finding the 𝑦 value for the same 𝑥 value by plugging in different 

𝑥 values until finding the same 𝑥 and 𝑦 values and 2) using 𝑦 = 𝑚𝑥 + 𝑏 for finding the 

equations of both lines, set them equal to each other, and find the intersection point, 3) 

extending the lines and finding the intersection point.  

Her explanation of the first students’ possible solution strategy is as follows: 

Figure 8. Megan’s explanation of students’ possible first strategy on the Two Storage Tanks task. 

 

Megan thought using the equations 𝑦 = −50𝑥 + 900 for tank T and 𝑦 = 25𝑥 + 300 for tank 

W and plugging in numbers until getting the same 𝑥 and 𝑦 value as the first solution strategy 

students would likely try. She, however, considered that this strategy was too hard to apply if 

the 𝑥 value was a big number.  

Her explanation of the second possible student solution strategy is as follows: 

Figure 9. Megan’s work on students’ possible second strategy on the Two Storage Tanks task. 

 

As a more systematic way to solve the problem, Megan explained the second solution strategy 

as finding the equations of each line using 𝑦 = 𝑚𝑥 + 𝑏 and using systems of equations to find 

the 𝑥 and 𝑦 values for the intersection point.  

Her explanation of the third possible student solution strategy is as follows: 
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Figure 10. Megan’s work on students’ possible third strategy on the Two Storage Tanks task. 

 

The third solution strategy Megan thought students might try was extending each graphed line 

until they meet then finding the intersection point. 

3.1.4. Patterns among the tasks regarding Generating Multiple Solution Strategies theme 

Megan provided correct expressions as possible student solutions. However, she could not 

explain what some numbers and variables referred to in the expressions that she provided. She 

also explained some of the meanings of the variables inaccurately. For instance, she related −4 

with the open faces of the cubes even though −4 was not related with the number of open faces. 

Even though Megan grappled with explaining the meaning of −4 in the expression 5𝑛 − 4, she 

still reported as one possible solution strategy. Her challenges when solving the tasks herself 

were similar to her challenges when explaining the possible student solutions. Also, Megan did 

not offer explanations about which solutions would be easier or more difficult for students.  

Megan showed some possible student solution strategies, but her student solutions lacks variety 

for different levels of students. She provided similar strategies to the ones she came up with 

when solving the tasks herself. However, she could not relate the student solution strategies that 

she generated to middle school students’ reasoning. She did not hypothesize which strategy 

might have been more common and which strategy might have been less common among 

middle school students and did not provide reasons. She explained procedurally what students 

might possibly have done; however, she did not explain conceptually what they might have 

done. 

3.2. Explaining Multiple Solution Strategies Theme 

3.2.1. Hexagon task 

Megan first explained Jason’s response because it was similar to her solution. Following is her 

explanation of Jason’s response: 

Figure 11. Megan’s explanation of Jason’s response. 

 

Megan described Jason’s response, 6𝑛 − 2(𝑛 − 1), as finding the perimeter of one hexagon 

and subtracting 2(𝑛 − 1), which represented the number of sides being shared. Next, Megan 

explained Sam’s response. Megan did not write down any explanation; however, she underlined 

some parts of his work. Following shows Megan’s work on Sam’s response: 

Figure 12. Megan’s work on Sam’s response. 
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In Sam’s response, 5 + 4(𝑛 − 2) + 5, or 4(𝑛 − 2) + 5 + 5, or 4(𝑛 − 2) + 10, she stated that 

5 was the number of sides in the first hexagon and the other 5 was the number of sides in the 

last hexagon; 4(𝑛 − 2) was number of the sides in the middle hexagon, where 4 was the number 

of sides that were on the perimeter for each middle hexagon and 𝑛 − 2 was the number of 

hexagons in the middle.  

Even though Rachel’s response was written first among other possible solution strategies, 

Megan preferred to explain Rachel’s response last.  

Figure 13. Megan’s work on Rachel’s response. 

 

In Rachel’s response, 2𝑛 + 2𝑛 + 2 or 2(2𝑛) + 2, Megan struggled to explain what 2s referred 

to in the expressions. She checked that Rachel’s expression was correct by plugging in 3 and 4 

for 𝑛 in the expression and finding the correct perimeters. She stated in terms of Rachel’s 

response that, “My only thing that I think I can come up for her is that she is taking a hexagon 

and saying that is 2𝑛. And so, then she is adding up 2𝑛 + 2𝑛 and then 2 would be the sides in 

the middle.” When she was asked what 2𝑛 represented, she explained that “I know 𝑛 definitely 

represents the number of trains, and then this is just another way of showing this part of the 

equation of subtracting the sides out [showing −2(𝑛 − 1) in Jason’s response].” Because 

Megan said that −2(𝑛 − 1) was the number of shared sides when she was explaining Jason’s 

response, she was asked if 2𝑛 in Rachel’s response represented the shared sides. She explained 

that, “No, I think she is representing that in a different way, but it is very similar to the 2𝑛 down 

here, but it is represented in a different way, to me, not as clear as Jason’s responses.” She 

asserted that none of the 2s in Rachel’s explanation was clear, and Rachel needed more 

explanation regarding what those numbers referred to. Ultimately, Megan was still struggling 

to explain what the numbers in Rachel’s representation referred to. 

3.2.2 Counting cubes task 

Because Emily’s response 1 + 5(𝑛 − 1) was similar to her own response, Megan first started 

explaining Emily’s solution by describing 1 as the 1 cube in the middle, 5 as the number of 

extensions, and 𝑛 − 1 as the number of cubes in each extension. Following is Megan’s work 

on Emily’s response:  

Figure 14. Megan’s work on Emily’s response. 

 

Then, Megan described Mary’s response, 5𝑛 + 1, describing 1 as the cube in the middle. 

Following is Megan’s comments on Mary’s response: 
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Figure 15. Megan’s work on Mary’s response. 

 

Megan asserted that the meaning of 5 and 𝑛 was not clear in Mary’s expression because 5 could 

be either the number of extensions or the number of faces of a cube and 𝑛 could be either the 

number of buildings or the number of cubes in the previous building. She did not recognize that 

𝑛 could be the number of cubes in each extension excluding the middle cube and +1 was the 

cube in the middle. Her description of what 5 and 𝑛 could mean again shows that she conflated 

the number of cubes in a building with the number of open faces in a cube. Megan’s lack of 

knowledge on the task impacted her incorrect assumptions about Mary’s response.  

In terms of David’s response 𝑛 + 4(𝑛 − 1), Megan thought that 4 was the number of open faces 

of a cube; (𝑛 − 1) was the number of cubes in each extension. Following is Megan’s comments 

on David’s response: 

Figure 16. Megan’s work on David’s response. 

 

She said the meaning of the first 𝑛 was not clear and could refer to either the number of 

buildings or the number of cubes in the previous building. As Megan counted the number of 

faces of a cube in her own solution, she could relate David’s response with her own solution. 

Ultimately, Megan struggled to explain the meaning of the numbers in both David’s and Mary’s 

responses. 

3.2.3. Patterns among the tasks regarding explaining multiple solution strategies theme 

Megan preferred to explain the solutions that she was familiar with first and the solutions that 

she struggled with the most last. Megan struggled to explain some of the students’ solution 

strategies. For instance, Megan failed to explain what the 2s referred to in the expression 2𝑛 +
2𝑛 + 1 or 2(2𝑛) + 2 in the Hexagon task. Megan sometimes represented the variables in 

student solutions inaccurately. For instance, she thought that 4 in the expression 𝑛 + 4(𝑛 − 1) 

in the Counting Cubes task represented the number of faces of a cube. However, 4 in the 

expression 𝑛 + 4(𝑛 − 1) represented the number of extensions.  

Megan provided explanations of some of the student solution strategies. However, she had 

limited conceptual understanding of the solution strategies. She preferred to start explaining 

students’ solutions based on the ones that were similar to her own strategy. 
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4. DISCUSSION and CONCLUSION 

In the teacher knowledge literature, Shulman’s (1986, 1987) categorization of teacher 

knowledge is prominent. Shulman’s seven categoris provide the basis for numerous 

explanations of teacher knowledge. Developing Shulman’s influential teacher knowledge 

categorization, Ball et al. (2008) constructed MKT. KCS, one of the domains of MKT, plays 

an important role in shedding light on teachers’ knowledge. In spite of the scarcity of research 

on KCS, studies have shown that teachers lack KCS (Edelman, 2017; Johnson & Larsen, 2012; 

Lee et al., 2018). The purpose of this study is to underline the importance of the investigation 

of preservice teachers’ KCS. Specifically, this research focused on a middle school preservice 

teachers’ KCS when engaging with tasks about pattern recognition and linear functions in the 

context of multiple solution strategies. Generating multiple solution strategies and explaining 

multiple solution strategies are the two themes this study uses to explore the preservice teacher’s 

KCS. 

In terms of predicting students’ thinking and confusion, the preservice teacher, Megan, 

provided the same solution strategies that she provided when she solved the problems by 

herself. This study shows that the preservice teacher’s performance on predicting students’ 

reasoning might depend on her own knowledge. In general, Megan’s student predictions 

mirrored her own solutions to the tasks. Similar to this study, Norton et al. (2011) found that 

there can be a relationship between prospective elementary teachers’ prediction of students’ 

work and their own mathematical knowledge. Regarding the acquaintance with students’ 

mathematical reasoning, Megan did not explicate how typical middle school students reason. 

This finding is consistent with Asquith et al.’s (2007) finding that teachers have difficulties 

predicting students’ understanding and reasoning. In Asquith et al.’s (2007) study, middle 

school teachers struggled to predict students’ understanding of the equal sign and variable, 

whereas in this study, the preservice teacher had difficulties predicting middle school students’ 

possible reasoning about pattern recognition and linear functions. With regard to students’ 

typical understandings and misunderstandings, Megan was able to explain some solution 

strategies, but she could not explain others. For instance, Megan struggled to explain how the 

student produced the expression 2𝑛 + 2𝑛 + 2 or 2(2𝑛) + 2 for finding the perimeter of the 

hexagons in the Hexagon task. Megan stated that she did not know where any of the 2s come 

from in the expression 2𝑛 + 2𝑛 + 2 or 2(2𝑛) + 2. She could not explain that in this strategy, the 

student considers the tops of the hexagons as two times the train number and the bottoms. Also, 

Megan could not describe that since there are two sides on top of each hexagon, the number of 

top sides on any train is 𝑛 × 2 (𝑛 ℎ𝑒𝑥𝑎𝑔𝑜𝑛𝑠 ×  2 𝑡𝑜𝑝 𝑠𝑖𝑑𝑒𝑠 𝑝𝑒𝑟 ℎ𝑒𝑥𝑎𝑔𝑜𝑛) or 2𝑛. Similarly, she 

did not explain that the number of bottom sides is also 2𝑛 in the student’s solution. 

Regarding multiple solution strategies, Silver et al. (2015) showed that veteran middle grades 

mathematics teachers were also concerned about explaining multiple solution strategies to their 

students. Those veteran teachers stated that some students might have had difficulties 

understanding different ways of solving problems. Therefore, multiple solution strategies can 

be challenging for teachers in terms of their ability to solve problems in multiple ways by 

themselves, as well as their ability to explain multiple solutions to students with limited 

understanding. Similar to this study, the teacher in the study of Johnson & Larsen (2012) had 

constraints on understanding her students’ struggles. Different from this study, the participant 

in Johnson & Larsen’s study (2012) had higher content knowledge. In their study, the teacher 

was a mathematician and got his PhD in mathematics. Therefore, this study and Johnson & 

Larsen’s (2012) study showed that teachers might struggle to understand from students’ 

perspectives no matter how knowledgeable they are in terms of the content. In the Counting 

Cubes task example, Megan was able to explicate some solution strategies, but she could not 

explain some other solution strategies and provided inaccurate explanations regarding what the 
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variables could represent. For instance, when she explained the expression 5𝑛 + 1 in the 

Counting Cubes task, she said that 5 could be either the number of extensions or the number of 

faces of a cube. However, 5 did not represent the number of faces of a cube in the expression. 

When Megan explained the expression 𝑛 + 4(𝑛 − 1), she thought that 4 was the number of faces 

on a cube and that the first n could be either the number of buildings or the number of cubes in 

the previous building. However, neither 4 represented the number of faces of a cube, nor did n 

represent the number of buildings.  

In sum, this study explicated one preservice teacher’s performance regarding two important 

themes of KCS: generating multiple solution strategies and explaining multiple solution 

strategies. More research is needed to construct KCS items to elaborate more on what 

constitutes teachers’ KCS. Also, teachers’ performance on the components of KCS requires 

more investigation. In this study, no professional development or interventions were employed. 

Thus, the impact of professional development on KCS can be explored. More research is needed 

to understand how to improve teachers’ KCS. Additionally, preservice teachers’ KCS can be 

explored further for different content and different grade levels with more participants by using 

more tasks. Also, the relationship between other domains of teacher knowledge can be 

investigated. How KCS impacts preservice and in-service teachers’ teaching strategies could 

be examined. In order to improve the quality of teacher education programs, future studies can 

explore the relationship between preservice teachers’ knowledge and their teaching strategies. 

Also, researchers need to conduct studies using well-designed KCS tasks. For this purpose, they 

can collaborate together to develop KCS tasks for their future studies and produce KCS items 

that are publicly available. 
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6. APPENDIX † 

Scoring Rubric for the Hexagon task 

Task 2: Generate Multiple Solution Strategies 

Topic Valid Strategies Description of Coding 

 

 

 

 

 

 

Finding the 

pattern in 

the Hexagon 

task 

Tops and bottoms 

plus ends 

In this strategy, the student considers the tops of the 

hexagons as two times the train number and the bottoms. 

Since there are two sides on top of each hexagon, the number 

of top sides on any train is 𝑛 × 2 (𝑛 ℎ𝑒𝑥𝑎𝑔𝑜𝑛𝑠 ×
 2 𝑡𝑜𝑝 𝑠𝑖𝑑𝑒𝑠 𝑝𝑒𝑟 ℎ𝑒𝑥𝑎𝑔𝑜𝑛) or 2𝑛. Similarly, the number of 

bottom sides is also 2𝑛. Then, the two end sides are 

considered separately. 

Possible representations: Verbal description. Equations: 2𝑛 +
 2𝑛 + 2 or 2(2𝑛) + 2. 

 

Tops and bottoms 

of each plus ends 

In this strategy, the student considers the tops of each 

hexagon and the bottoms of each hexagon. Then, the two end 

sides are considered separately.   

Possible representations: Verbal description. Equations: 

4𝑛 +  2, or (2 +  2)𝑛 +  2 

 

 

Insides and 

Outsides 

In this strategy, the student considers the end hexagons, 

noticing that each contributes five to the perimeter. Then, 

they consider that each internal hexagon contributes four. 

Possible representations: Verbal description. Equations: 5 +
 4(𝑛 –  2)  +  5, or 4(𝑛 –  2)  +  5 +  5, or 4(𝑛 –  2)  +  10. 

 

  

The second train is the two end hexagons that will be 

separated. They have 5 sides each (not including the one 

shared in the middle). Thus, the perimeter is 5 + 5 or 10. 

 

† All the scoring rubrics are made based on the task solution paths on NCTM’s Professional Learning Toolkit 
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The hexagon is the middle being added. This adds two on top 

and two on the bottom for 4 sides total. For every added 

hexagon, 4 more sides need to be added to the second train 

whose perimeter is 10. 

 

Note: the formula does work on Train 1, even though one 

can’t really see the 5 and 5 in the train. 

Total minus 

shared sides 

In this strategy, the student considers that each hexagon has 

six sides and notices that sides between hexagons are no 

longer on the perimeter. 

Possible representations: Verbal description. Equations: 

6𝑛 –  2(𝑛 –  1) 

 

 

Symmetry split In this strategy, the student considers the top sides and one 

end side as a unit and the bottom sides with the other end 

side. 

Possible representations: Verbal description. Equations: 

(2𝑛 +  1)  +  (2𝑛 +  1) or 2(2𝑛 +  1) 

 

There are 3 sides above (two sides and one end) and it 

repeats below it. 

 

There is two sides on the top of each, plus an end…and the 

same on the bottom 

 

This time its 3 plus 2 plus 2 on the top…times two, because 

it’s also on the bottom. 

(2𝑛 + 1) + (2𝑛 + 1) if you think top and bottom 

2(2𝑛 + 1) if you think doubling 



Int. J. Assess. Tools Educ., Vol. 8, No. 4, (2021) pp. 818–841 

 837 

Increases by four In this strategy, the student notices that the perimeter values 

increase by four with each additional hexagon. 

Possible representations: Verbal description.  

Equations: 4𝑛 +  2.  

Table: list values., notice an increase of 4 each time (may 

conclude equation is 𝑛 +  4, which is correct if 𝑛 is the 

perimeter of the 𝑛 − 1𝑡ℎ train)  

Graph: plot points. 

 

 

 

 

 

 

 

 

Plotted the points for each of the trains after counting the 

perimeter of each, and realized the pattern was linear, 

increasing by four as the train number increases by one as the 

slope. 

𝑦 =  𝑚𝑥 +  𝑏 

𝑦 =  4𝑥 +  𝑏 (used a point and guess and check to solve for 

𝑏) 

𝑦 =  4𝑥 +  2  

[or could connect all the points on graph with a straight edge 

and see that when 𝑥 = 0, 𝑦 = 2] 
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Task 3b: Explain Multiple Solution Strategies 

Topic Component Description of Coding 

Finding the 

pattern in the 

Hexagon task 

Explains 

procedurally 

what students 

might have done  

• Explains how students get each solution pattern. 

For Rachel’s response, indicates that 2𝑛 +  2𝑛 +  2 or 

2(2𝑛)  +  2 can be found by adding tops and bottoms plus 

ends. 

 

For Sam’s response, indicates that 5 +  4(𝑛 –  2)  +  5, or 

4(𝑛 –  2)  +  5 +  5, or 4(𝑛 –  2)  +  10 

can be found by adding the insides and outsides. 

 

For Jason’s response, indicates that 6𝑛 –  2(𝑛 –  1) can be 

found by adding all sides minus shared sides. 

Explains 

conceptually 

what students 

might have done 

• Indicates that there is a pattern between the number of 

train and the perimeter of the hexagons. 

• Indicates that the pattern consists of both multiplying (by 

4) and adding (by 2). 

  



Int. J. Assess. Tools Educ., Vol. 8, No. 4, (2021) pp. 818–841 

 839 

Scoring Rubric for the Counting Cubes task 

Task 2: Generate Multiple Solution Strategies 

Topic Valid Strategies Description of Coding 

Finding the 

pattern in the 

Counting Cubes 

task 

Arms plus middle cube In this strategy, the student considers that the 

figure has 5 arms and the number of cubes in 

each arm is 1 less than the number of building 

number. 

1 + 5(𝑛 − 1) = 1 + 5𝑛 − 5 = 5𝑛 − 4 

Arms minus 4 cubes In this strategy, the student considers that the 

figure has 5 arms and the number of cubes in 

each arm is the same as the building number. 

Then, students subtract 4 cubes since in the 

pattern, there is 1 cube less in each arm. 

5𝑛 − 4 

Arms plus tower In this strategy, the student considers that there 

is one tower in the middle and 4 arms in the 

figure. The tower has 𝑛 cubes (𝑛: building 

number) and each arm has 𝑛 − 1 cubes. 

𝑛 +  4(𝑛 − 1) = 𝑛 + 4𝑛 − 4 = 5𝑛 − 4 

Table method Table method: 

Building 

number 

Number of Cubes 

1 1 

2 1 + 5 = 6 

3 1 + 5 + 5 = 11 

By using the table, students find the number of 

cubes as the following (𝑛 is the building 

number) 

1 + 5(𝑛 − 1) = 5𝑛 − 4 
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Task 3b: Explain Multiple Solution Strategies 

Topic Component Description of Coding 

Finding the 

pattern in the 

Hexagon task 

Explains proce-

durally what stu-

dents might have 

done  

• Explains how students get each solution pattern. 

 

For David’s response, indicates that 𝑛 + 4(𝑛 − 1) can be 

found as one tower in the middle and 4 arms in the figure. 

The tower has 𝑛 cubes (𝑛: building number) and each arm 

has 𝑛 − 1 cubes. 

 

For Emily’s response, indicates that 1 +  5(𝑛 − 1) can be 

found by considering 𝑛 as the building number and 1 as the 

middle cube. 

1 + 5(𝑛 − 1) = 5𝑛 − 4 

 

For Mary’s response, indicates that 5𝑛 + 1 can be found by 

adding all sides (𝑛 as the number of arms) plus one cube in 

the middle. 

Explains con-

ceptually what 

students might 

have done 

• Indicates that there is a pattern between the building num-

ber or cubes in the tower in the middle or arms and the total 

number of cubes. 

• Indicates that the pattern consists of both multiplying (by 5) 

and adding (by −5). 
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Scoring Rubric for the Two Storage Tanks task 

Task 1: Identify Concepts Underlying Procedures 

Topic Concept Score Description of Coding 

Two Storage Tanks Task 

Linear 

Equations 

in two 

variables 

0 • Makes no mention of the linear 

equations. 

1 • Makes a general statement that 

students should consider that the 

graphs are linear and there are two 

variables (𝑥: number of hours, 𝑦: 

galloons of water) 

2 • Sees that there is a linear 

relationship between variables 𝑥 

and 𝑦 variables. Provides further 

explanations on what 𝑥 and 𝑦 refers 

to and gives specific examples by 

using the graph provided in the task. 

Initial 

Value of 

the 

function 

0 • Makes no mention of the initial 

value of the function. 

1 • Makes a general statement that 

students should consider the initial 

value of the function for finding the 

intersection point of two equations. 

2 • Sees how the initial value might 

impact the intersection point and 

provides further explanations by 

giving specific numbers from the 

given graph. 

The rate of 

change 

0 • Makes no mention of the rate of 

change. 

1 • Makes a general statement that the 

rate of change impact the 

intersection point of two linear 

equations. 

2 • Sees that the rate of change is the 

slope of the function and how 

different rate of changes might 

impact on the intersection point.  

• Provides examples on how small 

or big rate of change might impact 

the steepness of the graph and what 

it means to be steeper by comparing 

different rates of change. 
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Abstract: The purpose of the current study is to determine whether the 

Achievement Emotions Questionnaire for Teachers (AEQT) is a psychometrically 

sound instrument to measure prospective teachers' teaching-related emotions. The 

three-factor model of the AEQT was confirmed in a prospective teacher sample. 

Also, reliability results showed that the AEQT is a reliable measurement tool. 

Measurement invariance results revealed that configural, metric, and scalar 

invariance were provided across gender. These findings support the use of the 

AEQT when examining differences based on achievement emotions across gender. 

For teacher training programs, only configural invariance was provided. Although 

configural invariance suggests that the three-factor structure of the AEQT is the 

same across the teacher training programs, the lack of metric invariance indicates 

that the relationship between the items and the underlying latent variable the AEQT 

factors is not the same across these groups. The observed variables are not related 

to the latent variable equivalently across teacher training programs. This result does 

not allow the comparison of path coefficients and covariances between observed 

and latent variables across teacher training programs. Also, the lack of scalar 

invariance indicates that different teacher training programs may interpret some 

items differently and prevent a comparison of averages between these groups. 

1. INTRODUCTION 

One of the research topics in educational settings is emotions about teaching. Examining the 

factors influencing emotions about teaching is of considerable importance, given that the 

investigation of emotions about teaching enables researchers and teacher trainers to better 

understand and predict prospective teachers’ behavior. Indeed, to date, a large body of studies 

examined the factors related to emotions about teaching in different populations and contexts. 

The previous research results emphasized that emotions about teaching are related to many 

important teaching-related factors in educational settings (Henao-Arias et al., 2017), such as 

burnout (Frenzel et al., 2016), job satisfaction (Moè et al., 2010), teacher-student relationship, 

classroom discipline, students’ engagement (Hagenauer et al., 2015), and self-efficacy (Eren, 

2014).  

The Achievement Emotions Questionnaire for Teachers (AEQT, Frenzel et al., 2010) is one of 

the most commonly used instruments for measuring different facets of teachers’ achievement 
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emotions. The AEQT was used to measure teachers'/prospective teachers' achievement 

emotions on many different culture samples (Becker et al., 2015; Frenzel et al., 2009; Hong et 

al., 2016; Klassen et al., 2012). The research results revealed that the three-factor measurement 

model of the AEQT was confirmed on different culture samples. However, despite the AEQT’s 

widespread use in various countries, studies on testing the measurement invariance of the 

AEQT across gender and different teacher training programs are missing.  

The first aim of the current research is to examine the factor structure of the AEQT by using 

both parallel analysis and confirmatory factor analysis on a prospective teacher sample. The 

second aim of the current research is to provide convergent validity evidence by investigating 

the relationships of prospective teachers’ achievement emotions with their professional self-

efficacy beliefs on the Turkish prospective teacher sample. The third aim is to examine the 

measurement invariance of the AEQT across gender and different teacher training programs.  

The current study is crucial for three reasons: First, to the author's knowledge, this is the first 

study to examine if the measurement invariance is established across gender and teacher 

training programs in emotions about teaching. In previous studies, although participants were 

compared according to their demographic features, the measurement invariance of the AEQT 

was not addressed in these studies. If the measurement invariance was not established, it means 

that comparison groups do not perceive and interpret items in the same way. Therefore, 

conducting these comparisons may not be proper to see real differences between groups. 

Examining the measurement invariance of the AEQT provides an evaluation of whether the 

AEQT measures the same latent construct(s) in different groups (Raykov et al., 2012). 

Therefore, the results of the current study may be especially useful for studies which compare 

teachers'/prospective teachers' teaching emotions according to gender and teacher training 

programs.  

Second is that the previous studies investigating emotions about teaching by using the AEQT 

were often conducted on in-service teacher samples such as German teachers (Becker et al., 

2015, Frenzel et al., 2009), Japanese and Korean teachers (Hong et al., 2016), Greek teachers 

(Karagianni & Papaefthymiou-Lytraand, 2018), and Canadian teachers (Klassen et al., 2012). 

Studies examining emotions about teaching by pre-service teacher samples were much rarer 

(e.g., Eren, 2014). The current study provides concrete contributions to the studies which aim 

to conduct group comparisons by using the AEQT, on a prospective teacher sample, by focusing 

on evaluating the psychometric quality of the AEQT on a prospective teacher sample. 

Third, as mentioned before, previous studies using the AEQT focused on the teacher samples, 

not prospective teachers. Therefore, convergent validity pieces of evidence were obtained from 

the teacher sample. Besides measurement invariance, the current study provides supportive 

evidence for the convergent validity of the AEQT on prospective teacher samples by examining 

the relationship between prospective teachers’ achievement emotion and self-efficacy beliefs. 

1.1. Achievement Emotions About Teaching 

Achievement emotions were examined in educational settings by dividing them into categories 

in terms of their features. According to a number of study results, achievement emotions are 

divided into two primary dimensions as valence and activation. In terms of valance, emotions 

are divided into two categories: positive versus negative. On the other hand, achievement 

emotions are classified as activating versus deactivating in terms of activation. For instance, 

while enjoyment, hope, and pride are positive activating emotions, relief is a positive 

deactivating emotion. Anger, anxiety, and shame are negative activating emotions while 

hopelessness is a negative deactivating emotion (Pekrun et al., 2004). In this study, the three-

factor structure of AEQT was examined on a prospective teacher sample. According to 

mentioned explanations about achievement emotions, the AEQT framework focuses on one 
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positive and two negative activating emotions (i.e., enjoyment, anger, and anxiety) which are 

prominent achievement emotions for teachers (Frenzel et al., 2009; Sutton, 2004; Sutton & 

Wheatley, 2003).   

Numerous studies have shown that emotions about teaching are the key concepts to closely 

relate to classroom climate and teaching quality. For example, relevant literature reveals that 

negative achievement emotions about teaching (i.e., anger and anxiety) are negatively related 

to key concepts about teaching such as teachers’ self-efficacy and enthusiasm (Frenzel et al., 

2016, Frenzel et al., 2009; Kunter et al., 2008). Also, teachers’ emotions about teaching are 

related to their perceptions about student characteristics. For example, whereas teachers’ 

perceptions of students’ performance, motivation, and discipline during the lessons were 

positively related to their positive emotions about teaching (i.e., enjoyment), they were 

negatively related to their negative emotions about teaching (i.e., anger and anxiety, Frenzel et 

al., 2009). Moreover, teachers' emotions are also closely related to their students' emotions. 

Indeed, a recent study's results based on longitudinal data demonstrates evidence of the 

reciprocal transmission of teacher and student emotions (Frenzel et al., 2018). 

1.2. Convergent Validity of the AEQT 

In this study, to test the convergent validity of the AEQT in the Turkish prospective teacher 

sample, the relationships between the prospective teachers’ emotions about teaching and their 

professional self-efficacy beliefs were examined. Teacher efficacy belief refers to the 

“judgment of teachers' capabilities to bring about desired outcomes of students' engagement 

and learning, even among those students who may be difficult or unmotivated” (Tschannen-

Moran & Woolfolk Hoy, 2001, 783). In a number of studies, the relationships between teachers' 

self-efficacy beliefs and their emotions about teaching were examined (e.g., Hascher & 

Hagenauer, 2016).  Previous study results showed that emotions and self-efficacy are related 

variables (e.g., Burić et al., 2020). In a study examining the relationships between self-efficacy 

and emotions about teaching based on a sample who are in the teaching practicum, it was found 

that prospective teachers' teaching enjoyment in teaching practicum is positively predicted by 

their self-efficacy, whereas anxiety is negatively predicted (Hascher & Hagenauer, 2016). 

On the other hand, teacher self-efficacy was addressed as one latent variable, in some previous 

studies (e.g., Hascher & Hagenauer, 2016), while in some, this variable was examined in its 

dimensions (Hagenauer et al., 2015). In the current study, to assess prospective teachers' self-

efficacy beliefs, the three-factor teacher self-efficacy beliefs framework described by 

Tschannen-Moran and Woolfolk Hoy (2001) was adopted.  This framework includes three 

dimensions: self-efficacy for instructional strategies, self-efficacy for classroom management, 

and self-efficacy for student engagement. Relevant literature shows that specific types of self-

efficacy may affect specific teaching emotions (e.g., Hagenauer et al., 2015). Specifically, study 

results showed that teachers who held high self-efficacy beliefs had more positive emotions 

(e.g., enjoyment, pride) and less anger and anxiety, compared to teachers who had low self-

efficacy beliefs (e.g., Hong et al., 2016). Therefore, by considering that prospective teachers' 

different types of self-efficacy beliefs may have a different influence on their emotions about 

teaching, in the current study, the roles of three types of self-efficacy beliefs on emotions about 

teaching were addressed separately (i.e., instructional strategies, classroom management, and 

student engagement). 

Based on the previous study findings, it is reasonable to hypothesize that the prospective 

teachers’ positive achievement emotion about teaching would positively associate with their 

self-efficacy beliefs and negative achievement emotion about teaching would negatively 

associate with their self-efficacy beliefs. Therefore, while testing convergent validity of the 

AEQT by using prospective teachers’ professional self-efficacy, it was expected that the 



Int. J. Assess. Tools Educ., Vol. 8, No. 4, (2021) pp. 842–854 

 845 

enjoyment subscale of the AEQT would be related to prospective teachers’ self-efficacy beliefs 

positively and anger and anxiety would be related negatively. 

1.3. Measurement Invariance 

Measurement invariance is the level of perception and interpretation of scale in the same way 

across groups (Byrne & Watkins, 2003). When comparing scores obtained from a scale, 

ensuring measurement invariance between groups is a prerequisite (Marsh et al., 2014). If the 

scale items are perceived and interpreted differently by the groups, the scores obtained from the 

comparison of these groups may be misinterpreted. There are four hierarchical types of 

measurement invariance levels: configural, metric, scalar, and strict invariance (Vandenberg & 

Lance, 2000).  

• Configural invariance: tests if the factor structure of a scale is the same across comparison 

groups. 

• Metric invariance: examines if factor loadings of a scale besides factor structure are equal 

across comparison groups. 

• Scalar invariance: examines if intercepts of a scale besides factor structure and factor 

loadings are equal across comparison groups. 

• Strict invariance: examines if residual variances of a scale besides factor structure, factor 

loadings, and intercepts are equal across comparison groups. 

In the present study, in the configural invariance stage, the AEQT was tested for whether 

the same factor structure across gender and the teacher training program groups exist. In the 

metric invariance model stage, the factor loadings of the AEQT items were constrained to be 

equal across gender and teacher training program groups. In the scalar invariance stage, the 

AEQT item intercepts were constrained to be equal across the groups in addition to factor 

loadings. In the last level of measurement invariance procedure, to test strict invariance, the 

error variances were constrained across groups in addition to the factor loadings and intercepts. 

1.4. The Present Study 

The purpose of the current study is threefold. The first purpose is to test the factor structure of 

the AEQT with the Turkish prospective teacher sample. The second purpose is to examine 

whether the three-factor measurement model of the AEQT had measurement invariance across 

gender and teacher training programs in the Turkish prospective teacher sample. The third 

purpose is to provide evidence of the convergent validity of the AEQT in the Turkish 

prospective teacher sample. The research questions of this study are: 

1) Is the factor structure of the AEQT similar to the original scale? 

2) Are the configural, metric, scalar, and strict measurement invariance of the AEQT 

provided across gender? 

3) Are the configural, metric, scalar, and strict measurement invariance of the AEQT 

provided across teacher training program groups? 

4) Is there any relationship between prospective teachers’ emotions about teaching and their 

professional self-efficacy, as an indicator of the AEQT? 

2. METHOD 

2.1. Study Group  

To determine the current study's research sample, convenience sampling was used. The general 

research sample consists of 560 prospective teachers (407 females) majoring in science teaching 

(n = 107), social sciences teaching (n = 108), English language teaching (n = 138), special 

education teaching (n = 106), and mathematics teaching (n = 101) in the Faculty of Education 

of a university located in the north-west of the Black Sea region in Turkey. These were the 
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participants in the current study. The research sample consists of 133 freshmen, 170 

sophomores, 137 juniors, and 120 seniors. Their ages range from 17 to 37 (M = 20.54, S = 

2.31).  

The research sample was randomly divided into two samples to conduct exploratory and 

confirmatory factor analyses and examine the convergent validity of the AEQT in two different 

samples separately. Sample 1 consists of 271 prospective teachers (194 females) who 

participated in the present research majoring in science teaching (n = 77), social sciences 

teaching (n = 25), English language teaching (n = 114), and special education teaching (n = 55). 

There are 73 freshmen, 13 sophomores, 92 juniors, and 93 seniors in Sample 1. Their ages range 

from 17 to 29 (M = 20.61, S = 1.59).  

Sample 2 consists of 289 prospective teachers (213 females) majoring in science teaching (n = 

30), social sciences teaching (n = 83), English language teaching (n = 24), special education 

teaching (n = 51), and mathematics teaching (n = 101). The research sample consisted of 73 

freshmen, 13 sophomores, 92 juniors, and 93 seniors. Their ages range from 17 to 29 (M = 

20.48, S = 2.81). Measurement invariance analyses were conducted by merging Sample 1 and 

Sample 2.  

2.2. Research Instruments 

The AEQT (Frenzel et al., 2009) and the Ohio State Teacher Efficacy Scale (OSTES, 

Tschannen-Moran & Woolfolk-Hoy, 2001) were used as measurement tools in the current 

study. These scales were applied to undergraduate students in the 2018-2019 fall semester. How 

to answer items in these scales was explained briefly to the participants before the 

administration, and any questions from the prospective teachers were responded to by the 

researcher. All participants were informed that their data would not be shared with anyone. All 

participation was voluntary. The participants completed the scales approximately in 10 min. 

The general features of the AEQT (Frenzel et al., 2009) and the OSTES (Tschannen-Moran & 

Woolfolk-Hoy, 2001) were then introduced. 

2.2.1. The achievement emotions questionnaire for teachers (AEQT) 

The AEQT (Frenzel et al., 2010) is a self-report scale with 12 items used to measure teachers' 

achievement emotions about teaching. The original AEQT was developed to measure in-service 

teachers' achievement emotions about teaching. The AEQT was adapted to Turkish by Eren 

(2014). As the AEQT was administered to prospective teachers in Eren's (2014) research, all 

the AEQT items were converted to the future tense form except for one item (i.e., I feel uneasy 

when I think about teaching; Eren, 2014). The AEQT consists of three first-order factors (see 

Figure 1): enjoyment (four items, e.g., I will teach with enthusiasm), anger (four items, e.g., I 

will get really mad while I teach), and anxiety (four items, e.g., Preparing to teach will cause 

me to worry). Possible responses range from 1 (strongly disagree) to 5 (strongly agree). The 

findings showed that all dimensions of the AEQT resulted in satisfactory reliability coefficients 

(see Table 1). 
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Figure 1. The AEQT measurement model. 

 

2.2.2. The Ohio state teacher efficacy scale (OSTES) 

The OSTES (Tschannen-Moran & Woolfolk-Hoy, 2011) is a self-report scale with 12 items 

test used to measure teacher self-efficacy. The OSTES consists of one second-order factor and 

three first-order factors (see, Figure 2): self-efficacy for instructional strategies (four items, e.g., 

To what extent can you craft good questions for your students?), self-efficacy for classroom 

management (four items, e.g., How well can you establish a classroom management system 

with each group of students?), and self-efficacy for student engagement (four items, e.g., How 

much can you do to get students to believe they can do well in schoolwork?). Prospective 

teachers responded to items using a 9-point Likert-type scale ranging from 1 (nothing) to 9 (a 

great deal).  

Figure 2. The OSTES measurement model. 

 

In the current study, CFA was conducted to see whether the three-factor structure of the OSTES 

fit the data. CFA results show that the second-order self-efficacy model had a good fit to the 

current data (𝜒(51)
2 = 218.98; comparative fit index (CFI) = .95; Tucker-Lewis index (TLI) = .94; 

standardized root-mean-square residual (SRMR) = .06). To evaluate the reliability of the 

subscales of the OSTES, Cronbach's alpha coefficients were calculated. For all subscales and 

the whole scale, satisfactory reliability coefficients ranging from .82 to .88 were obtained. 

2.3. Data Analysis 

Little’s missing completely at random (MCAR) test (Little, 1988) was used to examine if 

missing values are completely at random or not. After non-significant Little’s MCAR test 
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results, the Expectation-Maximization algorithm, which is a technique that uses maximum 

likelihood estimates for incomplete data, was performed. Original AEQT has a three-factor 

structure (Frenzel et al., 2010). In order to explore the factor structure of the AEQT on the 

Turkish prospective teachers, the parallel analysis (Horn, 1965), which is commonly used for 

scale dimensionality (Timmerman & Lorenzo-Seva, 2011), was conducted on Sample 1. 

Following the parallel analysis, to examine if the three-factor measurement model of the AEQT 

was confirmed by the research data, the confirmatory factor analysis was carried out using a 

different sample (Sample 2) (Kline, 2005). Model fit was evaluated using chi-square (χ²), 

comparative fit index (CFI≥.90), and Tucker-Lewis index (TLI≥.90), and standardized root-

mean-square residual (SRMR≤.08) (Brown & Cudeck, 1993; Kline, 2005; Hu & Bentler, 1999). 

To evaluate scales’ reliability, Cronbach’s alpha was computed. 

As the achievement emotions model for teachers obtained from the AEQT was considered to 

be able to be interpreted differently by the sub-groups in the prospective teacher sample, 

configural, metric, scalar, and strict measurement invariance across gender and teacher training 

programs were examined in the present study by using multi-group confirmatory factor 

analysis. Measurement invariance model comparisons were assessed using ∆CFI cutoff criteria 

(∆CFI≤.01; Chen, 2007; Cheung & Rensvold, 2009).  

3. RESULTS 

3.1. Factor Structure of the AEQT 

3.1.1. Parallel analysis results 

The parallel analysis was applied to the AEQT scores obtained by “Sample 1” (n = 271) to 

reveal the factor structure of the AEQT in the research sample. The parallel analysis results 

suggested the three-factor model proposed by Frenzel, Pekrun, and Goetz (2010) (𝜒(33)
2 = 

129.123, p<.001, see Figure 3 and Table 1). It was found that item loadings on these three 

dimensions were above .69.  

Table 1. Parallel analysis, confirmatory factor analysis, and reliability results of the AEQT. 

 
Parallel analysis  

results 

(Sample 1) 

 

Factor loadings 

Confirmatory factor  

analysis results 

(Sample 2) 

Standardized parameter  

estimations 

Reliability results 

(Cronbach’s alpha) 

 
Sample 

1 

Sample 

2 

Entire 

sample 

Enjoyment1 .89 -.03 .05 .65   

.91 .91 .92 
Enjoyment2 .92 -.06 -.07 .76   

Enjoyment3 .86 .00 .00 .69   

Enjoyment 4 .73 -.12 .01 .58   

Anxiety1 -.10 .69 .06  .78  

.83 .83 .83 
Anxiety2 .06 .91 -.07  .91  

Anxiety3 .04 .84 .08  .95  

Anxiety4 -.22 .69 .04  .88  

Anger1 .04 .11 .70   .44 

.85 .85 .85 
Anger2 .02 .04 .92   .49 

Anger3 .06 -.03 .94   .44 

Anger4 -.28 -.03 .71   .54 

 
𝜒(33)
2 = 129.123, 

p<.001 

𝜒51
2 = 259.060, p<.001 

CFI=.95, TLI=.94, 

SRMR=.06 
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Figure 3. Parallel analysis eigenvalues. 

 

3.1.2. Confirmatory factor analysis results 

For the confirmatory factor analysis, the three-factor measurement model identified by Frenzel, 

Pekrun, and Goetz (2010) was used as the baseline for confirmatory factor analysis which was 

performed on the “Sample 2” (n=289). Each item was specified to reflect the corresponding 

factor and the three first-order factors were allowed to correlate. When the results were 

evaluated, it was found that the three-factor measurement model provided a good fit to the data 

(𝜒51
2 =259.060, CFI = .95, TLI = .94, SRMR = .06, see Table 1), suggesting that the three first-

order achievement emotions measurement model offered a reasonably good representation of 

the data. All standardized factor loadings were above .44. In addition, the findings indicated a 

moderately latent correlation between anger and anxiety sub-dimensions (r = .495, p < .001). 

These findings suggested that two negative factors of the AEQT can be the first-order factors 

of a second-order factor. Therefore, a higher-order model was formed. Model 2 comprised one 

second-order latent factor overarching anger and anxiety, and enjoyment as separate first-order 

latent factors. But the findings showed that the higher-order model did not yield acceptable fit 

indexes (𝜒32
2 = 404.324, TLI = .78, CFI = .83, SRMR = .17). Therefore, the higher-order model 

was rejected. Consequently, the comparison of Model 1 and Model 2 suggested the adoption of 

Model 1 with three first-order factors (i.e., enjoyment, anger, and anxiety) measured by 12 

indicators.  

3.2. Measurement Invariance Results 

3.2.1. Measurement invariance across gender  

In the current study, multiple-group confirmatory factor analysis was used to assess configural, 

metric, scalar, and strict invariance across gender and then across teacher training programs for 

the three-factor achievement emotion measurement model. The results showed that the 

configural invariance model across gender presented an acceptable fit to the data (𝜒102
2 = 

361.402, CFI = .934, see Table 2). Following the configural invariance model, to examine 

metric invariance, factor loadings of the AEQT items were constrained to be equal across 

gender. As seen in Table 2, compared with the configural invariance model as a baseline model, 

the metric invariance model did not demonstrate any change in CFI (𝜒111
2 = 392.236, CFI = .923, 

∆CFI = .000, Chen, 2007; Cheung & Rensvold, 2009). This finding showed that metric 

invariance was supported in research data. Following the metric invariance model, the scalar 

invariance model was tested by constraining both item factor loadings and item intercepts to be 

equal across gender. The results showed that the χ² change between metric and scalar invariance 

model was not statistically significant, and CFI value did not decrease in the scalar invariance 

model (𝜒120
2 = 399.709, CFI = .928, ∆CFI = .000). When configural invariance, metric 

invariance, and scalar invariance models were evaluated together across gender, it was observed 

that ΔCFI demonstrated no significant reduction in model fit. That is, the AEQT factor 
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structure, factor loadings, and intercepts did not differ significantly across gender. These 

findings showed that males and females responded to items of the AEQT in the same way. 

However, strict measurement invariance implying invariance of residual variances yielded a 

poor fit to data across gender (𝜒132
2 = 577.709, CFI = .896, ∆CFI = .039). That is, the error 

variances are different across gender. 

Table 2. Measurement Invariance Results of the AEQT. 

 𝜒2 df CFI ∆CFI 

Gender     

   Configural  361.402 102 .934 - 

   Metric  392.236 111 .934 - 

   Scalar  399.709 120 .935 - 

   Strict 577.709 132 .896 .039 

     

Teacher training programs   

   Configural  616.850 255 .920 - 

   Metric  720.810 291 .904 .036 

   Scalar  762.790 327 .903 .001 

   Strict 968.880 375 .856 .047 

3.2.2. Measurement invariance across teacher training programs 

The same measurement invariance routine was also applied to test measurement invariance for 

teacher training programs. The AEQT's measurement invariance across science teaching, social 

sciences teaching, English language teaching, special education teaching, and mathematics 

teaching programs was investigated. According to the results, the unconstrained configural 

invariance model data fit was obtained (𝜒255
2 = 616.850, CFI = .920). This finding suggested 

that the three-factor measurement model is similar across different teacher training programs. 

Following configural invariance, the metric invariance model was tested by constraining item 

factor loadings to be equal across teacher training programs. Results showed that the metric 

invariance model resulted in a significant loss of fit (𝜒255
2 = 720.810, CFI = .904, ∆CFI = .036). 

The loss of fit results suggested that item factor loadings are different across the teacher training 

programs. The scalar invariance model implying invariance of intercepts also yielded a poor fit 

to data, showing that item intercepts are different across teacher training programs (𝜒327
2 = 

790.810, CFI = .903, ∆CFI = .001). Lastly, it was found that strict invariance is not supported. 

That is, the error variances are different across the teacher training programs (𝜒375
2 = 968.880, 

CFI = .856, ∆CFI = .047). 

3.3. Convergent Validity Results 

The correlation analysis results showed that the enjoyment component of the AEQT was 

negatively correlated with anger and anxiety (see Table 3) for both Sample 1 and Sample 2. 

The convergent validity results showed that, as expected, enjoyment is significantly and 

positively correlated with instructional strategies, classroom management, and student 

engagement subscales of the OSTES. Anger and anxiety subscales are significantly and 

negatively correlated with instructional strategies, classroom management, and student 

engagement subscales of the OSTES. Of note, the enjoyment subscale of the AEQT, compared 

with the anger subscale, and anxiety subscales showed a stronger correlation with the OSTES 

and its subscales.  
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Table 3. Convergent validity results of the AEQT. 

 Enjoyment Anxiety Anger 

    

Sample 1 (n=271)    

   1.OSTES .40 -.31 -.21 

   2.Instructional strategies .33 -.30 -.19 

   3.Classroom management .30 -.21 -.07 

   4.Student engagement .40 -.29 -.27 

    

Sample 2 (n=289)    

   1.OSTES .49 -.28 -.28 

   2.Instructional strategies .42 -.24 -.27 

   3.Classroom management .35 -.27 -.11 

   4.Student engagement .48 -.22 -.34 

4. CONCLUSION 

There has been recent interest in examining the impact of teaching-related emotions in teacher 

training environments. As a result of this interest, researchers need psychometrically-sound 

items to assess teaching-related achievement emotions. The purpose of the current study was 

to determine whether the AEQT is a psychometrically sound instrument to measure prospective 

teachers' teaching-related emotions. From a theoretical point of view, the emerging factor 

structure implies the existence of highly correlated but also distinct emotions of the AEQT. 

Indeed, the three-factor model suggested a better fit for the data than did the higher-order model. 

This finding provides evidence that three teaching-related emotions were distinct. When the 

reliability results were examined, it was seen that the AEQT is a reliable measurement tool.  

The results revealed that configural, metric, and scalar invariance were established across 

gender. These findings support the use of the AEQT when examining differences based on 

achievement emotions across gender (Brown, 2006). However, the current analyses suggested 

that while the AEQT demonstrated configural invariance (equal factor structure) across five 

teacher training programs, metric invariance (equal factor loadings) was not supported.  

Although configural invariance suggests that the three-factor structure of the AEQT is the same 

across the teacher training programs, the lack of metric invariance indicates that the relationship 

between the items and the underlying latent variable the AEQT factors is not the same across 

these groups. That is, the observed variables are not related to the latent variable equivalently 

across teacher training programs. This result does not allow the comparison of path coefficients 

and covariances between observed and latent variables across teacher training programs (Chen 

et al., 2005). Also, the lack of scalar invariance indicates that different teacher training programs 

may interpret some items differently and prevent a comparison of averages between these 

groups (Van de Schoot et al, 2012; Vandenberg & Lance, 2000).  

Strict invariance was established neither across gender nor across teacher training programs. 

Establishing configural, metric, and scalar invariance across gender could let the researchers 

compare the latent variables based on gender. But as strict invariance was not established for 

gender and the teacher training programs, the latent variables are measured with different 

amounts of error between groups (Van de Schoot et al., 2012).  This result could cause a 

difference in factor score averages across gender and the teacher training programs even when 

true values of the underlying construct are the same (Brown, 2006). Therefore, it is important 

to be careful when the AEQT factor scores are compared across these teacher training programs 

in future investigations. The convergent validity was supported by results that revealed that 
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self-efficacy and achievement emotions are significantly and selectively related to each other. 

Enjoyment as a positive emotion is positively associated with self-efficacy, while anger and 

anxiety as negative emotions are negatively associated with self-efficacy. These results 

supported many research results that revealed the relationships between teachers’/prospective 

teachers’ emotions and self-efficacy (Brígidoa et al., 2013; Hascher & Hagenauer, 2016; Moè 

et al., 2010; Stephanou et al., 2013). 

4.1. Limitations 

As with most educational studies, the current study has some limitations. First, the prospective 

teacher sample is unbalanced in terms of gender (most of them are female). It could work with 

a more balanced sample in terms of gender in future studies. Second, the current study focused 

only on three main emotions about teaching. In future studies, it could be interesting to examine 

how teachers'/prospective teachers' other emotions about teaching are influenced by gender and 

self-efficacy beliefs.  

Third, in the present study, all analysis which was conducted was limited to 560 pre-service 

teachers majoring in science teaching, social sciences teaching, English language teaching, 

special education teaching, and mathematics teaching. The results of the current study showed 

that metric, scalar, and strict invariance of the AEQT was not provided across teacher training 

programs. A possible reason of these results may be sample size. Because, in the current study, 

to examine measurement invariance across teacher training programs, study sample was 

divided into five categories. Therefore, the number of participants in each category was highly 

decreased. Model-data fit measures for metric, scalar, and strict invariance of the AEQT may 

have been decreased depending on this reason. To increase generalizability of research findings 

and to reassess the measurement invariance, the AEQT can be used in larger and different 

samples. That is, future studies are needed to cross-validate the results with other samples.  

Finally, given that those prospective teachers in the current study have high enjoyment and low 

anger and anxiety, the current study did not examine the specific relationships between self-

efficacy and emotions about teaching in a sample that has low enjoyment and high anger and 

anxiety. However, it could be helpful to gain a deeper understanding of the relationships 

between professional self-efficacy and emotions about teaching in future studies using a 

homogeneous sample. 
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Abstract: In the current study, the appropriateness of the Mathematics Attitude 

Questionnaire administered to middle school 8th grade students in the TIMSS 2015 

application to the exploratory structural equation and confirmatory factor analysis 

models was examined. The study was conducted on 6079 students making up the 

sample of Turkey. In the TIMSS 2015 application, the attitude items are presented 

under four headings called students’ interest in mathematics, students’ views on 

engaging teaching in mathematics lessons, students’ self-confidence in 

mathematics, and students’ value mathematics. As a result of the investigation of 

the factor structure of these items, the attitude questionnaire with its 5 factors and 

35 items was accepted to be suitable for the Exploratory Structural Equation Model 

(ESEM). Moreover, invariance of the TIMSS 8th grade mathematics attitude 

questionnaire depending on gender was investigated at six stages as configural, 

weak (metric), strong (scalar), strict, variance-covariance, and latent mean 

invariance through ESEM.  It was concluded that the questionnaire satisfied all the 

invariance conditions. 

1. INTRODUCTION 

Comparative studies are thought to have a large share in shaping the education policies of coun-

tries. For this reason, it is seen that many countries take part in comparative studies, which 

include international measurement and evaluation studies such as PISA (Programme for Inter-

national Student Assessment), TIMSS (Trends in International Mathematics and Science 

Study), PIRLS (Progress in International Reading Literacy Study), and TALIS (The OECD 

Teaching and Learning International Survey). For example, TIMSS is a survey research con-

ducted by the International Education Achievement Assessment Organization (IEA) for the 

comparative evaluation of the knowledge and skills acquired by the 4th and 8th grade students 

in the fields of mathematics and science at four-year intervals. In the TIMSS application, infor-

mation about students' performances, education systems, curricula, student characteristics, 

characteristics of teachers, and schools is collected, and student achievement is compared with 
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other countries or in different subgroups constructed based on gender and socioeconomic level 

in the same sample (Ministry of National Education [MNE], 2016). However, the biggest prob-

lem in such studies is whether the measurement tools applied to the compared groups are really 

equivalent in terms of the measured property. When a cognitive or behavioural feature is to be 

measured under different conditions (measurement time, test application methods or group), 

this construct may mean different for each condition (Bornstein, 1995). In this case, it is not 

easy to completely distinguish the difference between individuals from measurement time, 

measurement method or group membership (Horn & Mcardle, 1992).  In order to be able to 

compare a construct correctly and appropriately in the given conditions, it is necessary to ex-

amine the invariance of the meaning of the construct under these conditions (Putnick & Born-

stein, 2016). For example, when a factor structure shows similar conformity for data obtained 

at different times, it is necessary to talk about a measurement invariance within time (longitu-

dinal) (Little, 2013) or if the factor structure remains the same as a result of administration of a 

test on the Internet environment or as a paper and pencil test, it is necessary to talk about the 

invariance in terms of the measurement method (Whitaker & McKinney, 2007). Similarly, 

when a factor structure remains the same in subgroups constructed on the basis of gender (male-

female), country or socioeconomic level for different groups, it may indicate that measurement 

invariance between groups is ensured (Kline, 2005). In tests, when measurement invariance is 

achieved, it is possible to base the difference obtained in terms of the measured property on 

individual characteristics (Başusta & Gelbal, 2015). 

Measurement invariance studies are generally carried out within the scope of SEM with multi-

group confirmatory factor analysis (MGCFA) or item response theory (IRT) approaches 

(Chung et al., 2016). In fact, confirmatory factor analysis (CFA) is recommended instead of 

IRT in order to examine measurement invariance in measurement tools consisting of ordinal 

items (Stark et al., 2006). CFA is basically a factor analysis and one of the aims of factor anal-

ysis is to reveal the validity of the scores. Validity responds to the question of whether the 

measuring tool provides a score for the desired dimension. At the same time, it questions 

whether the items in one dimension really and only measure this dimension (Thompson, 2004). 

When answers are found to these questions, factor analysis can also be the evidence of content 

validity, construct validity, and even face validity. For this reason, factor analysis is considered 

to be the heart of psychological constructs (Nunnally, 1978).  

Factor analysis is a method originally developed to explain the characteristics called unob-

served (latent) variables or factors underlying a performance related to observed variables. 

These factors cannot be observed directly, but instead the observed variables are considered to 

be indicators of latent constructs. Statistically, the purpose of factor analysis is to reveal the 

maximum variance by identifying new constructs (factors and dimensions) that may occur in 

fewer numbers through the relationships between observed variables (Brown, 2006; 

Büyüköztürk, 2002; Özdamar, 2004; Reykov & Marcoulides, 2008). Thus, the fact that factors 

are interpretable to a large extent on the basis of data and for which reasons observed variables 

have high levels of correlations with each other can be explained (Reykov & Marcoulides, 

2008).  

The most used types of factor analysis are Exploratory Factor Analysis (EFA; Jennrich & 

Sampson, 1966) and Confirmatory Factor Analysis (CFA; Joreskog, 1969) (Özdamar, 2004; 

Stapleton, 1997). EFA and CFA are basically similar in terms of explaining the observed rela-

tionships between indicators with fewer latent variables. However, they are different techniques 

in terms of the number and nature of the priori features and limitations of the model (Brown, 

2006). EFA is thought of as a precursor of CFA used to describe and distinguish basic psycho-

logical constructs (Cudeck & MacCallum, 2007). In EFA, the researcher is not expected to 

determine a construct about the data in advance. Although the researcher has some expectations, 
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EFA may not provide a suitable model for these expectations, and the analysis process should 

not be affected by the expectations of the researcher (Brown, 2006; Thompson, 2004). EFA is 

used as an exploratory and descriptive technique in terms of which observed variables are rea-

sonable indicators of latent dimensions. CFA does not aim to discover or reveal factors, but it 

is used to verify, test or quantify a hypothetical construct predicted among a set of measure-

ments. In the area of interest of CFA lies the examination of the model for the relationship of 

factors with each other and with observed variables (Reykov & Marcoulides, 2008).  

CFA is a type of structural equation modelling and deals with measurement models. CFA tries 

to model the relationships between test items, test scores, or the observation levels of behaviour 

called indicators or observed variables and latent variables or factors (Brown, 2006). In fact, 

CFA is hypothesis-based in nature. CFA tests a theory, while EFA generates a theory (Brown, 

2006; Stapleton, 1997). Cross-loadings allowed between variables by EFA are forced to be zero 

in CFA. There is a limitation in CFA that argues that the scores are only related to the relevant 

factor; however, the imposition that a latent variable is only related to the target item and not to 

other dimensions gives rise to some difficulties for empirical validation. In reality, such a pure 

relationship is unlikely. Although a factor plays a dominant role in explaining the target ob-

served variable, it is very difficult to say that this item is explained only by the relevant factor. 

The fact that there is such a restrictive requirement in CFA may cause inflated factor correla-

tions and thus the structural relationships between factors to be damaged (Asparouhov & 

Muthen, 2009; Marsch et al., 2009). Therefore, it can be seen that a model that is thought to be 

well defined with EFA is not confirmed by CFA (Guo et al., 2019). In CFA, the suitability of 

the models is evaluated by looking at the model fit indices. When the indices are not within the 

acceptable limits, this often causes the absence of confirmation or doubts about the reliability 

and reproducibility of the models (Asparouhov & Muthen, 2009; Booth & Hughes, 2014). The 

Explanatory Structural Equation Model (ESEM) is a technique developed to overcome this lim-

itation. Its most important advantage is that it allows different latent variables to cross-load with 

different items (Asparouhov & Muthen, 2009; Gomes et al., 2017). When the structure of 

ESEM model is examined in Figure 1 (b), it is seen that ESEM brings together the advantages 

of EFA and CFA (Marsh et al., 2014). 

Figure 1. CFA and ESEM representations for a two-factor model (Booth & Hughes, 2014). 

  

a) CFA model b) ESEM model 

ESEM, like EFA, is flexible when testing measurement models and includes possible rotations 

for the construct matrix. It tests measurement models of latent variables using EFA instead of 

CFA. It is a more flexible type of structural equation model that models using an explanatory 

approach considering which of the factor rotations are appropriate (Schmitt, 2011). In CFA, all 

parameters are defined a priori by the researcher. It also presents different hypotheses for the 

relationships between observed and latent constructs. ESEM, on the other hand, requires only 

the number of factors as a priori knowledge and freely estimates all the other parameters (Booth 
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& Hughes, 2014). ESEM uses EFA while creating the measurement model that is part of a 

factor model and calculating the variance of residuals, rotated factor loadings, factor variances, 

and covariances (for example, regressions of latent factors on independent variables). Unlike 

CFA, an item does not necessarily load on a single factor. Small but statistically significant 

cross-loadings are not forced to be zero in the analysis with ESEM.   

Existing research shows that ESEM model provides model data fit better than CFA in person-

ality scales (Kristjansson et al., 2011). In addition, some studies show that better model fit co-

efficients are obtained compared to CFA (Rosellini & Brown, 2011; Mattson, 2012).  ESEM 

models are also expanded to multi-group analysis, allowing factorial structures to be compared 

in terms of measurement invariance or differential item functioning (Marsch et al., 2009; 

Tomás, et al.,2014). ESEM is a preferred model to reveal the factor structure when it exhibits 

better model data fit than CFA (Marsh, et al., 2014). In a study comparing CFA and ESEM in 

terms of model-data fit, it was stated that the data in the subgroups of culture, socioeconomic 

level and social capital fit better with ESEM model in the PIRLS 2006 and PISA 2009 applica-

tions (Caro et al., 2014). In another study where the factor structure of the Academic Motivation 

Scale was compared with CFA and ESEM, it was stated that the ESEM approach fit better with 

the data and the pattern of factor correlations was ranked more appropriately to the theoretical 

framework (Guay et al., 2015). Joshanloo and Lamers (2016), in their study examining the 

construct of well-being with CFA and ESEM, revealed that the factor structure in CFA is not 

clear enough, and that the two dimensions are very well separated with ESEM. Marsh et al. 

(2011), on the other hand, evaluated the 11-factor construct addressed under two main headings 

called cognitive and affective related to the academic motivation and responsibility scale. They 

stated that although the number and pattern of factors obtained with CFA and ESEM were the 

same, better fit indices were obtained with the ESEM model. 

In the literature, it is stated that testing the factor structure of a measurement tool with ESEM 

is more advantageous than CFA. On the other hand, Marsch et al. (2009) stated that when 

ESEM and CFA are tested together and the model fit is acceptable for both, it is more 

appropriate to continue the analysis by using CFA. For this reason, in the current study, it is 

aimed to determine which of ESEM and CFA models is more suitable for revealing the factor 

structure and construct validity of TIMSS 8th grade mathematics attitude questionnaire. In 

previous studies examining the TIMSS questionnaire, it is seen that CFA was used for model 

testing (Bofah & Hannula, 2015; Ertük & Erdinç-Akan, 2018; Polat, 2019). In the current study, 

it is thought that the comparability of the results to be obtained with ESEM with previous 

studies will contribute to revealing the factor structure of the TIMSS mathematics attitude 

questionnaire. In the current study, it is also aimed to test the measurement invariance of the 

factor structure of the TIMSS attitude questionnaire depending on gender with the accepted 

model. Consistent with the TIMSS 2015, 2011 and 2007 results, it was stated that mathematics 

achievements of the students who have interest in mathematics, who value mathematics, who 

have self-confidence in mathematics and who love mathematics in the Turkish sample are high 

(Raport, 2015).  In some studies, it has been seen that the gender factor is important in terms of 

beliefs about mathematics (Bofah & Hannula, 2015; Simpkins et al., 2005). Watt (2004) stated 

that girls' interest in mathematics is higher than that of boys, but that there is no difference 

between their mathematic performances. According to him, gender is more important in 

affecting students' self. The current study focuses on invariance by gender in order to be a 

reference for future research and to make more reliable interpretations on the relationship 

between the mathematics attitude questionnaire and achievement. In this connection, in the 

current study, answers to the following questions were sought: “Do the Turkish data obtained 

from the TIMSS 2015 8th grade mathematics attitude questionnaire fit the ESEM and CFA 

models? Does the questionnaire achieve measurement invariance in female and male student 

groups?”.  
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2. METHOD 

In this study, factor structure of the TIMSS 8th grade mathematics attitude questionnaire and its 

measurement invariance by gender are examined. The current study is a descriptive research 

aimed at revealing the existing state. 

2.1. Study Group  

A total of 238 schools having 8th graders participated in the TIMSS 2015 study from Turkey. 

In the period when the TIMSS 2015 study was conducted, there was a total of 1,187,893 eighth 

grade students. The number of students included in the TIMSS sample was 6079. In the Turkish 

sample, 48.4% (2943) were females and 51.6% (3136) were males. The current study was con-

ducted by using all the data obtained from 6079 students. 

2.2. Data Collection Tool 

In the TIMSS application, science and mathematics achievement tests and student, teacher, 

school, and parent questionnaires were used to determine the knowledge and skill levels of the 

8th grade students. In the current study, an attitude questionnaire applied to the 8th grade students 

was used. The questionnaire was administered under four titles “Students’ Interest in Mathe-

matics”, “Students’ Views on Engaging in Mathematics Lessons”, “Students’ Self-Confidence 

in Mathematics” and “Students’ Value Mathematics”. There is a total of 37 items in the ques-

tionnaire including 9 items (2 are negative) to measure students interest in mathematics, 10 

items to measure their views on engaging teaching in mathematics lessons, 9 items for their 

self-confidence in mathematics (5 are negative), and 9 items to measure their value of mathe-

matics. The scale items are in the form of 4-point Likert scale with the following response 

options: ‘1’ strongly disagree, ‘2’ a little disagree, ‘3’ a little agree, and ‘4’ strongly agree.   

2.3. Data Analysis  

Before starting the analyses, missing data and assumptions were examined and the data were 

made ready for analysis. In the TIMSS 8th grade data, there was missing data less than 1% in 

each variable. In all the data, the rate of missing data was 1.02%. This rate is lower than 5% 

(Çokluk et al., 2010; Raykov & Marcoulides, 2008). However, it is necessary to investigate 

whether the missing data are completely random or random and which technique will be applied 

to the missing data should be determined. In studies, it is stated that such data should be ap-

proached with caution regardless of the method (Allison, 2003; Graham, 2012; Little & Robin, 

1987). The distribution of the missing data can be determined with the Little Missing Com-

pletely at Random (MCAR) test. In the current study, the MCAR test was found to be signifi-

cant, meaning that the data were not completely random. In this case, assigning data can be 

seen as a more reliable method than deleting the data. For this reason, missing data were as-

signed with Expectation Maximization (EM) (Allison, 2003).  

Since CFA and ESEM, two types of the structural equation modelling as multivariate statistical 

methods, are used in the current study, it is necessary to check whether the data can satisfy the 

multivariate normality assumption or not. Therefore, the data were evaluated in terms of uni-

variate and multivariate outliers, univariate and multivariate normality, linearity, covariance, 

and multicollinearity. In order to determine the univariate outliers, the z values of the variables 

were calculated and those outside the ±3 range were examined. It was seen that there were not 

any univariate outliers in the data. For multivariate outliers Mahalanobis distances were calcu-

lated and it was found that Mahalanobis values did not exceed the critical chi-square value at p 

<0.001 (𝜒36;0.001
2 = 66.62). For multicollinearity, the following conditions were taken into 

consideration: a confidence interval-CI value lower than 30, variance inflation factor (VIF) 

lower than 10, and the tolerance values greater than .20 (Tabachnick & Fidell, 2007). No mul-
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ticollinearity was found in the data. However, based on the Levene test results, it was deter-

mined that some items did not provide covariance between groups. On the other hand, since 

most items had skewness and kurtosis values outside the range ± 1, it was accepted that the 

normality assumption was not satisfied in the current study. For this reason, Robust Maximum 

Likelihood (MLR) estimation method was used in the Mplus 7.0 program.   

In order to examine the factor structure of the TIMSS mathematics attitude questionnaire, the 

models analysed by CFA and ESEM were compared. The TIMSS questionnaire items were 

presented to the students under four headings. Therefore, in the current study, the questionnaire 

items were tested as 3-factor, 4-factor and 5-factor ESEM and 4-factor and 5-factor CFA and 

the results were compared. In order to decide the model having the best fit, Bayesian Infor-

mation Criterion (BIC) values (Kuha, 2004), differences between adjusted chi-square 

(𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝜒2) values (Asparauhov & Muthen, 2006), fit indices, and factor loadings were ex-

amined. In addition, the level of correlation between the factors was also taken into account. In 

order to evaluate model fit, the following goodness-of-fit indices can be used: 𝜒2, 𝜒2/degree of 

freedom (𝜒2/𝑠𝑑), root-mean-square error of approximation (RMSEA), the comparative fit in-

dex (CFI), goodness of fit index (GFI), adjusted goodness fit index (AGFI), the Tucker–Lewis 

index (TLI), and standard root mean square (SRMR). Although the use of such a variety of 

indices (especially when they take different values) creates a conflict about the fit of the model 

with the observed data, it can be decided about model fit by considering some suggested value 

ranges (Schermelleh-Engel et al.,2003). In addition, some studies indicate that CFI, TLI, and 

RMSEA indices are independent of the sample size (Hu & Bentler, 1995; Marsch et al., 2005). 

In the current study, it was decided that the model would be acceptable if the value of RMSEA 

and SRMR was smaller than 0.05 and CFI value was greater than 0.90, and TLI value was 

greater than 0.90 (Browne & Cudeck, 1993; Schermelleh-Engel & Moosbrugger, 2003). It was 

also accepted that the one with a lower BIC value of the two compared models would be the 

one with a better fit (Krueger et al., 2007). Moreover, it was decided that the model in which 

the correlations between the factors are smaller than 0.70 would be accepted to have a better fit 

with the data (Marsh et al., 2011; Guay et al., 2015).  

After the selection of the model, the invariance of the attitude questionnaire was examined in 

the male and female groups. The females were taken as the reference group. By imposing re-

strictions in parameters in the males, the modal invariance was investigated. At this stage, the 

limited model and the less limited model were compared in terms of fit. The stages of the meas-

urement invariance were hierarchically investigated as configural, weak, strong, strict, vari-

ance-covariance, and latent mean invariance (Guay et al., 2015; Marsch et al., 2010; Meradith, 

1993; Morin & Maïano, 2011; Steenkamp & Baumgartner, 1998). 

In the configural invariance stage, it is examined whether the factor model is equal for groups 

or not. In other words, factor loadings, factor means (intercept), and error variances are set free 

in both groups, latent variances are equated to 1, and latent means are equated to 0 in the refer-

ence group. In the weak invariance stage, as different from the previous model, restriction of 

equality between groups is imposed on factor loadings and cross-loadings. In the strong invar-

iance stage, along with factor loadings, factor means are also restricted and forced to be equal 

between the groups compared. In the strict invariance stage, restriction of equality between 

groups is imposed on measuring errors at item level. In fact, the invariances ensured up to this 

stage prove that the properties of a measurement tool are the same between groups. In the cur-

rent study, the model continued to be restricted and variance/covariance invariance was exam-

ined by restricting the variance/covariance matrix to be equal to 1 in all groups. In the last stage, 

the latent mean invariance was equated to 0 and latent mean invariance test was conducted 

(Morin & Maïano, 2011). 
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In order to find evidence for invariance, the differences between 𝜒2, CFI, TLI, and RMSEA 

values obtained from hierarchical models can be used. Since the MLR was used to estimate the 

parameters in the current study, Satorra-Bentler 𝜒2 (𝑆 − 𝐵𝜒2) value was obtained. For this rea-

son, in order to calculate the difference between 𝜒2 values, it is necessary to calculate 𝑇𝑅𝑑 

values by making adjustments. When the obtained 𝑇𝑅𝑑 value is greater than the critical value 

at the relevant degree of freedom and 0.05 significance level, the null hypothesis is rejected and 

it is interpreted that the models are different from each other (Asparouhov & Muthen, 2010; 

Bryant & Satorra, 2012; Satorra & Bentler, 2010). The formula in Equation 1 is used in calcu-

lating the TRd value.  

𝑐𝑑 = [(𝑑0 ∗ 𝑐0) − (𝑑1 ∗ 𝑐1)]/(𝑑0 − 𝑑1)               

                                                                                                                                                  (1) 

   𝑇𝑅𝑑 = [( 𝑇0 ∗ 𝑐0) − (𝑇1 ∗ 𝑐1)]/𝑐𝑑 

𝑑0: degree of freedom obtained for the restricted model, 𝑐0: scaling factor of the restricted 

model, 𝑑1: degree of freedom of the compared model, and 𝑐1: scaling factor of the compared 

model. 𝑇0: 𝑆 − 𝐵𝜒2 value of the restricted model; 𝑇1: 𝑆 − 𝐵𝜒2 value of the compared model.  

It is stated in the literature that CFI and RMSEA values are more reliable than 𝜒2 because they 

are not sensitive to the sample size. For this reason, it is appropriate to evaluate other fit indices 

together with 𝜒2 in model comparisons. Chen (2007) states that measurement invariance can 

be achieved when the decrease in the CFI value is .01 or less, or the increase in the RMSEA 

value is .015 or less. These values are suggested for the Maximum Likelihood (ML) estimation; 

however, Sas et al. (2014) showed that CFI and RMSEA values gave similar results to ML in 

MLR method.  Therefore, in model comparisons, besides 𝜒2 test,  ∆𝐶𝐹𝐼 and ∆𝑅𝑀𝑆𝐸𝐴 values 

were examined and thus decision was made about the invariance (Guay et al., 2015; Jung, 

2019). 

3. FINDINGS 

3.1. Model Fit of the TIMSS 8th Grade Attitude Questionnaire  

The TIMSS 8th grade attitude questionnaire items were presented to the students under four 

different headings. Therefore, Table 1 presents the goodness-of-fit indices of the models tested 

as four-factor models and of the models constructed as alternatives. 

Table 1. Goodness-of-fit indices obtained for the alternative models and information criteria   

 𝜒2/sd CFI TLI RMSEA BIC SRMR sf 

3-factor ESEM  14119.9/558 0.853 0.825 0.063 515966.04 0.042 1.318 

4-factor ESEM  8075.98/524 0.918 0.896 0.049 508445.10 0.027 1.337 

5-factor ESEM  5246.81/491 0.948 0.930 0.040 504986.23 0.020 1.343 

4-factor CFA 14636.47/623 0.848 0.838 0.061 516245.98 0.072 1.329 

5-factor CFA 10046.53/619 0.898 0.890 0.05 510174.40 0.059 1.329 

sf: scaling factor  

As can be seen in Table 1, the model having the highest goodness-of-fit indices is the 5-factor 

ESEM model (∆𝜒2 = 4944,33; ∆𝑑𝑓 =  128, 𝑝 < .05; RMSEA = 0.040, CFI =0.948, TLI 

=0.930, and SRMR = 0.020). At the same time, the lowest BIC value (BIC = 504986.23) was 

obtained in this model. After this model, the model having the best fit is the 5-factor CFA model 

(RMSEA = .05, CFI = .898, TLI = .890 and SRMR = .059). As the 𝑇𝑅𝑑 value indicating the 

𝑆 − 𝐵𝜒2 difference between two models was calculated to be 4944.33, it can be argued that 
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there is a significant difference between the models (∆𝜒2(128) = 155.40, 𝑝 < .05). In order 

to decide on the final situation, factor loadings obtained by the 5-factor ESEM and 5-factor 

CFA and correlations between factors were compared and the analysis results are given in Table 

2 and Table 3.  

Table 2. Factor loadings and cross loadings of the mathematics attitude questionnaire obtained with 

the 5-factor ESEM and 5-factor CFA. 

Factors  Item  F1 F2 F3 F4 F5 CFA 

 

 

 

Students’ interest 

in mathematics 

1 0.721 0.036 -0.017 0.066 0.037 0.805 

2 -0.527 0.010 0.361 0.167 -0.042 -0.561 

3 -0.622 -0.017 0.374 0.133 -0.006 -0.679 

4 0.463 0.111 0.086 0.039 0.084 0.548 

5 0.849 -0.020 -0.046 0.037 0.011 0.880 

6 0.674 0.012 0.079 0.089 0.019 0.713 

7 0.662 -0.030 -0.010 0.215 0.004 0.811 

8 0.700 0.061 -0.009 0.130 -0.026 0.810 

9 0.696 0.011 -0.106 0.177 -0.016 0.868 

 

 

Students’ views 

on engaging in 

mathematics les-

sons 

1 -0.041 0.465 -0.013 0.206 0.043 0.549 

2 0.025 0.724 -0.033 0.030 -0.023 0.741 

3 0.179 0.477 -0.002 0.077 0.090 0.655 

4 0.095 0.337 0.155 0.227 -0.011 0.466 

5 0.009 0.757 -0.034 0.026 0.013 0.779 

6 0.051 0.770 -0.033 -0.041 -0.011 0.773 

7 -0.016 0.705 0.039 0.014 0.003 0.693 

8 0.085 0.649 0.050 -0.007 -0.008 0.682 

9 -0.053 0.746 -0.010 -0.001 0.023 0.719 

10 -0.020 0.752 -0.009 -0.036 0.028 0.732 

 

Students’ mathe-

matics anxiety 

1 0.110 0.016 0.651 -0.195 -0.010 0.685 

2 -0.086 0.005 0.609 -0.208 -0.033 0.766 

3 0.059 -0.088 0.616 0.031 0.020 0.543 

4 -0.045 0.026 0.684 -0.153 0.019 0.785 

5    -0.125 -0.032 0.684 -0.100 0.016 0.800 

Students’ self-

confidence in 

mathematics 

1 0.174 0.043 -0.074 0.605 0.036 0.820 

2 0.103 0.075 -0.020 0.652 0.050 0.798 

3 0.064 -0.023 -0.009 0.752 0.020 0.773 

4 -0.002 0.151 -0.037 0.694 0.003 0.761 

 

 

 

Students’ value 

mathematics 

1 0.296 0.168 0.058 0.000 0.295 0.587 

2 0.223 0.068 0.114 0.030 0.440 0.630 

3 -0.052 -0.035 -0.023 0.081 0.733 0.695 

4 -0.055 -0.035 -0.026 0.089 0.767 0.733 

5 0.214 -0.064 -0.008 0.303 0.354 0.627 

6 0.140 0.002 -0.006 -0.032 0.714 0.786 

     7 0.061 0.022 -0.012 -0.039 0.720 0.740 

     8 -0.111 0.100 0.038 0.028 0.521 0.493 

     9 0.048 0.126 -0.032 -0.071 0.631 0.679 

  Cross Loadings                 |𝑋|̅̅ ̅̅ = .085                      𝑆𝐷̅̅̅̅̅ = .109 

F1: Factor 1, F2: Factor2, F3: Factor 3, F4: Factor4, F5: Factor5 
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When the factor loadings obtained with ESEM in Table 2 are examined, it is seen that the factor 

loadings of the items in the first factor called “students’ interest in mathematics” vary between 

.463 and .849. The cross-loadings of these items on the other factors are close to zero. In other 

words, these items do not exhibit high loading values in the other factors. The factor loadings 

of the items in the second factor called “students’ views on engaging in mathematics lessons” 

were found to be ranging from 0.337 to 0.752. The cross-loadings of these items are close to 

zero. There are five items in the third factor called “mathematics anxiety” and the factor load-

ings of these items were found to be ranging from 0.609 to 0.684. These items exhibit factor 

loadings close to zero in the other factors.  According to the results of ESEM, in the fourth 

dimension called “students’ self-confidence in mathematics”, there are four items and the factor 

loadings of these items were found to be ranging from 0.605 to 0.752. Finally, in the fifth factor 

called “students’ value mathematics”, there are 9 items and the factor loadings of the items were 

found to be ranging from 0.295 to 0.767. However, two items in this factor were found to be 

exhibiting high factor loadings in the first factor called “students’ interest in mathematics” 

(main factor loading value is 0.295, cross-loading value is 0.296). The fifth item in the factor 

called “students’ value mathematics” exhibits a similar loading value in the factor called “stu-

dents self-confidence in mathematics” and shows a high cross-loading value (main factor load-

ing is 0.354, cross loading value is 0.303). This situation casts doubt on the validity of both of 

the items. According to Marsch et al. (2011) cross-loadings of items should be as close to zero 

as possible. The discriminant validity is considered to be poor if the cross-loading of the item 

moves away from zero and gives a high loading on a factor other than its own (Hair et al., 2010). 

It may be appropriate to remove such items from the measurement tool. At this point, although 

ESEM follows a strict path in eliminating weak items, it actually wants to increase the validity 

of the factors. The mean cross-loading of factor loadings obtained by ESEM as absolute value 

is .085, while the standard deviation is .109. When the factor loadings obtained with CFA are 

examined, it is seen that the lowest factor loading is .548, while the highest factor loading is 

.880. The factor loadings obtained with CFA are generally higher than the factor loadings ob-

tained with ESEM. Correlations between the factors in the model are given in Table 3. 

Table 3. Correlations between the factors obtained with ESEM and CFA. 

 Factor Factor 2 Factor 3 Factor 4 Factor 5 

 

ESEM 

1 0.472 -0.332 0.660 0.518 

2  -0.043 0.328 0.450 

3   -0.410 -0.097 

4    0.430 

 

CFA 

1 0.531 0.810 -0.565 0.640 

2  0.482 -0.174 0.552 

3   -0.611 0.597 

4    -0.262 

 

When the correlation values given in Table 3 are examined, it is seen that the correlation values 

between the first and fourth factors (-.565), between the second and fourth factors (-.174), and 

between the fourth and fifth factors (-.262) in the CFA model are lower compared to those of 

ESEM. The correlation found between the first and third factors in the CFA is .810, while the 

same correlation was calculated to be -.332 in ESEM. The high correlation between the two 

factors in the CFA model creates doubts about whether they measure similar features and 

whether the model has five or four factors. For this reason, after examining factor loadings and 

correlation values, the ESEM model was accepted, but two items, "mathematics will help me" 
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and "job involving mathematics", were excluded from the analysis due to their high cross-load-

ings. The fit indices obtained after the items were removed are shown in Table 4.   

Table 4. Fit indices obtained for the five-factor and 35-item TIMSS 8th grade attitude questionnaire with 

ESEM   

 CFI TLI RMSEA BIC SRMR sf. 

ESEM (35 items) 0.953 0.935 0.039 474776.122 0.019 1.350 

 

When the fit indices given in Table 4 are examined, it can be said that ESEM is consistent with 

the data (RMSEA = 0.039, CFI = 0.953, TLI =0.935 and SRMR = 0.019). Therefore, it was 

accepted that the TIMSS 8th grade mathematics attitude questionnaire conforms to ESEM with 

35 items and 5 factors and the measurement invariance of the questionnaire between male and 

female groups was examined with ESEM. The results obtained are given in Table 5.  

3.2. Measurement Invariance in terms of Gender 

As can be seen in Table 5, when the fitting of the ESEM model in male and female groups is 

examined, it can be said that the model is acceptable (for males: RMSEA = 0.097, CFI = 0.959, 

TLI = 0.943, SRMR = 0.018; for females: RMSEA = 0.043, CFI = 0.947, TLI =0.926, SRMR 

= 0.02). Since the model was confirmed separately in each group, the invariance phase was 

initiated.  

Table 5. Fit indices obtained for gender groups and invariance stages with ESEM. 

 𝑆 − 𝐵𝜒2 df sf CFI TLI RMSEA SRMR ∆𝐶𝐹𝐼 ∆𝑅𝑀𝑆𝐸𝐴 

Males 2241.46 430 1.361 0.959 0.943 0.037 0.018 - - 

Females 2750.71 430 1.304 0.947 0.926 0.043 0.020 - - 

M1 4981.13 860 1.332 0.953 0.935 0.040 0.019 -  

M2 5418.74 895 1.319 0.948 0.931 0.041 0.025 -0.004 0.001 

M3  5610.14 1040 1.317 0.948 0.940 0.038 0.025 0 -0.003 

M4 5887.86 1075 1.337 0.945 0.939 0.038 0.028 -0.003 0 

M5 6100.86 1090 1.337 0.943 0.937 0.039 0.048 -0.002 0.001 

M6  6233.90 1095 1.335 0.941 0.936 0.039 0.046 -0.002 0 

df: degree of freedom M1: Configural invariance, M2: Weak invariance, M3: Strong invariance, M4: Strict invar-

iance, M5: Variance/covariance invariance, M6: Latent mean invariance 

 

When the first stage (M1); configural invariance is examined, it can be said that the model is 

confirmed and the configural invariance is accepted (RMSEA = .040, CFI = .953, TLI = .935, 

SRMR = .019). It can be said that in the weak invariance stage (M2), fit indices are within the 

acceptable ranges (RMSEA = .041, CFI = .948, TLI = .931, SRMR = .025). The 𝑇𝑅𝑑 value for 

the chi-square difference between the two models was calculated to be 512.67. Accordingly, it 

can be said that there is a significant difference between the two models (∆𝜒2 (35) =
49.80, 𝑝 < .05). However, the difference between fit indices obtained in configural and weak 

invariance stages is acceptable (∆𝐶𝐹𝐼 =  −.004, ∆𝑅𝑀𝑆𝐸𝐴 = .001). This shows that weak in-

variance is achieved. When M3 (strong invariance) is examined for the third stage, it can be 

said that fit indices of the model are at an acceptable level (RMSEA = .038, CFI = .948, TLI 

=.940, SRMR = .025). 𝑇𝑅𝑑 value between M3 and M2 models was calculated to be 184.90. 

Accordingly, there is a significant difference between the two models (∆𝜒2(145) = 174.1, 𝑝 <
.05). When the change of fit indices is examined in addition to 𝜒2 difference value, it can be 
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said that the difference between the models is not significant (∆𝐶𝐹𝐼 =  0, ∆𝑅𝑀𝑆𝐸𝐴 = −.003). 

In this case, it can be concluded that the strong invariance of the TIMSS attitude items is tenable 

across male and female student groups. In the fourth stage, after the restriction of equality of 

error variances between the groups is imposed, it can be stated that the fit indices of the strict 

invariance (M4) model remain within acceptable ranges (RMSEA = .038, CFI = .945, TLI 

=.939, SRMR = .028). The 𝑇𝑅𝑑 value between M4 and M3 was calculated to be 250.36 and a 

significant difference was found between the models as (∆𝜒2 (35) = 49.80). However, the 

difference of the fit indices between M4 and M3 provides support for strict invariance across 

gender (∆𝐶𝐹𝐼 = −.003,  ∆𝑅𝑀𝑆𝐸𝐴 = 0). When the fit indices obtained for M5 are examined 

at the next stage, it can be said that the model produces acceptable fit (RMSEA = .039, CFI = 

.943, TLI = .937, SRMR = .048). 𝑇𝑅𝑑 value calculated between M5 and M4 was found to be 

213.0. Although, there is a significant difference between the two models (∆𝜒2(15) = 24.99), 

the change of fit indices are within the acceptable range (∆𝐶𝐹𝐼 = −.002, ∆𝑅𝑀𝑆𝐸𝐴 = .001). 

The fit indices belonging to M6 model constructed to test whether latent means are invariant or 

not can be said to be in acceptable ranges (RMSEA = .039, CFI = .941, TLI =.936, SRMR = 

.046). When M6 and M5 are compared, it can be said that the change in M6 is not significant 

compared to M5. Thus, latent mean invariance is achieved: (∆𝐶𝐹𝐼 = −.002, ∆𝑅𝑀𝑆𝐸𝐴 = 0). 

4. DISCUSSION and CONCLUSION 

In the current study, the fit of TIMSS 8th grade mathematics attitude questionnaire to the ESEM 

and CFA models was examined in the first stage and it was seen that the data fit the 5-factor 

ESEM model the best. ESEM is a model that allows cross-loadings. In CFA, an item's factor 

loading (even very small values) is forced to be zero in factors other than its own factor. This 

may cause high correlation values between factors and poor model fit (Marsh et al., 2009). 

Stromeyer et al. (2015) stated that cross-loadings allow for better model estimation based on 

such indicative information rather than causing pollution to the structure. As a matter of fact, 

in the current study, the 5-factor ESEM model exhibited fit better than the 5-factor CFA and 4-

factor CFA models. In addition, the correlation between the 2nd and 3rd factors in the CFA model 

was found to be high as 0.81. This might be because of the restriction on cross-loadings. Failure 

to detect very small cross-loadings by CFA may cause bias in correlation values between factors 

(Jung, 2019). On the other hand, in the 5-factor ESEM model, the cross-loading values of 2 

items move slightly away from 0 and give rise to doubts on the discriminant validity of these 

items. After these two items were removed from the analysis, it was concluded that ESEM was 

compatible with the data. Polat (2019) stated that the TIMSS 8th grade mathematics affective 

feature model fits CFA with 4 factors and 34 items. However, in order to be able to decide this 

in his study, he first applied EFA to the data and decided to exclude 3 items from the analysis 

according to EFA results. He stated that the model was confirmed with 4 factors and 34 items 

by applying CFA after the items were removed. In the model he established, he reported the 

correlation between the dimensions of “students like learning mathematics” and “students are 

confident in mathematics” as .85. Although the removal of items contributes to the model, the 

level of correlation between dimensions remains high. This situation can be considered as an 

indication that the factor loadings are affected by the cross-loadings being forced to zero. Guay 

et al. (2015) stated that the correlations between factors in the motivation scale are lower than 

they are in CFA. In the TIMSS 8th grade science attitude questionnaire, which Jung (2019) 

examined as 3 factors, the correlation values between the dimensions of ‘students’ like learning 

science’, ‘students’ confidence in science’ and ‘students’ value science’ remained at low levels 

compared to CFA (the highest correlation with ESEM is .762; the highest correlation is .823 

with CFA). The correlation results obtained in the current study are consistent with the related 

studies in the literature. On the other hand, when cross-loadings were examined with the ESEM 

model, it was concluded that the cross-loadings of the items "mathematics will help me" and 



Uyar

 

 866 

"job involving mathematics" in the factor called students value mathematics were high. There-

fore, these two items were excluded from the analysis. The item “mathematics will help me” 

was excluded from the analysis because it was in a different dimension according to EFA results 

in the study conducted by Polat (2019). In addition, Polat (2019) concluded that two items in 

the dimension of “self-confidence in mathematics” should be removed from the analysis as a 

result of EFA. In the current study conducted with ESEM, the dimension of “students’ self-

confidence in mathematics” was divided into two different dimensions according to ESEM re-

sults and was named as “students’ self-confidence in mathematics” and “students’ mathematics 

anxiety”. For this reason, different from the study of Polat (2019), there was no need for item 

exclusion. 

In the current study, since it was decided that ESEM was the more suitable model, measurement 

invariance was carried out with ESEM. The TIMSS 8th grade mathematics attitude question-

naire achieved configural, weak, strong, strict, variance/covariance, and latent mean invariance. 

According to the results obtained, it can be said that the factor structure, factor loadings, factor 

means, errors, variance/covariance matrix, and latent means of the questionnaire are similar in 

male and female groups, so it can be used safely in studies related to gender (Guay et al., 2015). 

TIMSS questionnaires have been the subject of many measurement invariance studies. Polat 

(2019) examined the TIMSS 8th grade mathematics affective model in the Turkish data as 4 

factors and 34 items with MGCFA. He stated that all the invariance stages were satisfied be-

tween the genders in the study. Jung (2019) examined the invariance of the TIMSS 2015 8th 

grade science attitude questionnaire between genders with three-factor ESEM in American 

data. In the study, configural, weak, and strong invariance was examined and it was stated that 

these three stages were satisfied.  Ertürk and Erdinç-Akan (2018) examined three of the affec-

tive characteristics affecting mathematics separately in the TIMSS 2015 4th grade Turkish data; 

namely, “like learning mathematics”, “interest in mathematics” and “self-confidence in mathe-

matics”, and the invariance of each variable depending on gender. As a result of the study, strict 

invariance condition was met for only the variable of “like learning mathematics”. It was ob-

served that the variables of “interest in mathematics” and “self-confidence in mathematics” 

achieved configural invariance. Bofah and Hannula (2015) stated that the TIMSS 2011 scale, 

which consisted of items such as “like learning mathematics”, “value mathematics”, “self-con-

fidence in mathematics”, “teacher responses”, and “parent participation” achieved configural, 

weak and strong invariance in ten different countries in male and female groups. Marsh et al. 

(2013) examined the factor structure of the TIMSS 2007 mathematics and science motivation 

scale in the Arab countries of Saudi Arabia, Oman, Egypt, and Jordan, England, Scotland, Aus-

tralia, and the U.S. with CFA. They also examined the invariance of the questionnaire between 

genders for each country and stated that the scale fulfils the requirement of complete invariance. 

On the other hand, it was stated that in the Turkish data in PISA 2012, another international 

exam, the learning model fulfilled all the conditions of invariance (Kıbrıslıoğlı, 2015). Unlike 

these results, according to PISA 2015 Turkish data, Güngör and Atalay Kabasakal (2019) stated 

that the science motivation and self-efficacy model and Uyar and Kaya-Uyanık (2019) stated 

that the science learning model did not achieve invariance in relation to gender. In the studies 

conducted, it is stated that although it is not clear whether the questionnaires used in interna-

tional studies achieve the invariance in terms of gender, the measurement invariance for gender 

in mathematics questionnaires has been achieved in general. It is seen that the results obtained 

in the current study are consistent with the studies in the related literature.  

Failure to achieve measurement invariance for a measurement tool may prevent a healthy com-

parison of scores. For this reason, researchers are recommended to examine the invariance of 

the measurement tools used between the groups they will compare. In addition, it may be sug-

gested that they take into consideration the advantages of ESEM and use ESEM in studies 

where EFA and CFA will be used together. In the current study, invariance only in terms of 
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gender was examined. In future studies, invariance in sub-groups such as country, socio-eco-

nomic level or geographical region can be examined with the ESEM model. This study focused 

solely on the questionnaire applied to 8th grade students. Since TIMSS is an evaluation study 

that is also applied to 4th graders, it may be suggested to examine the invariance of question-

naires related to mathematics and science among younger students with ESEM. Researchers 

need to apply EFA followed by CFA in scale development or adaptation studies. ESEM can be 

recommended to researchers as it can provide information about the model at once instead of 

analyzing it twice.  
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Abstract: This study aimed to validate the English version of Sahin’s (2019) State 

Test Anxiety Scale (STAS) which was originally developed in Turkish based on the 

latest bio-psychosocial model of test anxiety. For this purpose, the Turkish version 

of STAS was translated into English and administered to 360 (123 females, 237 

males) students from 22 countries. The data were subjected to the confirmatory 

factor analysis to confirm the three-factor structure as in the Turkish version. Most 

of the fit indices examined (χ2/df=1.94, CFI=.98, NFI=.96, NNFI=.98, IFI=.98, 

RMSEA=.05, SRMR=.05) indicated that the data of the STAS had a good fit to the 

three-factor structure as its Turkish version. The Alpha internal consistency 

coefficients were found to be .81, .77, .91, and .92, for Physiological effects, 

Psychosocial effects, Cognitive effects subscales, and the total scale respectively. 

Stratified Alpha was also calculated and was found to be .93. All in all, evidence 

collected in this study indicated that the English version of STAS was a valid and 

reliable scale as its Turkish version. 

1. INTRODUCTION 

Test anxiety is one of the common types of anxiety. It affects 25% to 40% of the individuals at 

a certain level (McDonald, 2001). Test anxious individuals can experience some symptoms that 

prevent their brain and body function properly. This can decrease their test performance 

dramatically. Especially in a high-stakes exam situation, it is nearly impossible for some 

students not to get anxious before or after the exam. The numbers reveal the truth that test 

anxiety is very common even since the early days of schooling. According to Gençdoğan 

(2006), 66% of the students experience exam anxiety. Moreover, it is found in recent studies 

that test anxiety starts in primary school (Tornio, 2019; Popa et al., 2019) and elevates as the 

number of failures increases (Karataş et al., 2013). It is also said that test anxiety experienced 

in early childhood can be transferred to adulthood if necessary precautions are not taken 

(Delvecchio et al., 2017). The reason for the test anxiety can be the test-oriented nature of 

educational systems in different countries. For example, children in the United States take tests 

even before being accepted to kindergarten. Individuals may experience test anxiety in 

variegated levels due to the pressure of the expectations to be successful in tests starting in the 

early years of their life, the uncertainty about the result of the tests, and the possibility of losing 

face among family members.  
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The first studies on test anxiety started after the mid-20th century with some pioneering studies 

from a couple of scholars (Mandler & Sarason, 1952; Sarason & Stoops, 1978; Suinn, 1969; 

Osterhouse, 1970). According to Spielberger (1972) anxiety has two types: Trait-level anxiety 

and state-level anxiety. The former is a serious mood disorder in which individuals take their 

experience as a threat. The latter is a version of trait-level anxiety that triggers some problematic 

physiological and cognitive responses and it emerges in some specific situations like tests. Test 

anxiety is a kind of state-level anxiety as it has observable symptoms in only testing situations 

(Sapp, Farrel, & Durand, 1995). It is commonly accepted that if an individual has high trait 

level anxiety, they will experience high test anxiety as well (Spielberger & Vagg, 1995). 

Test anxiety was first accepted as a phenomenon manifesting itself with a couple of bodily 

symptoms such as nausea, sweating, faster heartbeats, trembling, dizziness, dry mouth, tense 

muscles, headache, stomachache (Hagtvet et al., 2001). Later, it was noticed that anxiety had 

some deeper symptoms which could not be attributed to bodily reactions only. They were 

thought of as the emotional and cognitive reactions that the body produces against an uncertain 

situation like a test. Therefore, test anxiety was, then, considered to have two commonly 

accepted main sub-dimensions (Liebert & Morris, 1967). They are “worry” and “emotionality”. 

Worry constitutes the cognitive reactions that the body produces. They can be considered as the 

self-deprecative thoughts that may lead the test taker to failure (Bozkurt et al., 2017). 

Emotionality constitutes bodily reactions such as nausea, sweating, and faster heartbeats 

(Spielberger, 1972). Although this two-factor model was commonly accepted, there was 

another model of test anxiety taking the thoughts about social derogation of the individuals into 

account put forward by Friedman and Bendas-Jacob (1997) and it was then called the 

biopsychosocial model by Lowe et al. (2008). The Bio-psychosocial model takes social and 

environmental factors into account and considers the environment and the social interaction of 

the individuals with others as the sources of anxiety. These social factors may be observed as 

being teased by friends, getting negative reactions from parents, teachers and losing face with 

them. 

There are plenty of scales developed to measure test anxiety. The test anxiety questionnaire 

(Mandler & Sarason, 1952) is one of the first instruments developed to measure test anxiety. It 

has 42 items accumulated under three subscales: “anxiety about group intelligence tests”, 

“anxiety about individual intelligence tests”, and “anxiety about course examinations”. 

Responders reflect their anxiety by pinpointing their level of endorsement to the items on a 15-

centimeter line. The state-trait anxiety scale (STAI) developed by Spielberger et al. (1970) is 

also one of the initial scales to measure test anxiety. It has 40 items with 20 items in state and 

20 others in trait anxiety subscales. Driscoll (2007) has another test anxiety scale named 

Westside Test Anxiety Scale. It has ten items and it takes around five minutes to administer. 

Another test anxiety scale is the Revised Test Anxiety Scale (RTAS) developed by Benson and 

El-Zahhar (1994). It has subscales called Tension, Worry, Test-irrelevant thoughts, and Bodily 

symptoms. Test Anxiety Inventory (TAI) which was developed by Spielberger (1980) is 

another test anxiety scale and it is one of the most used test anxiety scales (Chapell et al., 2005). 

It has 20 items under two subscales of Worry, and Emotionality. 

There are two trait-level test anxiety scales recently developed. One of them is the cognitive 

test anxiety scale revised (Cassady & Finch, 2014). It has 25 items in one common factor related 

to the cognitive dimension of test anxiety. The other one is the IDA test anxiety scale (Başol, 

2017) which was developed in Turkish and has nine items in the cognitive and physiological 

reactions subscale and six items in a subscale targeting social and environmental triggers of test 

anxiety.   

Test anxiety has the potential to cause individuals to experience undesired drawbacks before, 

during, and after test-taking situations. It has some drawbacks from the point of view of 
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educational measurement as well. The current reliability coefficients calculate the reliability 

from the point of view of the items on a scale or a test based on the responses by the test takers. 

However, when it is test anxiety in action during a test, it is not the test items threatening the 

reliability of the scores. It is the test anxiety the individuals experience threatening it. That is to 

say, the test items may be statistically sound items and 5% or 10% of the test takers experiencing 

test anxiety in severe levels may not be adequate to indicate a problem in the reliability 

coefficients via statistical means. As their total scores are affected negatively by test anxiety, 

highly test anxious students are seen as low or mid-ability students who are not being able to 

answer the items correctly (as all other students with similar scores) without taking the anxiety 

they experience into consideration. As a result, students who get 60 out of 100 points without 

experiencing test anxiety and students who get 60 out of 100 due to the anxiety they experience 

are considered as equal by statistical formulas and everyone in the society. However, the 

students experiencing high test anxiety get fewer points than they deserve due to the negative 

effects of test anxiety. According to Hembree (1988) highly anxious students get around 12 

percentile points lower than their peers who experience lower anxiety levels. What is worse is 

that it is nearly impossible to measure the exact impact of test anxiety on their test scores as 

they experience test anxiety in varying degrees. Therefore, the score of the students 

experiencing test anxiety does not reflect the real level of their latent ability on the measured 

construct due to test anxiety. As this hidden test anxiety effect on test scores changes based on 

the severity level of the anxiety individuals experience during the test, it is currently not possible 

to devise a correction formula to eliminate the error in the test scores of these students caused 

by test anxiety. As a result, it can be said that until the effects of test anxiety are lifted from the 

test environment, the reliability of the test scores obtained via statistical means may be much 

less than calculated via legitimate formulas.  

The accurate and early diagnosis of test anxiety is highly critical, and such an early and accurate 

diagnosis may yield more reliable results if scales developed considering the latest model of 

test anxiety (bio-psychosocial model) are used. As studies conducted on test anxiety in the early 

1950s suggest that anxiety has a connection to different situations, it would be more valid to 

diagnose anxiety in specific situations which is called the “Specificity Theory of Anxiety” 

(Harper, 1971). There are some scales developed specifically measuring state test anxiety (e.g. 

Mandler & Sarason, 1952; Spielberger et al., 1970). It would not be wrong to state that the 

youngest of them is a half-century old. The recent scales developed to measure trait level test 

anxiety may be limited as they are administered in the relaxed classroom environment for which 

the test takers should consider their overall test anxiety experience in all tests cumulatively 

while responding. Such scales are useful as it is practical to collect data with them. Moreover, 

as it is commonly accepted that there is a high correlation between state and trait test anxiety, 

that is, individuals experiencing high trait level anxiety will probably experience high state-

level test anxiety (Spielberger & Vagg, 1995), the scale scores obtained from these scales can 

be used to diagnose and support the individuals experiencing test anxiety. However, the author 

of this paper believes that there may be some specific tests (as mentioned in the Specificity 

Theory of Anxiety) that the individuals with trait level anxiety may experience state-level test 

anxiety before, during, and after some particular tests much more than some others. Moreover, 

there may be some tests that they do not experience test anxiety at all or experience it to a lower 

stance. The current trait level test anxiety scales administered in a classroom environment away 

from the threat or the perception of the threat influencing the emotional state of the individuals 

and getting data from individuals collectively for all tests may not always distinguish between 

test anxiety experienced before, during, or after specific test-taking scenarios. Moreover, it 

would not be wrong to claim that the existing state test anxiety scales developed half a century 

ago may not be accurate enough to be used for such a purpose. Therefore, there may be an 

immediate need for a state test anxiety scale that would include the latest bio-psychosocial 
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model of the test anxiety, and which would enable the researchers to collect data for each 

specific test situation individually. For this purpose, the Turkish version of the State Test 

Anxiety Scale (Sahin, 2019) was developed. However, the need for such a scale in the English 

language to close the aforementioned gap in the literature still exists. Its translation to English 

and validation study was conducted to provide the international literature with the English 

version of this up-to-date state test anxiety scale. Therefore, the purpose of this study was to 

validate the English version of the State Test Anxiety Scale (STAS) which was developed 

originally in Turkish by Sahin (2019). 

2. METHOD 

In this part of the paper, the data collection instruments, the participants, the data collection 

procedures, and the statistical analyses used to collect data for the validity, reliability, and 

linguistic equivalence of the scale with its Turkish version will be detailed.  

2.1. Data Collection Instruments 

This study was conducted at the Northern Cyprus Campus of a reputable Turkish university 

with the participation of the students taking an academic English course during their freshmen 

year. A couple of data collection tools were used due to the nature of this study. They are the 

Turkish version of the State Test Anxiety Scale (STAS-TR; Sahin, 2019), the English version 

of the State Test Anxiety Scale (STAS-EN), and the Turkish version of the Revised Test Anxiety 

Scale (RTAS; Akin et al., 2012).  

2.1.1. STAS-TR 

The Turkish version of STAS was developed by Sahin (2019) using 312 participants (129 

Females, 183 males) who were students at the Preparatory School Program (PSP) of an English 

medium private university located in the Turkish Republic of Northern Cyprus. Students attend 

PSP to develop their English language skills so that they can easily follow their departmental 

courses which will be held in English. STAS-TR has 22 items accumulated under three 

subscales called Physiological Effects (PE), Psychosocial Effects (PSE), and Cognitive Effects 

(CE). Cronbach’s Alpha internal consistency coefficient for each subscale was found to be .85, 

.84, .93 respectively, and .94 for the total scale (Sahin, 2019). The participants respond to 

STAS-TR through a 4-point Likert scale with the Turkish versions of “1-Not At all, 2-Slightly, 

3-Moderately, 4-A lot”. The PE subscale of STAS-TR has eight items covering physiological 

effects of test anxiety such as headache, tighter muscles, difficulty breathing, fever, nausea, and 

stomachache. Two of the items under this subscale are “I have difficulty breathing” and “I have 

a dry mouth”.  

The PSE subscale has five items covering the effects of test anxiety pushing the individuals to 

think over the reactions of the people in their social environment to their possible incompetence. 

This subscale has items about negative reactions from the family members, feeling of losing 

face with the teacher, fear of being teased by the classmates in case of failure. One of the items 

in this subscale is “I worry about my classmates making fun of me for getting a low grade on 

the exam”.   

The CE subscale has nine items like the fear of not being able to come up with the right answers, 

not being able to understand what is asked in the exam, getting a low grade, failure, not being 

able to finish the exam on time. One of the items under this subscale is “I am afraid of not being 

able to finish the exam on time”. 

As the purpose of this study was to validate the English version of STAS-TR, STAS-TR was 

used to compare the reliability, validity, and linguistic equivalence of STAS-EN in this study. 
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2.1.2. STAS-EN  

In order to ensure the linguistic equivalence of STAS-EN and STAS-TR, STAS-TR, which was 

found to be a valid and reliable state test anxiety scale in its original study (Sahin, 2019), was 

given to two bilingual translators who were both highly competent in Turkish and English and 

it was translated to English by them. When the translations were finalized, the translations of 

each item were reviewed and the most appropriate translations for each item were selected by 

the author who is also bilingual and who has B.A. and M.A. degrees in English language 

teaching. After this stage, the initial form of STAS-EN was given to two separate competent 

bilingual translators and was translated back to Turkish. The back translations were reviewed 

by the author and amendments in the items of STAS-EN were done based on the back 

translations. Then, the draft version of the STAS-EN was obtained. Two separate bilingual 

language experts with backgrounds in linguistic studies reviewed the draft version of STAS-

EN. Some statements were amended at this stage based on their feedback as well.  

At the final stage, the draft version of STAS-EN was reviewed by a British, a Canadian, and 

two American native speakers one of which was a scholar engaged in anxiety research and two 

of which were psychologists and psychometricians at the same time. STAS-EN was edited one 

more time based on the native speakers’ suggestions. Finally, STAS-EN was administered to a 

group of students with diverse nationality and English proficiency levels in order to get 

feedback about the clarity and comprehensibility of the items in the scale. The draft version 

was edited one last time based on the student feedback and questions.  

2.1.3. RTAS 

RTAS, developed by Benson and El-Zahhar (1994) and adapted to Turkish by Akin et al. 

(2012), was used to collect evidence on the concurrent validity of the STAS-EN as was done 

while STAS-TR was being developed. The first reason why RTAS was selected as the scale to 

be used for concurrent validity was that it had many subscales with a close relationship with 

the subscales of STAS-TR and STAS-EN. Moreover, it was a widely used scale with separate 

validity studies done by multiple samples (Egyptian, American, Spanish) and authors (Bados 

& Sanz, 2005; Benson & Al-Zahhar, 1994; Hagtvet & Benson,1995). More importantly, RTAS 

(Turkish version) was used in the development of STAS-TR and it was thought that using it 

while developing STAS-EN would yield comparable results with STAS-TR.  

RTAS is a trait level test anxiety scale that has 20 items under four subscales entitled “Tension”, 

“Bodily Symptoms (BS)”, “Worry”, and “Test-irrelevant Thoughts (TiT)” with a 4-point Likert 

scale. The Tension subscale has five items covering anxious thoughts of the individuals about 

the test like “I worry a great deal before taking an important exam”, BS subscale has five items 

on the bodily reactions such as “I get a headache during an important test”, Worry subscale has 

six items covering the anxiety about failure and self-deprecating thoughts like “During tests, I 

find myself thinking about the consequences of failing” and TiT subscale has 4 items about 

test-irrelevant thoughts like “While taking tests, I sometimes think about being somewhere 

else”.  

Benson and El-Zahhar (1994) reported alpha coefficients ranging between .76 and .91 with the 

American sample (as cited in Akin et al. (2012), p.107). Hagtvet and Benson (1995) found that 

the alpha reliability coefficients were .89, .81, .81, .85, and .91 for the Tension, Worry, BS, 

TiT, and the whole scale respectively. Akin et al. (2012) also reported .78, .71, .78, .80, and .88 

for the Tension, Worry, BS, TiT, and the whole scale. 

2.2. The Participants, Data Collection Procedures, and Statistical Analyses  

STAS-EN was administered to students a couple of times just before different exams to collect 

adequate data as evidence of validity, reliability, and indirect evidence of linguistic equivalence 

of the scale. Apart from STAS-EN, STAS-TR, and RTAS (Turkish version) were also 
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administered to participants at different stages of the study. The data collection started with the 

administration of RTAS to 196 students (77 Females, 119 Males) in the classroom environment 

and an informed consent form detailing the purpose of the study, how the data collected will be 

used and how participants can leave the study anytime they wish was signed by the voluntary 

participants. STAS-EN was administered to these students right before their midterm exam for 

an academic English course and the Pearson product-moment correlation coefficient between 

the same 196 students’ scale and subscale scores obtained from both RTAS and STAS-EN were 

calculated using SPSS 23 (IBM Corp, 2015) as evidence of concurrent validity of STAS-EN.  

The main group of participants of the study (n=360) was selected from a population of students 

with which STAS-TR was developed. STAS-TR was developed with the participation of only 

students with Turkish origins due to the language of the scale. The students with Turkish origins 

constituted a large part of this study as well (282 including the 20 students who were citizens 

of the Turkish Republic of Northern Cyprus). Moreover, 78 international students from 21 

different countries such as Pakistan, Bangladesh, Egypt, Jordan, Kenya, Syria, Kazakhstan, 

Azerbaijan, Ruanda, Nigeria, and Uganda also participated in the study reaching a total number 

of 360 students (123 females, 237 Males) from 22 countries.  257 (56 Females, 201 Males) of 

the 360 students were from Engineering programs and 103 (67 Females, 36 Males) of them 

were students registered to Social Sciences programs. The more detailed descriptive statistics 

about the gender and fields of the participants can be found in Table 1.  

Data collected from the main participants of the study was also used to confirm the three-factor 

structure of STAS-EN that it inherited from STAS-TR. That is, the factorial structure of STAS-

EN was already known and it was expected to maintain the three-factor structure of STAS-TR. 

Therefore, confirmatory factor analysis (CFA) was utilized to confirm this structure. Before the 

CFA, to detect multivariate outliers, Mahalanobis Distance (D2) was calculated using SPSS 23 

(IBM Corp, 2015) and their p values were examined. Moreover, the Q-Q plots of the 

Mahalanobis Distances were examined. In this examination, no multivariate outliers were 

detected in the data. Following this examination, data was taken into confirmatory factor 

analysis (CFA) based on the default options of LISREL 8.51 (Jöreskog & Sörbom, 2001) in 

order to confirm and analyze whether the three-factor model of STAS-TR fit the data collected 

using STAS-EN.  

Table 1. Descriptive statistics of the main participants of the study (n=360). 

 Department Female Male Frequency Percent 

 

Social 

Sciences  

Programs 

Economy 6 5 11 3.1 

Guidance and Psychological Counseling 14 1 15 4.2 

Business Administration 5 14 19 5.3 

Political Science and International Relations 6 11 17 4.7 

Psychology 36 5 41 11.4 

                               Social Sciences Total 67 36 103 28.7 

 

 

Engineering 

Programs 

Aerospace Engineering 16 27 43 11.9 

Electrical and Electronics Engineering 7 38 45 12.5 

Chemical Engineering 7 6 13 3.6 

Mechanical Engineering 4 47 51 14.2 

Petroleum and Natural Gas Engineering 6 8 14 3.9 

Computer Engineering 9 47 56 15.6 

Civil Engineering 7 28 35 9.7 

 Engineering Total 56 201 257 71.3 

 Grand Total 123 237 360 100.0 
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Evidence about the reliability and internal consistency of STAS-EN was assessed utilizing 

different analyses. For this purpose, Cronbach’s Alpha, stratified Alpha, McDonald’s Omega, 

the Spearman-Brown split-half reliability coefficients were calculated. Apart from these, test-

retest reliability analysis was also conducted. While calculating the reliability coefficients, data 

collected from the main participants (n=360) of the study were used. For test-retest reliability 

analysis, a separate group of 98 students (32 Females, 66 Males) than the main participants of 

the study enrolled in an academic English course at the same institution where the study was 

held were asked to respond to STAS-EN before a quiz and a midterm exam which had around 

4-week interval in between. The data for test-retest reliability analysis was collected from a 

different group of students because it was not possible to find an adequate number of exams 

within one single course to collect the necessary evidence to properly assess psychometric 

properties of the STAS-EN from a single group of students. The Pearson-product moment 

correlation between scale and subscale scores obtained from both administrations of the STAS-

EN were used as evidence of test-retest reliability. Moreover, item-by-item correlation 

coefficients between the two administrations of STAS-EN were also calculated.   

The test-retest reliability analysis was done one more time to evaluate whether there was a 

change in correlations when two language versions, STAS-EN and STAS-TR, were 

administered to a common group of bilingual Turkish students who were competent in both 

languages. For this purpose, first, STAS-EN was administered to a group of students (n=90), 

and then STAS-TR was administered to the same group of students before another exam three 

weeks later. Then, the correlations between the scale and subscale scores obtained from these 

administrations were calculated. This analysis was taken as an indirect proof of linguistic 

equivalence. 

3. RESULTS 

The results of the study will be presented here under three headings: Results as evidence of the 

validity of STAS-EN, Results as evidence of the reliability of STAS-EN, and Results as 

evidence of linguistic equivalence of STAS-TR and STAS-EN.  

3.1. Results as Evidence of the Validity of STAS-EN 

The first validity evidence collected for STAS-EN was out of the analysis conducted to evaluate 

its construct validity. STAS-TR had a three-factor structure. In order to confirm this three-factor 

structure in STAS-EN and the structural equivalence of STAS-EN with STAS-TR, the data 

collected was used to conduct a CFA. The path diagram obtained as an output of CFA can be 

found in Figure 1 below. 

The suggested modifications were reviewed and added to the model if it was thought that the 

correlation between their residuals could be explained and if they improved the fit indices 

(Seçer, 2015). When reviewed, it was found that Q2, Q8, and Q19 were all about the stomach-

related problems a test-taker experiences. Moreover, Q10 and Q21 were both items related to 

classmates seeing the individual’s exam score, and Q16 and Q18 were both items related to 

anxiety experienced due to having low scores from the test. Moreover, it was observed that all 

these modifications contributed to the model fit indices. As a result, they were decided to be 

added to the model. Moreover, the model fit indices obtained out of CFA can be found in Table 

2. 

As can be seen in Table 2, out of nine fit indices calculated, STAS-TR had six of them indicating 

a good fit to the model; however, according to the data collected with STAS-EN, seven out of 

nine fit indices indicated a good fit of the data to the model. This was considered as the evidence 

of the construct validity of the STAS-EN. It is also important to note that STAS-EN got 

consistently better fit index values in many fit indices (e.g. CFI, AGFI, IFI, NFI, NNFI). 
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Figure 1. The path diagram of the CFA conducted over the research data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2. Fit values obtained from CFA. 

Fit Index Good Fit Interval* Adequate fit Interval*      STAS-TR / EN          Degree  

χ2/df 0 ≤ χ 2/df ≤ 2 2 ≤ χ2/df ≤ 3 1.72 / 1.94 Good fit 

CFI .95 ≤  CFI ≤ 1.00 .90 ≤  CFI  ≤ .95 .96 / .98 Good fit 

SRMR .00 ≤ SRMR ≤ .05 .05 ≤ SRMR ≤ .10 .05 / .05 Good fit 

GFI 95 ≤  GFI  ≤ 1.00 .90 ≤  GFI  ≤ 95 .91 / .91 Adequate fit 

AGFI .90 ≤ AGFI ≤ 1.00 .85 ≤ AGFI ≤ .90 .88 / .89 Adequate fit 

IFI .95 ≤ IFI ≤ 1.00 .90 ≤  IFI ≤ .95 .96 / .98 Good fit 

NFI .95 ≤  NFI ≤ 1.00 .90 ≤  NFI ≤ .95 .92 / .96 Good fit 

RMSEA .00 ≤ RMSEA ≤ .05 .05 ≤  RMSEA ≤ .08 .05 / .05 Good fit 

NNFI .95 ≤ NNFI ≤ 1.00 .90 ≤ NNFI ≤ .95 .96 / .98 Good fit 

*Çokluk et al. (2010), Kahraman et al. (2018), Schermelleh-Engel et al. (2003). 
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In order to compare the performance of STAS-EN with STAS-TR, Pearson product-moment 

correlation coefficients between scale and subscale scores of STAS-EN were also calculated. 

You can find these coefficients in Table 3 with the same correlations obtained from STAS-TR 

in the original study (Sahin, 2019).  

Table 3. The correlations between the scale and subscale scores of STAS-TR and STAS-EN. 

Subscales 
PSE 

TR / EN 

PE 

TR / EN 

Total 

TR / EN 

CE-TR/EN .65** / .66** .65** / .59** .94** / .92** 

PSE-TR/EN   .49** / .57** .78** / .81** 

PE – TR / EN   .82** / .80** 

**p < 0.001 

As can be seen in Table 3, the CE subscale of STAS-EN had correlations of .66 with PSE 

subscale scores, .59 with PE subscale scores, and .92 with total scale scores of STAS-EN. These 

correlations were .65, .65, and .94 in the original study in which STAS-TR was developed. 

Moreover, the PSE subscale of STAS-EN had .57 correlation with PE subscale and .81 with the 

total scale score of STAS-EN. These correlations were .49 and .78 in the original study in which 

STAS-TR was developed. Lastly, the PE subscale of the STAS-EN had .80 correlation with the 

total scale score of STAS-EN which was .82 in the original study with STAS-TR. These can be 

taken as the validity evidence of the STAS-EN and its subscales. 

As mentioned earlier, to evaluate the concurrent validity of STAS-EN, and RTAS (Turkish 

version), another valid and reliable scale on test anxiety which was validated with multinational 

samples was also administered to a group of students (n=196) in the classroom environment. 

Then, the scale and subscale scores of RTAS and STAS-EN were correlated. These correlations 

can be viewed in Table 4. Table 4 also indicates the correlations obtained between STAS-TR 

and RTAS in the original study (Sahin, 2019).  

Table 4. Correlations of STAS-TR and STAS-EN scale and subscale scores with RTAS. 

 Tension BS Worry TiT RTAS Total 

PE–TR/EN .61**/ .56** .69** / .63** .52** / .45** .25** / .18** .66** / .61** 

PSE–TR/EN .43**/ .52** .39** / .43** .49** / .53** .24** / .30** .50** / .61** 

CE– TR/EN  .73** / .70** .47** / .49** .63** / .65** .22** / .19** .67** / .70** 

STAS Total-TR/EN  .73** / .73** .60** / .61** .73** / .66** .27** / .25**  .73** / .76** 

**p < 0.001 

When Table 4 is reviewed, it can be seen that STAS-TR and STAS-EN scale scores had very 

similar correlations with the subscales of RTAS. Another important finding to point out is that 

high correlation coefficients between STAS-EN scale and subscale scores and RTAS scale and 

subscale scores were obtained except the PE subscale giving hints of discriminant validity of 

STAS-EN. It is also important to emphasize that this was also the case in the original study of 

STAS-TR as can be seen in Table 4. 

When the correlations between the subscales were analyzed, it can be seen that the highest 

correlation was between the PE subscale of STAS and the BS subscale of RTAS in both 

versions of STAS (.69 vs .63). This was expected as the corresponding scale which contains 

the physiological effects of test anxiety was the BS subscale of RTAS. It is also interesting to 
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state here is that there was around a .05-point decrease between the PE in STAS-TR and STAS-

EN with some subscales of RTAS. For example, correlation with the Tension subscale 

decreased from .61 to .56 and the correlations with the BS subscale of RTAS decreased from 

.69 to .63. This may be due to the nature of different tests triggering different bodily reactions 

before each at this administration of the scale.  

When the correlations of the PSE subscale of STAS with subscales of RTAS are analyzed, it 

can be noticed that in both versions of STAS, the highest correlations were obtained with the 

Worry and Tension subscales. It can be considered as normal as the source of the feelings 

regarding the pressure from family and friends are related to the items under Tension and Worry 

subscales of RTAS. Apart from this, it can also be seen that correlations with the Tension 

subscale of RTAS with STAS-TR and STAS-EN were quite similar.  

The correlations with the CE subscale of STAS (both TR and EN) and the subscales of RTAS 

indicated that both versions of the scale had higher correlations with the Tension subscale of 

RTAS. This was also expected as they had similar items covering anxious thoughts regarding 

the test in both scales such as “I feel nervous” and “I am afraid of not being able to finish the 

exam on time” in STAS-EN’s CE subscale and “I start feeling very uneasy just before getting 

a test paper back” and “I worry before the test because I do not know what to expect” from the 

Tension subscale of RTAS.  

It is important to note that all subscales of STAS-TR and STAS-EN had very low correlations 

with TiT of RTAS. This was also an expected outcome as the TiT subscale of RTAS had items 

covering another dimension of test anxiety which was not covered in both STAS-TR and STAS-

EN. This can be taken as evidence of the discriminant validity of STAS-TR and STAS-EN. 

3.2. Results as Evidence of the Reliability of STAS-EN  

Reliability evidence for STAS-EN was collected calculating Cronbach’s alpha reliability 

coefficient, Stratified Alpha coefficient, McDonald’s Omega, Spearman-Brown Split-half 

reliability coefficient, and test-retest reliability analysis (four-week interval in between). The 

results of these calculations can be seen in Table 5. Moreover, the reliability-related findings of 

STAS-TR in the original study (Sahin, 2019) were also reported in Table 5 to compare both 

versions of STAS.  

Table 5. Reliability evidence collected for STAS-EN. 

 
Stratified 

Alpha 

McDonald’s  

Omega (ω) 
C’s Alpha 

(STAS-TR/EN) 

Spearman-Brown 

Split Half 

(STAS-TR/EN) 

Test-Retest  

STAS-TR (n=108) / 

STAS-EN (n=98) 

PE  .81 .85 / .81 .89 / .80 .74** / .76** 

PSE  .80 .84 / .77 .86 / .81 .80** / .76** 

CE  .91 .93 / .91 .94 / .89 .78** / .76** 

Total .93 .92 .94 / .92 .96 /.91 .81** / .78** 
** p < 0.001 

As can be seen in Table 5, it can be said that Stratified Alpha and Mcdonald’s Omega (ω) 

indicated high reliability. Moreover, it can also be said that the Cronbach’s alpha reliability 

coefficients of STAS-EN were consistently lower compared to STAS-TR. However, they still 

indicated consistently high reliability. A similar decrease is also evident in the reliability 

coefficients obtained from Spearman-Brown’s Split-half reliability. However, the Split-half 

reliability coefficients obtained still indicate high stability between the scores from both halves 

as well.    
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The negative shift observed in alpha reliability coefficients of STAS-EN compared to STAS-

TR can be attributed to the multinational sample which was used to collect the data for STAS-

EN. As mentioned earlier, the sample used in the development of STAS-TR was composed of 

only Turkish nationals; however, the sample used in this study was of a multinational one. 

Therefore, the highly diverse test-taker sample may have yielded some inconsistent response 

patterns in the data. However, STAS-EN’s capability to accommodate high cultural diversity 

in return for a slight decrease in reliability coefficients should be praised and could even be 

taken as an indicator of its being a highly reliable and stable scale of test anxiety. 

Another reliability-related evidence collected was the test-retest reliability analysis of STAS-

EN. As mentioned earlier, for this purpose, STAS-EN was administered to a sample of 98 (32 

Females, 66 males) students before a quiz and a midterm exam in a 4-week interval. As can be 

seen in Table 6, the correlations between these two administrations of the STAS-EN to a 

common group of test-takers before different tests indicated highly consistent results. 

Calculating test-retest reliability between these two tests was risky as one was a quiz that 

constituted 10% of the total score of the students for the course and the other one was a midterm 

exam that was more seriously taken by most students and constituted 20% of the total scores of 

the students. Although there was such a drawback of evaluating the stability of STAS-EN 

between a quiz and a midterm, it was thought that it still yielded highly stable results by 

producing correlations ranging between .76 and .78 compared to STAS-TR test-retest 

correlations ranging between .74 and .81 which were obtained from two administrations of 

STAS-TR before two midterm exams with a 4-week interval.  

An item-by-item correlational analysis was done to see how consistent the test taker responses 

were in two consecutive administrations of STAS-EN to a common group of students. The 

findings of this analysis can be viewed in Table 6.  

Table 6. Item-by-Item Correlations Test-Retest Reliability for STAS-EN (n=98). 

Scale  Item # r Scale Item # r Scale  Item # r 

PE 

 

1 .43 

CE 

 

3 .57 

PSE 

 

6 .51 

2 .30 4 .65 10 .43 

5 .47 7 .61 12 .64 

8 .70 9 .43 13 .56 

11 .66 14 .48 21 .57 

15 .28 16 .55   

17 .31 18 .55   

19 .74 20 .57   

  22 .42   

 Ave. : .49  Ave. : .54  Ave. : .54 

 

When Table 6 is analyzed, it can be seen that there are some inconsistent items with correlations 

less than .40 especially in the PE subscale of STAS-EN. These items were items 2, 15, and 17. 

However, when these items were reviewed, it was noticed that they were about some bodily 

symptoms (2. I have nausea, 15. It feels like I have a fever, 17. I have a headache.) of test 

anxiety that may not manifest before or after each exam. Therefore, such fluctuations of 

correlations were expected because the symptoms experienced may alter in variety and 

magnitude before, or after each exam depending on the test type, the test environment, and 

some other factors. This item-by-item correlational analysis should be analyzed considering 

this variability in symptoms. However, the findings in Table 6 may be taken as an indication of 

high consistency for the items of STAS-EN despite this drawback.  
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3.3. Results as Evidence of Linguistic Equivalence of STAS-TR and STAS-EN  

The findings as evidence of reliability and validity already had implications of the linguistic 

equivalence of both versions of STAS; however, apart from the direct evidence of forward and 

backward translations used during the development of STAS-EN, some indirect evidence 

regarding linguistic equivalence was also collected to evaluate whether the linguistic 

equivalence of STAS-EN and STAS-TR was maintained.  

A correlational analysis was conducted between the scale and subscale scores of data obtained 

from the STAS-EN and STAS-TR. First, STAS-EN was administered to a new group of 

bilingual students (n=90) who were both competent in English and Turkish before a midterm 

exam, and then STAS-TR was administered to the same group of students before a quiz three 

weeks later. A comparison of correlation coefficients obtained from administration of STAS-

EN to the same group of individuals (n=98) two times (rEE) while conducting test-retest 

reliability analysis (last column in Table 5) and consecutive administration of STAS-EN and 

STAS-TR (rET) to a common group of students (n=90-only Turkish ones) who are competent 

Turkish and English speakers are presented in Table 7. Please note that these correlations are 

inter-scale correlations of the same subscales in these two administrations of the scales to a 

common group of individuals. 

Table 7. The inter-scale correlations of the subscales of STAS-EN and two administrations of STAS-EN 

and STAS-TR to common groups. 

 STAS PE 

(rEE / rTE) 

STAS CE 

(rEE / rTE) 

STAS PSE 

(rEE / rTE) 

STAS-EN Total 

(rEE / rTE) 

STAS PE .76 /.71     

STAS CE  .76 / .85   

STAS PSE   .76 / .78  

STAS-EN Total    .78 / .85 

 

As can be seen in Table 7, when STAS-EN and STAS-TR were administered to a common 

group of students, the correlations between the scale and subscale scores of the common 

students for these two administrations ranged between .71 and .85. More importantly, except 

for the one obtained from STAS-EN PE, all other correlations obtained from scale and subscale 

scores of STAS-EN and STAS-TR surpassed the ones obtained from the consecutive 

administration of STAS-EN two times. This can be taken as an indication of the high stability 

of the scores between the English and Turkish versions of STAS and taken as indirect evidence 

of linguistic equivalence of STAS-TR and STAS-EN. 

The item-by-item correlational analysis was iterated to be able to evaluate whether the items in 

STAS-TR and STAS-EN functioned equally well or not after their administration of these two 

versions to a common group of students in a three-week interval. Another comparative table, 

Table 8, was prepared to present the findings of item-by-item correlations obtained from test-

retest reliability analysis of STAS-EN (Table 6) and the same analysis done using student 

responses after the consecutive administration of STAS-EN and STAS-TR to a common group 

of students. 

When Table 8 is analyzed, it can be seen that the item-by-item correlations between the two 

versions of the STAS range between .35 and .74. The lowest correlation obtained was from 

item 1 (I have difficulty breathing.) while the highest correlation was obtained from Item 21 (I 

worry about my classmates seeing my exam score). Moreover, it can also be seen that the 

correlations between STAS-EN and STAS-TR were quite like the ones obtained after the 

administration of STAS-EN two times during the test re-test reliability analysis. In most cases, 
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the correlations obtained from scale and subscale scores of STAS-TR and STAS-EN were 

higher than the ones obtained while conducting test-retest reliability analysis for STAS-EN. 

This was also taken as the indirect evidence of linguistic equivalence of STAS-EN and STAS-

TR. 

When all findings are put together, it would not be wrong to state that the STAS-TR and STAS-

EN can be considered as linguistically equivalent forms of the same construct in different 

languages.  

Table 8. Comparison of Item-by-Item correlations. 

 

3.4. Calculation of the Scale and Subscale Scores of STAS-EN 

The scale and subscale scores of the STAS-EN can be calculated by simply adding the 

responses given to each item in each subscale. The items numbered 1, 2, 5, 8, 11, 15, 17, and 

19 can be collected to obtain the subscale score for PE. The lowest score that can be obtained 

from this subscale is 8 and the highest score is 32. The score obtained from adding up the 

responses given to items numbered 3, 4, 7, 9, 14, 16, 18, 20, 22 will yield the CE subscale score. 

The lowest score that can be obtained from this subscale is 9 and the highest score is 36. The 

score obtained from items numbered 6, 10, 12, 13, 21 yields the subscale score for PSE. The 

lowest score for this subscale is 5 and the highest score is 20. Apart from all these subscale 

scores, all item scores can be collected to obtain the scale score. 22 is the lowest score and 88 

is the highest score that can be obtained from the scale.   

When the scale or subscale scores reach 1/2 of the highest score (e.g. 18/36 for CE) that can be 

obtained from that subscale, it may be considered that the subscale score is at its medium level. 

When it reaches 2/3 (e.g. 24/36 for CE) of the total scale score, the score may be considered as 

high. However, these figures should be approached with caution as there were no validation 

studies done to confirm them.  

4. DISCUSSION & CONCLUSION 

The need for a scale that can be used to measure and pinpoint the test anxiety levels of the 

individuals right before each exam triggered the development of STAS-TR (Sahin, 2019). The 

existing need for such an up-to-date scale in English to close the gap in the international 

literature constituted the motivation of this study. Therefore, the purpose of this study was to 

validate the English version of STAS to make it available to international researchers. For this 

reason, multiple pieces of evidence from a multinational group of individuals were collected. 

First, STAS-EN was administered to a multinational sample consisted of 360 freshman students 

who constituted the main participants of the study. Evidence of validity was collected at this 

stage. For the construct validity of the scale, data collected from the main sample of 360 

Scale  Item # rEE rTE Scale Item # rEE  rTE Scale  Item # rEE  rTE 

PE 

 

1 .43 .35 

CE 

 

3 .57 .65 

PSE 

 

6 .51 .69 

2 .30 .48  4 .65 .59 10 .43 .71 

5 .47 .49 7 .61 .65 12 .64 .66 

8 .70 .40 9 .43 .48 13 .56 .54 

11 .66 .67 14 .48 .55 21 .57 .74 

15 .28 .55 16 .55 .68    

17 .31 .36 18 .55 .58    

19 .74 .48 20 .57 .61    

   22 .42 .49    

 Ave. : .49 .47  Ave. : .54 .59  Ave. : .54 .67 
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students were subjected to a CFA in order to check whether STAS-EN had the same factorial 

structure with STAS-TR. Most of the fit indices for CFA indicated good fit (χ2/sd=1.94, 

CFI=.98, NFI=.96, NNFI=.98, IFI=.98, RMSEA=.05, SRMR=.05) of the data to the three-

factor model. The findings confirmed that STAS-EN had a three-factor structure as was the 

case in STAS-TR. Apart from construct validity, more data was collected to compare the 

performance of the STAS-EN to that of another valid scale, RTAS, as evidence of concurrent 

validity. The findings of this analysis also confirmed that STAS-EN was a valid scale as RTAS 

to measure test anxiety.  

The evidence regarding the reliability of STAS-EN was also collected through Cronbach’s 

Alpha, Stratified Alpha, McDonald’s Omega, test-retest (n=98), and Spearman Brown’s split-

half formula. Data obtained from these analyses (αPE= .81, αPSE= .77, αCE= .91, αTotal= .92) 

supported each other and confirmed that STAS-EN was a highly reliable and stable scale.   

 For the indirect evidence of linguistic equivalence, STAS-TR and STAS-EN were 

administered to a new common group of students (n=90). The correlations between the scale 

and subscale scores indicated that STAS-EN had similar linguistic properties. All in all, the 

evidence collected for reliability, validity, and linguistic equivalence of STAS-TR and STAS-

EN indicated that STAS-EN was both valid and reliable equivalent of STAS-TR.  

With the STAS-EN available in the literature and as it is a scale that can be administered before 

each exam separately, it will be possible for the international researchers to gain deeper insights 

into whether some factors such as the type of the course, the instructor, or even the proctor can 

leverage or soothe the test anxiety levels of individuals. Moreover, it will also be possible for 

the researchers to do research on some exam room arrangements like the use of soothing music, 

meditation, or different lighting before the exam and test their effects on the anxiety levels of 

test anxious individuals. Such research is missing in the literature and the researchers are kindly 

invited to research such topics. Moreover, international researchers are also invited to design 

studies to identify the cut scores of the STAS-EN scale and subscale scores and validate STAS-

EN in different cultures.  
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Abstract: Observation of different levels and types of organizational problems, 

such as school principals and teachers suing each other and conflicts between 

teachers, caused by union bias in schools in Turkey today, is the starting point of 

this study. This study, therefore, aimed to develop and validate a scale that helps 

determine union bias in schools. Participants of the study included teachers being 

a union member and working at a primary, middle or high school in the 2017-2018 

and 2018-2019 academic years in Düzce, Turkey. During the data analysis, firstly, 

the first data set was examined in terms of the assumptions of the factor analysis 

and then Exploratory Factor Analysis (EFA) was applied. Confirmatory Factor 

Analysis (CFA) was performed on the second data set. Convergent validity of the 

scale was examined with item load values, mean-variance, and composite 

reliability coefficients. Discriminant validity was examined by the Fornell-Lacker 

criteria. Also, measurement invariance in gender groups was examined. The 

Cronbach Alpha and combined reliability coefficients were calculated to determine 

the scale's reliability. The Union Bias scale consists of 27 items and six dimensions. 

The explained total variance was 64%. As a result of the first and second order 

confirmatory factor analyses, it was revealed that the six-dimensional structure 

predicted Union Bias and the scale’s structure did not differ in gender groups. The 

Cronbach's alpha value was .90 and the composite reliability was .96. As a result, 

the structure of the Union Bias Scale was concluded to be valid and reliable. 

1. INTRODUCTION 

The starting point of the study has been the observation of different levels and types of 

organizational problems between teacher-principal and teacher-teacher led by union bias in 

some schools in Turkey nowadays. These problems have resulted in several conflicts among 

teachers, affected school climate negatively, harmed communication climate, and even caused 

the teachers and principals to sue each other. The reflection of ingroup bias based on the social 

identity theory on a school comes into existence through union commitment and acts as union 

bias. Since ingroup bias is a concept generally identified with collectivist cultures, union bias 

is likely to appear in such cultures. The study may make sense in countries with collectivist 

cultures such as Turkey, but also the point that dimensions of union bias created due to different 

reasons, under recent conditions, in countries with individualist cultures may be an object of 

interest. The study is, therefore, crucial and necessary in terms of finding out the dimensions of 
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union bias, observing its reflection on organizational environments, and understanding its 

relationship with organizational variables. 

The word “union” is defined as “the unity created together by employees and employers in 

order to protect and develop their benefits with regard to work, income, social and cultural 

issues much more” in the Current Turkish Dictionary of the Turkish Language Association 

(TDK.gov.tr.). Unions started to show up in democratic western countries where the industrial 

revolution appeared during the first half of the 18th century. Urbanization that came out 

together with industrialization in the 17th century led to the rise of a working class having a 

poor standard of living, low wages, and bad working conditions as well as the emergence of an 

upper class. A search of voicing their demands in an organized manner to improve working 

conditions of labors and to provide better life standards generated unions (Güneş, 2013). Union 

movements in the Western world took place in the wake of a difficult and long period on a 

social base with the industrial revolution and formed its present-day condition. However, in 

Turkey, the process of industrialization started late. In the formation of unions in Turkey, a 

social base or social realities union movements in the West were based on did not appear and 

the union movements emerged in a factitious way under the government’s control (Özkiraz & 

Talu, 2008).  

In the literature, there have been many theories regarding workers’ goals for being a union 

member. Those theories have been collected under two distinct titles as structural approaches 

and approaches on individual union membership manner. The former explains changes on the 

rates of labor union membership based on environmental factors. The latter explains it based 

on demographic, social, and attitudinal variables and on variables being peculiar to industry 

and business. Social psychological theories regarding union membership as a process focus on 

how individuals decide to be a union member. The social psychological theories clarifying the 

process of being a union member are classified as the frustration-aggression hypothesis, the 

rational choice theory, the social identity theory, the attribution theory, and interactionist theory 

(Seçer, 2009). This study is based on the social identity theory and ingroup bias among the 

social psychological theories clarifying the process of being a union member while union bias 

is discussed in the context of the social identity theory and ingroup bias. 

The aim of education unions is to protect and improve common economic, social, professional, 

and union rights and benefits of their members and to provide a more prestigious standard of 

living (Eraslan, 2012). Nonetheless, unfortunately, the primary goal of today’s unions is not to 

protect and improve workers’ benefits, but to be a reflection of political and ideological 

opinions on business life (Özkiraz & Talu, 2008). In fact, it is a known fact that four 

confederations organized in the public sector in Turkey and the affiliated unions are mostly 

close to different long-established political views (Karaman & Erdoğan, 2016; Kayıkçı, 2013). 

The reasons why workers become a union member are based not only on economic factors, but 

also on ideological rationales. Especially, the ideological view is essential in choosing a union 

to be a member (Bayar, 2015). The ideological dimension implies a unity of values on union 

commitment between a union and its members. Commitment to union values and principals and 

reliance on the union are the matters of the ideological dimension. In the dimension, 

nonutilitarian union ideology is used to achieve union goals being close to their own values and 

to move collectively. In the utilitarian dimension, a union member makes gain-loss evaluation. 

There is a relationship in which short-term benefits such as wages, job security, and work safety 

are prioritized between the union and its members (Sürekli, 1998). On the other hand, teacher 

unions in ideological conflicts, because of membership and commitment based on ideological 

dimensions, push their duties on the protection of teachers’ social and economic rights and the 

attainment of new rights into the background (Mert, 2013). That unions have a political view is 

an intelligible phenomenon, but the perception of education unions as a political organization 
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rather than a professional teacher union is a significant obstacle in teacher organizations (Baysal 

& Yücel, 2010). Therefore, because of this political perception, teachers stay out of being a 

union member due to their concerns on alienation (Berkant & Gül, 2017), grouping, giving a 

negative impression to school principals, and being treated unfairly in consequence of being a 

different union member (Arslan, 2015; Demir, 2013; Karaman & Erdoğan, 2016). As a result, 

unions’ claims to protect their members’ rights that affect politics and policymakers could be 

accepted; nevertheless, union politicization is not a desired situation. This situation may lead to 

increase in social distance, harming workers’ rights as well. 

Since ideologically union commitment meets a requirement of a certain collective identity 

(Sürekli, 1998), being a union member helps workers develop feelings of sense of belonging 

into a group, collaborating, acting in unison and feeling that they are not alone in their 

professional lives (Baydar, 2016). The social identity theory advocates that people tend to 

perceive themselves and others as belonging to several groups because joining a group meets 

important psychological and social requirements such as belonging, attracting attention, 

overcoming much more difficult situations, feeling secure, protecting themselves from an 

outgroup, and having a positive social identity (Kağıtçıbaşı, 2008). According to this theory, 

people’s needs of boosting their self-esteem lead them to better evaluate and glorify the group 

they get involved in than other groups, while making other groups less significant (Çimendağ, 

2013). Obviously, a natural consequence of an understanding on regarding the group they are 

involved with as precious and the other group as worthless is that people show biased behaviors 

to the group they get involved with while they demonstrate discriminatory behaviors to the 

other group, namely the outgroup. 

An ingroup is defined as a group of people with a sense of belonging and a shared identity, in 

other words, a community of “us”; an outgroup is identified as a group of people perceived as 

distinct and basically different from an ingroup, in other words, a community of “them”. The 

definition of who we are describes who we are not. The circle including “us” (ingroup) excludes 

“them” (outgroup) (Myers, 2015). Other is an identity of “he/she/it” (outgroup) against “I” 

personally, and an identity of “they” (outgroup) is against “we” (ingroup) socially. Other is an 

entity that does not have the characteristics we have. To put it simply, anybody who is not 

himself/herself is the other (Yurdigül & İspir, 2015). Ingroup bias is identified as evaluating 

ingroup members more positively than outgroup members to improve one’s self-esteem or stay 

ahead of the curve in intergroup relations (Çoksan, 2019), shortly as favoring one’s own group 

(Myers, 2015). Ingroup bias is mostly linked with collectivist cultures. In such countries as 

Turkey, where a collectivist culture is dominant, making a distinction between “we” and 

“others”, unethically, in social and administrative relations leads people in these groups to 

neglect principals of law and social values, and have an absolute bias against people in their 

own group or in any events or circumstances. This problem first results in polarization, then in 

discrimination, and finally in hatred, hostility and conflicts between different labeled identities 

(Akyürek, 2016). Hostility between groups occurs when an ingroup member shows negative 

attitudes to members of another group called as outgroup. There are three interrelated but 

distinguishable components of this kind of group hostility. The first component is that 

stereotypes, beliefs related to the most common features of group members, are cognitive. The 

second component is that prejudices, negative emotions towards the target group, are affective. 

In fact, both stereotypes and prejudices reflect cognitive and affective moods at the same time. 

The last component is that discrimination, making people at a disadvantage just because they 

are the other group’s members and act upon, is behavioral (Tajfel et al., 1971; Taylor et al., 

2007). Evaluating an outgroup based on stereotypes pioneers prejudices as stereotypes enhance 

specifically the feeling of sympathy within ingroups and discrimination in outgroups 

(Göregenli, 2012).  
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Considering all these ongoing intergroup problems today, the social contact theories offering a 

solution to these problems become more important (Küçükkömürler & Sakallı-Uğurlu, 2017). 

Most studies on intergroup contact have been based on Allport’s (1954) study named as “Nature 

of Prejudice.” This theory focuses on the idea that the way to overcome the prejudice is 

“communication.” The intergroup contact theory claims that interpersonal communication 

between different social group members is one of the most effective ways to promote positive 

intergroup attitudes (Dovidio et al., 2017; Pettigrew, 2016; Pettigrew & Tropp, 2006; Seat et 

al., 2015). The intergroup contact is an essential technique to overcome prejudices, but it 

requires common goals, equal status, institutional support (support of authority), and mutual 

close and ongoing contacts based on collaboration in order to be beneficial (Pettigrew, 2016; 

Taylor et al., 2007). No contact between social groups fosters prejudices, segregation, and social 

distance but supports discrimination (Çuhadar Gürkaynak, 2012). Discrimination against 

outgroup members reinforces their commitment to their own group (Keskinkılıç Kara, 2016) 

and broadens the social distance. 

1.1. The Purpose of the Study 

It is indispensable that workers in the school environment have different beliefs, goals, cultures, 

and personality characteristics as can be seen in any working environment. The fact that 

teachers, even if they have a political/social identity, cannot be a member of a political party is 

stated in the Constitution of the Republic of Turkey. Unions, however, are one of the settings 

in which this function is partly carried out. Teachers in a union setting are able to discuss on 

daily political subjects as well as seek the rights of their members; however, the process of 

politicization has somewhat been continuing in unions. Then, such effects are necessarily 

reflected on emotions, thoughts, attitudes, and behaviors in organizational environments. These 

reflections may negatively influence personal relations in these environments and 

organizational variables such as organizational climate, organizational communication, 

motivation, etc. by sometimes reinforcing groupings and polarizations. Considering the studies 

on workers being a union member in Turkey, it is clear that the scales used are about the reasons 

why workers are a union member, their union commitment and their expectations from a union, 

and that these subjects have been studied mostly in the context of workers being a union 

member. However, this paper aims to develop a scale to measure union bias level in the context 

of ingroup bias unlike the studies in the literature. The developed “union bias scale” is to 

provide the researchers with an interdisciplinary study enabling them to consider the 

organizational, educational, and personal effects of union bias thereby helping them to explore 

the relationship of union bias with organization climate, organizational conflict, organizational 

cynicism, organizational trust, organizational justice, and communication climate. The scale is 

designed in order to apply it in all organizational settings including schools as areas of its 

application. It is also possible to carry out studies in school environments on such issues as 

political discrimination (Keskinkılıç-Kara, 2016; Keskinkılıç-Kara & Oguz, 2016), 

discrimination (Çelik, 2011; Polat & Hiçyılmaz, 2017), and favoritism (Erdem & Meriç, 2012; 

Erdem & Meriç, 2013; Polat & Kazak, 2014). It is likely to encounter studies on out-of-school 

environment like ingroup bias (Çimendağ, 2013; Hasta & Arslantürk, 2013; Kostakoğlu, 2010; 

Akyürek, 2016); however, the related literature shows no previous research conducted on 

investigating ingroup bias and union bias in the context of a school, especially in the national 

and international literature using the union bias scale. Therefore, the main objective of this 

study is to fill this gap in the literature by proposing a union bias scale. 
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2. METHOD 

2.1. Research context and participants 

The study aimed to develop and conduct the “Union Bias Scale” in the context of ingroup bias 

with its tested reliability and validity. Observation of different levels and types of organizational 

problems, such as school principals and teachers suing each other and conflicts between 

teachers, caused by union bias in schools in Turkey was the starting point of the study. 

Participants included teachers being a union member and working at a primary, middle or high 

school in Düzce. 

The research sample included teachers working at a primary, middle or high school in Düzce 

Province, Turkey and its seven districts in the 2017-2018 (summer seminar) and 2018-2019 

(spring term) academic years. The first implementation of the study was in the summer seminar 

term in the 2017-2018 academic year, while the second and third implementations were during 

the fall seminar term and the 2018-2019 academic year. To determine the research sample, the 

methods of convenience sampling and criterion sampling among non-random sampling 

methods were used. The criterion was to be a member of any education unions. For this reason, 

easily accessible schools in the central district and the seven districts of Düzce on the official 

website of Düzce Provincial Directorate of National Education were listed. The scale was 

conducted with teachers being a union member, working at those schools and volunteering in 

filling in the scale. Data was collected from teachers who were the members of the four major 

unions [Educators’ Trade Union (Eğitim Bir Sen), Turkish Education Union (Türk Eğitim Sen), 

Education and Science Workers’ Union (Eğitim İş), and Education and Science Workers’ 

Union (Eğitim Sen)] which had the maximum number of members in Düzce, Turkey. The scale 

was administered to 272 teachers in the first implementation EFA and to 243 teachers in the 

second implementation CFA by applying the rule of “being at least five times of the number of 

item” (Kline, 1994; Tavşancıl, 2014) for determining the sample size. The participants for 

conducting the scale consisted of a total of 329 teachers including 107 (35.52%) primary school; 

145 (44.07%) middle school; and 77 (23.40%) high school teachers. Of all these participants 

192 (58.35%) were male and 137 (41.64%) were female teachers. These participants were also 

composed of 160 (48.63%) teachers being a member of Eğitim Bir Sen; 106 (32.21%) teachers 

being a member of Türk Eğitim Sen; 32 (9.72%) teachers being a member of Eğitim İş; and 31 

(9.42%) teachers being a member of Eğitim Sen. Also, 164 (49.84%) of the participants were 

the members of the same union with their school principals, while 165 (50.15%) of them were 

not. In terms of their professional seniority, 65 (19.75%) participants had 1-5 years of 

professional seniority; 76 (23.10%) participants were with 6-10 years of professional seniority; 

66 (20.06%) participants with 11-15 years of professional seniority; 65 (19.75%) participants 

with 16-20 years of professional seniority, and 57 (20.06%) participants with 21 and above 

years of professional seniority. 

2.2. The Process of Developing the Scale  

In the process of the development of the Union Bias Scale (UBS), firstly, the literature on 

ingroup bias and unions/union members were reviewed and then an item pool including 59 

items to represent the scale ideally was composed. Significant concepts constituting and 

determining ingroup bias (ingroup favoritism, outgroup discrimination; ingroup glorification, 

outgroup disdain; prejudices; stereotypes and social distance between groups) contributed to 

the development of the dimensions of the UBS. In addition to the literature review, the draft 

scale was revised by asking for opinions from one active union member teacher from each three 

different unions and two union representatives in the province, and an item pool was 

reconstituted with 65 items by adding six more items related to stereotypes between unions. 

Content validity of the scale was ensured by obtaining expert opinions. Later, opinions of three 

academicians studying on the subjects of “political discrimination” and “favoritism” and on 
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educational science were asked. In the light of the opinions, necessary corrections were made: 

12 items that were seen as not being associated with statements, as being unsuitable in terms of 

meaning and expression, or as being interpreted differently were dropped from the scale. The 

final draft of the scale consisted of 53 items, which are thought to reflect all of the sub-

dimensions, with a 5-point Likert-type, ranging from “strongly disagree”, “disagree”, “slightly 

agree”, “quite agree”, and “strongly agree”. When each grade is expressed verbally, the 

reliability coefficient is higher when compared to that of the numerical expression (Uyumaz & 

Çokluk, 2016). Before conducting the scale, necessary permissions were obtained from the 

Ministry of National Education, and the scales that the researcher distributed to teachers were 

gathered by the same researcher within the same day. 

2.3. Data Analysis 

Exploratory factor analysis was applied in order to reveal the factor structure of the scale within 

the validity study of the Union Bias Scale. First, EFA's assumptions were tested; then, factor 

analysis was conducted. The parameter estimation bias obtains the lowest value at the maximum 

likelihood method when the sample is larger than 200 (Uyumaz & Sırgancı, 2020). Therefore, 

in this study, maximum likelihood method was preferred for factor extraction because such 

assumptions were met. Due to the theoretical background of the Union Bias Scale and since its 

dimensions were considered as related, the direct oblimin method was preferred among oblique 

rotation methods. In addition, the cut-off value for factor loadings was determined as 0.50 for 

both AFA and CFA (Hair et al., 2009). 

The accuracy of the factor structure of the Union Bias Scale, whose factor structure was 

revealed with EFA, was tested with CFA over a second data set. The sample used for the 

development study and the sample used for verification of the scale were different from each 

other. In other words, a second data set was used to make CFA. This data set consisted of 243 

volunteer teachers working in Düzce. Before the CFA, the assumptions of the second data set 

were tested. To reveal whether the factor structure of the Union Bias Scale was provided or not 

in the first order; a second-order confirmatory factor analysis was applied to show that the 

dimensions of the scale came together and represented the variable of Union Bias as a supreme 

concept. Confirmatory factor analysis was calculated from the covariance matrix and based on 

the marginal maximum likelihood estimation (MLM) method (Joreskog, 1999). CFA model fit 

was examined with the factor load values of the items, the variance values they explained, and 

the model data fit index values. The cut-off value for the factor load value is .50, and the items 

with a factor load below this value are recommended to be excluded from the scale (Hair et al., 

2009). R2 is the square of the standardized factor load value of the items and gives the variance 

ratios explained in the factor of the variable and it is suggested that it should not be less than 

0.40. Model data fit was examined by chi-square (χ2), Standardized Root Mean Square Residual 

(SRMSR), Root Mean Square Error of Approximation (RMSEA), Comparative Fit Index (CFI), 

and Tucker Lewis Fit Index (TLI) (Brown, 2006). 

Convergent validity and discriminant validity were examined after the construct validity 

studies. Convergent validity is the evaluation made to measure the correlation level of more 

than one indicator/item of the same structure that is in harmony. To ensure convergent validity, 

item factor load values should be ≥ 0.5 (Hair, et al., 2009), average variance extracted (AVE) 

value should be 0.5, and construct reliability values should be 0.7 (Fornell & Larcker, 1981). 

Discriminant validity refers to the degree to which the structure is empirically different from 

each other. It also measures the degree of differences between overlapping structures (Hair et 

al., 2014). In this study, the discriminant validity was examined with the Fornell-Lacker 

criterion (Fornell & Larcker, 1981). This method compares the square root of the average 

variance extracted (AVE) with the correlation of latent structures. A latent structure should 

better explain the variance of its own indicator rather than the variance of other latent structures. 
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Therefore, the square root of the AVE of each structure must have a greater value than the 

correlations with other latent structures (Hair et al., 2014). 

In this study, measurement invariance in gender groups was examined as another validity proof. 

Measurement invariance is that the relationship between observed variables (items) and latent 

variables (measured structure) is the same between the examined subgroups (Widaman & 

Reise, 1997). In this study, measurement invariance between gender groups was tested with 

multi-group CFA. Besides, the statistical significance of the difference between the loads and 

interceptors of the items estimated according to gender groups with the alignment method was 

examined (Asparouhov & Muthén, 2014). 

The most common measurements used for internal consistency are Cronbach alpha and 

composite reliability; they measure reliability based on the interrelationship of observed item 

variables. The values range from 0 to 1. A higher value indicates a higher reliability level. In 

exploratory research, the values of composite reliability/Cronbach alpha between 0.60 to 0.70 

are acceptable, while in a higher stage the value has to be higher than 0.70 (Hair et al., 2014). 

However, the value that is more than 0.90 is not desirable and the value that is 0.95 or above is 

undesirable (Nunnally & Bernstein, 1994). Indicator reliability is the proportion of indicator 

variance explained by the latent variable. The values range from 0 to 1. The outer loadings 

value should be higher than 0.70 and it should be considered for deletion if the removal of the 

indicator with outer loadings which is between 0.40 and 0.70 and if it contributes to an increase 

in composite reliability and average variance extracted (Hair et al., 2014). 

Hypothesis tests and exploratory factor analysis were performed with SPSS 20.0 and 

confirmatory factor analysis and multi-group confirmatory factor analysis were performed with 

Mplus 7.3. The explained average variance (AVE) and composite reliability (CR) were 

calculated in an Excel program using the formulas as suggested by Fornell and Larcker (1981). 

3. FINDINGS 

3.1. Findings Regarding the Validity of the Union Bias Scale 

3.1.1. Exploratory factor analysis (EFA) 

The factor structure of the Union Bias Scale was determined by the exploratory factor analysis 

applied to the data set collected from the first sample. Before the exploratory factor analysis 

was applied, the data set was tested in terms of the assumptions of the factor analysis, such as 

missing value, one-way and multivariate extreme value, univariate and multivariate normality, 

multicollinearity, and singularity. One-sided extreme values were examined by converting the 

item scores of the scale to the standard z score (Tabachnick & Fidel, 2007) and all of the 

standard scores that were outside the score range were removed from the 4 observation data 

sets of ± 4 z (Mertler & Vannata, 2005). Mahalanobis Distances (MU) were calculated for 

multivariate extreme value analysis and 19 MU values were extracted from observation data 

sets that exceeded α = 0.001 and critical = 90.57 in 53 degrees of freedom (Tabachnick & Fidell, 

2007). The skewness coefficients of the items varied between -1.816 and 2.658 and the kurtosis 

coefficients varied between -1.592 and 6.593. Chou and Bentler (1995) stated that the 

assumption of univariate normality is fulfilled as long as the coefficient of skewness is 3 and 

Kline (2005) stated that the assumption of univariate normality is fulfilled as long as the kurtosis 

coefficient does not exceed 10. Therefore, it is seen that the assumption of univariate normality 

is provided. Since the scatter plot (Figure 1) formed by squared Mahalanobis distance values (
2

im ) and inverse cumulative chi-square values show a linear structure, the assumption of 

multivariate normality is achieved (Alpar, 2011). 

For multicollinearity, the dual correlations of the items were examined and no correlation value 

exceeding the critical value of r = 0.85 was found (Kline, 2005). The factor analysis was 
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performed by removing 5 items (1-33-35-36-40) with item-total correlations below .30 from 

the data set (Nunnally & Bersntein, 1994). 

Figure 1. Multivariate Normality. 

 

As a result of testing the assumptions, 23 observations were extracted from the first sample 

consisting of 272 observations and EFA was applied to the data set of 249 people consisting of 

48 items. Kline (2005) stated that a sample of 200 people is sufficient for factor analysis. The 

suitability of the data set related to the Union Bias Scale to the exploratory factor analysis was 

examined by Kaiser-Meyer-Olkin (KMO) and Bartlett tests. The KMO value approaching 1 

means that each variable in the scale can be predicted by other variables and 0.60 and above is 

sufficient for social sciences (Kline, 2005). In this study, the KMO value was calculated as 

0.92. When Bartlett test results are examined, it is seen that the value obtained as 2

=8889.412; sd=1128 (p=0.000) is significant at the 0.01 level. Therefore, it was concluded that 

the correlation matrix is different from the identity matrix. According to the KMO value and 

Bartlett test results, it was concluded that the data matrix of the Union Bias Scale consisting of 

48 items is suitable for factor analysis.  

In factor analysis, factor extraction was performed by using Direct Oblimin, maximum 

likelihood method, rotation, and oblique rotation techniques. To decide whether the items 

would be removed in EFA, the minimum level of factor loading was accepted as .30 

(Tabachnick & Fidell, 2001). As a result of EFA, 27 out of 48 items in the item pool were 

grouped under six factors/dimensions, whose eigenvalues were greater than 1.0. 21 items (items 

2, 6, 7, 9, 10, 11, 12, 13, 14, 15, 16, 23, 24, 31, 32, 34, 39, 41, 43, 45, 53) that did not load on 

any factor, whose item factor loading was smaller than .30 and loaded under more than one 

factor and the difference between the load values less than 0.10 were eliminated from the 

analysis. The removal of items was performed one by one and the analysis was repeated after 

each removed item. As a result of the repeated factor analysis, a 6-factor/dimensional structure 

with an eigenvalue above 1.00 was observed. The scree plot given in Figure 2 also shows that 

the items can be collected under six dimensions. 
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Figure 2. Scree Plot. 

 

In Table 1, factor load values of 27 items remaining after EFA are given. The factor loadings 

of the remaining 27 items before being subjected to rotation were found to be 0.349 and 0.737. 

After the oblique rotation technique was applied, it was observed that factor load values varied 

between 0.472 and 0.891. Table 1 shows that the scale was composed of the first dimension 

with 3 items (factor loadings between 0.56 and 0.88); the second dimension with 5 items (factor 

loadings between 0.52 and 0.89); the third dimension with 6 items (factor loadings between 

0.62 and 0.86); the fourth dimension with 5 items (factor loadings between 0.47 and 0.87); the 

fifth dimension with 4 items (factor loadings between 0.51 and 0.83); and the sixth dimension 

with 4 items (factor loadings between 0.52 and 0.89). It was found out that all factors explained 

64.30% of the total variance: the first factor explained 35.60%; the second explained 8.64%; 

the third explained 7.90%; the fourth explained 5.47%; the fifth explained 3.87%; and the sixth 

explained 2.73% of the total variance. The explained variance ratios were found enough to be 

30% in scales with one factor and to have ranged between 40% and 60% in scales with multi-

factors (Büyüköztürk, 2006; Tavşancıl, 2014). Accordingly, the explained variance ratio was 

adequate. 

Table 1. Item Load Values of the Union Bias Scale. 

Item/Dimension 
Social 

Distance 
Stereotypes 

In Group 

Glorification 

Out 

Group 

Disdain 

In Group 

Favoritism 
Prejudices 

Item 38  .879  .040 -.084  .054 .000 .021 

Item 37  .868  .042 -.115 -.005 -.023 .026 

Item 30  .565  .057  .013  .059 .195 .087 

Item 50 -.075  .890 -.020  .016 .007 .023 

Item 49  .054  .777  .025  .049 -.046 -.022 

Item 52 -.048  .777 -.019  .063 -.045 .037 

Item 51  .182  .653  .079 -.095 .197 .000 

Item 48 -.036  .525 -.208  .061 -.092 .082 

Item 26 -.003  .008 -.862  .018 -.038 .055 

Item 27 -.010  -.015 -.807  .119 .022 .039 

Item 25  .164  .009 -.802  .056 -.035 .004 

Item 22  .198  .045 -.692  .016 .046 .010 

Item 29 -.081  .073 -.660  .013 .067 -.030 

Item 28 -.015 -.041 -.622 -.058 .147 -.007 

Item 19  .011  .008 -.048  .875 -.032 .009 

Item 18 -.027  .027  .022  .839 .093 -.037 
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Table 1. Continues. 

Item 21 -.044  .162 -.046  .613 .074 .115 

Item 17  .088 -.080 -.212  .495 .015 .160 

Item 20  .323 -.022  .049  .472 .143 .062 

Item 4 -.033 -.008 -.073  .028 .834 -.019 

Item 5 -.017  .017 -.001  .085 .832 -.011 

Item 3  .085 -.005 -.073 -.043 .678 .101 

Item 8  .028  .017 -.132  .148 .515 .056 

Item 46  .031 -.004 -.013 -.030 .010 .891 

Item 44 -.079  .014 -.095 -.017 .025 .793 

Item 42  .260 -.108  .066  .033 .091 .532 

Item 47 -.029  .130  .057  .109 -.028 .519 

Eigenvalue 4.690 4.004 6.304 6.202 5.712 5.537 

Explained 

Variance 

35.60 8.64 7.99 5.48 3.89 2.73 

Cumulative 

Variance 

35.60 44.24 52.22 57.70 61.57 64.30 

Note. Factor load values of 0.20 and above are presented in the table. 

When the items in the dimensions are examined, it is seen that there is a factorization consistent 

with the literature. Accordingly, since the items in the first dimension are Social Distance (SD), 

the items in the second dimension are Stereotypes (S), the items in the third dimension are In 

Group Glorification (IGG), the items in the fourth dimension are Out Group Disdain (OGD), 

the items in the fifth dimension are In Group Favoritism (IGF), and the items in the sixth 

dimension are related to Prejudices (P); the factors are named accordingly. The correlation 

coefficients between the dimensions of the scale are given in Table 2. It is seen that the 

correlation coefficients between dimensions change between 0.20 and 0.60. It has been revealed 

that the dimensions are in a positive, meaningful, and moderate relationship with each other. 

Table 2. Correlation Coefficients between Factors. 

 SD S IGG OGD IGF P 

SD 1 .569** .568** .600** .399** .196** 

S  1 .531** .465** .545** .352** 

IGG   1 .370** .275** .251** 

OGD    1 .453** .244** 

IGF     1 .327** 

P      1 

**p< .01 

3.1.2. Confirmatory factor analysis (CFA) 

A second-order confirmatory factor analysis was conducted because the important concepts 

associated with ingroup bias (ingroup favoritism, outgroup discrimination; in-group 

glorification, outgroup disdain; prejudices; stereotypes and social distance between groups) 

contributed to forming the dimensions of union bias (Allport, 1954; Myers, 2015; Pettigrew & 

Tropp, 2006; Tajfel et al., 1971; Taylor et al., 2007). For the one-way outlier analysis, the items 

of the scale were converted to the standard z score, and 10 observations outside the ± 4 z score 

range (Mertler & Vannata, 2005) were removed from the data set. For the versatile extreme 

value analysis, Mahalanobis Distances (MD) were calculated and 13 observations whose MD 

values exceeded α = 0.001 and 27 degrees of freedom exceeding the critical value of 2 =55.48 

were removed from the data set (Tabachnick & Fidell, 2007). The skewness coefficients of the 

items varied between 0.609 and 1.336 and the kurtosis coefficients varied between -1.090 and 



Kazak

 

 898 

5.840. Since the coefficient of skewness 3  (Chou & Bentler, 1995) does not exceed the 

kurtosis coefficient 10  (Kline, 2005), it has been determined that the assumption of univariate 

normality is provided. The scatter plot (Figure 3) formed by squared Mahalanobis distance 

values (Mi
2) and inverse cumulative chi-square values show a structure close to the linear. 

Therefore, it can be said that the assumption of multivariate normality is also provided. 

Figure 3. Multivariate Normality. 

 

For multicollinearity, the binary correlations of the items were examined and no correlation 

value exceeding the critical value of r = 0.85 was found (Kline, 2005). In Table 3, the 

standardized factor load (λi) obtained as a result of the first and second-order confirmatory 

factor analysis of the six-dimensional structure of the Union Bias Scale and the variance (R2) 

explained by the items and the goodness of fit values are given. Besides, the diagrams for first 

and second-order factor analysis are presented in Figures 4a and 4b, respectively. Standardized 

factor loadings show the contribution of the item/indicator to the relevant factor. Accordingly, 

the factor loads of the items in the "In Group Favoritism" dimension ranged between 0.61 and 

0.87; between 0.58 and 0.84 in the "Out Group Disdain" dimension; between 0.60 and 0.84 in 

the "In Group Glorification" dimension; between 0.62 and 0.83 in "Social Distance" dimension; 

between 0.64 and 0.81 in the "Prejudices" dimension; between 0.55 and 0.90 in "Stereotypes" 

dimension, and these values are higher than 0.5 specified as the acceptable factor load (Hair et 

al., 2009). When the variance values explained by the items were examined, it was seen that 

the acceptance value of six items was below 0.40. Since the variance values explained by these 

items were very close to the limit value, the model was examined together with the goodness 

of fit and item reliability index values and it was decided to keep the items in the scale. When 

the goodness of fit indexes regarding the first order CFA were evaluated, the rate of χ2/sd was 

found to be 1.60 (χ2/sd=493.870/309). When this value is 0<χ2/sd<3, it shows a perfect 

consistency (Schermelleh-Engel, Moosbrugger & Müller, 2003). It was found that the value of 

RMSEA was .052, Comparative Fit Index (CFI) was .97, Tucker Lewis Index (TLI) was 0.91, 

and Standardized Root Mean Square Residual (SRMR) was 0.063. In the literature, acceptable 

limit values for the goodness of fit values are in the range of 0.90-1.00 for CFI and TLI values 

(Bentler & Bonnet, 1980; Tucker & Lewis, 1973); for RMSEA and SRMR values, it is reported 

that the lower limit should be 0 and the upper limit should be 0.08 (Hooper, Coughlan, & 

Mullen, 2008). When the findings are evaluated together, it is seen that the six-factor structure 

of the Union Bias Scale revealed by EFA is confirmed by CFA. 
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A second-order confirmatory factor analysis was conducted to show that the dimensions of "In 

Group Favoritism", "Out Group Disdain", "In Group Glorification", "Social Distance", 

"Prejudices", and "Stereotypes", which were obtained with the first-order confirmatory factor 

analysis of the Union Bias Scale, come together, and represent the higher dimension of the 

Union Bias variable (Büyüköztürk, 2002). The relationships between the latent variables 

obtained in the first-order factor analysis were used as the basis for the model examined. The 

variances explained by the bias variable in the first-order variables were revealed by the 

analysis. The factorial model of the second-order CFA result is presented in Figure 4b and the 

standardized factor load values and explained variance values regarding the factor-item 

relationship are presented in Table 3. The results of testing the second-order factor model by 

adding the second-order "bias" latent variable to the first-order confirmatory structure tested 

with six latent and 27 indicator variables showed that the goodness of fit values were: χ2/df = 

1.65 (523.589/318), CFI = 0.91, TLI = 0.90, RMSEA = 0.056, and SRMR = 0.076. These values 

reveal that the data show an acceptable fit. 

Table 3. Standardized Factor Loads (λi) of the Items of Union Bias Scale and Explained Variance (R2) 

Values. 

  First Order Second Order 

Factor Item (λi) R2 (λi) R2 

IGF 

Item 3 (y1) 0.630 0.40 0.630 0.40 

Item 4 (y2) 0.874 0.76 0.873 0.76 

Item 5 (y3) 0.800 0.64 0.803 0.64 

Item 8 (y4) 0.606 0.37 0.605 0.37 

OGD 

Item 17 (y5) 0.582 0.34 0.582 0.34 

Item 18 (y6) 0.784 0.61 0.783 0.61 

Item 19 (y7) 0.839 0.70 0.839 0.70 

Item 20 (y8) 0.666 0.44 0.670 0.45 

Item 21 (y9) 0.806 0.65 0.805 0.65 

IGY 

Item 22 (y10) 0.753 0.57 0.756 0.57 

Item 25 (y11) 0.843 0.71 0.849 0.72 

Item 26 (y12) 0.772 0.59 0.775 0.60 

Item 27 (y13) 0.775 0.60 0.770 0.59 

Item 28 (y14) 0.596 0.36 0.585 0.34 

Item 29 (y15) 0.609 0.37 0.603 0.36 

SD 

Item 30 (y16) 0.622 0.39 0.627 0.39 

Item 37 (y17) 0.834 0.70 0.824 0.68 

Item 38 (y18) 0.786 0.62 0.793 0.63 

P 

Item 42 (y19) 0.636 0.40 0.622 0.39 

Item 44 (y20) 0.777 0.60 0.782 0.61 

Item 46 (y21) 0.813 0.66 0.821 0.67 

Item 47 (y22) 0.583 0.34 0.577 0.33 

KYG 

Item 48 (y23) 0.588 0.35 0.584 0.34 

Item 49 (y24)  0.667 0.44 0.667 0.44 

Item 50 (y25) 0.905 0.82 0.901 0.81 

Item 51 (y26)  0.553 0.30 0.559 0.31 

Item 52 (y27) 0.702 0.49 0.707 0.500 

Goodness of Fit Values Χ2            sd     Χ2/sd CFI TLI RMSEA SRMR 

First Order 493.870   309   1.60 0.92 0.91 0.052 0.063 

Second Order 523.589   318   1.65 0.91 0.90 0.054 0.076 
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The factor loadings between the first-order latent variables in the model and the higher level 

(second-order) variable and the explanation ratios of the second-order variable in the first-order 

variables (R2) are presented in Table 4. 

Table 4. Second Order CFA Standardized Factor Load and Explained Variance Values. 

Second Order Variable First Order Variable λ R2 

Union Bias 

IGF 0.524 0.275 

OGD 0.853 0.727 

IGG 0.582 0.339 

SD 0.412 0.169 

P 0.848 0.719 

S 0.359 0.129 
 

Figure 4a. First Order CFA     Figure 4b. Second-Order CFA 

       

When Figure 4b and Table 4 are evaluated together, the strongest relationship between the latent 

variable "union bias" and the first-order latent variables is seen in union bias and the Out Group 

Disdain and Prejudice factors, and the weakest relationship is seen with the factors of Social 

Distance and Stereotypes. Looking at the variances explained by the second-order variable in 

the first-order variables, among the first-order variables, the most variability was explained in 

the Out Group Disdain and Prejudice factors, and the least variability was explained in the 

Social Distance and Stereotypes factors. 

As is displayed in Table 5, the correlation coefficients between the scores obtained from all the 

items and the scores obtained from the factors and the scale were calculated and the 
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discrimination rate of each item was determined to reveal the extent to which each item served 

the general purpose of the factor. For this, item subscale correlations, item-test correlations, and 

alpha reliability of the scale were reported when each item was deleted. 

Item-total correlations ranged between 0.52-0.76 in In Group Favoritism; between 0.54-0.77 in 

Out Group Disdain; between 0.57-0.75 in In Group Glorification; between 0.55-0.69 In Social 

Distance; between 0.52-0.70 in Prejudices; and between 0.49-0.77 in Stereotypes. When the 

item-test correlation coefficients for the whole scale were examined, the lowest correlation 

value was found to be 0.25 and the highest correlation was found to be 0.67. Each item had a 

significant and positive relationship with the overall scale (p <0.001). The acceptable value for 

item-total correlations is around 0.20 (Kalaycı, 2010). Since there was no significant increase 

in alpha reliability when the item with the lowest correlation value was removed from the scale, 

it was decided to keep this item in the scale. These coefficients are validity coefficients for the 

discrimination of all items, and they show consistency of the items both with their dimensions 

and with the whole scale. When the alpha reliability values given in the last column are 

examined, it can be said that each item contributes at similar levels to the whole scale. 

Table 5. Item-Total Correlations on the Basis of Dimensions and Scales. 

Dimensions Items Item-Subscale 

Correlation 

Alpha if Item 

Deleted 

Item-Test 

Correlation 

Alpha if Item 

Deleted 

IGF 

Item 3 (y1) .549 .793 .408 .888 

Item 4 (y2) .757 .688 .462 .887 

Item 5 (y3) .694 .724 .446 .887 

Item 8 (y4) .525 .813 .482 .887 

OGD 

Item 17 (y5) .538 .851 .526 .886 

Item 18 (y6) .707 .811 .669 .882 

Item 19 (y7) .773 .790 .619 .883 

Item 20 (y8) .614 .837 .525 .886 

Item 21 (y9) .717 .806 .625 .883 

IGG 

Item 22 (y10) .672 .844 .530 .886 

Item 25 (y11) .753 .829 .548 .885 

Item 26 (y12) .724 .834 .478 .887 

Item 27 (y13) .695 .839 .619 .883 

Item 28 (y14) .566 .864 .394 .889 

Item 29 (y15) .596 .856 .380 .889 

SD 

Item 30 (y16) .553 .778 .287 .890 

Item 37 (y17) .688 .645 .297 .890 

Item 38 (y18) .655 .685 .338 .889 

P 

Item 42 (y19) .520 .768 .508 .886 

Item 44 (y20) .655 .698 .598 .884 

Item 46 (y21) .703 .676 .588 .884 

Item 47 (y22) .517 .777 .476 .887 

S 

Item 48 (y23) .491 .802 .253 .893 

Item 49 (y24)  .597 .770 .280 .892 

Item 50 (y25) .770 .718 .385 .889 

Item 51 (y26)  .514 .795 .287 .892 

Item 52 (y27) .621 .763 .402 .888 
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3.1.3. Convergent Validity 

The convergent validity of the scale was examined by considering item factor loads, inferred 

mean-variance, and combined reliability. It is seen that item factor loads presented in Table 3 

have a cut-off value above 0.5 in both first and second order CFA (Hair et al., 2009). The 

average variance and combined reliability values obtained are presented in Table 9. 

Accordingly, the average variance value extracted from the whole scale and its dimensions are 

above 0.5. The average variance extracted (AVE) value for only the stereotypes dimension was 

0.48. The average variance extracted value extracted only in the stereotypes dimension was 

found to be 0.48. Fornell and Larcker (1981) stated that the convergent validity of the construct 

is still sufficient if the mean-variance is less than 0.5, but the composite reliability is higher 

than 0.6. Therefore, it can be said that this dimension also has convergent validity. Besides, it 

is seen that the structural reliability values (combined reliability and Cronbach alpha) are higher 

than 0.7 (Fornell & Larcker, 1981) in all dimensions and the entire scale. When all findings are 

evaluated together, it is seen that the convergent validity of the Union Bias Scale is provided. 

3.1.4. Discriminant Validity 

In this study, the differential validity was examined by comparing the square root of the mean-

variance (AVE) and the correlation of latent structures. Factors are considered to be 

discriminatory when the square root of AVE values is greater than the correlations between 

latent variables (Fornell & Larcker, 1981). In Table 6, it is seen that the average variance 

inferred by each dimension is higher than the relationships between dimensions. Therefore, it 

was revealed that the discriminative validity of the scale was also provided. 

Table 6. Discriminant Validity Findings. 

 IGF OGD IGG SD P S 

IGF 0.735 .569** .568** .600** .399** .196** 

OGD  0.742 .531** .465** .545** .352** 

IGG   0.728 .370** .275** .251** 

SD    0.756 .453** .244** 

P     0.707 .327** 

S      0.693 
**p< .01 

3.1.5. Measurement Invariance 

In this study, the multi-group CFA (WG-CFA) analysis was conducted to test whether the factor 

structure of the Union Bias Scale differentiated in gender groups. Besides, with the alignment 

method, it was examined whether the difference between the factor load and intercept values 

of each item was statistically significant or not. Table 7 includes the findings of WG-CFA. 

Sokolov (2019) suggested considering the CFI value of measurement invariance with WG-DFA 

and stated that the relative goodness of fit should be CFI <-0.01 to ensure weak invariance and 

strong invariance as cut-off values. Accordingly, when Table 7 is examined, it is seen that 

strong invariance with weak invariance in all dimensions is very close to the limit value. Also, 

gradually, it is seen that the chi-square difference between models is not statistically significant. 

Weak invariance is based on the assumption that factor loads between groups are equal. Thus, 

factor variances and structural relationships between groups are comparable. When the results 

are evaluated together, it can be said that the factor loads of the Union Bias Scale are equal 

between gender groups. In the Social Distance dimension, fit index values for the structural 

model were not produced. This is thought to be due to the number of items. 

Table 8 includes the findings regarding the factor load and intercept of each item and the 

statistical significance of their differences in gender groups. 



Int. J. Assess. Tools Educ., Vol. 8, No. 4, (2021) pp. 888–913 

 903 

Table 7. Findings of Multi-Group CFA Analysis. 

 Model χ2 df p CFI* Δ CFI 

IGF Weak-Structural 3.391 3 0.3352 0.974  -0.001 

Strong-Structural 11.344 6 0.0783 0.973 -0.018 

Strong-Weak 7.954 3 0.0470 0.956  -0.017 

OGD Weak-Structural 6.327 4 0.1760 0.950  -0.006 

Strong-Structural 13.386 8 0.0992 0.944  -0.013 

Strong-Weak 7.059 4 0.1338 0.937 -0.007 

IGG Weak-Structural 6.029 5 0.3034 0.942 -0.001 

Strong-Structural 12.675 10 0.2424 0.941 -0.003 

Strong-Weak 6.646 5 0.2483 0.939 -0.002 

P Weak-Structural 4.843 3 0.1836 0.945 -0.005 

Strong-Structural 12.068 6 0.0605 0.940 -0.017 

Strong-Weak 7.225 3 0.0651 0.928 -0.012 

S Weak-Structural 4.495 4 0.3431 0.982 -0.001 

Strong-Structural 14.650 8 0.0663 0.981 -0.018 

Strong-Weak 10.154 4 0.0379 0.964 -0.017 

*CFI values are presented in order of structural, weak and strong invariance. 

The results of the alignment analysis show that there is no statistically significant difference 

between the factor loads and intercepts of all items except the y19 coded item. Therefore, this 

result shows that strong invariance is provided, which assumes that both factor loadings and 

intercepts are invariant between gender groups. Therefore, it is possible to compare factor 

averages and intercepts between gender groups. The cut-off value of the y19 coded item in 

gender groups did not differ significantly, but the load value varied. Accordingly, it can be said 

that while weak invariance is provided in this item, strong invariance is not provided. As a 

result, it can be said that all the items of the Union Bias Scale are invariant for men and women. 

Table 8. Test of Significance of Item Loadings and Intercepts Between Gender Groups. 

   Group  Value 1 Value 2 Difference SE P-value 

IGF 

Intercept 

Item 3 (y1) 2 1 1.455 1.462 -0.007 0.043 0.873 

Item 4 (y2) 2 1 1.887 1.808  0.079 0.185 0.672 

Item 5 (y3) 2 1 1.727 1.713  0.014 0.055 0.798 

Item 8 (y4) 2 1 2.270 2.434 -0.164 0.184 0.373 

Loading 

Item 3 (y1) 2 1 0.542 0.529  0.013 0.075 0.866 

Item 4 (y2) 2 1 0.998 1.090 -0.092 0.162 0.569 

Item 5 (y3) 2 1 1.041 0.820  0.222 0.174 0.203 

Item 8 (y4) 2 1 0.711 0.729 -0.018 0.103 0.864 

OGD 

Intercept 

 

Item 17 (y5) 2 1 1.849 1.884 -0.036 0.093 0.700 

Item 18 (y6) 2 1 2.207 2.336 -0.129 0.168 0.443 

Item 19 (y7) 2 1 2.234 2.044  0.190 0.142 0.180 

Item 20 (y8) 2 1 1.544 1.517  0.027 0.048 0.574 

Item 21 (y9) 2 1 2.105 2.102  0.003 0.035 0.924 

Loading 

Item 17 (y5) 2 1 0.578 0.587 -0.009 0.082 0.915 

Item 18 (y6) 2 1 0.990 1.008 -0.018 0.116 0.876 

Item 19 (y7) 2 1 1.117 1.062  0.055 0.136 0.687 

Item 20 (y8) 2 1 0.441 0.503 -0.062 0.112 0.579 

Item 21 (y9) 2 1 1.082 0.754  0.328 0.167 0.050 
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Table 8. Continues. 

IGG 

Intercept 

 

Item 22 (y10) 2 1 2.306 2.267  0.040 0.071 0.573 

Item 25 (y11) 2 1 2.552 2.561 -0.009 0.057 0.876 

Item 26 (y12) 2 1 3.014 3.096 -0.081 0.097 0.400 

Item 27 (y13) 2 1 2.855 3.057 -0.202 0.183 0.267 

Item 28 (y14) 2 1 3.020 2.864  0.157 0.157 0.320 

Item 29 (y15) 2 1 3.481 3.466  0.015 0.044 0.733 

Loading 

Item 22 (y10) 2 1 0.706 0.789 -0.083 0.104 0.422 

Item 25 (y11) 2 1 0.879 0.969 -0.090 0.105 0.390 

Item 26 (y12) 2 1 0.874 0.951 -0.077 0.098 0.432 

Item 27 (y13) 2 1 0.962 0.810  0.151 0.137 0.271 

Item 28 (y14) 2 1 0.716 0.661  0.055 0.087 0.529 

Item 29 (y15) 2 1 0.684 0.564  0.120 0.131 0.360 

SD 

Intercept 

 

Item 30 (y16) 2 1 0.526 0.482  0.044 0.433 0.919 

Item 37 (y17) 2 1 0.272 0.331 -0.059 0.306 0.848 

Item 38 (y18) 2 1 0.265 0.265  0.000 0.074 0.999 

Loading 

Item 30 (y16) 2 1 0.417 0.405  0.012 0.051 0.810 

Item 37 (y17) 2 1 0.542 0.526  0.016 0.066 0.811 

Item 38 (y18) 2 1 0.566 0.614 -0.048 0.098 0.623 

P 

Intercept 

 

Item 42 (y19) 2 1 1.205 1.208 -0.004 0.009 0.671 

Item 44 (y20) 2 1 1.660 1.677 -0.017 0.025 0.512 

Item 46 (y21) 2 1 1.521 1.376  0.145 0.221 0.512 

Item 47 (y22) 2 1 2.006 2.356 -0.350 0.217 0.106 

Loading 

Item 42 (y19) 2 1 0.243 0.542 -0.299 0.116 0.010* 

Item 44 (y20) 2 1 0.882 0.835  0.047 0.174 0.788 

Item 46 (y21) 2 1 0.805 0.862 -0.057 0.173 0.740 

Item 47 (y22) 2 1 0.416 0.395  0.021 0.102 0.841 

S 

Intercept 

 

Item 48 (y23) 2 1 4.546 4.499  0.048 0.164 0.772 

Item 49 (y24)  2 1 4.142 4.191 -0.049 0.190 0.796 

Item 50 (y25) 2 1 4.635 4.564  0.071 0.230 0.757 

Item 51 (y26)  2 1 3.343 3.388 -0.044 0.125 0.723 

Item 52 (y27) 2 1 3.917 3.920 -0.003 0.129 0.980 

Loading 

Item 48 (y23) 2 1 0.681 0.594  0.087 0.180 0.628 

Item 49 (y24)  2 1 0.848 0.697  0.151 0.209 0.470 

Item 50 (y25) 2 1 0.955 1.104 -0.149 0.213 0.484 

Item 51 (y26)  2 1 0.582 0.702 -0.120 0.179 0.503 

Item 52 (y27) 2 1 0.711 0.710  0.001 0.019 0.958 

*p<.05 

3.2. Reliability 

The internal consistency reliability of the Union Bias Scale was examined with the Cronbach 

Alpha and the indicator reliability and the composite reliability coefficients. Table 9 shows the 

Cronbach's alpha, average variance, and composite reliability coefficients of the scale. When 

Table 9 is examined, it can be seen that the Cronbach alpha value of the scale is .81 for the in 

group favoritism dimension; .85 for the out group disdain dimension; .87 for the in group 

glorification dimension; .78 for the social distance dimension; .78 for the prejudices dimension, 

and .81 for the stereotypes dimension. Cronbach's alpha reliability of the whole scale is .89. 
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Composite reliability is above the limit value of .70 in each dimension and the whole scale 

(Hair et al., 2014). When the findings are evaluated together, it is seen that the reliability of the 

scale is also provided. 

Table 9. Cronbach's Alpha, Mean Variance and Composite Reliability Coefficients of the Scale. 

  Cronbach Alpha Mean Variance  Composite 

Reliability 

Dimensions 
IGF 0.81 0.54 0.82 

DGK 0.85 0.55 0.86 

 IGG 0.87 0.53 0.87 

 SD 0.78 0.57 0.79 

 P 0.78 0.50 0.80 

 S 0.81 0.48 0.82 

Whole Scale Union Bias 0.89 0.53 0.96 

 

4. DISCUSSION and CONCLUSION 

This study aimed to develop a reliable and valid scale on union bias and apply it in order to 

measure union bias. The union bias scale was constructed in the context of ingroup bias. The 

27-items scale (see Appendix Table A) including only positive wordings was a 5-point Likert-

type scale (ranging between extremely disagree, disagree, slightly agree, quite agree, and 

extremely agree). As a result of EFA, 27 items were grouped under six factors, whose 

eigenvalues were greater than 1.0. The scale’s seven-factor structure accounted for 64.30% of 

the total variance. To determine the accuracy of the six-dimensional structure of the Union Bias 

Scale determined by EFA, first and second-order CFA was applied to the 27-item structure of 

the scale. It was also revealed that the scale has convergent validity, discrimination validity, 

and measurement invariance. Also, measurement invariance in gender groups was examined. 

The Cronbach Alpha and combined reliability coefficients were calculated to determine the 

scale's reliability. As a result of the first and second order confirmatory factor analysis, the 

scale’s structure did not differ in gender groups. The Cronbach's alpha value was .90 and the 

composite reliability was .96. The Cronbach alpha reliability and composite reliability of the 

union bias scale were found above 0.70, which is the limit value, both in each dimension and 

in the entire scale. When the findings were evaluated together, it was demonstrated with 

different validity and reliability determination methods that the six-dimensional structure of the 

Union bias Scale consisting of 27 items is valid and reliable. 

If unions enhance productivity, and if this productivity is economically crucial, the spread of 

unionism is essential (Doucouliagos et al., 2005). Understanding the unique identities of 

teachers’ unions is possible by understanding the contexts in which the unions operate, 

understanding the relevant literature analysis (the concepts they refer to), and also 

understanding the dynamics within the union (Charlie, 2002). The effect of teacher unions on 

school output depends on the definition of unionization and its goals (Guthery, 2018). 

Therefore, it is possible to hear and see that different actions are taken even if the unions’ 

objectives are the same or similar in theory. It can be said that teacher unions should focus on 

what they can do for teachers rather than what they can give to the government (or the political 

parties they are associated with) (Bağcı, 2009). Unions rely on active members to achieve their 

goals by participating in public meetings, strikes, civil disobedience, and political actions and 

defending union positions and policies in their schools (Popiel, 2013). Since an active member 

has a high union affiliation, the level of identification with his/her union is also high. People 

with a high level of identification with their groups are expected to exhibit higher levels of 

ingroup bias than others (Çoksan, 2016). This situation increases the impact of union bias in 
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organizational environments. Those unions’ engagement in political efforts rather than in the 

improvement of teachers’ rights (Yalçın Durmuş, 2018) increases the grouping among teachers 

(Kara, 2016). The reflection of the unions on the school climate is felt negatively in inner group 

bias. One way to decrease the level of union bias at schools may be to have common goals of 

unions, organize common activities, and therefore encourage teachers to communicate with 

each other. As long as the tendency on politicization of unions goes down, it is expected that 

union bias as its reflection on the organizational environments also decreases. Politicians, 

practitioners, and researchers are also expected to find solutions to reduce such negative effects 

as well. 

There are no scales for trade union bias in the literature. Although union bias is a stronger form 

of union affiliation, it does not contain a harmless sense of belonging such as union affiliation. 

Union bias includes meanings such as factionalism and partiality in Turkish and it refers to 

fanaticism that has more destructive consequences. Especially in organizational environments, 

it can have effects that deeply influence the organizational climate, communication climate, 

organizational justice, and organizational trust feelings. One way of understanding these 

negative effects caused by union bias was thought to require the presence of a measurement 

tool that measures union bias and this study was thought to overcome this deficiency. 

Based on these comments, the following recommendations can be made: 

1- The scale can be applied in schools, enterprises, and organizations employing workers due 

to its design as it is not limited to a certain institution and it includes general expressions; it can 

also be applied to employees who are members of different unions such as civil servant unions 

or trade unions. 

2- The relationship of trade union bias with social identity or variables such as organizational 

climate, communication climate, organizational justice, organizational trust, and organizational 

cynicism can be investigated. 

3- The scale can be applied to different union member teachers and their views can be 

compared. 

4- Comparisons can be made by applying the scale at different levels of education. 

5- Since union bias is a phenomenon that is affected by the effectiveness of the union, the scale 

can be applied to employees with too many and too few members in certain regions or cities 

and comparisons can be made. 
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6. APPENDIX 

Table A displays the 27 items of standardized English and Turkish version of Union Bias Scale.  

Table A. Union Bias Scale (Standardized English and Turkish version)  

Bu ölçek, sendikal yanlılığı belirlemeye yönelik maddelerden oluşmaktadır. 

Maddelerin her birini okuyarak, “Hiç Katılmıyorum, Katılmıyorum, Çok Az 

Katılıyorum, Oldukça Katılıyorum, Tamamen Katılıyorum” seçeneklerinden 

birini işaretleyiniz. Maddelerin tümünü içtenlikle işaretlemeniz araştırma 

sonuçları açısından oldukça önemlidir. Teşekkür ederim. S
tr

o
n

g
ly

 d
is

-

a
g

re
e 

D
is

a
g

re
e
 

S
li

g
h

tl
y

 a
g

re
e 

Q
u

it
e 

a
g

re
e 

S
tr

o
n

g
ly

 

a
g

re
e 

In
 G

ro
u
p

 F
av

o
ri

ti
sm

/ 

İç
 G

ru
b

u
 K

ay
ır

m
a 

1. People from my own union always take precedence over those 

from other unions. 

1. Kendi sendikamdan olanlar, her zaman diğer sendikalardan 

olanlardan önce gelir. 

     

2. It makes me happy that someone from my union is chosen to dis-

tribute the tasks. 

2. Görevlerin dağıtımında kendi sendikamdan olan birinin seçilmesi 

beni mutlu eder. 

     

3. It makes me happy that someone from my union is chosen to dis-

tribute the awards. 

3. Ödüllerin dağıtımında kendi sendikamdan olan birinin seçilmesi 

beni mutlu eder. 

     

4. I prefer to work with a manager from my own union. 

4. Kendi sendikamdan olan bir yöneticiyle çalışmayı tercih ederim. 
     

O
u

t 
G

ro
u

p
 D

is
d

ai
n

  

D
ış

 G
ru

b
u

 K
ü

çü
m

se
m

e 

5. The activities of other unions are very ineffective and weak. 

5. Diğer sendikalardan olanların faaliyetleri oldukça etkisiz ve 

zayıftır. 

     

6. The ideological approaches of other unions cause an atmosphere of 

unrest. 

6. Diğer sendikaların ideolojik yaklaşımları huzursuzluk ortamına 

sebep olmaktadır. 

     

7. The activities of other unions are segregating for employees. 

7. Diğer sendikaların faaliyetleri, çalışanları ayrıştırıcıdır. 
     

8. Those from other unions cause conflicts in our institution. 

8. Diğer sendikalardan olanlar kurumumuzda çatışma ortamına sebep 

olmaktadır. 

     

9. Those from other unions serve ideological purposes rather than un-

ion goals. 

9. Diğer sendikalardan olanlar, sendikal amaçlardan çok ideolojik 

amaçlara hizmet etmekteler. 

     

In
 G

ro
u
p

 G
lo

ri
fi

ca
ti

o
n

  

İç
 G

ru
b

u
 Y

ü
ce

lt
m

e 

10. The union I am a member of is unique. 

10. Üyesi olduğum sendika eşsizdir. 
     

11. The union I am a member of always makes the best decisions. 

11. Üyesi olduğum sendika her zaman en iyi kararları alır. 
     

12. The union I am a member of is the one that defends our rights 

most effectively. 

12. Üyesi olduğum sendika, haklarımızı en etkili savunan sendikadır. 

     

13. The aims of the union I am a member of are higher than the aims 

of other unions. 

13. Üyesi olduğum sendikanın amaçları diğer sendikaların 

amaçlarından yüksektir. 

     

14. The union I am a member of is not a supporter of a political party.      
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14. Üyesi olduğum sendika bir siyasi partinin arka bahçesi değildir. 

15. The activities of the union that I am a member of are unifying the 

employees. 

15. Üyesi olduğum sendikanın faaliyetleri çalışanları birleştiricidir. 

     

S
o

ci
al

 D
is

ta
n

ce
  

S
o

sy
al

 M
es

af
e 

16. At my institution, my relations with employees from other unions 

are not good. 

16. Kurumumda, diğer sendikalardan olan çalışanlarla ilişkilerim 

soğuktur. 

     

17. In my institution, my professional communication with employ-

ees from other unions is poor. 

17. Kurumumda, diğer sendikalardan olan çalışanlarla mesleki 

iletişimim zayıftır. 

     

18. In my institution, I have poor social communication with employ-

ees from other unions. 

18. Kurumumda, diğer sendikalardan olan çalışanlarla sosyal 

iletişimim zayıftır. 

     

P
re

ju
d

ic
es

 

Ö
n

y
ar

g
ıl

ar
 

19. Those from other unions have a grudge and hatred towards me/us. 

19. Diğer sendikalardan olanlar bana/bize karşı kin ve nefret 

içindedirler. 

     

20. Although it is in favor of the employees, those from the other un-

ion do not support our union activities. 

20. Çalışanların lehine olsa da diğer sendikadan olanlar sendikal 

faaliyetlerimizi desteklemezler. 

     

21. It is not possible for those from other unions to cooperate with 

us on union matters. 

21. Diğer sendikalardan olanların sendikal konularda bizimle 

işbirliği yapması mümkün değildir. 

     

22. It is not possible for all unions to unite around the same union 

goals. 

22. Tüm sendikaların aynı sendikal amaçlar etrafında birleşmesi 

mümkün değildir. 

     

S
te

re
o

ty
p

es
 

K
al

ıp
y

ar
g

ıl
ar

 

23. Among other unions there are unions that support the government 

in power. 

23. Diğer sendikalar arasında “İktidar yanlısı sendika” vardır. 

     

24. Among other unions there are pro-terror unions. 

24. Diğer sendikalar arasında “Terör yanlısı sendika” vardır. 
     

25. Among other unions there are nationalist unions. 

25. Diğer sendikalar arasında “Ulusalcı sendika” vardır. 
     

26. Among other unions there are fascist unions. 

26. Diğer sendikalar arasında “Faşist sendika” vardır. 
     

27. Among other unions there are collaborator unions. 

27. Diğer sendikalar arasında “İşbirlikçi sendika” vardır. 
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Abstract: Personality priorities are important concepts in Adlerian theory, 

contributing to understanding and conceptualizing clients’ lifestyles. Even though 

Adlerian psychology promises multicultural applications and has been interested in 

Turkey, no instrument measuring personality priorities has been developed or 

adapted into Turkish. Therefore, the purpose of this study was to adapt the Adlerian 

Personality Priority Assessment (APPA) into Turkish and examine its 

psychometric properties with a sample of Turkish undergraduate students. This 

study was conducted in three steps. In the first step, a linguistic equivalence test 

was performed with a sample of 73 students enrolled at the Department of English 

Language Education. In the second step, the structure of the APPA was examined 

using exploratory and confirmatory factor analyses with a sample of 1,279 

undergraduate students. In the final step, test-retest reliability was tested with a 

sample of 93 undergraduate students within 4-week interval. The results of the 

linguistic equivalency study revealed that translations were linguistically and 

culturally proper. According to the exploratory and confirmatory factor analyses, 

the Turkish form of the APPA consisted of 24 items loaded with four factors 

consistent with the original form. The results also revealed good levels of internal 

and test-retest reliabilities. The findings of this study showed that the Turkish form 

of the APPA is a valid and reliable instrument, and it can be used in research and 

practice with Turkish populations. The results and limitations were discussed, 

along with implications for future research and practice. 

1. INTRODUCTION 

Adlerian theorists strongly consider individuals’ social and cultural contexts when 

conceptualizing people within their social environments (Carlson & Carlson, 2000). Individual 

psychology, created by Alfred Adler (1931), appears to be suitable for the characteristics of 

Turkish culture. For instance, Turkish culture values cooperation, connection with others, and 

social life, and the roles of family in early childhood are also highly emphasized in Turkish 

traditions (Sümer & Rasmussen, 2012). In this regard, Adlerian psychology receives attention 

in Turkey for both practice and research. However, research within Turkish psychology practice 

appears to be in its infancy. For example, Adlerian concepts were conceptually discussed and 

reviewed in Turkish literature such as Adlerian encouragement within the counseling 

relationship (Ergün-Başak & Ceyhan, 2011) and the use of Adlerian family counseling 
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(Akçabozan & Sümer, 2016). Those studies discussed the Adlerian concepts and provided 

suggestions for Adlerian practice in Turkish culture. Given the heightened interest in adopting 

Adlerian psychology in the Turkish culture (Sümer & Rasmussen, 2012), it is crucial to develop 

valid and reliable instruments that measure the essential concepts of Adlerian theory, such as 

personality priorities. 

1.1. Individual Psychology 

Across all theoretical approaches, therapists work to conceptualize clients’ presenting concerns 

and develop a treatment plan to intervene to best help clients overcome challenges. Within the 

Adlerian framework, the concept of understanding a client’s presenting issue is positioned 

within their lifestyle: their view of self, others, and the world as influenced by genetic and 

environmental factors (Carlson et al., 2006). Although Adler (1929) stated, “we do not consider 

human beings types because every human being has an individual style of life” (p.102), he also 

noted that lifestyles serve as an intellectual device to understand similarities and differences 

between people. Even though Adlerian therapists prize each client's uniqueness and personal 

assets, understanding an overarching framework of individuals’ lifestyles can be clinically 

useful (Kefir & Corsini, 1974). In this regard, Kefir (1971) developed four personality priorities 

that capture broad categories of individuals’ worldviews that can quickly provide the therapist 

insight into their lifestyle, mistaken beliefs/cognitive distortions, and how that worldview can 

impact their progress in therapy. 

1.2. Personality Priorities 

Kefir (1971) once described personality priorities as a “window into one’s lifestyle,” indicating 

this construct can be used as a snapshot into an individual’s view of self, others, and the world. 

The brief snapshot can provide therapists with opportunities to present tentative hypotheses 

early on in the counseling process to begin deconstructing mistaken beliefs and developing 

more positive coping skills. However, Kefir and Corsini (1974) clarified that priorities are not 

considered fixed, providing fluidity for modifications in different situations (e.g., personal 

versus professional life). Priorities instead give insights on one’s general dispositional set and 

central tendency towards life (Kefir & Corsini, 1974). Each person functions from a primary 

priority, although they can constantly access all four as needed to strive for belonging and 

significance. Dependent upon early childhood experiences, individuals may choose to operate 

from their primary priority on the socially useful or useless side of life. This functionality allows 

the therapist to understand the level of discouragement or distress in which the client is currently 

presenting. Therefore, there is no hierarchy of priorities; each priority serves a purpose to enable 

the client to achieve their primary goals best. 

Kefir (1981) originally defined four types of personality priorities: (a) avoider, (b) pleaser, (c) 

controller, and (d) morally superior. However, Pew (1976) modified the priorities as follows: 

control, pleasing, superiority, and comfort, removing the person's focus and replacing it with 

an action. This slight modification aligned more with the purpose of fluidity and appeared less 

trait-like. Due to page limitations, see Dillman Taylor et al. (2015) for complete definitions of 

the four priorities. 

1.3. Measuring Personality Priorities 

Dillman Taylor et al. (2015) developed the Adlerian Personality Priority Assessment (APPA) 

in response to the lack of validation of previous personality priority instruments (e.g., Allen 

Assessment for Adlerian Personality Priorities [AAAPP]; Langenfeld Inventory for Personality 

Priorities [LIPP]). The APPA was created to assess individuals’ priority of achieving 

significance and belonging in their lives. The original study confirmed Kefir’s (1971) four 

initial priorities with 393 undergraduates, concluding 30 items represented four personality 

priorities: control (six items), pleasing (nine items), superiority (seven items), and comfort 
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(seven items). Dillman Taylor, Bratton, and Henson (2019) conducted another study to examine 

the psychometric properties of the APPA with a sample of 1201 undergraduate students. Results 

supported the four-factor structure of the APPA and provided preliminary results for the 

usefulness of the APPA for research and practice. For example, in a study utilizing the APPA 

to measure personality priorities, Dillman Taylor et al. (2018) examined the relationship 

between personality priorities and wellness in counselors-in-training and found that pleasing 

and comfort negatively predicted wellness even though superiority and control were not found 

significantly related to wellness. In addition, Dillman Taylor and Mullen (2019) modified the 

30-item APPA to 22 items, resulting in a four-factor model: control (four items), pleasing 

(seven items), superiority (seven items), and comfort (four items). All studies examining the 

factorial structure of the APPA confirm four factors, which align with the original theoretical 

structure of personality priorities. Therefore, preliminary evidence of the internal structure of 

the APPA, using EFAs and confirmatory factor analyses across studies, was demonstrated in 

addition to evidence of relationship to other variables (e.g., wellness, Dillman Taylor et al., 

2018). 

Even though the studies on Adlerian concepts in Tutkish culture were limited, there is a grwoing 

interest (e.g., Akçabozan & Sümer, 2016; Ergün-Başak & Ceyhan, 2011; Sümer & Rasmussen, 

2012). As discussed, understanding personality priorities contribute to conceptualizing the 

person’s lifestyle (Kefir, 1971; Kefir & Corsini, 1974). To date, an instrument assessing 

personality priority in Turkey does not exist. However, validated instruments are needed to 

carry out further research on Adlerian theory and practice. Thus, the purpose of this study was 

to adapt the APPA to Turkish culture, specifically focusing on the internal structure. More 

specifically, this study aimed to examine the reliability and validity of the APPA with Turkish 

undergraduate students. 

2. METHOD 

2.1. Data Collection 

A convenient sampling method was used in this study. We received approval from the 

university ethical board in Turkey to conduct this study. Based on outlined data collection 

procedures, we followed university protocol to obtain permission from dean offices and class 

instructors to recruit participants. All data were collected in person via paper-and-pencil. We 

followed detailed procedures to ensure confidentiality and that participation was voluntary. For 

this study, we conducted a three-part process in data collection. For the first part of the study, 

73 participants completed both the English and Turkish forms of the APPA for the linguistic 

equivalence within a 2-week interval. Based on the results of the linguistic equivalence test, 

translations of four items were revised. Once the translation process was finalized, we collected 

data from the second group (n = 1279). Finally, the Turkish form of the APPA was implemented 

twice to the last group (n = 93) for test-retest reliability within a 4-week interval. 

2.2. Participants 

A total of 1445 undergraduate students who attended a public university in the northwest of 

Turkey participated in this study. This study consisted of three independent samples. In the first 

sample, 73 students enrolled at the Department of English Language Education participated in 

the linguistic equivalence study. To qualify for part one of this study, the participants needed 

to demonstrate fluency in both Turkish and English. This qualification was to ensure the 

accuracy of responses to items of the English and the Turkish version of the APPA. 

In the second sample, 1279 undergraduate students, whose age ranged from 17 to 38 (M = 

20.81, SD = 2.46) participated. To qualify for part two of this study, the participants attended a 

four-year undergraduate program. The data of this group was randomly split into two equal 

subsamples (n1 = n2 = 639); one case was randomly removed to ensure equal sample sizes. Age 
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ranged from 17 to 38 (M = 20.79, SD = 2.43) in the subsample 1, and from 17 to 38 (M = 20.83, 

SD = 2.49) in the subsample 2. Table 1 shows demographic characteristics of the participants, 

such as gender, grade, and birth order for the total sample for part two, subsample 1, and 

subsample 2. In addition, we asked participants to rate their perceived socioeconomic status. 

As shown in Table 1, the total sample for part two of this study mostly reflected middle-class 

socioeconomic status. 

Table 1. Comparison Demographics of total group subsample groups  

Demographic Part II Total Sample n (%) 
Subsample 1 n 

(%) 

Subsample 2 n 

(%) 

Gender    

Male 305 (23.8) 153 (23.9) 152 (23.8) 

Female 958 (74.9) 477 (74.7) 480 (75.1) 

Missing 16 (1.3) 9 (1.4) 7 (1.1) 

Grade    

Freshman 449 (35.1) 216 (33.8) 233 (36.5) 

Sophomore 214 (16.7) 116 (18.2) 98 (15.3) 

Junior 236 (18.5) 116 (18.2) 120 (18.8) 

Senior 375 (29.3) 188 (29.4) 186 (29.1) 

Missing 5 (.4) 3 (.4) 2 (.3) 

Birth order    

First 460 (36) 214 (33.5) 245 (38.3) 

Second/middle 526 (41.1) 264 (41.3) 262 (41) 

Last 246 (19.2) 135 (21.1) 111 (17.4) 

Only 32 (2.5) 17 (2.7) 15 (2.4) 

Missing 15 (1.2) 9 (1.4) 6 (.9) 

Perceived economic status    

High 58 (4.5) 33 (5.2) 25 (3.9) 

Middle 1147 (89.7) 563 (88.1) 583 (91.2) 

Low 59 (4.6) 33 (5.2) 26 (4.1) 

Missing 15 (1.2) 10 (1.5) 5 (.8) 

 

For the test-retest reliability study (part 3), 93 participants (17 males, 76 females) completed 

the APPA. Ages in this group ranged from 20 to 35 (M = 23.17, SD = 2.81). To qualify, 

participants in this group needed to be undergraduate students who attended a four-year 

program. 

2.3. Measurements 

2.3.1. The Adlerian Personality Priority Assessment (APPA) 

Dillman Taylor et al. (2015) developed the APPA to measure Adlerian personality priorities as 

a mechanism to assess mistaken beliefs or cognitive distortions, which were originally proposed 

by Kefir (1971). The APPA has 30 items measuring four personality priorities: control (six 

items), pleasing (nine items), superiority (seven items), and comfort (seven items). Items are 

on a 5-point Likert scale ranging from not at all (1) to very much (5). A higher score of a 

particular personality priority indicates that a person views the world more in line with the 

characteristics of that priority to achieve significance and belonging in their life. Sample items 

include “In most situations, I prefer to be in charge” (control), “I need to know that others are 

pleased with me” (pleasing), “I need to be the winner in games” (superiority), and “I prefer not 

having a lot of work to do” (comfort). 
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Dillman Taylor et al. (2015) reported that the full model reproduced 47.29% of the variance. 

Each factor explained for each factor was 16.93% for pleasing, 10.57% for control, 10.13% for 

comfort, and 9.66% for superiority. In addition, the following studies confirmed the four-factor 

structure of the APPA with samples of 1,210 undergraduate students (Dillman Taylor et al., 

2019) and 1,019 adults (Dillman Taylor & Mullen, 2019). Dillman Taylor et al. (2015) reported 

Cronbach Alpha coefficients for each factor as follows: .91 for pleasing, .80 for comfort, .81 

for control, and .88 for superiority. The current study reported Cronbach Alpha coefficients for 

each factor as following .84 for superiority, .81 for pleasing, .68 for comfort, and .78 for control. 

2.3.2. Translation procedure 

We conducted the translation process of the APPA into Turkish using the five-step model as 

suggested to adapt an original instrument into another language and culture (e.g., Abubakar et 

al., 2013; Carlson, 2000). First, four faculty members in counseling departments who were 

native Turkish speakers and had fluent English separately translated the items of the APPA into 

Turkish. Second, all translations were compared and analyzed, and the most accurate 

translations were chosen for each item. Third, a faculty member in Teaching English to 

Speakers of Other Languages department in the United States, who was a native Turkish 

speaker and unfamiliar to the APPA, reverse translated the items into English. Previous 

researchers have suggested reverse translation as a part of the adaption procedure to ensure the 

correctness of the translation (Abubakar et al., 2013; Geisinger, 1994). Fourth, two faculty 

members in counselor education in the United States, who were highly familiar with Adlerian 

theory, compared the back-translated items with the original APPA in terms of correctness, 

clarity, and cultural relevancy. Finally, the reverse-translated version of the APPA was 

reviewed and approved by the developer of the original form of the APPA. In line with the 

original scale, the final version of the APPA-Turkish (APPA-T) contains 30 items on a 5-point 

Likert scale (1= Not at all, 2 = A little bit, 3 = Somewhat, 4 = Quite a bit, and 5 = Very much). 

In the final step, a translation equivalency test was implemented with 73 undergraduate students 

enrolled at the Department of English Language Education in Turkey. Based on the translation 

equivalency test results, two faculty members in counselor education revised four items, thus 

finalizing the APPA-T. 

2.4. Data Analysis 

We conducted analyses using Statistical Package for the Social Sciences (SPSS) version 22.0 

and Analysis of Moment Structures (AMOS) version 23. Before data analysis, a data screening 

procedure was employed. More specifically, encoding data, missing data, and outliers were 

checked. In addition, we examined normality, multicollinearity, and missing data. Results are 

presented in the following sections. In study 1, we employed a translation equivalency study to 

investigate the accuracy of the translation. 

In study 2, we examined the structure of the original APPA using confirmatory factor analysis 

(CFA), but the results revealed a poor-fitting model. Thus, we tested the dimensionality of the 

APPA with this Turkish sample. As recommended for cross-validation (Gerbing & Hamilton, 

1996), we randomly split the sample (N = 1279) into two subsamples (n1 = 639, n2 = 639) using 

the random sample selection procedure in SPSS 22.0, and randomly deleted one participant to 

obtain equal samples. Then, we conducted exploratory factor analysis (EFA) to determine the 

factor structure of the APPA-T with subsample 1. Next, a CFA was conducted with subsample 

2 to confirm the structure acquired as the result of the EFA. Cronbach’s alpha coefficients of 

each factor were estimated with the whole sample to examine the internal consistency reliability 

of the APPA-T. In study 3, we conducted a test-retest study with 93 students within a 4-week 

interval. 
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3. RESULT / FINDINGS 

Regarding preliminary analyses, we checked all assumptions for the data analyses employed 

across the three studies. First, we employed Little’s MCAR tests to examine whether the data 

sets were completely at random. For all three subsamples, data were found to be at random 

(Study 1, x2 = 857.03, df = 878, p > .05; Study 2, x2 = 1027.99, df = 968, p > .05; Study 3, x2 = 

479.18, df = 472, p > .05). We checked all assumptions, including z scores for potential outliers, 

kurtosis and skewness for normality, and multicollinearity (Tabachnick & Fidell, 2013). For all 

three studies, assumptions were met, thus demonstrating that the data is appropriate for the 

selected analyses. 

3.1. Study 1: Translation Equivalency Test 

In an adaption of an instrument into another language and culture, Carlson (2000) suggested 

three steps for the translation process: (1) one-way translation is conducted by bilingual experts 

translating the original instrument into the target language; (2) back-translation method is 

performed as an independent bilingual expert translates back the target-language version into 

the original language; and (3) a translation equivalency test is conducted to ensure a culturally 

equivalent translation. In preparation for this study, we conducted the first two steps prior to 

implementing with participants, as noted previously. Therefore, we asked 73 bilingual 

undergraduate students to complete the original 30-item APPA first then the APPA-T within a 

2-week interval. The main purpose of an equivalency test is to utilize two forms of an 

instrument into the same group and compare the results. If the translations are deemed accurate 

and meaningful, no difference between the two implementations is expected (Carlson, 2000; 

Hambleton et al., 2004). Thus, we conducted paired-samples t-tests to compare the participants' 

scores on the two different versions of the APPA (Pallant, 2010). The results showed that there 

were no statistically significant differences in mean scores of two implementations for each of 

the priorities: superiority (t(51) = .29, p = .77), pleasing (t(51) = -1.46, p = .15), comfort (t(51) 

= .55, p = .59), and control (t(51) = .99, p = .32). Therefore, these findings supported the 

translation equivalency between the APPA and the APPA-T. 

For further analysis, we inspected the results of both assessments (e.g., APPA and APPA-T) to 

ensure the accuracy of translations. Due to the ordinal nature of the items ranging from one to 

five, we conducted the Wilcoxon matched pairs signed ranks test for each item across the two 

assessments (Pallant, 2010; Tabachnick & Fidell, 2013). The results indicated only four items 

(APPA Item 5, 8, 18, and 24) had statistically significant differences between scores across the 

two instruments. These findings support the accuracy of the translation for the majority of the 

items. Further, we examined correlations between the items in English and Turkish using the 

Spearman rho formula (Pallant, 2010; Tabachnick & Fidell, 2013). All results, including mean 

ranks for each item, are reported in Table 2. The results revealed that most correlations between 

English and Turkish items were statistically significant, except for three items (APPA Item 2, 

17, and 28). Therefore, as suggested (Carlson, 2000), we inspected these seven items; two 

Turkish faculty revised these items in terms of clarity and cultural relevancy. 
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Table 2. Wilcoxon Matched Pairs Signed Ranks Test, Correlations, Means, and Standard Deviations 

for Each Item. 

Items 
APPA APPA-T 

rho Z 
M (SD) M (SD) 

APPA Item 1 2.81 (1.10) 2.72 (.98) .31* -.99 

APPA Item 2 2.79 (1.27) 2.36 (.97) .24 -1.44 

APPA Item 3 3.33 (1.31) 3.70 (1.15) .51** -1.19 

APPA Item 4 3.12 (1.14) 3.35 (.95) .56** -1.81 

APPA Item 5 2.67 (1.38) 2.37 (1.33) .69** -2.74** 

APPA Item 6 2.77 (1.16) 3.10 (1.13) .60** -.31 

APPA Item 7 2.64 (1.23) 2.68 (.99) .43** -.01 

APPA Item 8 2.52 (1.31) 3.02 (1.46) .59** -2.37* 

APPA Item 9 3.32 (1.23) 3.36 (1.10) .39** -2.35 

APPA Item 10 3.07 (1.36) 3.40 (1.06) .46** -1.87 

APPA Item 11 2.68 (1.33) 2.53 (1.24) .55** -1.35 

APPA Item 12 3.42 (1.09) 3.66 (.94) .31* -.97 

APPA Item 13 3.41 (1.07) 3.47 (.87) .36** -.06 

APPA Item 14 3.31 (1.29) 3.38 (1.14) .74** -.36 

APPA Item 15 3.35 (1.21) 3.39 (1.18) .38** -.89 

APPA Item 16 3.34 (1.26) 3.17 (1.21) .55** -.85 

APPA Item 17 3.04 (1.04) 3.42 (1.24) .20 -1.83 

APPA Item 18 2.13 (1.16) 1.69 (.93) .46** -2.41* 

APPA Item 19 3.19 (1.31) 3.33 (1.14) .51** -.49 

APPA Item 20 3.01 (1.25) 2.98 (1.29) .63** -.21 

APPA Item 21 2.88 (1.26) 2.95 (1.23) .65** -.89 

APPA Item 22 3.60 (1.28) 3.65 (1.10) .60** -.07 

APPA Item 23 3.09 (1.80) 2.85 (1.18) .45** -1.87 

APPA Item 24 3.07 (1.24) 2.42 (1.09) .50** -3.74*** 

APPA Item 25 3.11 (1.35) 3.02 (1.33) .54** -.69 

APPA Item 26 3.07 (1.09) 3.30 (1.06) .57** -1.84 

APPA Item 27 2.67 (1.13) 2.63 (1.26) .61** -.55 

APPA Item 28 2.27 (1.07) 2.13 (.03) .19 -1.27 

APPA Item 29 2.97 (1.29) 2.98 (1.14) .61** -.68 

APPA Item 30 3.21 (1.27) 3.12 (1.25) .68** -1.17 

Note. * p < .05, ** p < .01, *** p < .001 

3.2. Study 2: Structure Analyses 

3.2.1. Confirmatory factor analysis 

We conducted a CFA to test the original structure of the APPA developed by Dillman Taylor 

et al. (2015) with the entire sample (N = 1279). To evaluate the model, we used the following 

fit indices to determine the overall goodness of the model: (a) chi-square ratio (< .4), (b) 

comparative fit index (CFI, > .94), (c) goodness of fit (GFI, > .90), root mean square error of 

approximation (RMSEA, < .09), and standardized root mean square residual (SRMR, < .06; 

Brown, 2014; Hooper et al., 2008; Hu & Bentler, 1999; Kline, 2011; O'Rourke et al., 2013; 

Weston & Gore, 2006). The CFA results indicated a poor fit for the original APPA: x2 (df = 

399, N = 1279) = 2,501.01, p < .001; x2/df = 6.27; CFI = .82; GFI = .87; RMSEA = .06; SRMR 

= .08. Therefore, this model was deemed to be insufficient for the current data. Because the 

original factor structure of the APPA was not supported with this Turkish sample, as suggested 
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(Gerbing & Hamilton, 1996), we reexamined the dimensionality of the APPA with this Turkish 

sample. Thus, we randomly split the data into two equal subsamples: Subsample 1 (n1 = 639) 

and subsample 2 subsample (n2 = 639). 

3.2.2. Exploratory factor analysis 

To determine the factor structure of the Turkish version APPA, with subsample 1 (n1 = 639), 

we conducted a principal component analysis (PCA; Pallant, 2010) with direct varimax rotation 

because factors were not expected to be theoretically correlated (Costello & Osborne, 2005; 

Pallant, 2010). The item-to-case ratio was 1:21, ideal for this analysis (Costello & Osborne, 

2005). In addition, regarding the suitability of the sample for factor analysis, we met the 

assumptions for Bartlett’s test of sphericity (x2 = 6253.34, df = 435, p < .001) and Kaiser-Meyer-

Olkin (KMO = .86; Hair et al., 2010; Mvududu & Sink, 2013). These results indicated that the 

data was appropriate for the use of factor analysis.  

In order to determine the number of factors to retain, we inspected Eigenvalues higher than 1, 

the scree plot, and conducted parallel analysis (Pallant, 2010; Tabachnick & Fidell, 2013). The 

results of the principal component analysis with varimax rotation found six factors with 

Eigenvalues greater than 1. However, when we inspected the scree plot, a significant break 

occurred between the fourth and fifth factors, which suggested a four-factor structure. Results 

from the parallel analysis also suggested retaining four factors. Thus, we retained four factors 

for the initial factor analysis. One item demonstrating significant cross-loading (>.32; Costello 

& Osborne, 2005; Tabachnick & Fidell, 2013) was removed from the model. We reran the 

model to determine model fit with 29 items. Further, we found that items 15 and 18 on the 

APPA-T loaded on a different factor than anticipated (Dillman Taylor et al., 2015); however, 

we elected to retain it based on theoretical support. 

The final model (see Table 3) comprised of a four-factor structure with 29 items, which were 

consistent with the original model: Factor 1 (superiority, nine items), Factor 2 (pleasing, nine 

items), Factor 3 (comfort, seven items), and Factor 4 (control, four items). The 4-factor model 

explained 48.21% of the total variance, appropriate for social sciences (Hair et al., 2010; 

Mvududu & Sink, 2013). 

Table 3. Factor Pattern/Factor Loadings for Exploratory Factor Analysis with Varimax Rotation of 

APPA-T 

Items 
Factor 1 

Superiority 

Factor 2 

Pleasing 

Factor 3 

Comfort 

Factor 4 

Control 

APPA Item 20 .84 .15 -.13 .03 

APPA Item 19 .81 .12 -.09 .06 

APPA Item 30 .72 .04 -.03 .14 

APPA Item 16 .71 .05 .14 .02 

APPA Item 25 .70 .12 -.09 .15 

APPA Item 14 .60 .20 -.20 .17 

APPA Item 26 .56 .04 .31 .14 

APPA Item 15 .55 .26 .21 .08 

APPA Item 18 .42 -.10 .21 .10 

APPA Item 27 .06 .74 .09 .16 

APPA Item 17 .12 .70 -.09 .03 

APPA Item 11 .10 .69 -.03 .18 

APPA Item 21 .21 .69 .01 .02 

APPA Item 3 -.13 .68 -.06 .03 
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Table 3. Continues 

APPA Item 10 .27 .67 .09 .05 

APPA Item 5 .03 .58 .08 -.14 

APPA Item 8 -.02 .53 .18 .06 

APPA Item 13 .23 .53 .17 .14 

APPA Item 6 -.02 .00 .71 -.19 

APPA Item 7 .03 .05 .61 -.21 

APPA Item 29 .05 .14 .58 -.25 

APPA Item 28 .07 .08 .56 .05 

APPA Item 4 .00 .12 .54 -.32 

APPA Item 22 .12 -.13 .45 .04 

APPA Item 2 -.18 .18 .43 .00 

APPA Item 23 .19 .13 -.13 .82 

APPA Item 24 .24 -.02 -.04 .73 

APPA Item 12 .14 .16 -.17 .71 

APPA Item 9 .12 .19 -.29 .70 

% variance 20.78 12.47 10.13 4.83 

Eigenvalue 6.03 3.62 2.94 1.40 

 

3.2.3. Second confirmatory factor analysis 

The next step of the investigation of structural validity of the APPA-T was conducting a CFA 

with subsample 2 (n2 = 639), a unique sample from subsample 1 used in the EFA. We conducted 

a CFA on the model derived as the result of the EFA, which indicated a four-factor structure 

with 29 APPA-T items. The model revealed a poor fit across some indices: x2 (df = 371, N = 

639) = 1172.38, p < .001; x2/df = 3.16; CFI = .84; GFI = .88; RMSEA = .06; SRMR = .06. Fit 

indices produced mixed results, so we inspected the modification indices to improve the model.  

Based on modification indices, we systematically removed APPA items 5, 15, and 16 due to 

covarying not being theoretically justified. In addition, we removed items 18 and 22 from the 

model because the loading of that items was lower than .30 (Mvududu & Sink, 2013). Due to 

theoretical support, we elected to free errors between APPA items 10-13 and 23-24. Items 10 

and 13 relate to one’s desire to know that others are pleased with them; whereas, items 23 and 

24 convey an individual’s preference of being in charge. 

With these modifications, the final model resulted in a 24-item, four-factor structure, which 

also produced a mixed outcome with some indices demonstrating good fit while others show 

adequate fit: x2 (df = 244, N = 639) = 649.21, p < .001; x2/df = 2.66; CFI = .90; GFI = .92; 

RMSEA = .05; SRMR = .06. The standardized regression weights revealed that the loadings 

for all items were statistically significant, and ranged from .36 to .82, (Figure 1). In addition, 

the CFA revealed various relationships among priorities/factors. The superiority factor was 

found to be statistically correlated to pleasing (r = .31, p < .001) and control (r = .34, p < .001); 

and control was found to be statistically correlated to pleasing (r = .36, p < .001) and comfort 

(r = -.49, p < .001). Finally, we ran Cronbach’s alpha internal consistency with the whole 

sample (N = 1279) for the final modified model derived from the second CFA and the found 

the following: .84 for superiority, .81 for pleasing, .69 for comfort, and .78 for control. 
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Figure 1. CFA Diagram of the Final Modified Model for the APPA-T. 

 

3.3. Study 3: Test-Retest Reliability Analysis 

To determine the test-retest reliability, we administered the APPA-T to 93 undergraduate 

students within 4-week interval. The correlation coefficients between two applications were all 

significant: (r = .72, p < .01) for superiority, (r = .85, p < .01) for pleasing, (r = .73, p < .01) for 

comfort, and (r = .79, p < .01) for control. Thus, those results showed that the APPA-T is a 

reliable instrument. 

4. DISCUSSION and CONCLUSION 

Personality priorities are important variables in Adlerian theory to understand individuals’ 

worldviews and relate to others. The concept of personality priorities provides insight into 

individuals’ goals in which they strive for significance and belonging (Dillman Taylor et al., 

2015; Kefir, 1971; Kefir & Corsini, 1974). Kefir (1981) first introduced the concept of 

personality priorities. Shortly after that, Langenfeld and Main (1983) developed the first 

instrument, the LIPP, to measure personality priorities, although the items on the instrument 

presented with limited reliability (Ashby et al., 1998; Ashby et al., 2006; Dillman Taylor et al., 

2015). Dillman Taylor et al. (2015) developed the APPA measuring personality priorities with 

a four-factor structure to address these concerns. Several studies demonstrate adequate to strong 

psychometric properties of the APPA (Dillman Taylor & Mullen 2019; Dillman Taylor et al. 
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2015; Dillman Taylor et al. 2019). Therefore, the researchers sought in this manuscript to adapt 

this instrument for the Turkish population.  

We conducted three studies in order to establish the credibility of the revised instrument. First, 

we followed stringent guidelines for translating the APPA to the APPA-T form (Abubakar et 

al., 2013; Carlson, 2000) and conducted a translation equivalency test to confirm the adequate 

translation. Further, we employed an EFA and a CFA to examine the structural validity of the 

APPA-T. Regarding reliability, we estimated Cronbach’s alpha coefficients to determine 

internal consistency and conducted a test-retest to measure the stability of the APPA-T over 

time.  Overall, we found that the translation of APPA-T was linguistically and culturally 

appropriate for the undergraduate population in which we tested the instrument. 

4.1. Factorial Structure 

The original version of the APPA included four factors with 30 items with an undergraduate 

student sample (Dillman Taylor et al., 2015). Consistent with the previous studies (e.g., Dillman 

Taylor et al., 2019; Dillman Taylor & Mullen, 2019), the current results of the EFA produced 

a 4-factor structure for the APPA-T, and the CFA confirmed this structure with a sample of 

undergraduate students. However, unlike the original version with 30 items, the APPA-T 

included 24 items because we deleted APPA items 1, 5, 15, 16, 18, and 22 from the model due 

to poor loadings or substantial cross-loadings. These findings are consistent with previous 

studies that removed items as well (e.g., Dillman Taylor et al., 2019; Dillman Taylor & Mullen, 

2019). However, the current study, similar to previous studies, removed items, all studies found 

a similar four-factor structure, inclusive of the personality priorities superiority, pleasing, 

control, and comfort. Hence, this study supports that the factorial structure of the APPA-T is 

valid for Turkish undergraduate students. This finding also indicates that the four personality 

priorities, proposed by Kefir (1971) as one of the concepts of Adlerian theory, can be applicable 

for Turkish culture. At least theoretically, this result suggests that Adlerian personality priorities 

are multiculturally sensitive to Turkish culture and a possible mechanism to view Turkish 

individuals’ view of self, others, and the world. 

4.2. Implication for Counseling Practice 

The preliminary results of this study found that the APPA-T appears to be an applicable and 

valid instrument for the Turkish undergraduate sample. The APPA measures four personality 

priorities, which provides insight into individuals’ lifestyle or worldview (Kefir, 1971; Ward, 

1979). Understanding a client’s lifestyle is one of the crucial goals in Adlerian therapy. More 

specifically, Adlerian psychotherapy identifies four steps: (1) establishing the therapeutic 

relationship, (2) assessing and understanding the lifestyle, (3) gaining insight, and (4) 

reeducation or reorientation (Oberst & Stewart, 2003; Sweeney, 2009). In the second phase, the 

role of a therapist is to understand and conceptualize client’s lifestyle to gain insight into their 

presenting problems to aid in the development of a treatment plan. Adlerian theorists provided 

several ways to understand clients’ lifestyles, such as family constellation, family values, birth 

order, early collections, and personality priorities (Ansbacher & Ansbacher, 1956; Sweeney, 

2009). In addition, formalized lifestyle assessment tools such as Basic Adlerian Scales for 

Interpersonal Success–Adult Form (BASIS–A; Kern et al., 1997) and the APPA (Dillman 

Taylor et al., 2015) have been suggested to gather information about lifestyle (Dillman Taylor 

& Mullen, 2019; Oberst & Stewart, 2003). The BASIS-A is a more in-depth instrument to 

examine a client’s lifestyle. On the other hand, the APPA help therapists briefly assess goals of 

significance and belonging to develop tentative hypotheses to help clients understand what 

behaviors, thoughts and/or feelings are keeping them stuck. In this sense, Turkish counseling 

professionals can use the APPA-T in their practice to guide their conceptualization and 

treatment of their clients’ lifestyles. However, it should also be noted that Adlerian therapists 
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tend to avoid over-categorizing individuals into types by asserting that each person is unique in 

his or her context (Adler, 1929). Therefore, we suggest using the APPA-T as a conversation 

starter to provide tentative hypotheses regarding the clients’ lifestyle in the therapeutic work. 

For example, practitioners in Turkey can utilize APPA-T to their clients, especially during the 

initial phase of the therapy process, to gather initial information of presenting problems, which 

can relate to clients’ lifestyles. This is especially crucial when considering the lack of an 

instrument in Turkish to measure clients’ lifestyles. 

4.3. Limitations and Future Research 

This study examined the psychometric properties and provided evidence of the use of the 

APPA-T with a sample of Turkish undergraduate students. Even though the study sample met 

the requirements of conducting the EFA and CFA, one of the study’s limitations is that the 

sample consisted of only Turkish undergraduate students, representing a non-clinical 

population, limiting the generalizability to non-clinical samples. However, the preliminary 

results from this study indicate the possibility of the APPA-T as a possible option. Therefore, 

the researchers believe that the APPA-T should be evaluated with a clinical sample in future 

research. University students also represent a young and educated population when compared 

to the rest of society. Therefore, future studies should investigate the validity and reliability of 

the APPA-T with a variety of other Turkish samples (e.g., clinical populations; various 

educational, socioeconomic, and age groupings).  

Another limitation is that the researchers confirmed the APPA-T with 24 items instead of the 

original 30-item APPA. Nevertheless, this study found a four-factor structure consistent with 

the original model (Dillman Taylor et al., 2015) and previous findings (Dillman Taylor & 

Mullen, 2019; Dillman Taylor et al., 2019). Future studies can be helpful to retest the factorial 

structure with 30-item and 24-item APPA-T with various other Turkish samples to confirm the 

findings of this study. Although this study investigated the construct validity of the APPA-T 

with Turkish undergraduate students, future studies are also recommended to examine the 

divergent and convergent validity of the APPA-T with other constructs such as other Adlerian 

concepts (e.g., social interest, feeling of inferiority, life style), concepts from other theories (e.g. 

cognitive schemas from cognitive theory), and/or other personality measures (e.g., NEO 

personality inventory- revised, MBTI). 

4.4. Conclusion 

Understanding one’s lifestyle is crucial in Adlerian therapy, and personality priorities were 

developed to quickly and efficiently assess how individuals view self, others, and the world to 

treat clients in a more timely manner (Kefir, 1971). Dillman Taylor et al. (2015) developed the 

APPA to assess individuals’ primary personality priority. The researchers adapted the APPA 

into Turkish and tested its psychometric properties with a Turkish sample in this study. The 

preliminary results revealed that the items on the APPA-T are reliable and valid for use in 

research and practice with Turkish undergraduate students. In addition, the results of this study 

supported that Adlerian personality priorities are appropriate for Turkish culture, which is 

consistent with multicultural aspects of Adlerian theory. Nonetheless, future studies would be 

helpful to continue testing the APPA-T with Turkish samples. 
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Abstract: In exploratory factor analysis, although the researchers decide which 

items belong to which factors by considering statistical results, the decisions 

taken sometimes can be subjective in case of having items with similar factor 

loadings and complex factor structures. The aim of this study was to examine the 

validity of classifying items into dimensions with exploratory graph analysis 

(EGA), which has been used in determining the number of dimensions in recent 

years and machine learning methods. A Monte Carlo simulation was performed 

with a total number of 96 simulation conditions including average factor 

loadings, sample size, number of items per dimension, number of dimensions, 

and distribution of data. Percent correct and Kappa concordance values were used 

in the evaluation of the methods. When the findings obtained for different 

conditions were evaluated together, it was seen that the machine learning 

methods gave results comparable to those of EGA. Machine learning methods 

showed high performance in terms of percent correct values, especially in small 

and medium-sized samples. In all conditions where the average factor loading 

was .70, BayesNet, Naive Bayes, RandomForest, and RseslibKnn methods 

showed accurate classification performances above 80% like EGA method. 

BayesNet, Simple Logistic and RBFNetwork methods also demonstrated 

acceptable or high performance under many conditions. In general, Kappa 

concordance values also supported these results. The results revealed that 

machine learning methods can be used for similar conditions to examine whether 

the distribution of items across factors is done accurately or not. 

1. INTRODUCTION 

Exploratory factor analysis (EFA) is frequently used in scale development or adaptation studies 

(Fabrigar et al., 1999; Floyd & Widaman, 1995; Kline, 1994). There is a wide acceptance in the 

literature that EFA can be used in the process of searching evidence for construct validity 

(Nunnally & Bernstein, 1994). For this reason, the correct use of this frequently used method 

becomes important in terms of the correctness of decisions made by the researchers (Kılıç & 

Koyuncu, 2017; Koyuncu & Kılıç, 2019). 
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While performing EFA, it should be examined whether the data set meets the assumptions or 

not. The assumptions of EFA are the fact that the variables need to have a multivariate normal 

distribution, the sample size should be sufficient, there must be a linear relationship between 

the variables, and there need to be no extreme values in the data set, and no multicollinearity 

and singularity among the variables (Tabachnik & Fidell, 2012). After the data sets are analyzed 

in terms of assumptions, some methods are used to decide the number of factors. These methods 

include parallel analysis (Horn, 1965; Timmerman & Lorenzo-Seva, 2011), scree plot (Cattell, 

1966), Minimum Average Partial (MAP) analysis (Guadagnoli & Velicer, 1988), and K1 

(Kaiser, 1960) rule. After deciding on the number of factors by using several of these methods, 

the distribution of the items to the factors is examined. It is suggested that the factor loadings 

of the items should be above .30 (Costello & Osborne, 2005), .32 (Tabachnik & Fidell, 2012), 

or .40 (Howard, 2016). In this case, using different rotation methods in multi-dimensional 

structures, the items are to be placed in the dimensions in a meaningful way. 

There are both vertical and oblique rotation methods used in multidimensional structures in 

placing the items to the dimensions. Oblique rotation methods are used if there is a relationship 

between factors, and vertical rotation methods are used if there is no relationship (Osborne, 

2015). However, because there are many rotation methods and different rotation methods give 

different results, researchers may have difficulty in interpreting factor structures. At this stage, 

whether the revealed factor structure is compatible with the relevant literature or not is 

evaluated. On the other hand, it becomes difficult to decide which item will be included in 

which dimension, especially in cases with overlapping factor loadings. At this point, 

establishing a mainstay in placing items into dimensions will make it easier for researchers to 

have accurate decisions. Machine learning methods do not prevent cross loadings; however, 

they can be used to give researchers an idea about placing the items having cross loadings into 

the accurate dimension. Therefore, the primary purpose of this study is to use machine learning 

methods to classify items. However, in the related literature (e.g. Belvederi Murri et al., 2020; 

Fischer & Alfons Karl, 2020; Kjellström & Golino, 2019; Panayiotou et al., 2020), it is seen 

that EGA (Golino & Epskamp, 2017) is also used to reveal the relationships between the items.  

To this end, this study aimed to compare the results of machine learning methods, whose 

purpose is to make classification, with the EGA, which was developed to explain the 

relationships between items. Therefore, whether machine learning and EGA would give valid 

results in the classification of items to the dimensions was examined in this particular study.  

EGA is a technique of estimating the number of dimensions and classification of items based 

on network psychometrics. Network psychometrics is a field that was developed to model 

networks in psychological data and at the same time, it has undergone advances that allow 

examining relationships between items (Golino & Epskamp, 2017). EGA makes estimates 

using the Gaussian graphic model. The Gaussian graphical model predicts the common 

distribution of variables using the inverse of the variance-covariance matrix. As a result of the 

estimation, nodes and edges connecting these nodes are obtained. In factor analysis, nodes 

correspond to items, while edges correspond to factor loadings (Golino & Epskamp, 2017; 

Golino et al., 2020). As a result of EGA, both the number of factors and those items grouped 

together are obtained. Golino and Epskamp (2017) and Golino et al. (2020) compared EGA 

with the methods of determining the number of dimensions (such as parallel analysis, K1 rule, 

and MAP analysis) and reported EGA as the method that gave the most accurate results when 

sample size was 5000, the factor structure was four-dimensional, and the correlation between 

dimensions was .70. Moreover, there are also many researchers who use the EGA in their 

studies in terms of examining individual differences (Fischer & Alfons Karl, 2020), relationship 

between observed and latent variables (Belvederi Murri et al., 2020), estimating the number of 

latent variables (Kjellström & Golino, 2019), and exploring the dimensionality of the social 

skills (Panayiotou et al., 2020). 
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Since the focus of this study was the classification of scale items, the performance of machine 

learning methods seeking answers to classification problems was evaluated. Machine learning 

methods mostly focus on classification, estimation, and clustering problems. Machine learning 

which is used to analyze a variety of data structures is one of the fastest developing technical 

areas of today. This technique, located in the center of artificial intelligence and data science, 

is at the intersection of computer science and statistical machine learning methods are used in 

many fields (Jordan & Mitchell, 2015). In this study, whether scale items were correctly 

classified into the dimensions or not was investigated. For this purpose, some frequently used 

machine learning methods (Pu et al., 2020) given under the titles Bayes, functions, lazy and 

trees in the Waikato Environment for Knowledge Analysis (WEKA) software (Hall et al., 2009) 

were compared. The reason for selecting many methods that are frequently used in the machine 

learning is based on the fact that different methods are effective for different data structures in 

the related literature (see Barker et al., 2004; Romero et al., 2013). Summary information about 

the algorithms used is given in Table 1. 

Table 1. Machine learning algorithms used in the study. 

Title Algorithm Explanations 

B
ay

es
 BayesNet 

Classifies with the method of Bayesian networks. Outputs for network 

structure, conditional probability distributions, and Bayesian networks are 

obtained. Various search algorithms and quality measures are used (Hall 

et al., 2009). 

NaiveBayes 

The main purpose of this algorithm that is used in supervised learning is 

to predict classification probabilities based on estimated class 

probabilities (John & Langley, 1995). 

fu
n
ct

io
n
s RBFNetwork 

Uses the normalized Gaussian Radial Basis Function network. Its main 

function is the k-mean clustering method, while training is performed by 

logistic or linear regression. Standardizes all numerical variables to 0 

mean and unit variance (Hall et al., 2009). 

SimpleLogistic 

It is a classifier that generates linear logistic regression models. 

LogitBoost, which uses simple logistic regression functions, is used to fit 

logistic models (see Landwehr et al., 2006; Sumner et al., 2005). 

la
zy

 

KStar 

It differs from other instance-based algorithms in terms of being entropy-

based. This method enables the classification of the tested objects 

according to their proximity to similar objects in the learning data, based 

on some proximity functions (Hall et al., 2009). Detailed information on 

the technical structure and usefulness of the method was provided by 

Cleary and Trigg (1995). 

RseslibKnn 

This k-closest neighborhood classifier with many distance criteria finds 

fast neighborhoods in large samples and can be applied to numerical and 

categorical data (see Wojna & Latkowski, 2018; Wojna et al., 2019). 

tr
ee

s J48Consolidated 

With or without pruning, C4.5 creates a consolidated decision tree. 

Consolidated Tree Construction (CTC) creates a single decision tree 

based on subsets (see Pérez et al., 2007). A new method has been added 

to this algorithm to determine the number of clusters to be used in the 

consolidation process (see Ibarguren et al., 2015). 

RandomForest 
It is a classifier based on the generation of random decision trees (see 

Breiman, 2001). 

BayesNet and NaiveBayes given in Table 1 are algorithms based on Bayes theorem. Bayesian 

methods, which make inferences based on probabilistic estimates, have been an important 

alternative to usual methods in machine learning such as decision trees and artificial neural 

networks (John & Langley, 1995). Naive Bayes algorithm, which is frequently used in machine 

learning field as well as decision trees and neural networks, can perform in estimation and 
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predictions as well. The fact that the method has conditional independence assumption caused 

it to be described as 'naive' (Han et al., 2011). Similarly, BayesNet makes a graphical 

classification process, which makes estimations according to network structures obtained based 

on conditional probability distributions (Alpaydin, 2010; Bouckaert, 2008). Generally, a Bayes 

classifier assigns an instance with the highest value to the class after selecting that class with 

the highest probability in the model having the least error according to the Bayes rule (Alpaydin, 

2010; John & Langley, 1995). 

In logistic regression models, the probability of a data set belonging to the last class is estimated 

by subtracting the sum of the probabilities of belonging to each class from the value 1 

(Landwehr et al., 2006; Sumner et al., 2005). Radial basis functions (RBF), one of the artificial 

neural network models, work similarly to perceptron models, but use the gauss function as the 

threshold function (Akpınar, 2014). RBF network (Hall et al., 2009), whose basic function is 

obtained with the k-mean clustering method and training with logistics or linear regression (Hall 

et al., 2009), is generally used in classification problems, modeling and system control fields, 

and time series analysis. The nearest neighborhood methods that belong to the family of 

instance-based classification algorithms perform analysis based on distance measures and have 

many types (Aha et al., 1991). In this mathematics-based method, the instances in the test data 

are classified according to their positions in the training data in a multidimensional space 

(Larose & Larose, 2014). KStar algorithm differs from other object-based algorithms in terms 

of using entropy-based functions (Cleary & Trigg, 1995). RseslibKnn algorithm, which can 

find fast neighborhoods in large samples, is a method that includes different distance metrics 

for different types of attributes (see Wojna & Latkowski, 2018; Wojna et al., 2019). 

While the classification algorithms based on decision trees are very diverse, J48 and random 

forest methods are among the most frequently used machine learning methods (Pu et al., 2020). 

With the addition of new options to the J48 algorithm, the J48 Consolidated algorithm, which 

creates a single decision tree based on subsets, has been developed as a robust method for 

classification problems with its high performance (Ibarguren et al., 2015; Pérez et al., 2007). 

This algorithm generates a consolidated C4.5 decision tree (Quinlan, 1993) with or without 

pruning (Hall et al., 2009). The random forest classifier (Breiman, 2001) has become one of the 

most popular machine learning techniques used in such fields as mining, archeology, 

engineering and wine (Li et al., 2019) in recent years, due to its highly reliable and interpretable 

results in complex data and its performance comparable with other frequently used machine 

learning techniques (Zhang & Yang, 2020). In addition, random forests have many advantages 

such as high classification performance in many data types, handling dimensionality, being 

capable of variable importance analysis, highy adaptability and time efficiency (Li et al., 2019).  
The random forest method is a mixture of tree estimators in which each tree has the same 

distribution for every other tree in the forest and each tree is autonomously dependent on the 

values of the random vector sets (Breiman, 2001). 

Although there are many studies on the effectiveness a wide variety of machine learning 

techniques on different data types in different fields such as education (e.g. Baker, 2010; Berens 

et al., 2019; Bulut & Yavuz, 2019; Güre et al., 2020; Hamalainen & Vinni, 2006; Koyuncu , & 

Gelbal, 2020; Romero & Ventura, 2013), health sciences (e.g. Beleites et al., 2013; Chu et al., 

2012; Figueroa et al., 2012; Shao et al., 2013), engineering sciences (e.g. Brain & Webb, 1999; 

Hegde & Rokseth, 2020; Reich & Barai, 1999), economics (e.g. Azqueta-Gavaldón, 2017; Mele 

& Magazzino , 2020; Mullainathan & Spiess, 2017), politics (Grimmer, 2015; Guess et al., 

2019), environmental sciences (e.g. Heydari & Mountrakis, 2018; Zhang, & Yang, 2020; Mele 

& Magazzino, 2020). However, in the relevant literature, studies on how machine learning 

methods can bring solutions to problems in the field of scale development are limited (e.g. 

Auerswald & Moshagen, 2019: Baldi & Hornik, 1989; Chattopadhyay et al., 2011; Goretzko & 
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Bühner, 2020; Tezbaşaran, & Gelbal, 2018). Therefore, there is a need to examine how the use 

of machine learning methods in scale development studies will bring solutions to existing 

problems. This study, in line with this need, has examined whether machine learning methods 

and EGA can be a solution to the problems encountered in placing the items in the dimensions. 

When studies on exploratory factor analysis using machine learning methods are examined, it 

can be seen that such studies generally focus on factor retention (e.g. Goretzko & Bühner, 2020; 

Iantovics et al., 2019). As a result of these studies, it has been reported that machine learning 

methods can generally be used with traditional methods. In the study conducted by Goretzko 

and Bühner (2020), it was stated that the ranger and xgboost algorithm were the most accurate 

methods for 3204 conditions in determining the number of factors. However, these studies do 

not seek answers to the research problem of correctly classifying the scale items into the factors 

that the current study deals with. Therefore, it is important to examine whether machine learning 

methods, which provide solutions to classification problems, can be used in scale development 

and adaptation studies. In addition, researchers can evaluate the accuracy of their decisions by 

using these methods in cases where their correct classification percentages are high. For 

example, such methods let the researchers place the items on a two-dimensional scale as a result 

of their EFA. In this case, according to the characteristics of the data set, it can be checked 

whether the items are correctly classified to the dimensions by machine learning methods or 

EGA. Hence, an evidence related to decision validity can be obtained. For this reason, this study 

is important in terms of its contribution to the relevant literature and the convenience it will 

provide to researchers. This study is also important in terms of allowing practitioners to test the 

correct classification of the items into their dimensions by using machine learning methods. 

Therefore, this study seeks answers to the following research problems: 

Under different simulation conditions for EGA and machine learning methods: 

1) What are the correct classification percentage values? 

2) How are Kappa concordance values for confusion matrices? 

2. METHOD 

This study is a Monte Carlo simulation since it was carried out to compare the classification 

performances of machine learning methods in different factor structures. In Monte Carlo 

simulation studies, sample data are generated in accordance with the desired distribution 

characteristics (Bandalos & Leite, 2013). In this study, the data sets were generated as 5-point 

likert type scale. The skewness of data was adjusted as left-skewed, normal, and right-skewed. 

2.1. Simulation Conditions 

In the present study, in order to examine the performance of different methods, a set of 

simulation conditions were determined. These conditions included average factor loadings (.40 

and .70), sample siz (100, 200, 500 and 1000), number of items per dimension (5 and 10), and 

number of dimensions (2 and 3). In addition, distribution of data (left-skewed, normal, and 

right-skewed) conditions were investigated. In the study, a total of 2 x 4 x 2 x 2 x 3 = 96 

simulation conditions were studied and 100 replications were made. 

The conditions for the average factor loadings were manipulated to be .40 and .70. In addition 

to the researchers who state that the factor loadings of the items in the scales should be at 

least .30 (Costello & Osborne, 2005), there are also researchers who state that it should be at 

least .32 (Tabachnik & Fidell, 2012). Besides, Howard (2016) states that this value should be 

at least .40. For this reason, in this study, data sets were produced with an average factor loading 

of .40 by taking the average factor loadings. On the other hand, .70 was added as another factor 

loading condition in order to examine how the increase in the average factor loadings affects 

the performance of the methods. 
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The conditions for sample size were manipulated to be 100, 200, 500, and 1000. The sample 

size is frequently selected as 200, 500, and 1000 in factor analysis studies and is defined as 

small, medium, and large (Beauducel & Herzberg, 2006; Li, 2016b; West et al., 1995). In 

addition, Gorsuch (1974) suggested that the sample size should be at least 200. On the other 

hand, since this study investigated the classification performance of machine learning methods, 

samples with 100 instances were also added to the sample size conditions in order to examine 

the classification performance in smaller samples. For example, in educational data, it is 

possible to have data for 50 or even fewer students. Therefore, in this study, small sample sizes 

were preferred in order to examine the performances of methods at the same time. 

The conditions for the number of items per dimension were manipulated to be 5 and 10. In 

classification methods, imbalanced or balanced distribution of class variable can cause different 

results (Sun et al., 2006). For this reason, only a balanced distribution (the same number of 

items per dimension) was examined in this study. Although it is suggested that a dimension 

should be defined with at least 3 items, it is stated that more items would increase the reliability 

of the dimension (Brown, 2015). For this reason, 5-item conditions for one dimension were 

added to the study. In addition, 10-item condition was also added to the study to examine the 

effect of increasing the number of items on the performance of the methods. 

The conditions for the number of dimensions were manipulated to be 2 and 3. 2-dimension 

condition was investigated because there had to be a dependent variable with at least two 

categories to make the classification. In addition, 3-dimensional condition was also included to 

examine how the increase in the number of dimensions would affect the performance of the 

methods. Since the interfactor correlations in the real data sets were mostly between .20 and .40 

(Li, 2016a), it was fixed to .30, the value in the middle of this interval in the present study. 

The conditions for the distribution of the data were manipulated to be left-skewed, normal, and 

right-skewed. This condition was added to the study in order to examine how the change in the 

distribution of data would affect the performance of methods. Since it was stated that the 

skewness coefficient can be considered normal for the interval [-2, 2] (Chou & Bentler, 1995; 

Curran et al., 1996; Finney & DiStefano, 2013), data was categorized in such a way that the 

coefficient of skewness was 2.5 for a right-skewed distribution and -2.5 for a left-skewed 

distribution. The data was first generated to show a continuous normal distribution and then it 

was categorized according to threshold values. 

2.2. Data analysis 

The lavaan (Rosseel, 2012) package included in the R software (R Core Team, 2020) was used 

to generate the data. EGAnet (Golino & Christensen, 2020) package was used for exploratory 

graphic analysis. There are two different methods when performing EGA. These are the 

graphical least absolute shrinkage and selection operator (GLASSO), and triangulated 

maximally filtered graph approach (TMFG). In this study, the TMFG method, which was found 

to give more accurate results (Golino et al., 2020) in many conditions, was used. While the 

codes written by the researchers were used to calculate the percent correct values from the EGA 

results, the Kappa values were obtained with the caret (Kuhn, 2020) package. 

Analyzes for machine learning methods were performed in the Experimenter module of WEKA 

(Hall et al., 2009, Bouckaert et al., 2020) with 10-fold cross-validation (Lachenbruch & 

Mickey, 1968). Cross-validation which was performed by dividing data into a number of folds 

(usually 10 folds) is a method used when the data is not large enough to divide it into training 

and test data (Witten et al., 2017). Since the scale items were classified instead of subjects in 

this study, the data set was transposed, and hence the number of instances was limited to the 

number of items. Therefore, 10-cross-validation method was used in this study. Boostrapping 

(Efron, 1983) method is used when the data sets are medium (approximately 1000) or larger 
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(more than 1000); otherwise, holdout methods are used for small (less than 1000 subjects) 

sample sizes in machine learning. 

2.3. Model Evaluation Criteria 

Percent correct values were used to compare the performance of EGA and machine learning 

methods in the study. The percentage of correctly classified items into the dimensions for 100 

replications was calculated. For this purpose, first, it was checked whether the number of 

recommended factors was estimated correctly. If it was correct, then it was examined whether 

the items were correctly classified into the dimensions. The percent correct values were 

obtained by dividing the number of replications in which the items were in the correct factors 

by the number of replications (100). Since it was stated that percent correct values should be 

above 80% (Hartmann, 1977), it was used as cut off value for percent correct.  

There are many criteria to evaluate the classification performance of machine learning methods. 

The most used criteria are accuracy (percent correct), error rate, precision, recall, sensitivity, 

specificity, receiver operating characteristic (ROC) curve, F criterion, and Kappa statistics. 

These values are calculated by creating a confusion matrix via the classification results. In 

classification, there are frequencies belonging to the instances classified into the cells of 

confusion (error) matrix. In an error matrix consisting of 2x2 classes a and b, there are 

frequencies belonging to instances classified correctly into classes a and b (True positive [TP] 

and True Negative [TN]). Also, there are instances classified into class b while it should be in 

class a (False positive [FP]), and in class b while it should be in class a (False Negative [FN]). 

Based on these frequencies, the accuracy rate is obtained by dividing the number of correctly 

classified instances to the total number of instances. Error rate is obtained by subtracting the 

accuracy rate from 1. Precision is calculated by dividing the value of TP by the sum of TP and 

FP. Sensitivity and Recall (True positive rate) measures are calculated by dividing the TP value 

to the sum of TP and FN. Specificity (True negative rate) value is calculated by dividing the 

TN value by the sum of TN and FP. 

F value (Rijsbergen, 1979), another measure used in the evaluation of models, is an equally 

weighted function of precision and recall values, while Fβ value is not a function of equal 

weights (Han et al., 2011). The Kappa statistic (Cohen, 1960; Fleiss, 1971), which evaluates 

the concordance in the confusion matrix, is evaluated as low if it is between 0-.20, acceptable 

if it is between .21-.40, medium if it is between .41-.60, very good if it is between .61-.80, and 

perfect if it is between .81-1.00 (Landis & Koch, 1977). The ROC curve (Egan, 1975) is a 

measure which is frequently used in binary classification. It is a graphical representation of TP 

value on the vertical axis and FP values on the horizontal axis regardless of class memberships 

or error cost (Witten et al., 2017). If the area value under this curve is around .50, it indicates 

that the model performance is low, and when it is approximately 1, the performance is high 

(Han et al., 2011). 

There are many model evaluation criteria, but it is important to determine which one is suitable 

for the data set. In this sense, whether the dependent variable is binary or multinominal is an 

important case in choosing the evaluation criterion to be used. Since the ROC curve, precision, 

recall, and specificity measures are used when dependent variable is binary, these evaluation 

criteria were not used for the multinominal form of dependent variables in this study. Similarly, 

the F criterion is a measure that can be used if the number of observations in the class variable 

is unbalanced (Branco et al., 2015). For these reasons, percent correct values and Kappa 

concordance statistics were used as model evaluation criteria in the present study. 

3. RESULT / FINDINGS 

Findings of the study are presented in this section according to the order of the research 

problems given in the introduction section. 
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3.1. Comparison of Percent Correct Values 

Percent correct (PC) values obtained from EGA and machine learning methods are presented 

in Figure 1. In addition, PC values are given in Appendix A for the ones who want to examine 

these values in detail. The findings obtained in this section were examined for percent correct 

values of each method. 

The increase in the average factor loading and the sample size increased the PC value in general. 

The factor loading was primarily effective on the classification performance of EGA. When the 

factor loading was .70, EGA had sufficient PC performance (>80%) even if sample size was 

small for normally distributed data. As the sample size increased, EGA had sufficient PC 

performance under the conditions where the average factor loading was .40. EGA had sufficient 

PC performance in 52.08% of all conditions. 

BayesNet had sufficient PC performance in approximately 98% of the conditions where the 

average factor loading was .70. When the conditions in which average factor loading was .40 

were examined, the increase in the sample size increased the PC performance of the methods. 

BayesNet had sufficient PC performance in 52.08% of all conditions. 

J48Consolidated had sufficient PC performance in all conditions where the average factor 

loading was .70, the number of items was 10, the number of dimensions was 2, and sample 

sizes were 200 and 500 regardless of the distribution of the data. However, the PC performance 

was below 80% under the conditions where sample sizes were 500 and 1000 and average factor 

loading was .40 for the normally distributed data. TJ48Consolidated had sufficient PC 

performance in 10.41% of all conditions. 

KStar had sufficient PC performance in all conditions where the sample sizes were 100 and 200 

and the average factor loading was .70. With the increase of the sample size to 500, it did not 

have sufficient PC performance for normally distributed data sets. In all conditions where the 

sample size was 1000, the PC value was below 80%. When average factor loading was .40, the 

number of dimensions was 2, the distribution of data was normal, and KStar had sufficient PC 

performance. Generally, KStar had sufficient PC performance in 40.63% of all conditions. 

NaiveBayes had sufficient PC performance in all conditions where the average factor loading 

was .70. The conditions where average factor loading was .40 and the number of items was 10 

positively affected the PC performance of the method. The sample size being 500 and above 

made the PC performance of the method independent from the distribution. However, the 

method had a better performance in conditions where data were normally distributed and the 

sample sizes were 100 and 200. NaiveBayes had sufficient PC performance in 67.71% of all 

conditions. 

RandomForest had sufficient PC performance in all conditions where the average factor loading 

was .70. However, it had not sufficient PC performance under any conditions where the average 

factor loading was .40 and the number of items was 5. Increasing the number of items and 

sample size increased the PC performance of the method. RandomForest had sufficient PC 

performance in 67.71% of conditions. 

RBFNetwork had generally sufficient performance under conditions where the average factor 

loading was .70. However, it had not sufficient PC performance under any conditions where 

data were normally distributed and the number of items was 5. As the sample and the number 

of items increased, the PC values of the method also increased. RBFNetwork had sufficient PC 

performance in 45.83% of all conditions. 

RseslibKnn had sufficient performance in all conditions where the average factor loading 

was .70. The PC value of the method was bigger than 80% in the conditions where sample sizes 

were 500 and 1000 and the number of items was 10. The number of dimensions did not have 

any effect on the PC performance of the method. It was especially noteworthy that it had 100% 
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PC value under all conditions where sample size was 1000 and average factor loading was 0.70. 

RseslibKnn had sufficient PC performance in 69.69% of all conditions. 

SimpleLogistic had not sufficient performance under any conditions where the number of items 

was 5 in skewed data. The method had more than 80% PC values in 3 dimensional structures 

compared to 2 dimensional ones. However, the method had not sufficient PC performance 

under any conditions where the average factor loading was .40, and sample sizes were 100 and 

200. Its PC values were higher than 80% in only one condition where the sample size was 500. 

SimpleLogistic had sufficient PC performance in 32.29% of all conditions.  

Figure 1. Comparison of percent correct values of the methods. 

 

3.2. Comparison of Kappa Concordance Values 

Kappa values obtained from EGA and machine learning methods are presented in Figure 2. In 

addition, Kappa values are given in Appendix B for researchers who would like to examine the 

details. 

EGA’s Kappa values varied between .69 and 1.00 for all simulation conditions. Accordingly, 

EGA had a very good matrix concordance in all conditions. However, it should be kept in mind 

that kappa values were calculated only with replications where the number of dimensions was 

estimated correctly. In other words, Kappa values should be evaluated together with percent 

correct values. According to these results, it can be said that EGA could classify items at a fairly 

good level in cases where the number of dimensions was estimated correctly.  

BayesNet had good Kappa values above .60 in all conditions where the average factor loading 

was .70. When the conditions with an average factor loading of 0.40 were examined, it had 

more acceptable Kappa values that were obtained in large samples compared to small ones, in 

2 dimensions compared to 3 dimensions, and in normal distribution compared to skewed 

distributions. In about 60% of the conditions where the average factor loading was .40, 
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moderate concordance was observed. BayesNet had good Kappa values in 66.66% of all 

conditions. 

J48Consolidated had good Kappa values in 50% of the conditions where the average factor 

loading was .70, and the other 50% of the conditions had medium or acceptable Kappa values. 

In 25% of the conditions where the average factor loading was .40, medium and above 

concordance was observed, while acceptable concordance was obtained in other conditions. In 

this method, in general, higher Kappa values were obtained in 2 dimensions compared to 3 

dimensions, for 5 items compared to 10 items per dimension. Changing the skewness and 

sample size did not cause a northwothy change in the Kappa values. J48Consolidated had good 

Kappa values in 30.21% of all conditions. 

KStar had perfect concordance in all conditions where sample sizes were 100, 200 and average 

factor loading was .70. Kappa values were slightly lower under conditions where sample size 

was 500 and there were normally distributed data than the skewed ones. However, Kstar had 

insufficient concordance under conditions where sample size was 1000 and the number of 

dimensions was 3. When the conditions with an average factor loading of .40 were examined, 

it tended to show a higher and better level of concordance in conditions where the number of 

dimensions was low, the number of items was 5, and the distribution of variables was normal. 

KStar had good Kappa values in 56.25% of all conditions. 

NaiveBayes had good concordance in all conditions where the average factor loading was .70. 

Under conditions where the average factor loading was .40, it had much better Kappa values 

obtained in large samples compared to small ones and 3-dimensional structure compared to 2-

dimensional ones. However, a better concordance was observed under conditions where data 

was skewed, and the number of items was 5 when compared to 10 items. The opposite of this 

case was true when there were 10 items per dimension. NaiveBayes had good Kappa values in 

72.92% of all conditions. 

RandomForest had perfect Kappa values in all conditions where the average factor loading 

was .70. Under conditions where the average factor loading was .40, the increase in the number 

of items per dimension, sample size and the decrease in skewness increased the performance of 

the method. Generally, acceptable Kappa values were obtained. NaiveBayes had good Kappa 

values in 75% of all conditions. 

RBFNetwork generally had perfect concordance in all conditions where the average factor 

loading was .70, except for conditions that the data were normally distributed, and the number 

of items was 5. In the conditions where the average factor loading was .40, the concordance 

was generally above the acceptable level, except for the conditions with a normal distribution 

and 5 items per factor. Overall, as the sample size got larger, the concordance increased. While 

the increase in the number of items per dimension decreased the performance in skewed data, 

it had the opposite in normal distributions. RBFNetwork had good Kappa values in 50% of all 

conditions. 

RseslibKnn had perfect concordance in all conditions where the average factor loading was .70. 

There was an acceptable concordance when the average factor loading was .40 and the sample 

size was small. Under conditions where the sample size was over 200, a fairly good 

concordance was observed. In general, getting a larger sample size increased the concordance, 

especially in skewed data. The change in the number of dimensions did not have a northwhorty 

effect on the overall concordance for RseslibKnn. Especially in all conditions where the sample 

sizes were 500 and 1000 and the average factor loading was .70, it is noteworthy that the 

agreement was 1. The decrease in the number of items per dimensions and skewness of data 

increased the concordance. RseslibKnn had good Kappa values in 81.25% of all conditions. 
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SimpleLogistic had a very good or perfect concordance in all conditions where the average 

factor loading was .70. In all conditions where the average factor loading was .40, 

SimpleLogistic had an acceptable or above concordance level. In general, the increase in the 

number of items and the sample size increased concordance. Increasing the number of 

dimensions and skewness of data decreased the concordance. SimpleLogistic had good Kappa 

values in 54.17% of all conditions. 

Figure 2. Comparison of Kappa concordance values of the methods. 

 

4. DISCUSSION and CONCLUSION 

In this study, the usability of exploratory graph analysis (EGA) and machine learning methods 

in deciding which item should be included in which dimension in the exploratory factor analysis 

was examined. The results obtained for different conditions were successively discussed for the 

performance of methods with regard to different sample sizes, average factor loadings, the 

number of items per dimensions, the number of dimensions, and the distribution of data. 

When the findings obtained for different conditions were evaluated together, it was seen that 

machine learning methods gave comparable results to EGA. Machine learning methods showed 

high performance, especially in small and medium sample sizes. For example, in all conditions 

where the average factor loading was .70, BayesNet, Naive Bayes, RandomForest, and 

RseslibKnn methods had bigger values than 80% PC values similar to the values of EGA. 

BayesNet, Simple Logistic and RBFNetwork methods had also an acceptable or high PC 

performance under many conditions such as different sample sizes, factor loadings, and the 

number of items. These methods had better classification performance than that of EGA when 

factor loading was .40. Kappa concordance values also support these results. In general, higher 

percent correct and Kappa values were obtained in conditions where the average factor loading 

was .70 compared to the average factor loading .40. 
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Under conditions where the average factor loadings and the number of items per dimension 

were low, percent correct values below 80% were obtained regardless of the number of factors, 

skewness of data, and sample size. However, in conditions where the average factor loading 

was low and the number of items per dimension was high, sample size was small and data were 

normally distributed and PC values of Naive Bayes, RandomForest, RBFNetwork, RseslibKnn, 

and SimpleLogistic methods were close to 80% or above. These methods showed the same 

performance even if there was skewness in large sample sizes. Kappa values also greatly 

supported such a result. Especially when the number of items per dimension was more than 5, 

it was seen that these methods performed well even if the average factor loading was low. The 

fact that the methods were Bayesian, decision trees, artificial neural networks and instance-

based showed that classification decisions can be made with different statistical and 

mathematical based methods. In addition, it was observed that the performance of some 

methods such as RBFNetwork and Kstar decreased in the conditions having 5 items and large 

sample sizes. This interesting result was considered to be obtained due to the mathematical 

structure of those methods. 

Machine learning methods generally do not require any assumptions (except the conditional 

independence assumption for the Naïve Bayes). The results of this study showed that the 

number of categories, skewness of data, and sample size had an effect on the classification 

performance of these methods. Although they were not based on factor analysis, the results of 

other studies revealed that sample size (Beleites et al., 2013; Brain & Webb, 1999; Chu et al., 

2012; Figueroa et al., 2012; Heydari & Mountrakis, 2018; Hamalainen & Vinni, 2006; Shao et 

al., 2013), feature selection (Chu et al., 2012), and the number of nominal classes (Minaei-

Bidgoli et al., 2003; Nghe et al., 2007) had effects on the performance of machine learning 

methods. On the other hand, studies on factor analysis using machine learning generally focused 

on factor retention (e.g. Goretzko & Bühner, 2020; Iantovics et al., 2019). Therefore, the results 

of the present study provide researchers with a reference point in using and selecting the most 

suitable machine learning method for their data structure to decide on which items will be 

included in which factors. For example, assume that when a researcher cannot decide on which 

item belongs to which dimension after EFA analysis because an item can load more than one 

dimension at the same time (cross loading), the researcher in such a situation can try different 

methods given in the present study and place the item into the appropriate dimension by taking 

into account the conditions similar to her/his own study. In addition, in cases where it is 

necessary to perform item parceling, items can be grouped by using methods that give accurate 

results in the current study. 

Due to many simulation conditions handled, the discussions were formed from generalized 

results for different conditions in the present study. Researchers who perform exploratory factor 

analysis can choose machine learning methods and classify scale items according to the 

characteristics of their data sets (sample size, average factor loading, and skewness of the data). 

In this case, they can compare the percent correct and Kappa values obtained from their study 

with the results of this study. For example, let us consider a method where PC value was 

obtained as 100% in current study. If the researcher obtains a very low value when he/she uses 

this method in his/her own data set, he/she may consider re-classifying the items. Thus, it will 

be possible to examine whether the items are in the right dimension or not. In addition, assume 

that researchers have been given a basis for decision-making. However, it should also be taken 

into account that this study does not cover all of the real situations that may actually occur. The 

level of similarity of the characteristics of the real data set with the conditions examined in the 

current study should also be taken into consideration. 

In this study, eight machine learning methods based on different statistical and mathematical 

basis included in the WEKA software were examined. In future studies, the performance of 
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other methods such as Bayesian, artificial neural networks, instance based, rule based, decision 

tree, and support vector machine can also be examined. In addition, the number of conditions 

used in this research can be increased or the performance of EGA and machine learning 

methods used in the current study can be compared for different conditions such as inter-factor 

correlations. Since this study was carried out with simulated data sets, the performance of the 

EGA and machine learning methods can be examined over real data sets in similar conditions. 
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6. APPENDICES 

APPENDIX A  

Percent correct values of the methods. 

S
k

ew
n

es
s 

It
em

s 
p

er
 F

ac
to

r 

M
et

h
o
d

s 
Sample Size 

100 200 500 1000 

Average Factor Loadings 

0.40 0.70 0.40 0.70 0.40 0.70 0.40 0.70 

Number of Factors 
2 3 2 3 2 3 2 3 2 3 2 3 2 3 2 3 

L
ef

t 
S

k
ew

ed
 

5
 I

te
m

s 

BayesNet 46.70 25.25 89.30 81.30 59.60 39.05 96.50 91.05 71.10 49.00 99.60 98.90 78.60 54.85 100 99.90 

EGA 9.00 3.00 83.00 47.00 21.00 4.00 98.00 93.00 45.00 8.00 100 100 77.00 55.00 100 99.00 
J48Consolidated 56.80 40.50 71.80 62.05 58.10 48.65 72.90 63.25 57.80 46.60 70.20 66.20 60.60 46.05 70.50 64.25 

KStar 61.90 47.50 94.10 89.30 70.80 52.55 98.70 97.00 78.50 71.55 100 99.70 50.00 25.00 51.60 25.45 

NaiveBayes 59.20 47.60 90.40 88.55 61.40 50.10 96.00 94.40 65.00 62.00 99.80 99.10 74.70 70.90 100 100 
RandomForest 45.20 40.15 89.20 87.30 44.80 38.45 94.80 93.00 47.60 42.00 97.70 97.45 46.80 44.40 98.90 98.75 

RBFNetwork 56.80 42.05 82.30 75.45 57.10 42.65 87.90 81.90 57.20 49.90 96.10 93.05 64.60 55.05 98.80 98.55 

RseslibKnn 52.60 39.75 93.60 89.45 60.10 41.80 98.50 95.80 63.50 56.50 100 99.95 78.70 66.70 100 100 
SimpleLogistic 38.90 40.40 69.50 75.35 42.80 43.75 68.20 76.75 42.40 44.65 62.90 75.45 40.50 43.45 56.40 75.50 

1
0
 I

te
m

s 

BayesNet 60.35 40.93 93.75 88.43 68.00 49.27 99.00 97.37 72.65 60.07 100 99.90 83.60 68.30 100 100 

EGA 1.00 0.00 69.00 41.00 7.00 1.00 91.00 85.00 40.00 10.00 99.00 98.00 70.00 62.00 100 100 
J48Consolidated 64.70 47.60 82.00 71.47 64.15 49.47 81.40 73.07 63.55 51.60 81.10 71.70 64.90 49.83 81.80 70.43 

KStar 68.45 53.80 95.70 91.00 75.80 62.10 99.30 97.60 86.00 76.13 99.95 99.80 50.00 33.33 53.00 36.33 

NaiveBayes 72.75 62.70 97.10 94.33 81.55 70.60 99.40 98.70 91.10 86.37 99.95 99.97 97.10 94.73 100 100 
RandomForest 78.60 66.57 97.95 96.40 85.65 78.13 99.70 99.37 91.40 86.17 99.90 99.93 93.65 88.67 100 100 

RBFNetwork 63.05 50.93 87.25 78.33 65.95 54.33 91.65 84.27 73.40 61.77 96.70 93.13 80.15 68.83 99.45 97.67 

RseslibKnn 69.15 55.30 96.05 91.00 78.95 65.17 99.35 98.00 87.40 78.30 100 99.87 93.75 88.70 100 100 
SimpleLogistic 68.30 59.97 87.10 88.60 70.65 67.67 89.85 91.10 75.25 71.00 90.65 93.40 76.60 74.70 91.95 93.83 

N
o

rm
al

 

5
 I

te
m

s 

BayesNet 57.90 44.30 97.50 94.75 61.80 53.70 99.50 99.00 73.60 62.20 100 100 83.40 74.85 100 100 

EGA 21.00 6.00 99.00 95.00 55.00 23.00 100 98.00 89.00 79.00 100 100 100 97.00 100 100 
J48Consolidated 60.20 46.20 75.50 64.55 56.90 47.95 71.90 63.15 61.60 45.15 76.70 60.50 58.40 44.65 74.50 57.60 

KStar 74.50 63.25 99.50 99.60 83.60 77.90 100 100 50.00 25.00 81.40 69.20 50.00 25.00 50.00 25.00 

NaiveBayes 45.60 39.00 85.20 80.75 43.10 33.80 89.30 83.85 37.50 28.75 96.20 95.20 28.90 23.95 98.20 98.40 
RandomForest 56.80 48.70 96.50 97.15 59.40 54.15 99.30 99.00 61.40 57.50 99.80 99.55 64.10 60.30 99.80 100 

RBFNetwork 32.60 22.15 48.20 43.80 25.50 18.20 52.10 47.35 21.00 12.20 53.00 54.75 12.30 8.10 56.30 53.50 

RseslibKnn 73.80 62.45 99.00 99.45 84.50 79.65 100 100 96.10 93.00 100 100 98.70 98.60 100 100 
SimpleLogistic 50.00 52.15 78.10 82.80 47.90 54.30 77.10 84.45 55.40 51.75 71.80 87.25 50.50 55.20 68.90 86.90 

1
0
 I

te
m

s 

BayesNet 68.55 49.83 99.20 98.20 77.50 59.73 99.80 99.93 84.35 73.87 100 100 94.10 84.07 100 100 

EGA 12.00 3.00 100 93.00 38.00 23.00 100 98.00 76.00 81.00 100 100 93.00 99.00 100 100 
J48Consolidated 62.90 48.50 82.45 74.10 66.55 49.47 80.30 72.27 63.95 50.43 79.50 71.03 66.55 50.40 79.10 69.00 

KStar 80.00 70.57 100 99.50 90.30 83.13 100 99.97 50.00 33.33 82.60 79.23 50.00 33.33 50.00 33.33 

NaiveBayes 89.80 83.63 99.45 99.27 95.85 92.57 99.20 98.70 97.85 97.67 100 100 98.10 97.97 100 100 
RandomForest 85.60 77.10 99.70 99.40 91.70 85.33 99.85 100 95.00 90.53 100 99.97 96.15 92.90 100 100 

RBFNetwork 80.85 71.87 94.25 95.00 85.40 75.97 94.40 95.80 88.25 83.00 96.65 98.07 89.10 84.00 98.65 99.33 

RseslibKnn 80.85 73.57 99.85 99.53 91.00 84.57 99.95 99.97 97.65 96.33 100 100 99.75 99.57 100 100 
SimpleLogistic 76.70 72.73 92.30 94.57 79.15 78.13 94.15 95.13 79.15 84.07 95.45 96.30 82.30 83.57 94.75 96.87 

R
ig

h
t 

S
k

ew
ed

 

5
 I

te
m

s 

BayesNet 52.80 28.40 87.80 75.40 63.80 42.60 95.40 91.60 69.20 48.10 99.70 98.85 75.90 58.90 100 100 

EGA 16.00 5.00 88.00 59.00 25.00 6.00 99.00 90.00 41.00 13.00 100 100 92.00 59.00 100 100 

J48Consolidated 58.60 43.85 76.50 65.40 59.30 42.15 72.60 66.55 58.80 47.05 75.40 67.00 62.00 47.45 75.90 63.50 

KStar 62.50 48.00 92.40 87.70 69.20 55.25 98.30 97.80 78.90 70.55 100 100 50.00 25.00 50.20 25.00 

NaiveBayes 58.80 46.20 91.40 83.80 64.30 49.25 96.40 94.65 63.70 58.25 99.80 99.40 67.20 62.35 99.60 99.60 

RandomForest 53.60 42.15 90.00 87.95 52.80 46.30 94.90 94.95 52.00 47.75 98.70 99.30 52.60 49.55 99.60 99.40 

RBFNetwork 55.90 41.70 82.40 70.55 59.30 42.20 86.10 83.85 58.90 48.75 96.50 93.50 66.20 55.35 98.90 98.00 

RseslibKnn 54.10 39.60 92.90 87.15 60.70 50.50 98.70 97.00 63.90 56.75 100 100 77.60 70.35 100 100 

SimpleLogistic 46.40 41.45 67.60 72.75 43.80 44.50 65.40 76.25 40.60 45.55 63.40 79.50 39.10 48.85 61.70 76.15 

1
0
 I

te
m

s 

BayesNet 60.55 42.57 95.25 91.07 65.70 51.00 98.30 97.63 77.10 58.80 99.90 99.80 81.35 69.30 100 100 

EGA 2.00 0.00 77.00 52.00 5.00 2.00 95.00 88.00 45.00 21.00 100 98.00 82.00 64.00 100 100 

J48Consolidated 64.25 48.43 82.80 73.70 63.65 49.43 83.80 72.90 64.50 50.00 81.70 72.20 63.15 48.87 80.55 72.60 

KStar 68.40 54.70 95.10 91.50 75.20 62.00 99.10 97.63 85.55 75.53 99.95 99.87 50.00 33.33 50.05 33.40 

NaiveBayes 74.20 62.93 95.20 92.73 79.40 69.30 98.05 96.93 89.70 82.00 100 99.77 93.80 89.43 100 99.93 

RandomForest 79.80 70.00 98.40 97.07 84.90 77.47 99.65 99.27 92.50 85.57 100 99.93 94.05 90.10 100 100 

RBFNetwork 65.25 53.63 87.50 80.93 67.45 53.40 89.25 84.77 71.10 61.50 95.90 92.40 79.60 66.43 98.95 97.57 

RseslibKnn 70.70 55.30 96.00 92.97 76.65 65.50 99.40 98.30 87.35 80.33 100 99.87 93.40 89.53 100 100 

SimpleLogistic 69.15 60.40 87.55 89.67 70.30 65.90 90.90 91.73 74.15 69.33 91.40 92.80 74.30 72.20 91.90 94.80 
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APPENDIX B  

Kappa concordance values of the methods 
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Sample Size 

100 200 500 1000 

Average Factor Loadings 

0.40 0.70 0.40 0.70 0.40 0.70 0.40 0.70 

Number of Factors 

2 3 2 3 2 3 2 3 2 3 2 3 2 3 2 3 

L
ef

t 
S

k
ew

ed
 

5
 I

te
m

s 

BayesNet 0.47 0.15 0.89 0.76 0.60 0.25 0.97 0.88 0.71 0.36 1.00 0.99 0.79 0.43 1.00 1.00 
EGA 0.74 0.72 0.97 0.91 0.77 0.70 1.00 0.99 0.89 0.78 1.00 1.00 0.97 0.92 1.00 1.00 

J48Consolidated 0.57 0.25 0.72 0.52 0.58 0.33 0.73 0.53 0.58 0.32 0.70 0.56 0.61 0.31 0.71 0.55 

KStar 0.62 0.35 0.94 0.87 0.71 0.40 0.99 0.96 0.78 0.62 1.00 1.00 0.50 0.00 0.52 0.01 
NaiveBayes 0.59 0.36 0.90 0.86 0.61 0.40 0.96 0.93 0.65 0.55 1.00 0.99 0.75 0.66 1.00 1.00 

RandomForest 0.45 0.31 0.89 0.85 0.45 0.28 0.95 0.92 0.48 0.33 0.98 0.97 0.47 0.37 0.99 0.99 

RBFNetwork 0.57 0.29 0.82 0.70 0.57 0.31 0.88 0.77 0.57 0.39 0.96 0.92 0.65 0.46 0.99 0.98 
RseslibKnn 0.53 0.28 0.94 0.87 0.60 0.29 0.98 0.95 0.64 0.46 1.00 1.00 0.79 0.57 1.00 1.00 

SimpleLogistic 0.39 0.27 0.70 0.69 0.43 0.31 0.68 0.71 0.42 0.33 0.63 0.69 0.41 0.32 0.56 0.69 

1
0
 I

te
m

s 

BayesNet 0.21 0.11 0.88 0.83 0.36 0.24 0.98 0.96 0.45 0.40 1.00 1.00 0.67 0.52 1.00 1.00 
EGA 0.85 0.72 0.98 0.94 0.89 0.73 0.99 0.99 0.96 0.88 1.00 1.00 0.98 0.97 1.00 1.00 

J48Consolidated 0.29 0.21 0.64 0.57 0.28 0.24 0.63 0.60 0.27 0.27 0.62 0.58 0.30 0.25 0.64 0.56 

KStar 0.37 0.31 0.91 0.87 0.52 0.43 0.99 0.96 0.72 0.64 1.00 1.00 0.00 0.00 0.06 0.05 
NaiveBayes 0.46 0.44 0.94 0.91 0.63 0.56 0.99 0.98 0.82 0.80 1.00 1.00 0.94 0.92 1.00 1.00 

RandomForest 0.57 0.50 0.96 0.95 0.71 0.67 0.99 0.99 0.83 0.79 1.00 1.00 0.87 0.83 1.00 1.00 

RBFNetwork 0.26 0.26 0.74 0.67 0.32 0.32 0.83 0.76 0.47 0.43 0.93 0.90 0.60 0.53 0.99 0.97 
RseslibKnn 0.38 0.33 0.92 0.86 0.58 0.48 0.99 0.97 0.75 0.67 1.00 1.00 0.88 0.83 1.00 1.00 

SimpleLogistic 0.37 0.40 0.74 0.83 0.41 0.52 0.80 0.87 0.50 0.56 0.81 0.90 0.53 0.62 0.84 0.91 

N
o

rm
al

 

5
 I

te
m

s 

BayesNet 0.58 0.31 0.98 0.93 0.62 0.39 0.99 0.99 0.74 0.52 1.00 1.00 0.83 0.68 1.00 1.00 
EGA 0.80 0.74 1.00 0.99 0.91 0.84 1.00 1.00 0.98 0.97 1.00 1.00 1.00 1.00 1.00 1.00 

J48Consolidated 0.60 0.32 0.75 0.54 0.57 0.34 0.72 0.53 0.62 0.30 0.77 0.49 0.58 0.30 0.74 0.46 

KStar 0.74 0.53 1.00 0.99 0.84 0.70 1.00 1.00 0.50 0.00 0.81 0.63 0.50 0.00 0.50 0.00 
NaiveBayes 0.46 0.30 0.85 0.77 0.43 0.25 0.89 0.82 0.38 0.22 0.96 0.95 0.29 0.19 0.98 0.98 

RandomForest 0.57 0.39 0.97 0.96 0.59 0.46 0.99 0.99 0.61 0.50 1.00 1.00 0.64 0.53 1.00 1.00 

RBFNetwork 0.33 0.13 0.48 0.37 0.25 0.09 0.52 0.42 0.21 0.07 0.53 0.51 0.12 0.05 0.56 0.51 
RseslibKnn 0.74 0.52 0.99 0.99 0.84 0.72 1.00 1.00 0.96 0.90 1.00 1.00 0.99 0.98 1.00 1.00 

SimpleLogistic 0.50 0.39 0.78 0.78 0.48 0.41 0.77 0.80 0.55 0.40 0.72 0.83 0.51 0.43 0.69 0.83 

1
0
 I

te
m

s 

BayesNet 0.37 0.25 0.98 0.97 0.55 0.40 1.00 1.00 0.69 0.61 1.00 1.00 0.88 0.76 1.00 1.00 
EGA 0.93 0.80 1.00 0.99 0.94 0.91 1.00 1.00 0.99 0.98 1.00 1.00 1.00 1.00 1.00 1.00 

J48Consolidated 0.26 0.23 0.65 0.61 0.33 0.24 0.61 0.58 0.28 0.26 0.59 0.57 0.33 0.26 0.58 0.53 

KStar 0.60 0.56 1.00 0.99 0.81 0.75 1.00 1.00 0.00 0.00 0.65 0.69 0.00 0.00 0.00 0.00 
NaiveBayes 0.80 0.75 0.99 0.99 0.92 0.89 0.98 0.98 0.96 0.97 1.00 1.00 0.96 0.97 1.00 1.00 

RandomForest 0.71 0.66 0.99 0.99 0.83 0.78 1.00 1.00 0.90 0.86 1.00 1.00 0.92 0.89 1.00 1.00 

RBFNetwork 0.62 0.58 0.89 0.92 0.71 0.64 0.89 0.94 0.76 0.75 0.93 0.97 0.78 0.76 0.97 0.99 
RseslibKnn 0.62 0.60 1.00 0.99 0.82 0.77 1.00 1.00 0.95 0.94 1.00 1.00 0.99 0.99 1.00 1.00 

SimpleLogistic 0.53 0.59 0.85 0.92 0.58 0.67 0.88 0.93 0.58 0.76 0.91 0.94 0.65 0.75 0.90 0.95 

R
ig

h
t 

S
k

ew
ed

 

5
 I

te
m

s 

BayesNet 0.53 0.17 0.88 0.69 0.64 0.28 0.95 0.89 0.69 0.35 1.00 0.99 0.76 0.47 1.00 1.00 

EGA 0.69 0.76 0.98 0.92 0.79 0.73 1.00 0.99 0.89 0.83 1.00 1.00 0.99 0.93 1.00 1.00 

J48Consolidated 0.59 0.29 0.76 0.56 0.59 0.27 0.73 0.57 0.59 0.34 0.75 0.58 0.62 0.33 0.76 0.53 

KStar 0.63 0.35 0.92 0.84 0.69 0.44 0.98 0.97 0.79 0.62 1.00 1.00 0.50 0.00 0.50 0.00 

NaiveBayes 0.59 0.35 0.91 0.80 0.64 0.39 0.96 0.94 0.64 0.51 1.00 0.99 0.67 0.56 1.00 0.99 

RandomForest 0.54 0.32 0.90 0.86 0.53 0.36 0.95 0.94 0.52 0.39 0.99 0.99 0.53 0.41 1.00 0.99 

RBFNetwork 0.56 0.29 0.82 0.64 0.59 0.30 0.86 0.80 0.59 0.38 0.97 0.92 0.66 0.47 0.99 0.97 

RseslibKnn 0.54 0.27 0.93 0.84 0.61 0.40 0.99 0.96 0.64 0.46 1.00 1.00 0.78 0.62 1.00 1.00 

SimpleLogistic 0.46 0.29 0.68 0.66 0.44 0.32 0.65 0.70 0.41 0.33 0.63 0.74 0.39 0.36 0.62 0.70 

1
0
 I

te
m

s 

BayesNet 0.21 0.14 0.90 0.87 0.31 0.26 0.97 0.96 0.54 0.38 1.00 1.00 0.63 0.54 1.00 1.00 

EGA 0.85 0.70 0.99 0.96 0.88 0.78 1.00 0.99 0.96 0.90 1.00 1.00 0.99 0.97 1.00 1.00 

J48Consolidated 0.28 0.23 0.66 0.61 0.27 0.24 0.68 0.59 0.29 0.25 0.63 0.58 0.26 0.23 0.61 0.59 

KStar 0.37 0.32 0.90 0.87 0.50 0.43 0.98 0.96 0.71 0.63 1.00 1.00 0.00 0.00 0.00 0.00 

NaiveBayes 0.48 0.44 0.90 0.89 0.59 0.54 0.96 0.95 0.79 0.73 1.00 1.00 0.88 0.84 1.00 1.00 

RandomForest 0.60 0.55 0.97 0.96 0.70 0.66 0.99 0.99 0.85 0.78 1.00 1.00 0.88 0.85 1.00 1.00 

RBFNetwork 0.30 0.30 0.75 0.71 0.35 0.30 0.79 0.77 0.42 0.42 0.92 0.89 0.59 0.50 0.98 0.96 

RseslibKnn 0.41 0.33 0.92 0.89 0.53 0.48 0.99 0.97 0.75 0.70 1.00 1.00 0.87 0.84 1.00 1.00 

SimpleLogistic 0.38 0.41 0.75 0.84 0.41 0.49 0.82 0.88 0.48 0.54 0.83 0.89 0.49 0.58 0.84 0.92 
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Abstract: In this study, it was claimed that ROC analysis, which is used to 

determine to what extent medical diagnosis tests can be differentiated between 

patients and non-patients, can also be used to examine the discrimination of binary 

scored items in cognitive tests. In order to obtain various evidence for this claim, 

the 2x2 contingency table used in the ROC analysis was adapted in accordance 

with the logic of item discrimination. It was suggested in the article that the areas 

under the ROC curves (AUC) obtained by using the sensitivity and specificity 

values calculated with the adapted contingency table can be considered as a 

measure of item discrimination. The results of the statistical analyses made on the 

simulation data showed that the AUC values were positively and highly correlated 

with the D, 𝑟bis and a parameter values of the items, and the AUC values from 

different sized samples were consistent. Additionally, ROC analysis was more 

stable against range narrowing than other methods. In this respect, it was concluded 

that very large groups were not needed to examine item discrimination with the 

proposed method. 

1. INTRODUCTION 

Osterlind (1990) defined the test item as a unit of measurement that includes a stimulus and a 

prescriptive response form created to examine mental attributes. Test items provide inferences 

about a number of psychological and cognitive structures related to the knowledge, ability, or 

personal characteristics of respondents based on their performance. In binary scored items, the 

value of “1” indicates that the item is answered correctly, and “0” indicates that the item is 

answered incorrectly or is left blank. These kinds of items are frequently encountered in 

achievement and ability tests, in which it is aimed to measure maximum performance. When 

writing items for purposes such as test development or item pooling, it is necessary to determine 

the psychometric properties of the items, which is important to obtain valid and reliable 

measurements. Psychometric properties that provide information about the aspects of items 

such as difficulty, discrimination, and probability of the item to be answered correctly with 

chance can be predicted by various statistical or mathematical techniques. Decisions on the 

using of the item in the test can be made based on these properties. The individuals who possess 

the knowledge/skill measured by an item are expected to answer that item correctly, and the 
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individuals who don’t have that knowledge are likely to respond to that item incorrectly. The 

power of the item to separate these two groups is defined as the item discrimination. It can be 

stated that the measurement can achive its goal as long as the groups are distinguished from 

each other. It can be emphasized that discrimination is an important item characteristic since if 

the measurement reaches its purpose, it is valid. 

Prediction to determine the discrimination of the items can be made by various methods. It can 

be said that the commonly used classical approaches are to determine the biserial correlation 

coefficients between the item-total test scores (𝑟bis) and to determine the difference between the 

correct response rate in the upper group and the correct response rate in the lower group (D). 

These values, which are determined through these approaches and range from -1 to 1, are called 

item discrimination index.  

The item discrimination index, which is calculated over small groups or homogeneous groups 

according to the ability levels of individuals, can provide misleading information due to the 

range narrowing (Ebel & Frisbie, 1991; Fulcher & Davidson, 2007). In this respect, Çüm, 

Gelbal and Tsai (2016) found in their study that item discrimination indexes calculated with the 

biserial correlation coefficient method showed considerable differences between different small 

samples.  

Discrimination of items can also be examined based on the Item Response Theory (IRT). In 

IRT, the slope of the item characteristic curve is accepted as the item discrimination parameter 

(a parameter). Although it is stated that the parameter value theoretically changes in the −∞ and 

+ ∞ ranges, it usually takes the values between 0 and 2 (or 0 and 3) (DeMars, 2016; Hambleton 

& Swaminathan, 1985). 

In this study, it was claimed that item discrimination can also be examined with the ROC 

analysis (Receiver Operating Characteristic Analysis). In this respect, a discrimination 

prediction method, which is not included in the literature, was discussed for the first time in the 

study. 

ROC analysis (Receiver Operating Characteristic Analysis) provides the opportunity to 

evaluate the performance of medical tests, statistical classifiers, prediction models and 

algorithms. With the ROC curves created within the scope of the analysis, a graph showing the 

discrimination performance of a medical diagnostic test (0 = no disease, 1 = disease) is obtained 

(Zou et al., 2012). ROC curves are images created to summarize the accuracy of diagnostic 

predictions (1-0) and they can be used regardless of the source of these predictions. In addition, 

by comparing the generated ROC curves, the accuracy of different methods used for predictions 

might be compared (Gönen, 2007). ROC analysis is based on a 2x2 contingency table (Table 

1). 

Table 1. The basis of the ROC analysis is a 2x2 contingency table. 

  
True Status 

(Gold Standard) 

 

Test 

Result 

(Result of Diagnosis) 

 Positive (+) Negative (-) 

Positive (+) True Positive (TP) False Positive (FP) 

Negative (-) False Negative (FN) True Negative (TN) 

 Total TP+FN FP+TN 

 
The variable given as the “test result” in the table, for example, refers to the decisions (the result 

of diagnosis) based on the scores (values) obtained as a result of a medical test whose 

effectiveness is examined. The values obtained from the result of the test are included in the 
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analysis as a continuous variable. This continuous variable is then transformed into a two-

category (positive, negative) variable, which separates values above and below a given cut-off 

score. The values in the table will change when the cut-off score changes. In ROC analysis, all 

possible cut-off points can be tested and optimal cut-off score can be determined by various 

statistical techniques.  

The variable given as a true status in the table is a two-category variable obtained in usually 

from a more reliable reference test as a result of clinical follow-up or decisions made by a gold 

standard council, and it separates people into who are really positive or negative. Based on this 

2x2 table, two important parameters are explained. The first one is the probability of the 

diagnostic test to classify a healty person (negative) as healthy, namely specificity; secondly, 

the probability of the test correctly classifying a patient person (positive) as a patient is 

sensitivity (Alonzo & Pepe, 2002; Krzanowski & Hand, 2009; Ruopp et al., 2008; Zou et al., 

2012). 

Considering the change of TP, FN, TN, FP values for each possible cut-off point, the sensitivity 

is calculated as TP / (TP + FN), and the specificity is calculated as TN / (FP + TN). The ROC 

curve is the graph obtained from the pairs of sensitivity and 1-specificity calculated from each 

of the possible cut-off points (Zou et al., 2012). 

Figure 1. ROC curve. 

In Figure 1, the ROC curve (B) is shown at a location in the area between point A and reference 

axis C. It can be stated that the diagnostic test distinguishes patients and non-patients as well as 

the ROC curve converges to point A. The C axis is obtained by connecting the points 

representing the randomness of this distinction. As the curve gets closer to this axis, the 

discriminative effectiveness of the test decreases. It can be stated that the area under the curve 

(AUC) is the measure that is generally used to summarize the analysis and provides the 

opportunity to evaluate the effectiveness of the test. Since the area under the curve will be equal 

to the area of the square when the curve reaches point A, the AUC value is maximum 1; When 

the curve coincides with the C axis, the area under curve will be equal to the area of the triangle, 

so, the AUC value will be 0.5 and this value expresses the randomness in identifying individuals 

(Krzanowski & Hand, 2009; van Erkel & Pattynama, 1998). 

The method proposed in this study was started with the adaptation of the 2x2 contingency table 

that was taken as basis in the analysis in order to determine the item discrimination with ROC 

analysis and to use AUC values as the item discrimination measure. For this purpose, the 

modifications made on contingency table were shown in Table 2. 
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Table 2. Contingency table adapted to predict item discriminations. 

  Item Score 

 

Test Total 

Score 

 True (1) False (0) 

High-scoring 

Group 

High-scoring 

Group True 

(HGT) 

High-scoring 

Group False 

(HGF) 

Low-scoring 

Group 

Low-scoring 

Group True 

(LGT) 

Low-scoring 

Group False 

(LGF) 

 Total HGT+LGT HGF+LGF 

 
It can be said that a test item is discriminative to the extent that it can distinguish between 

individuals who have the attribute measured by item and those who do not. Based on the 

assumption that the item and the test measure the same attribute, in other words, the test is one-

dimensional, individuals with high test total scores are expected to answer the item correctly, 

and individuals with low test total scores are expected to answer the item incorrectly. This 

underlies the logic of discrimination prediction based on internal criteria. The proposed method 

also provides an opportunity to examine the discrimination based on optimal internal criteria. 

The high and low scoring groups mentioned in the table are not the groups consisting of a 

definite and fixed number of individuals. Some individuals in these groups move to the other 

group at each cut-off score tested. The combination of these two groups forms the whole group 

in each case. In the adapted contingency table, the number of individuals in the high-scoring 

group who answered the item correctly to the HGT section, the number of individuals who 

answered the item incorrectly to the HGF section; the number of those who are in the low-

scoring and who answered the item correctly is written in the LGT section, and the number of 

those who answered the item incorrectly is written in the LGF section by trying all possible cut-

off points. 

In this case, the sensitivity value gives the probability of an individual in the high-scoring group 

to answer the item correctly and is calculated as HGT / (HGT + LGT). The specificity value 

gives the possibility of an individual in the low-scoring group to answer the item incorrectly 

and is calculated as LGF / (HGF + LGF). The ROC curve, which will describe the item 

discrimination, is formed from the sensitivity and 1-specificity pairs obtained in the context of 

all possible cut-off points in accordance with the original analysis. The area under the curve 

(AUC) determines a measure of the item's discrimination. It is expected that the number of 

individuals who answered the item correctly from the high-scoring group will increase and the 

number of those who answered the item from the low-scoring group incorrectly will increase 

as close to the optimal cut-off score. The approach chosen to determine possible cut-off scores 

does not affect the basic logic of the analysis. For example, for a 10-item test, the starting point 

of the cut-off points is 1 point less than the score of the respondent who received the lowest 

score from the test; the endpoint can be determined to be 1 point more than the score of the 

respondent who got the highest score from the test. The cut-off points between them can be 

calculated as the average of each consecutive score pair. In the case where the lowest score 

obtained from the 10-item test exemplified is 1 and the highest score is 8, all possible cut-off 

points can be determined as follows: 

0, 
1+2

2
,
2+3

2
,
3+4

2
,
4+5

2
,
5+6

2
,
6+7

2
,
7+8

2
, 9 

= 0, 1.5, 2.5, 3.5, 4.5, 5.5, 6.5, 7.5, 9 
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The estimation of the area under the ROC curve (AUC) for medical diagnostic tests has been 

formulated by some researchers (Bamber, 1975; Krzanowski & Hand, 2009; Pepe, 2003). In 

the method proposed in this study, it was envisaged that AUC values could be used as a measure 

of the discrimination of items and the formulas were arranged as follows based on the studies 

of the mentioned researchers (AUC was visualized in Figure 2). 

Figure 2. Area under curve. 

 

Medical diagnostic tests AUC formula includes test results randomly selected from patient and 

non-patient populations as variables. In the rearranged method, variables were changed as 

follows: the test result randomly selected from the high-scoring group was defined as the "H" 

variable and the test result randomly selected from the low-scoring group was defined as the 

"L" variable. Four classification possibilities arise from these variables. 

S variable denotes test score and t variable denotes cut-off score: 

1- The probability that an individual from population H will be correctly classified, high-scor-

ing group true:   

p(S>t|H). 

2- Probability of an individual from population L being misclassified, low-scoring group false:  

p(S>t|L). 

3- The probability that an individual from population L will be correctly classified, low-scoring 

group true:   

p(S≤ t|L). 

4- Likelihood that an individual from population H will be misclassified, high-scoring group 

false:   

p(S≤ t|H). 

∀𝑥 ∈ (0,1) 
 

𝐴𝑈𝐶 = ∫ 𝑅𝑂𝐶(𝑥)𝑑𝑥
1

0

 

𝑥 → 0 𝑎𝑠𝑡 → +∞ 

𝑥 → 1 𝑎𝑠𝑡 → −∞ 

𝐴𝑈𝐶 = ∫ 𝑝(𝑆 > 𝑡|Ü, 𝑆 = 𝑡|𝐴)𝑑𝑡
+∞

−∞

 

As being unique to this study, the ROC table and the AUC formula used in this study were 

rearranged in order to examine the discriminations of binary scored test items for the first time. 
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However, it should be noted that these adaptation attempts were made with regard to item 

discrimination logic, they do not change mathematical basis of the analysis.  

In the examinations made with the method suggested in this article, it was expected to determine 

the measures reflecting the item discrimination feature with less errors. Because it was thought 

that taking into consideration many possible cut-off scores in the calculations made with the 

proposed method would increase the precision of the measurements. The value for the area 

under the ROC curve, proposed as a measure of item discrimination, is a combination of 

observations for the functioning of the item under a number of different conditions. On the 

other hand, it was thought that the 2x2 contingency table, which was taken as the basis in ROC 

analysis and adapted to examine the item discrimination with this method, coincides logically 

and psychometrically with the concept of item discrimination. Comparison of the proposed 

method in this study with the currently used methods was important in terms of revealing the 

advantages and disadvantages of the approach. In addition, the sample size is also a matter of 

debate when it comes to choosing a method for determining the psychometric properties of the 

items. In this context, it was considered important to test the consistency of the proposed 

method between different samples in terms of size and score distribution. In the literature 

review, no study was found in which ROC analysis was used to examine item discrimination. 

In this sense, it can be stated that this study is important for the psychometrics literature. This 

study will pave the way for other advanced studies. The usage of the proposed method on the 

determination of the psychometric properties of the items can be advanced and extended by 

other psychometrists. It is also thought that ROC analysis can be easily carried out with many 

statistical software, especially SPSS, and it will provide convenience for test developers and 

test practitioners in terms of ease of calculation.  

1.1. Purpose of the Study 

The aim of this study was to compare the item discrimination measures obtained from different 

methods with simulation data and to examine the consistency of the measurements obtained 

from ROC analysis between samples of different sizes and different distribution characteristics. 

For this purpose, the answers to the following questions were sought in the study. 

1- What are the correlations between the upper-lower groups item discrimination indexes (D), 

biserial correlation coefficients of the item-total test scores (𝑟bis), a parameters from IRT-

2PLM, and the AUC values obtained from 20 items and 1000 respondents? 

2- What are the correlations between the AUC values obtained from 20 items and 100, 200, 

400, 1000 respondent groups, and is there a statistically significant difference between these 

AUC values? 

3- To what extent are the values determined by different item discrimination prediction meth-

ods invariant in case of range narrowing? 

2. METHOD 

This study is a basic (pure) simulation research aimed at producing new information.  

2.1. Data Set 

Within the scope of the study, 20 binary scored test items were simulated. Values of the 

discrimination parameters (a) of these items vary between 0 and 2 and values of their difficulty 

parameters (b) ranged between -2 and 2. In addition, a group of 1000 respondents whose ability 

values (θ) ranged between -2 and 2 were simulated. 

2.2. Data Analysis 

The data handled within the scope of the study were produced in WinGen software and made 

ready for the analysis. To find the answer to the first research question, D indexes were 
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calculated based on the correct response rates of the items in the upper-lower groups in terms 

of test scores, biserial correlation coefficients were calculated between the scores of each item 

and the total test scores, and finally, the areas under the ROC curve (AUC values) for each item 

were calculated (proposed method). Since the data were simulated based on the Item Response 

Theory, the generated a parameters were directly used. Correlations among the item 

discrimination measures obtained based on four different methods were determined by 

Spearman's rank-order correlation coefficient method. 

In order to answer the second research question, AUC predictions were made by using 

randomly determined samples of 100, 200 and 400 respondents from the sample of 1000 

respondents produced. Correlations between values obtained from samples of different sizes 

were examined by Spearman's rank difference correlation coefficient method. In addition, the 

significance of the differences between the predictions was examined with Kruskal Wallis-H. 

Same analyzes were made and reported with other methods in order to make comparisons.  

In order to answer the third research question, the dataset was sorted in ascending order in terms 

of total test scores. The score range is narrowed by dividing the lowest-scoring 33% and the 

highest-scoring 33% of the group. The correlation coefficients between the item discrimination 

measures obtained from these narrowed-range groups and the full dataset were calculated by 

Spearman's rank difference correlation coefficient method. These analyzes were performed for 

each of the four different methods. 

When using smaller datasets selected from the full dataset, analyzes based on IRT were 

performed with R (ShinyItemAnalysis) to obtain the a parameters. TAP and SPSS V23 

statistical softwares were also used to analyze the research data. For the ROC analysis, the 

positive value of the real state variable was determined as “1” (items scored as 1-0). Sensitivity 

and specificity values were determined based on the assumption that larger test scores indicate 

more positive test results. Nonparametric approach was preferred for the predictions of the areas 

under the ROC curve. 

3. RESULTS / FINDINGS 

In order to find an answer to the first research question of the study, the values regarding the 

discrimination of the items were predicted based on the proposed method and the other three 

methods, and the findings were given in Table 3. 

Table 3. Values predicted by different methods regarding item discrimination. 

Item 1 2 3 4 5 6 7 8 9 10 

D 0.470 0.250 0.770 0.560 0.710 0.350 0.460 0.500 0.320 0.720 

𝑟bis 0.672 0.262 0.808 0.595 0.800 0.380 0.572 0.531 0.381 0.752 

a 0.999 0.118 1.717 0.705 1.580 0.270 0.870 0.679 0.405 1.247 

AUC 0.837 0.620 0.880 0.775 0.873 0.674 0.773 0.747 0.681 0.846 

Chapter 1            

Item 11 12 13 14 15 16 17 18 19 20 

D 0.350 0.740 0.420 0.670 0.620 0.660 0.200 0.400 0.610 0.510 

𝑟bis 0.425 0.821 0.450 0.745 0.643 0.707 0.192 0.705 0.775 0.679 

a 0.538 1.539 0.476 1.430 0.992 1.271 0.630 1.473 1.537 1.321 

AUC 0.701 0.888 0.709 0.851 0.797 0.829 0.586 0.861 0.874 0.831 
 

Hosmer and Lemeshow (2000) stated that if the AUC value is equal to 0.5, no discrimination 

can be mentioned, it is acceptable if the value is between 0.7 and 0.8, perfect if it is between 

0.8 and 0.9, and an extraordinary distinction if it is greater than 0.9. Considering this view, it 
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can be suggested that the AUC value should be above 0.7 for a good item discrimination. When 

Table 3 was analyzed, it was seen that items with AUC values below 0.7 (item no 2, 6, 9, 17) 

have low D and 𝑟bis values. It was also determined that these items had very low or low 

discrimination in terms of a parameters. This determination was made according to Baker's 

(2001) criteria that the value of a parameters can be interpreted as very low discrimination in 

the range of 0.01 - 0.34, low discrimination in the range of 0.35 - 0.64, medium discrimination 

in the range of 0.65 - 1.34, high discrimination in the range of 1.35 - 1.69, and very high 

discrimination is greater than 1.70. 

The correlation coefficients between the values in Table 3 were determined and the related 

findings were given in Table 4. 

Table 4. Correlations between predictions made by different methods. 

Method D 𝑟bis a AUC 

D 1    

𝑟bis 0.912* 1   

a 0.830* 0.970* 1  

AUC 0.838* 0.979* 0.977* 1 

*Correlations are statistically significant at the 0.01 level. 
 
Based on the findings, it can be interpreted that D, 𝑟bis, a, and AUC values provide similar 

information on determining the item discrimination. All correlation coefficients showed a 

positive and high correlation between all pairs of prediction methods. In addition, the a 

parameters obtained based on the Item Response Theory showed the highest correlation with 

the AUC values obtained based on the ROC analysis among all other methods. This was noted 

because the Item Response Theory currently prevails among the test theories. 

In order to find the answer to the second research question, the AUC values of the same items 

from 100, 200 and 400 groups determined randomly from the full data set of 1000 respondents 

were predicted and the correlations of the obtained values between the different groups were 

given in Table 5. 

Table 5. Correlations between AUC values obtained from different sized samples. 

Sample size 100 200 400 1000 

100 1    

200 0.916* 1   

400 0.836* 0.930* 1  

1000 0.791* 0.912* 0.986* 1 

*Correlations are statistically significant at the 0.01 level. 
 
When Table 5 was examined, it was determined that there were positive high correlations 

between AUC values obtained from different sized samples. The lowest correlation coefficient 

(0.791) was among the samples consisting of 1000 and 100 respondents while the highest 

correlation coefficient (0.986) was among the samples consisting of 1000 and 400 respondents. 

In addition, the statistical significance of the differences between the AUC values obtained from 

different samples was examined with the Kruskal Wallis-H test and it was found that the p value 

of the test was 0.876. Findings showed that the predictions for the areas under the ROC curve 

were similar between different sized samples and the differences between the values are not 

statistically significant. In this regard, it can be inferred that large samples are not required to 

examine item discriminations with the proposed method. 
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Similar comparisons were also made between predictions made by other methods from different 

sized samples. The correlation coefficients between the D values obtained from four different 

sized samples ranged from 0.867 to 0.997. The correlation coefficients between 𝑟bis values 

ranged from 0.783 to 0.977. Finally, correlation coefficients between the a parameters were in 

the range of 0.823 and 0.979. In addition, Kruskal Wallis-H test results showed that there was 

no statistically significant differences between the compared predictions. In this sense, it cannot 

be claimed that the AUC method provides an advantage over the other methods regarding this 

comparison. 

The third research question was about examining the effect of range narrowing on the 

predictions. Accordingly, predictions were obtained from the lower 33% and upper 33% parts 

of the dataset in terms of the total test scores with different methods. Correlations of these 

predictions with each other and with the full dataset were determined for each method. Findings 

were given in Table 6. 

Table 6. Correlations between narrowed-range datasets and full dataset. 

 Lower 33%- Full Data Upper 33%- Full Data Lower 33%-Upper 33% 

D 0.102 0.126 -0.624** 

𝑟bis 0.640** 0.421 0.405 

a 0.496* 0.257 0.691** 

AUC 0.744** 0.586** 0.526* 

** Correlations are statistically significant at the 0.01 level. 
* Correlations are statistically significant at the 0.05 level. 
 
In the analyzes performed in terms of the invariance of item characteristics in case of range 

narrowing, it was determined that the most unstable indexes were the D indexes, which were 

calculated with the correct response rates of the upper and lower groups. This finding indicated 

that it would not be appropriate to use this method with homogeneous groups in terms of test 

scores. On the other hand, AUC values were the measures that showed the best performance 

compared to others, especially in terms of higher correlation between narrowed-range datas and 

full data values. Accordingly, it can be argued that the use of ROC analysis would be more 

appropriate than other methods when determining item discriminations with homogeneous 

groups. 

4. DISCUSSION and CONCLUSION 

As a result of the findings obtained from the comparisons made in this study, various evidence 

has been obtained for the claim that the ROC analysis, which is used to determine the degree 

of discrimination between patients and non-patients, especially with medical diagnostic tests, 

can also be used to examine item discrimination. In the proposed method, it was determined 

that the AUC values, which were accepted as a measure of item discrimination, positively and 

highly correlated with the D, 𝑟bis and a parameter values of the items. In addition, it was 

interpreted that the items with AUC values below 0.7 were low or very low discriminative items 

based on the values of D, 𝑟bis and a parameters.  

Based on the aforementioned findings, it was concluded that the criteria proposed by Hosmer 

and Lemeshow (2000) for interpreting the area under the ROC curve can also be accepted if the 

analysis is used for the study of item discriminations. It can be stated that the AUC values 

obtained by the proposed method should take at least 0.7 in order for the discrimination of the 

items to be acceptable, and the discrimination of the items increases as this value gets closer to 

1. In this study, it was concluded that AUC values were consistent between different sized 

samples and that large samples were not required to examine item discrimination with the 
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proposed method. In addition, it was determined that the AUC values were affected less 

negatively compared to other methods if the score distributions in the group were homogeneous. 

This was noted as a very important advantage of determining item discriminations with ROC 

analysis. It should also be mentioned that, with the proposed method, item discriminations can 

be examined not only with AUC values, but also with ROC curve graphs. 

Figure 3. ROC curves showing the discrimination of two different items. 

It can be stated that as the ROC curve gets closer to the upper left corner of the graph, the 

discrimination of the examined item increases. As seen in Figure 3, the discrimination of item 

19 is high, and the item 17 is low. It is thought that the method proposed in this study may also 

be advantageous in terms of ease of interpretation by providing visual expression of the 

discrimination of the items. 

The ROC curves method adapted to item analysis can be recommended to test developers, test 

practitioners, and other researchers since it provides consistent predictions, and it does not 

require very large groups for these predictions. In this respect, proposed method can be added 

to the literature as an alternative method. Other researchers working in the field of 

psychometrics may develop or criticize the method from various aspects as well. 
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Abstract: This study provides a comparison of the results of latent class analysis 

(LCA) and mixture Rasch model (MRM) analysis using data from the Trends in 

International Mathematics and Science Study – 2011 (TIMSS-2011) with a focus 

on the 8th-grade mathematics section. The research study focuses on the 

comparison of LCA and MRM to determine if results obtained differ when the 

assumed psychometric model differs. Also, a log-linear analysis was conducted to 

understand the interactions between latent classes identified by LCA and MRM. 

Response data to the three booklets were used to run latent class analysis using 

Mplus 7.31 (Muthén & Muthén, 2012a) for LCA and WINMIRA (von Davier, 

2001a). The findings of this paper do not reveal unequivocally whether a model 

based on primarily qualitative differences (LCA), that is, different strategies, 

instructional differences, curriculum etc. or a model including additional factors of 

quantitative differences within strategies (MRM) should be used with this 

particular dataset. Both of the tests provided similar results with more or less 

similar interpretations. Both techniques fit the data similarly, a result found in prior 

research. Nonetheless, for tests similar to TIMSS exams, item difficulty parameters 

can be useful for educational researchers giving potential priority to use of MRM. 

1. INTRODUCTION 

Latent class analysis (LCA) is a subgroup of structural equation modeling which is used to find 

categorical groups or subtypes of cases, in the present case based on responses to test items 

(McCutcheon, 1987). Mixture Rasch models, which combine Rasch models with latent class 

analysis, have been used to identify latent classes who might use different problem-solving 

techniques or who use different skills in response to test items. The purpose of this study was 

to compare of the results of latent class analysis and mixture Rasch model analysis for a major 

international assessment in mathematics. Latent class analysis and mixture Rasch model 

analysis are two approaches to identification of latent classes in data. The purpose of the two 

approaches and likely the outcomes overlap but assumptions about the nature of the data and 

the information derived from each approach differ. The existence of multiple latent classes in 
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test data speaks to the validity of test scores, particularly with the mixture Rasch model. If 

multiple latent classes are found in test data, distinct groups of participants exist for whom the 

construct varies, making cross-country comparisons suspect.  

In this study, results of two statistical techniques for latent class estimation based on students’ 

responses were compared.  

1.1. Latent Class Analysis and the Mixture Rasch Model 

Since both techniques are used in educational sciences, it is important to summarize their 

similarities and differences. Rasch models assume that participants who have the same ability 

have similar item solution techniques, skills, and psychological procedures used for solution 

(Fischer & Molenaar, 2012). However, studies in cognitive psychology and standardized testing 

have suggested that participants at the same ability level might use totally different techniques 

and strategies and take different paths to arrive at a solution (Sigott, 2004; Sternberg, 1985). If 

so, the test construct may change for different participants depending on the paths they take for 

solving the items, which is a threat to construct validity. LCA and the MRM are statistical 

models used to examine this threat. 

Analysis of examinee responses to test items typically rests on the assumption that item 

parameters are homogeneous across examinees; that is, the items are assumed to behave in the 

same way for all examinees. In a conventional Rasch analysis, a single difficulty parameter is 

estimated for each item, and all item difficulty estimates are located on a single dimension along 

with a single ability parameter for each examinee. However, when examinees systematically 

differ in the ways they understand or solve items, this assumption may no longer hold. 

Differences in item solution processes, for example, can give rise to differences in item position 

parameters and hence to different latent classes. 

The fundamental concept underlying LCA is straightforward: some of the parameters of a 

statistical model differ across unobserved subgroups. These subgroups, which are posited to be 

nations in this case, are the categories of a categorical latent variable (Vermunt & Magidson, 

2004). The mixture Rasch model, on the other hand, is based on the Rasch model (Rasch, 1960), 

and was introduced by Rost (1990). It is a mixture of a latent trait approach and a latent class 

approach to model qualitative and quantitative ability differences. The model assesses a set of 

items as a whole. Therefore, it is the set of item parameters for all items that is tested for 

differences between latent classes rather than each item parameter being tested individually 

(Frick, Strobl, & Zeileis, 2015).  

LCA estimates relationships between indicator variables due to class membership only. Also, 

it calculates class membership probabilities instead of fixed class memberships. For example, 

if there are four suspected classes in a data set the probability of a participant being in each 

class might be as follows: 0.76, 0.14, 0.08, and 0.02. Since LCA does not provide fixed class 

memberships for each case, another step takes place within the model selection process called 

“quality of the classification of latent class membership” (Wang & Wang, 2012). A criterion 

value from Nagin’s (2005) study is used to determine the quality (.70 and higher). Finally, LCA 

requires each latent class to be defined in a meaningful manner so variance within the 

population can be described. As a result of this, latent class interpretation is a very important 

step of LCA.  

However, in the MRM, because each class of participants shows a different pattern of response, 

there are different parameter estimates for each class. The class-related differences in item 

parameter estimates (the relative difficulty of items) provides differences in how the construct 

being examined is understood by that class's respondents. Unlike LCA, the class assignment 

method the MRM uses is a fixed assignment procedure called modal class. One important point 

is that LCA’s path for class membership divides the sample into different groups. Final class 
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membership probabilities provide percentages rather than fixed class membership. At first, one 

might emphasize that LCA’s procedure can provide statistical optimization. However, while 

gaining statistical optimization, classification interpretability and usability can be lost. Also, in 

the case of a follow up study with same participants, 72% of one case cannot be invited to a 

focus group while 28% of the same case stays in another group (Dallas & Wilse, 2013). 

The solution the mixture Rasch model provides on this matter is using item difficulty 

parameters. Since the main product of each class is item difficulty parameters, interpretation of 

classes is derived from differences in item difficulties. Therefore, there is no need to evaluate 

the quality of the classification of latent class membership, and to define the latent classes for 

modeling purposes in the MRM. 

2. METHOD 

2.1. Research Goal 

This study evaluated and compared the performance of LCA and MRM methods. Both 

techniques were used in terms of questionnaire validation to see if TIMSS-2011 data yielded 

different sub-groups within the selected nations. 

2.2. Sample and Data Collection 

Data used in this study were taken from the TIMSS-2011 8th grade mathematics section 

administered in 2011. Students’ responses to the items were used for analyses. There were 

26.596 8th grade students from four different nations. The reason to select these nations was 

mainly their performance shown on the exam and their cultural differences. For country specific 

descriptive information, see Table 1.  

Table 1. Gender and Age of TIMSS-2011 Subjects (based on booklet selection). 

  Gender (%)  

Nation Count Girl Boy Mean Age 

 Selected Population Selected Population Selected Population Selected Population 

Turkey 

USA 

1.225 

1.990 

6.928 

10.477 

48.70 

49.70 

49 

51 

51.30 51 14.08 14.00 

50.30 49 14.22 14.20 

Singapore 1.229 5.927 49.40 49 50.60 51 14.39 14.80 

Finland 768 4.266 50.30 48 49.70 52 14.75 14.40 

Note: Gender is shown in percentages. 

The TIMSS-2011 8th grade mathematics test consisted of 217 items which included 118 

multiple-choice items in 14 different booklets. Each booklet contained 10-18 items. Six of the 

mathematics blocks were released. Only Booklets One, Four, and Six were used due to having 

a larger number of released items in those booklets but only results from booklet six will be 

discussed. The total number of released items included in these booklets is 40.  

2.3. Analyzing of Data 

Response data to the three booklets were used to run latent class analysis using Mplus 7.31 

(Muthén & Muthén, 2012a) for LCA and WINMIRA (von Davier, 2001a).  Competing models 

were selected by using information criterion values which the Bayesian information criterion 

(BIC) and Akaike’s information criterion (AIC) for LCA and Pearson Chi-square value and 

Cressie-Read statistic (Cressie & Read, 1984) for the MRM. Although the original study 

contained 3 different booklets results from booklet four will be used due to limitations on word 

count. Also, it is important to emphasize that both techniques provided similar results for 

booklets one and six. 
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The latent class structure of the TIMSS-2011 8th-grade mathematics data was assessed by both 

analyses. Following that a log-linear analysis was conducted to see if defined latent classes 

were similar.  

3. RESULTS / FINDINGS 

3.1. Latent Class Analysis 

The fit statistics and information criterion indices for the models, which ranged from 1 to 4 

latent classes, are shown in Table 2. Based on the p-values of the LMR LR test (p = 0.29) and 

the BLRT test (p = 0.14), both were statistically nonsignificant at the 4-class model; hence, the 

test failed to reject the 3-class model in favor of a four or more class model. Also, non-

decreasing BIC (21392) of the 4- class model supported evidence for the 3-class model, the 

non-decreasing AIC (21207) of the 4-class model supported evidence for the 3-class model. 

Hence, the fit of the 3-class model was decided to be adequate and the selected model for further 

analysis for Booklet Four. 

Table 2. LCA Model Fit Indices for Booklet Four. 

Model BIC AIC 

LMR LRT 

p-value 

BLRT 

p-value 

1-class N/A N/A N/A N/A 

2-class 21371 21256 <0.001 <0.001 

3-class 21332 21157 <0.001 <0.001 

4-class 21392 21207 0.29 0.14 

Note.  BIC = the Bayesian information criterion; AIC = Akaike’s information criterion; LMR LRT = Lo-Mendell-

Rubin Likelihood Ratio Test; BLRT = Bootstrap Likelihood Ratio Test. 

3.1.1. Classification quality 

The final class sizes and percentages for the latent classes are given in Table 3. Table 3 shows 

that 473 students (27.1%) were assigned to Class 1, 694 students (39.0%) were assigned to 

Class 2, and 579 students (33.9%) were assigned to Class 3. The average latent class posterior 

probabilities for the most likely latent class membership are reported in Table 4. The probability 

for most likely latent class membership for students assigned to the first class was 0.87, while 

the probability of misclassification was 0.13. Similarly, for students assigned to the second 

class, the probability of correct class membership was 0.76, while the probability of 

misclassification was 0.24; for students assigned to the third class, the probability of correct 

class membership was 0.80, while the probability of misclassification was 0.20. All average 

latent class probabilities for most likely latent class membership exceeded 0.70. Furthermore, 

entropy was .69 which show that latent class membership classification quality was adequate 

enough for the 3-class model. 

Table 3. Final Latent Class Size and Percentage for Booklet Four. 

Classes Size Percentage 

1 473 27.1 % 

2 694 39.0 % 

3 579 33.9 % 

 

 

 



Int. J. Assess. Tools Educ., Vol. 8, No. 4, (2021) pp. 959–974 

 963 

Table 4. Average Latent Class Probabilities for Most Likely Latent Class Membership for Booklet Four. 

Classes 

Probability of Class 1 

Membership 

Probability of Class 2 

Membership 

Probability of Class 3 

Membership 

1 0.87     0.13 0.00 

2 0.09    0.76 0.15 

3 0.00 0.20 0.80 

3.1.2. Definition of latent classes 

The differences in the sample population were explored by analysis of the estimated item-

response probability of endorsing “Correct Response” for each of the 10 items. The three latent 

classes-highly skilled students, moderately skilled students, and somewhat skilled students-

were labeled by the researcher based on the observed pattern of item response probabilities. 

The highly skilled students’ class, denoted as Class 1 consisting of 473 students, had the highest 

item-response probabilities for each of the 10 items. Class 2, which contained 694 students with 

the second highest item-response probabilities for each of the 10 items, as moderately skilled 

students; Class 3 was defined as somewhat skilled students, which contained 579 students and 

had the lowest item-response probabilities for each of the 10 items. The unconditional latent 

class probabilities and the conditional probabilities for endorsing “Correct Answer” are 

reported by latent class in Table 5.  

Table 5. Three-Class Latent Class Membership for Booklet Four. 

Item Probability of Class 1 Probability of Class 2 Probability of Class 3 

 Unconditional 

 0.27 0.40 0.33 

 Conditional “Correct Answer” 

M032094 0.99 0.74 0.38 

M032662 0.69 0.15 0.11 

M032419 0.87 0.59 0.30 

M032477 0.98 0.60 0.25 

M032324 0.76 0.32 0.19 

M032116 0.88 0.52 0.29 

M032100 0.89 0.69 0.34 

M032402 0.90 0.62 0.40 

M032397 0.84 0.70 0.33 

M032132 0.85 0.65 0.36 
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Conditional probability profiles for endorsing the “Correct answer” for the 3-Class model are 

shown in Figure 1. 

Figure 1. Conditional Probability Profiles of Endorsing “Correct Answer” for 3-Class LCA Model for 

Booklet Four (Mplus Version 7.31). 

 

3.2. Mixture Rasch Model 

The dataset consisted of 10 items with 1746 participants. To determine the appropriate number 

of classes, one, two, three, and four latent class solutions were fit to the data (see Table 2). P-

values for Booklet Four of Cressie-Read and Pearson Chi-square were .13 and .15. Since the 

two-class model had the highest p-value, a two-class solution was selected for Booklet Four.  

Class size values for each class presents that class 1 was expected to include about 66% of the 

sample. Class 2 was expected to include about 34% of the sample. The class sizes indicate that 

about 66 percent and 34 percent of the sample can be fitted by a mixed Rasch model which was 

assumed to hold in these classes. According to the Q-index, there was one item (M032662) with 

a Zq value of 2.37 and p-value of .01 which shows lower discrimination in class one. In such 

cases, item removal is suggested from the scale only after examining the items content and 

additional information from the estimated model (von Davier, 2001b). Item category values for 

this item were acceptable. Out of 1,746 responses 1,251 students answered the item false and 

495 students answered correct. Additionally, the item parameter value for class one was also 

acceptable with a value of .13. After examining the item category values and item fit, it is 

decided not to remove the item from analysis. All of the other items fit each class well (.05 <p< 

.95) (see Table 5).  

Figure 2 shows that the two classes had similar item difficulty parameters for the first six items 

and different item difficulty parameters for the last four items. These four items were slightly 

easier for first class then for the second class. The lines display items on which the two classes 

seem to diverge and later to converge.  
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Figure 2. Class specific item parameter profiles for Booklet Four. 

 
The majority of items were not markedly different in difficulty across classes. In general, all 

classes found the items to be relatively easy as logit position was generally negative (see Table 

6 for specific values including standard error). 

Table 6. Item parameters of Booklet Four by classes. 

 
Class-1 Class-2 

Item Estimate Error Estimate Error 

M032094 -0.57 0.06 -2.10 0.29 

M032662 1.62 0.09 1.51 0.09 

M032419 -0.14 0.07 0.21 0.12 

M032477 0.04 0.07 -1.38 0.21 

M032324 0.73 0.07 1.13 0.10 

M032116 0.05 0.07 0.20 0.12 

M032100 -0.45 0.06 -0.07 0.13 

M032402 -0.43 0.06 -0.06 0.13 

M032397 -0.46 0.06 0.32 0.11 

M032132 -0.40 0.06 0.24 0.12 

 

A four-way log-linear analysis was conducted with variables nation, gender, LCA class 

membership, and the MRM class membership. The likelihood ratio chi-square with no 

parameters and only the mean was 2326.18. The value for the first order effect was 1897.99. 

The difference 2326.18−1897.99= 428.19 is displayed on the first line of Table 7.  
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Table 7. K-Way and Higher-Order Effects for Booklet Four. 

 

K df 

Likelihood Ratio 

 Chi-Square p 

K-way Effects 1 7 428.19 <.001 

2 17 1894.55 <.001 

3 17 3.43 1.00 

4 6 0.02 1.00 

The significant p value (< .001) shows that there was a first order effect. The addition of a 

second order effect improved the likelihood ratio chi-square by 1894.55. This was also 

significant. But the addition of a third and a fourth order term did not significantly improve fit 

(p> .05).  

Table 8. Partial Associations for Booklet Four. 

Effect df Partial Chi-Square p 

LCA*NATION*MRM 6 .00 1.00 

LCA*NATION*ITSEX 6 3.25 .78 

LCA*MRM*ITSEX 2 .00 1.00 

NATION*MRM*ITSEX 3 1.33 .72 

LCA*NATION 6 65.39 <.001 

LCA*MRM 2 1362.86 <.001 

NATION*MRM 3 10.46 .02 

LCA*ITSEX 2 4.41 .11 

NATION*ITSEX 3 10.05 .02 

MRM*ITSEX 1 .13 .72 

LCA 2 42.13 <.001 

NATION 3 216.13 <.001 

MRM 1 169.78 <.001 

ITSEX 1 .15 .70 

Note.  NATION= Countries, ITSEX=Gender, LCA= Latent Class Analysis Group Membership, MRM= 

Mixed Rasch Model Group Membership 
 

Table 8 shows that there were statistically significant associations between nation and LCA 

class membership (p< .05), nation and the MRM class membership (p< .05), LCA class 

membership and MRM class membership (p< .05), and nation and gender (p< .05) for Booklet 

Four. All other interactions between other variables were not statistically significant (p> .05). 

Due to the purpose of this paper only the association between LCA and MRM results will be 

explained. 

To further analyze the interactions of LCA class membership, and the MRM class membership 

variables a custom model was created with the significant two-way associations.  

Table 9. Goodness-of-Fit Tests for 2-way Interaction Model for Booklet Four. 

 Chi-Square df p 

Adjusted 

dfa p 

Likelihood Ratio 7.99 26 1.00 10 .63 

a. One degree of freedom is subtracted for each cell with an expected value of zero. The unadjusted df is an upper 

bound on the true df, while the adjusted df may be an underestimate. 
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In Table 9, the goodness of fit test showed that the model fit the data adequately (p> .05). Also, 

a crosstab analysis for Booklet Four was done to see LCA class memberships and the MRM 

class membership agreement level. Although LCA and MRM analysis provided a different 

number of classes for Booklet Four, LCA’s class one (highly skilled students) overlapped 100 

% with MRM class two. LCA class two (moderate skill students) overlapped with both MRM 

class one (81.3%) and class two (18.7%). LCA class three (somewhat moderate skilled students) 

overlapped with only MRM class one (see Table 10). 

Table 10. Crosstabulation of LCA Class Membership vs. MRM Class Membership for Booklet Four. 

 

MRM GROUP 

MEMBERSHIP 

Total Class 1 Class 2 

LCA GROUP 

MEMBERSHIP 

Class 1 

Count  

% within LCA GROUP 

MEMBERSHIP 

0 473 473 

0.0% 100.0% 100.0% 

Class 2 

Count  

% within LCA GROUP 

MEMBERSHIP 

564 130 694 

81.3% 18.7% 100.0% 

Class 3 

Count  

% within LCA GROUP 

MEMBERSHIP 

579 0 579 

100.0% 0.0% 100.0% 

Total 

Count  

% within LCA GROUP 

MEMBERSHIP 

1143 603 1746 

65.5% 34.5% 100.0% 

 

Please present the findings/results in this section. This section should give significant results 

obtained from the study clearly and concisely. Please present the findings/results in this section. 

This section should give significant results obtained from the study clearly and concisely. 

4. DISCUSSION and CONCLUSION 

For item parameters, both of the techniques calculate item logit values and standard errors. For 

LCA, item parameter estimates are on the logit scale, and therefore, can be somewhat difficult 

to interpret. The same information is given in a more interpretable scale under the MRM where 

item parameters are products of item difficulty measure for each class. However standard errors 

of the parameters have very close results for Booklet 4 (see Table 6) 

The decision on number of classes differs in the two techniques. BIC and AIC were used to 

evaluate fit for LCA. On the other hand, since Winmira2001 considered data as being sparse, 

Cressie-Read and Chi-square values were used for model fit purposes. However, based on BIC 

values, both techniques provided similar results (see Tables 2). So, it can be concluded that 

selecting one model over another model did not depend on fit values. Since a qualitative 

conclusion is important for LCA, model fit is not enough by itself. There are also other 

combinations of different values such as average estimated posterior probabilities for quality 

(Nagin, 2005) and entropy value (Clark, 2010). Moreover, latent classes should be defined in 

an interpretable way as well. For the MRM, the solution is simpler. If there is model fit based 

on fit indices the next step is simply interpretation of the model. 

The two analyses had somewhat different solutions for the class weights for all booklets. It can 

be interpreted that latent class analysis puts the most cases into the middle class for three class 

solutions and to the second class for two class solution. LCA uses response probabilities in 

which students have the same probability of giving the correct answer within the same class. 

As a result of this, students in the same class have no quantitative differences. The only 

difference created and shown by LCA is between groups which is a product of qualitative 
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differences. In our case, this would be interpreted as item correct response values based on 

students’ background. However, the mixture Rasch model, regardless of number of classes 

within the solution, sorts classes based on similarity in their response patterns which results in 

the placement of cases with an order where most student fall in to the first class, then second, 

then third etc. Since there are differences between item parameters within the same class for 

the MRM, interpretation changes and relies on two things: one being latent class membership 

and two being the class specific quantitative person parameter (Büsch, Hagemann, & Bender, 

2010).  

This study provides useful information about two commonly used techniques in educational 

research. Since the data used in this study are from a real data set, none of the techniques were 

tested under controlled circumstances such as different levels of amount and type of missing 

data, presence of outliers, sample size (bigger, smaller), item distributions, score distributions, 

etc.  Monte Carlo simulation studies are recommended to see if the results differ under these 

different conditions.  

Further, TIMSS multiple-choice items were dichotomous; use of items with varied responses 

scales is also recommended, as are studies with item content very different from a mathematics 

achievement test.  For example, studies are recommended that compare LCA and MRM when 

the construct assessed is a personality variable or attitudinal as well as achievement. The 

comparison of both techniques is limited to dataset used in this study. Therefore, it is suggested 

that same study can be done using other type of questionnaires.   

As with any statistical approach that uses binary variables, recoding categorical responses into 

dichotomous responses was one of the limitations of the study since student responses might 

result in different classification based on the multiple-choice responses. In any latent class 

model, the issue of reification is of great importance. Also using a real-world dataset limited 

the radius of effect area of the study since conclusions are limited to the current data. 

Sampling techniques of TIMSS organizers is also another limitation. One simple example 

shows that number of students in Turkish and American educational systems are more than the 

whole population of Singapore and Finland. TIMSS requires each participant country to join 

with at least 4.500 students. Although this number covers most of the Singaporean and Finnish 

8th-grade population, it is still small for systems like the US or Turkey (Rutkowski & 

Rutkowski, 2016). In this case, generalizability of the results is questionable.  
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6. APPENDIX 

 

Appendix A: LCA 2 Class Model Specification for Booklet One (Other Classes Similar) 

(Mplus Version 7.11). 
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Appendix B: LCA model for Booklet Four (Amos Version 22). 
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Appendix C: LCA 3 Class Model Specification for Booklet Four (Other Classes Similar) 

(Mplus Version 7.11). 
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Appendix D: LCA model for Booklet Six (Amos Version 22). 
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Appendix E: LCA 4 Class Model Specification for Booklet Six (Other Classes Similar) (Mplus 

Version 7.11). 
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Abstract: Within the scope of this study, it was aimed to determine the factors that 

should be considered regarding the usability and security of online test applications 

used as an assessment and evaluation tool during the COVID-19 pandemic. In this 

context, the case study method was used to obtain the opinions of field experts. 

Furthermore, in this study, using the focus group interview technique as a data 

collection technique, the criterion sampling method, one of the purposeful 

sampling methods, was used to determine participants. At this point, it was taken 

into consideration that the participants were experts in the field of open and 

distance learning. In this regard, a total of 15 field experts who have experienced 

online test during the emergency distance education period at Anadolu University, 

Turkey contributed to the focus group interviews consisting of three groups. The 

results obtained at the end of the study offer solutions for the usability of online 

test applications, the use of which has increased with the pandemic process and 

ensuring the security of these applications. 

1. INTRODUCTION 

With the Covid-19 pandemic spreading so rapidly and affecting the whole world, the flow and 

rhythm of life have changed worldwide (Zhao, 2020), and a flexible working model has begun 

to be implemented in working environments to reduce the effect of the pandemic and slow 

down its spread due to its feature of being highly contagious. The working-from-home model 

has become one of the most common methods applied in this context. Another field, the 

operating principle of which has changed, has been the field of education and training 

(Doghonadze et al., 2020). In this regard, education and training institutions were closed, and 

face-to-face education was suspended to prevent the increase in COVID-19 cases. In this 

context, the education of millions of students from all education levels in many countries around 

the world was interrupted (UNESCO, 2020a). In such a situation, education, one of the basic 

human rights, was interrupted (UN, 1984). To compensate for this situation, many educational 

institutions reacted quickly, and emergency remote education applications were put into 

practice worldwide. At this point, the courses taught in online environments came to the 

forefront. In this context, although there were many successful and unsuccessful applications 

in the emergency remote education process, one of the biggest discussions and deficiencies was 
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experienced in the assessment and evaluation processes (Bozkurt, 2020). One of these 

applications is online tests. 

The assessment and evaluation process through online tests which are used for the 

determination of the learning levels of learners and make predictions for the future is carried 

out by using the information and communication technologies (Gülbahar, 2013; Şimşek, 

Balaban & Ergin, 2016; Yağcı et al., 2015). Online tests usually carried out in online learning 

environments through learning management systems such as Blackboard, Canvas, and Moodle 

and question types such as multiple-choice, true-false, short-long answer, gap-filling, and 

matching have positive effects for learners, instructor, and institutions. These positive effects 

can be listed as cost and time savings (Şimşek et al., 2016), storage of answers, providing 

appropriate and quick feedback, ensuring flexibility, high security by reducing human errors 

(Angus & Watson, 2009; Jordan & Mitchell, 2009), less effect of instructor (Anderson et al., 

2005), and obtaining quick results (Kuhtman, 2004). Moreover, the fact that online tests are 

technology-based allows the use of multimedia elements instead of face-to-face exams (Liu, 

Papathanasiou & Yung-Wei, 2001). Additionally, online tests also have limitations such as 

requiring computer and internet access, the possibility of students cheating or the difficult 

control of whether the student himself/herself takes the exam, and difficult communication 

(Anderson et al., 2005; Özen, 2016; Sindre & Vegendla, 2015, Solak et al., 2020). In the studies 

conducted on online tests within the scope of their positive aspects and limitations, it has been 

revealed that online tests increase the academic achievement of students (Schmidt et al., 2019), 

contribute more to academic achievement than the traditional method (Yağcı et al., 2011) and 

that students feel more comfortable, fast, efficient, and safe compared to classical exams (Saban 

et al., 2010). Studies conducted on online tests that are frequently used in online learning 

environments focus on subjects such as learners' opinions on online tests (Koçak et al., 2006, 

Saban et al., 2010), the effect of online tests on academic achievement (Yağcı et al., 2011), the 

comparison of online tests with traditional exams (Saban et al., 2010; Yağcı et al., 2011), the 

effect of online tests on learning and motivation (Marriot, 2009), and the relationship between 

exam preferences (traditional-online) and performance (Hewson, 2012). However, in this study, 

online test applications applied in emergency distance education processes that have been 

implemented with the Covid-19 pandemic process, rather than this wide area on online tests 

until now, are mentioned. The unpreparedness of many institutions in the emergency distance 

education process (Bozkurt, 2020; Senel & Senel, 2021) has caused some disruptions in the 

implementation of online test applications, as in other distance education applications (Bozkurt, 

2020; Can, 2020; d'Orville, 2020) From this point, it can be stated that there is a need for studies 

on the usability, development, and reliability of online test applications in the emergency of 

distance education process. 

1.1. Importance of the Study 

Some education and training institutions have suspended the assessment and evaluation 

practices carried out in face-to-face environments during the COVID-19 pandemic and have 

started using online test applications (d'Orville, 2020). In a study conducted by UNESCO 

(2020b), which explains this situation, it is stated that 58 out of 84 countries postponed or 

rescheduled exams, 23 countries introduced alternative methods such as online or home-based 

testing, while exams were continued in 22 countries and completely canceled in 11 countries. 

Therefore, the examination system has been changed in many countries during the pandemic 

period (Bozkurt, 2020; d’Orville, 2020). In addition to this situation, UNESCO (2020c) 

emphasized that educational institutions should prepare in the field of assessment and 

evaluation due to the COVID-19 pandemic. The unpreparedness of educational institutions for 

the COVID-19 pandemic have required online exam online tests to be carried out without 

sufficient validity and security reliability studies instead of traditional exams and tests 
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(d'Orville, 2020). However, with the emergency distance education applications implemented 

during the Covid-19 period, the unattended online tests in many institutions have threatened the 

security of the exam (Bozkurt, 2020; Can, 2020; Senel & Senel, 2021). The point that should 

be emphasized here is the usability of online test applications and the security of these exams 

(Can, 2020; Solak et al., 2020). In this context during the emergency distance education period, 

what points should be considered while developing online test applications and how a reliable 

assessment and evaluation process should be carried out emerge as an important situation that 

needs to be resolved. Moreover, in this period, increasing the security of online test applications 

is important to eliminate the negativities (possibility of cheating, etc.) caused by these exams. 

Based on this, it is thought that this study is important in guiding education and training 

institutions on online test applications, which are becoming increasingly important with the 

COVID-19 pandemic process, and that these applications can be carried out in line with their 

purpose. To reach these targeted outputs within the scope of the study, the opinions of field 

experts who have experienced online tests during the emergency distance education period are 

needed. 

1.2. Aim of the Study 

This study aims to determine the situations that should be considered regarding the usability 

and test security on online test applications in the COVID-19 pandemic process according to 

the opinions of field experts. In this context, answers to the following research questions are 

sought to achieve the purpose of the study:  

1- What should be considered during the development of online test applications during the 

COVID-19 pandemic?  

2- What should be taken into account to ensure the security of online test applications during 

the COVID-19 pandemic? 

At this point, the reason for seeking the opinions of field experts can be listed as follows: 

With the Covid-19 pandemic, which emerged unexpectedly, many institutions have had to 

implement online testing management. For the tests to be applied at this point to be useful and 

reliable, it is thought that the opinions of field experts who have experienced both the distance 

education process and the online test application during the pandemic period are guiding. 

Experts who have had this experience can provide fast and reliable online tests that need to be 

implemented urgently. To obtain the suggestions of field experts on this subject, their opinions 

are needed. Therefore, it is thought that one of the most effective ways to reach fast and reliable 

solutions during the Covid-19 pandemic, in which we have entered the emergency distance 

education process, is to consult the opinions of field experts who have experienced this process. 

The research questions determined within the scope of the study are not related to the general 

online tests. Instead, these research questions were needed to determine how a reliable online 

test system should be implemented to minimize the problems that may arise after the use of 

unattended online test applications in the emergency distance education process. 

2. METHOD 

This study was designed with a case study, one of the qualitative research approaches. The case 

study that forms the pattern of this research is based on in-depth analysis of any event, 

individual or process based on data (Creswell, 2007). According to Yin (2003), case study is a 

method that investigates the phenomenon in the existing natural environment and is used in 

cases where the existing situation and the environment in which it is located are not separated 

by precise lines. Case studies are defined as a research method that works in a real case within 

its real-life framework, where the boundaries between the case and the environment in which it 

is located are not evident and there is more than one source of evidence or data (Yin, 1984). 
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From this point of view, in this research, a document analysis including the applications related 

to the study was carried out. Then the opinions of field experts were consulted on the 

development and reliability of online tests applied by many educational institutions during the 

Covid-19 pandemic period when the emergency distance education process was started. 

2.1. Study Group 

The criterion sampling method, one of the purposeful sampling methods, was preferred in this 

study. The basic understanding of the criterion sampling method is to study all situations that 

meet a predetermined set of criteria. A set of previously prepared criteria can be used here as 

developed by the researchers (Yıldırım & Şimşek, 2011). As a criterion, it was considered that 

the participants were experts in the field of open and distance learning. A total of 15 participants 

who had experienced online tests during the distance education period, contributed to the study 

performed within this scope. The demographic information of the participants is presented in 

Table 1. 

Table 1. Demographic Information of Participants. 

Participant (Pseudonym) Gender Title 

Masal  Female Prof. Dr. 

Cengiz Male Prof. Dr. 

Hasan Male Prof. Dr. 

Ahmet Male Prof. Dr. 

Gülay Female Prof. Dr. 

Okan Male Prof. Dr. 

Mustafa Male Prof. Dr. 

Ali Male Prof. Dr. 

Resul Male Assoc. Dr. 

Anıl Male Assoc. Dr. 

Tuna Male Assoc. Dr. 

Hakan Male Assoc. Dr. 

Cihan Male Assoc. Dr. 

Fırat Male Assoc. Dr. 

Esra Female Assoc. Dr. 

2.2. Data Collection Tool 

The interview is the basic data collection technique in the case study design (Ersoy, 2013). In 

revealing experiences and meanings related to the phenomena, the interview technique provides 

researchers with interaction, flexibility, and opportunities to examine them through probes 

(Yıldırım & Şimşek, 2008). In this context, the focus group interview was used to obtain data 

within the scope of this study. The focus group interview (Bloor et al., 2001), which is 

commonly used in academic studies, is a technique of using the effect of group dynamics, 

obtaining in-depth information, and generating ideas in the interview process between a small 

group and the moderator (Bowling, 2002; Yıldırım & Şimşek, 2008). Krueger (1994) defines 

the focus group interview as a carefully planned discussion in an environment where individuals 

can freely express their thoughts. The purpose of focus group interviews is to obtain in-depth, 

detailed, and multidimensional qualitative information about the participants' perspectives, 

lives, interests, experiences, tendencies, thoughts, perceptions, feelings, attitudes, and habits on 

a specified subject (Bowling, 2002). The important thing in focus group interviews is creating 
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an environment where participants can freely express their opinions. In this sense, the most 

significant advantage of focus group interviews is that new and different ideas emerge from 

within-group interaction and group dynamics (Kitzinger, 1995). Focus group interviews, led by 

a moderator, using the techniques of asking questions, discussing, and summarizing to reveal 

the thoughts and experiences of participants, consist of a maximum of 10 or 12 participants 

(Karabekir et al., 2015). Within the scope of this study, a total of three focus group interviews, 

consisting of five participants each, were held. A moderator guided each group in the focus 

group interviews. During the interview, it was ensured that the participants sat in a U shape, 

and a pen and paper were placed on the tables. In the introduction part, the purpose of the study 

was explained, and the interviews were started after the participants introduced themselves 

briefly. Care was taken to ensure that the group participants consisted of experts in the open 

and distance learning field. In the groups where semi-structured interviews lasted 

approximately 90 minutes were conducted, the moderators recorded the data.  

Semi-structured interview questions consisting of two questions were used to obtain the 

participants' opinions about the online test applications carried out at Anadolu University and 

exam security during the COVID-19 pandemic period. Before the interviews, the content 

validity of the semi-structured interview form was ensured by obtaining the opinions of three 

experts working on qualitative research methods, and it was finalized. 

2.3. Data Analysis 

The content analysis method was used in the data analysis. The main purpose of content analysis 

is to reach the concepts and relationships that can explain the collected data. To this end, the 

data collected must first be conceptualized, then organized logically according to the resulting 

concepts, and the themes explaining the data must be determined accordingly (Yıldırım & 

Şimşek, 2011). In this context, at the end of the focus group interviews, the reports prepared by 

the moderators working in each group were transferred to the computer environment, and the 

content analysis stage was initiated. The content analysis performed within the scope of the 

study was conducted using NVIVO 12 qualitative data analysis program. Codes were 

determined as a result of the content analysis of the raw data obtained from the interviews. At 

this point, the collected data were analyzed separately by two independent researchers, and the 

numbers of consensus and disagreement were determined by comparing the coding made by 

independent researchers. Reliability was calculated using these numbers using the formula 

(Reliability = Agreement/(Agreement + Disagreement)) suggested by Miles and Huberman 

(1994). The reliability among researchers was found to be 90%. The codes obtained are 

presented in the findings section of the study. 

3. FINDINGS 

The findings obtained in light of the questions asked to the participants within the scope of this 

study are presented below. 

3.1. The Findings Obtained Regarding the Development of Online Test Applications 

During the COVID-19 Pandemic Period 

The first question asked to the participants within the scope of the study was which points 

should be taken into consideration in the development of online test applications. The findings 

obtained in this context are presented in Figure 1. 
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Figure 1. Recommendations for the development process of online test applications. 

 

A total of 9 sub-themes were reached under the main theme of developing online test 

applications. Among these themes, the most repeatedly sub-theme was "Bureaus should be 

turned into online test centers after the preparation of the necessary infrastructure." The 

emergence of this sub-theme originates from the fact that the participants work at Anadolu 

University. The Open Education Faculty was established within Anadolu University in 1982. 

From 1982 to the present day, open education bureaus have been working throughout the 

country to provide services to learners within the scope of the Open Education Faculty with 

more than three million students, both active and passive. As of 2020, a total of 102 open 

education bureaus have been serving actively across Turkey. In this context, it can be stated 

that this theme, obtained for the use of bureaus as examination centers within the scope of the 

study, originates from the experience of the participants of Anadolu University Open Education 

Faculty. The prominent views obtained under this theme are as follows: 

"Online tests supervised in bureaus can be conducted by appointment. Thus, bureaus can 

be turned into online test centers. At this point, necessary infrastructure should be 

prepared in bureaus." Cengiz 

"Isolated cubicles consisting of closed boxes can be used in the online test system to be 

realized in bureaus. Students can take an exam by making an appointment in a supervised 

way at these points." Hasan 
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The subjects emphasized under the sub-theme "Bureaus should be turned into online test centers 

after the preparation of the necessary infrastructure" were the subjects of using isolated cubicles 

consisting of closed boxes in online tests to be carried out through bureaus and conducting 

exams to be held in bureaus according to the appointment method. In this context, it was also 

stated that the examination process should be spread over a wide period. Another sub-theme 

emphasized under the main theme of the development of online test applications was the theme 

"A system must be developed to generate questions continuously." Some of the opinions 

obtained in this context are as follows:  

"The number of questions in the question pool should be increased so that online tests 

can be applied efficiently." Ahmet 

"The more questions there are in the question pool, the more applicable online tests will 

be." Esra 

"A system that will continuously generate questions by spreading the question 

preparation process over time should be developed." Cihan 

Another sub-theme obtained under this main theme was the types of questions to be asked in 

exams. In this context, the prominent opinions among those obtained under the sub-theme 

"Question types such as gap-filling, matching, true-false should be used" are as follows: 

"The opportunities of technology can be used in online tests. For example, question types 

such as gap-filling, matching, true/false questions can be diversified." Fırat 

"In addition to multiple-choice questions, other question types should also be included in 

technology-based online tests." Ali 

In addition to these sub-themes obtained under the main theme of "Developing online test 

applications," the sub-themes of "Stress test and load balance should be performed while 

developing an online test application" and "The opinion of field experts should be obtained 

before using the online test application" were also included. In this context, field experts 

emphasized the necessity of performing all necessary tests before using online test applications 

and consulting experts in the field in this process. Moreover, under the sub-theme "For the 

usability of the online test application, students' opinions should also be obtained," it was stated 

that learners' opinions should also be consulted to see the equivalent of the online test 

application used in learners. Finally, under the sub-theme of "Design principles should be taken 

into consideration while developing an online test application," it was mentioned that design 

principles should be considered for the developed exam system to be user-friendly.  

3.2. The findings obtained to ensure the security of online test applications carried out 

during the COVID-19 pandemic period 

The second question asked to the participants within the scope of the study was about the factors 

that should be considered to ensure the security of online test applications. The findings 

obtained in this context are presented in Figure 2. 15 sub-themes were reached under the main 

theme of the security of online test applications. The themes were about how to hold the exams 

to be applied in online environments securely. The sub-themes obtained in this context focused 

on preventing the students who would take an exam from receiving help from anyone other 

than themselves. Accordingly, the most remarkable themes were the following themes: 

"Behavioral biometric techniques such as writing style on the keyboard, speaking style, and 

signing style should be used," "Information security processes such as identification, 

authentication and authorization should be used," "Physiological biometric techniques such as 

fingerprint recognition, eye-iris recognition should be used," "The full-screen lock application 

should be used," "Browser lock should be functionalized," and "360-degree cameras should be 

used." The opinions obtained within the scope of these themes were expressed to prevent 
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learners who would take an exam in online environments from receiving help from anyone 

other than themselves. The most repeated among these opinions are as follows: 

"To prevent learners who will take an exam in online environments from receiving help 

from others, biometric techniques such as writing style on the keyboard, speaking style, 

and signing style should be used." Resul 

"By using full-screen lock and browser lock applications, we can eliminate the possibility 

of learners accessing screens other than the exam screen." Cengiz 

"If a 360-degree camera system is installed, the exam environment can be completely 

controlled." Anıl 

"Physiological biometric techniques such as fingerprint recognition and eye-iris 

recognition can be used to be sure of the student's identity in online tests to be carried 

out through bureaus." Tuna 

Figure 2. Suggestions for the security of online test applications. 

 

Furthermore, for learners not to receive help via other pages over the Internet or through any 

application during the exam, opinions were obtained under the following themes "A certain 

time limit should be set for each question," "Maximum 3 rights should be granted to enter the 

exam," "New questions should be directed in the new session when the exam is exited before 

its completion," "The session should be automatically terminated when the exam time is over," 
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"Exam records (logs) should be followed through the learning management system," 

"Returning to the previous question-questions should be prevented." At this point, it can be 

stated that the experiences gained at Anadolu University played a role in the themes obtained. 

In the online test application applied by Anadolu University Open Education Faculty during the 

COVID-19 period, when a student enters the online test system, he/she can see all the courses 

in the relevant semester. He/she can choose for which course he/she wants to take an exam. 

Before the online test starts, the necessary exam rules are presented to the student. 

When the exam is started, the internet browser opens in full screen, and the time starts to run. 

The system ends the exam when the student tries to exit the browser and open another web 

browser. The student continues the exam with the remaining question and the remaining time 

by logging into the system again. Only in this way, there is a right to a total of three re-entries. 

The right to re-enter the system has been defined in a limited number for students not to suffer 

due to browser problems, internet, electric cut-outs, etc. When the student starts the exam, each 

question comes up once. If the student leaves the question blank, he/she cannot return to the 

relevant question again. He/she saves the relevant answer of each question by marking it and 

moves on to the next question. No return can be made to the question left blank and answered. 

Therefore, it can be stated that the experiences gained by the participants during the online test 

application play a role in these themes. The prominent opinions among the opinions obtained 

are as follows: 

"If a certain time limit is set for each question, learners will not have the opportunity to 

obtain information from other pages or other applications. At this point, field experts 

should determine how much time will be given to which question." Okan 

"The application that allows cheating in the exam currently applied is that students can 

exit the exam and take the exam again from where they have left it. When the student exits 

the exam, new sessions and new questions should be directed, and a maximum of 3 rights 

should be granted." Masal 

"By examining the exam logs kept by learning management systems, information about 

how long learners are browsing outside the exam screen can be obtained." Gülay 

"Not allowing to return to the previous question will minimize the chance for learners to 

find answers to questions from elsewhere." Mustafa 

Moreover, under the theme "The random distribution of questions and answers should be 

ensured in the application of the exam for the same course," it was emphasized that the 

possibility of learners taking the exam at the same time and in the same course to answer 

questions together should be eliminated. Furthermore, under the theme "Not all of the exam 

questions should be published, but a certain part," it was emphasized that the question pools 

prepared for use in online tests should consist of more and better-quality questions. 

4. DISCUSSION and CONCLUSION 

The first findings obtained within the scope of this study, in which the opinions of field experts 

were obtained on the development of online test applications that became more needed with the 

COVID-19 pandemic period and the security of these applications, were on the points that 

should be taken into consideration during the development of online test applications. In this 

context, it was concluded that visual design principles should come to the forefront in 

developing online test applications. It is an important element to use visual design principles to 

serve the purpose of the online tests to be carried out and to have a user-friendly interface. In a 

study performed by Albayrak (2014) on this issue, it was concluded that learner achievement 

was higher in online tests designed by considering visual design principles. In the studies 

conducted by Ortner and Caspers (2001) and Clough (2008), it was revealed that learners' 

achievement was affected by the quality of the exam. In another study carried out by Yağcı et 
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al., (2015), it was mentioned that an online test application developed in line with the visual 

design principles would reduce learners' anxiety about taking exams in online environments. 

Therefore, it can be said that visual design principles should be put into practice during the 

development of online test applications.  

Another result obtained within the scope of the study was related to the necessity of receiving 

opinions from both field experts and learners in developing online test applications. In this 

context, after the online test application is developed, it should be opened to field experts before 

it is put into use, and it was concluded that opinions on the usability of the application should 

be obtained from them. In addition to this, after the developed application was put into use, it 

became necessary to obtain students' opinions about the experiences they gained during their 

use of the application. In this way, the deficiencies of the developed application will be 

determined, and studies will be carried out to eliminate the identified deficiencies by taking 

opinions from both field experts and learners. In the studies conducted by Koçak et al. (2006), 

Saban et al. (2010), and Yılmaz (2016) on this issue, it was emphasized that the views of 

students, which should be at the focus of learning and teaching activities, should be attached 

importance in the process of developing online test applications. A study performed by 

Sırakaya, Sırakaya and Çakmak (2015) investigated the attitude levels of distance learners 

toward online tests. At the end of the study, it was concluded that most of the learners had a 

positive opinion about online tests. According to Kınalıoğlu and Güven (2011), it is important 

to obtain opinions and suggestions from field experts in the process of developing online test 

applications for the application to be successful. Another important result reached at this point 

is that the stress test and load balance of the developed online test application should be 

performed. In line with this result obtained, Wang (2017) emphasized that stress testing and 

load balance should be considered to check the usability of online test applications.  

Another result obtained within the scope of the opinions of field experts was on the question 

types to be used in online test applications. Accordingly, while developing online test 

applications, attention should be paid to the use of question types such as gap-filling, short-long 

answer, matching, true-false, in addition to multiple-choice questions. In line with this result, 

Borich (2013) indicated that question types such as true-false, matching, multiple-choice, 

completion, open-ended questions should be used in online tests.  

Another issue emphasized during the development of online test applications was related to 

expanding the question pool. In line with this, in a study conducted on the design of online tests, 

Jiang et al. (2019) stated that more questions produced by field experts using various question 

types were important for the usability of online test applications, so by providing the diversity 

of questions, applications such as the individualized parallel testing method could be used. 

Therefore, it can be stated that the number of questions should be higher for a more efficient 

online testification process. In this context, under the theme of "a system that will continuously 

generate questions should be developed" obtained within the scope of the study, field experts 

emphasized that the number of questions should be high.  

Another result obtained about the usability of online test applications is that after the necessary 

infrastructure is provided, online tests must be conducted in exam centers to be determined in 

certain regions. In this context, it was concluded that bureaus could be used within Anadolu 

University, the institution where the study was conducted. Likewise, it can be stated that other 

institutions can determine specific examination centers in certain regions and carry out online 

tests. At this point, the issues that should be focused on are providing the necessary 

infrastructure and conducting exams according to the appointment method. In a study 

conducted on online tests, Yağcı et al. (2015) stated that online tests could be held entirely in 

web-based environments or physical spaces such as exam centers, high schools, and conference 

halls. Therefore, it can be said that online test applications can be carried out in web 
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environments or physical spaces, considering the requests and infrastructure possibilities of 

institutions.  

Another research question for which the opinions of field experts were obtained within the 

scope of the study was on the security of online tests. Based on the findings obtained in this 

context, the first result was on the use of biometric and physiological biometric techniques. It 

was concluded that measures such as writing style on the keyboard, speaking style, and signing 

style could be used within the scope of biometric techniques. It is stated that techniques such 

as fingerprint recognition, face recognition, and eye-iris recognition could be used within the 

scope of physiological biometric techniques. In this context, it can be said that biometric 

techniques can be used in online tests held in the web environment, and physiological biometric 

techniques can be used in online tests held through exam centers such as bureaus, high schools, 

and conference halls. In this way, the security of online test applications can be further 

increased, and behaviors such as cheating and plagiarism can be prevented. In line with these 

results obtained within the scope of the study, Kaya (2016) and Patil, Sharma and Patil (2019) 

mentioned that physiological biometric techniques such as face recognition could be used 

effectively in online test applications. Likewise, Bozkurt and Uçar (2018) and Senthil Kumar 

and Rathi (2021) emphasized that biometric and physiological biometric techniques should be 

used to eliminate limitations such as cheating and plagiarism in online tests.  

It was concluded that another measure to ensure the security of online test applications was to 

employ information security processes such as identification, authentication, and authorization. 

The use of biometric and physiological biometric techniques and information security processes 

will eliminate the situation when someone other than the student who will take the exam in 

online environments will take the exam. Therefore, a more reliable and appropriate examination 

process will be carried out. Similar to this result, in the study conducted by Parker (2010), it 

was emphasized that possible threats to confidentiality, integrity, and compliance could be 

prevented by using information security processes in online tests. Considering that cheating 

incidents have increased in recent years (Jisc, 2020), it can be stated that it is a necessity to take 

security measures in this way. 

Another dimension that would ensure the security of online tests within the scope of the study 

was the measures to be taken at the time of the exam. In this context, issues such as using the 

browser lock, applying the full-screen lock, granting up to 3 rights to enter the exam, directing 

new questions in the new session when exiting the system before the exam is completed, closing 

the system after the exam period are over, examining records through the learning management 

system, the inability to return to the previous question, and setting the time limit for each 

question were emphasized. Thanks to these measures to be taken, it is aimed to prevent learners 

from seeking answers to questions through another application or another Web page. 

Furthermore, giving the maximum of 3 rights to learners who exit the exam for any reason 

before completing the exam and updating the remaining questions as new questions when they 

take the exam again is another type of security that can be applied. Similar to these results 

obtained, Can (2020) and Karthika et al., (2019) stated that measures such as setting a certain 

time limit for each question, using screen and browser locks, and not displaying previous 

questions could be used in online test applications.  

Another result obtained in ensuring the security of online tests is the use of a 360-degree camera 

system. In this context, the 360-degree camera application, including an audio system, it aims 

to fully control the environment in which students take online tests. In this way, learners will 

be prevented from attempting to cheat. In line with this result, Golden and Kohlbeck (2020) 

and Hylton et al. (2016) stated that the webcam-based exam system was useful for preventing 

misuse in online tests. Furthermore, in a study performed by Hoque, Ahmed, Uddin and Faisal 
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(2020), 360-degree cameras were used in the online test application process and were 

considered a successful application in terms of their results. 

As a result, the increasing use of online learning environments, especially with the COVID-19 

pandemic process, has become a situation that increases the importance of online test 

applications in evaluating the education and training process. Considering that instructor and 

learners exhibit positive attitudes toward online test applications (Can, 2020; Fatmasari, 2020, 

Gül, 2012; Harnkajornsuk et al., 2019; Sırakaya et al., 2015; Yılmaz, 2016), it emerges as an 

important point that these applications are usable and reliable (Kundu & Bej, 2021). However, 

the fact that institutions were generally unprepared for the emergency distance education 

applications implemented during the pandemic (Bozkurt, 2020; Senel & Senel, 2021) made it 

difficult to realize a healthy measurement-evaluation process. In this context, seeking the 

opinions of experts who have experience in online test applications during the emergency 

distance education period will guide the institutions on how these applications should be done 

and how to obtain reliable results. Therefore, as mentioned in the introduction section of the 

study, this can be shown as an example of the new perspectives brought to education and 

training practices with the COVID-19 pandemic process.  

4.1. Recommendations 

The recommendations that can be made based on the results obtained within the scope of the 

study are listed in the following way: 

• Technological infrastructure systems and workforce requirements should be met by insti-

tutions to evaluate short and long-answer question types that can be used in online test 

applications.  

• Assessment-evaluation, research and development (R&D) units should be established for 

technological infrastructures institutions should provide, and individuals with high techno-

logical knowledge should be employed in these units.  

• While the question pool is increased during the development of online test applications, 

field domain experts should check the scope, validity, and reliability of the questions to be 

prepared. For this process, institutions should establish units within their organization and 

benefit from the knowledge and experience of field experts through these units.  

• Individuals who will supervise the exam environment will be needed during the 360 -de-

gree camera application process. In this regard, it is important to conduct exams according 

to the appointment procedure and use the workforce efficiently.  

• Obtaining learners' biometric and physiological biometric properties to ensure the security 

of exams in online environments brings about ethical concerns. In this context, it is im-

portant to attach importance to data confidentiality and act in line with ethical rules.  

• Learning processes should be addressed as a whole, and a process should be evaluated at 

the point of assessment and evaluation. In this context, in addition to a midterm and final 

exams to be carried out in online environments, elements such as data to be obtained from 

learning analytics, assignments, activities in the discussion forum should be evaluated in 

assessment and evaluation processes. 

Declaration of Conflicting Interests and Ethics 

The authors declare no conflict of interest. This research study complies with research and 

publishing ethics. The scientific and legal responsibility for manuscripts published in IJATE 

belongs to the author(s). Ethics Committee Approval and its number should be given by stating 

the institution name which gave the ethical approval. Ethics Committee Number: Anadolu 

University, 60779. 

 



Int. J. Assess. Tools Educ., Vol. 8, No. 4, (2021) pp. 975–990 

 987 

Authorship Contribution Statement 

Hakan Kilinc: Investigation, Introduction, Importance of the Study, Purpose of the Study, 

Method, Data Analysis, Discussion, Conclusion, and Recommendations. Muhammet Recep 

Okur: Investigation, Method, Data Analysis, Visualization, Software, Findings, Discussion, 

Conclusion, and Recommendations. Ilker Usta: Investigation, Data collection, Discussion, 

Conclusion, and Recommendations 

ORCID 

Hakan KILINC   https://orcid.org/0000-0002-4301-1370  

Muhammet Recep OKUR   https://orcid.org/ 0000-0003-2639-4987 

Ilker USTA   https://orcid.org/ 0000-0002-6403-6294 

5. REFERENCES 

Abduh, M. Y. M. (2021). Full-time online assessment during covid-19 lockdown: EFL 

teachers’ perceptions. Asian EFL Journal, 28(1), 1-21. 

Albayrak, E. (2014). Elektronik Ortamlardaki Sınavlarda Tasarım Etmenlerinin Öğrencilerin 

Başarıları ve Elektronik Sınav Kaygılarına Etkisi [The Effects of Design Factors on 

Students' Success and Test Anxiety in Electronic Tests]. International Online Journal of 

Educational Sciences, 6(2), 460-474. 

Anderson, H. M., Cain, J., & Bird, E. (2005). Online course evaluations: Review of literature 

and a pilot study. American Journal of Pharmaceutical Education, 69(1), 34-43. 

Angus, S.D., & Watson J. (2009) Does regular online testing enhance student learning in the 

numerical sciences? Robust evidence from a large data set. British Journal of Educational 

Technology, 40, 255–272. https://doi.org/10.1111/j.1467-8535.2008.00916.x  

Bloor, M., Frankland, J., Thomas, M., & Robson, K. (2001). Focus Groups in Social Research. 

SAGE.  

Borich, G. D. (2013). Effective teaching methods (8 ed.). England: Person Education. 

Bowling, A. (2002). Research Methods in Health: Investigating Health and Health Services. 

McGraw-Hill House.  

Bozkurt, A. (2020). Koronavirüs (Covid-19) pandemi süreci ve pandemi sonrası dünyada 

eğitime yönelik değerlendirmeler: Yeni normal ve yeni eğitim paradigması [Coronavirus 

(Covid-19) pandemic process and educational evaluations in the post-pandemic world: 

New normal and new education paradigm]. AUAd, 6(3), 112-142. 

Bozkurt, A., & Sharma, R. C. (2020). Emergency remote teaching in a time of global crisis due 

to CoronaVirus pandemic. Asian Journal of Distance Education, 15(1), i-vi. 

https://doi.org/10.5281/zenodo.3778083  

Bozkurt, A., & Uçar, H. (2018). E-Öğrenme ve e-sınavlar: Çevrimiçi ölçme değerlendirme 

süreçlerinde kimlik doğrulama yöntemlerine ilişkin öğrenen görüşlerinin incelenmesi [E-

Learning and e-exams: Examination of learner views on identity verification methods in 

online assessment and evaluation processes]. Mersin Üniversitesi Eğitim Fakültesi 

Dergisi, 14(2), 745-755. https://doi.org/10.17860/mersinefd.357339  

Can, E. (2020). Coronavirüs (Covid-19) pandemisi ve pedagojik yansımaları: Türkiye’de açık 

ve uzaktan eğitim uygulamaları [Coronavirus (Covid-19) pandemic and pedagogical 

implications: open and distance education applications in Turkey]. AUAd, 6(2), 11-53. 

Clough, S. J. (2008). Computerized versus paper and pencil assessment of socially desirable 

responding: score congruence, completion time, and respondent perefences 

[Unpublished doctoral dissertation]. The University of Iowa, USA. 

Creswell, J. W. (2007). Qualitative inquiry and research method: Choosing among five 

approaches. Academic Press. Sage. 

https://orcid.org/0000-0002-4301-1370
https://orcid.org/%200000-0003-2639-4987
https://orcid.org/%200000-0002-6403-6294
https://doi.org/10.1111/j.1467-8535.2008.00916.x
https://doi.org/10.5281/zenodo.3778083
https://doi.org/10.17860/mersinefd.357339


Kilinc, Okur & Usta

 

 988 

d’Orville, H. (2020). COVID-19 causes unprecedented educational disruption: Is there a road 

towards a new normal? Prospects, 2020(49), 11-15. https://doi.org/10.1007/s11125-020-

09475-0  

Doghonadze, N., Aliyev, A., Halawachy, H., Knodel, L., & Adedoyin, A. S. (2020). The Degree 

of Readiness to Total Distance Learning in the Face of COVID-19-Teachers’ View (Case 

of Azerbaijan, Georgia, Iraq, Nigeria, UK and Ukraine). Journal of Education in Black 

Sea Region, 5(2), 2-41. https://doi.org/10.31578/jebs.v5i2.197  

Ersoy, A. (2013). Türk öğretmen adaylarının kültürlerarası deneyimlerinde karşılaştıkları 

sorunlar: Erasmus değişim programı örneği [Problems faced by Turkish teacher 

candidates in their intercultural experiences: Erasmus exchange program example]. 

Eğitim ve Bilim, 38(168),154-166. 

Fatmasari, R. (2020). Student satisfaction on distance education academic services. In 

International Conference on Education, Science and Technology (pp. 31-37). Redwhite 

Press. 

Golden, J., & Kohlbeck, M. (2020). Addressing cheating when using test bank questions in 

online Classes. Journal of Accounting Education, 52(2020), 1-14. https://doi.org/10.101

6/j.jaccedu.2020.100671  

Gülbahar, Y. (2013). E-değerlendirme.[ E-evaluation], K. Çağıltay, Y. Göktaş. (Eds.). Öğretim 

Teknolojilerinin Temelleri: Teoriler, Araştırmalar, Eğilimler [Foundations of 

Instructional Technology: Theories, Research, Trends], pp. 651-663. Pegem Akademi 

Yayıncılık 

Harnkajornsuk, S., Chinda, B., Witayasakpan, S., Wongboonnak, S., & Bunto, P. A. S. (2019). 

Development of a Web-based Online Examination for Screening Gifted Students. In 

Proceedings of the 2019 8th International Conference on Educational and Information 

Technology (pp. 56-60). 

Hewson, C. (2012). Can Online Course-Based Assessment Methods Be Fair and Equitable? 

Relationships between Students’ Preferences and Performance Within Online and Offline 

Assessments. Journal of Computer Assisted Learning, 28(5), 488–498. 

https://doi.org/10.1111/j.1365-2729.2011.00473.x  

Hoque, M. J., Ahmed, M. R., Uddin, M. J., & Faisal, M. M. A. (2020). Automation of 

Traditional Exam Invigilation using CCTV and Bio-Metric. International Journal of 

Advanced Computer Science and Applications, 11(6), 392-399. 

Hylton, K., Levy, Y., & Dringus, L. P. (2016). Utilizing webcam-based proctoring to deter 

misconduct in online exams. Computers & Education, 92(2016), 53-63. 

https://doi.org/10.1016/j.compedu.2015.10.002  

Jiang, J., Wu, B., Chang, L., Liu, K., & Hao, T. (2019). The Design and Application of an Web-

Based Online Examination System. International Symposium on Emerging Technologies 

for Education (pp. 246-256). Springer, Cham. 

Jisc (2020). The future of assessment: five principles, five targets for 2025. 

https://repository.jisc.ac.uk/7733/1/the-future-of-assessment-report.pdf 

Jordan, S., & Mitchell T. (2009) e-Assessment for learning? The potential of short-answer free-

text questions with tailored feedback. British Journal of Educational Technology, 40(2), 

371–385. https://doi.org/10.1111/j.1467-8535.2008.00928.x  

Karabekir, M., Tozlu, E., & Şencan, M. N. M. (2015). Girişimci Adayı Üniversite 

Öğrencilerinin Girişimcilik Özelliklerinin Odak Grup Görüşmesi ile İncelenmesi 

[Investigation of Entrepreneurial Characteristics of University Students who are 

Entrepreneur Candidates with a Focus Group Meeting]. SDÜ Fen Edebiyat Fakültesi, 

Sosyal Bilimler Dergisi, 1(35), 203-216. 

https://doi.org/10.1007/s11125-020-09475-0
https://doi.org/10.1007/s11125-020-09475-0
https://doi.org/10.31578/jebs.v5i2.197
https://doi.org/10.1016/j.jaccedu.2020.100671
https://doi.org/10.1016/j.jaccedu.2020.100671
https://doi.org/10.1111/j.1365-2729.2011.00473.x
https://doi.org/10.1016/j.compedu.2015.10.002
https://repository.jisc.ac.uk/7733/1/the-future-of-assessment-report.pdf
https://doi.org/10.1111/j.1467-8535.2008.00928.x


Int. J. Assess. Tools Educ., Vol. 8, No. 4, (2021) pp. 975–990 

 989 

Karthika, R., Vijayakumar, P., Rawal, B. S., & Wang, Y. (2019). Secure Online examination 

System for e-learning. 2019 IEEE Canadian Conference of Electrical and Computer 

Engineering (CCECE) (pp. 1-4). IEEE. 

Kaya, Z. (2016). Biyometrik Güvenlik Sistemleri ve Yüz Tanımaya Dayalı Çevrimiçi Sınav 

Sistemi [Biometric Security Systems and Online Exam System Based on Face 

Recognition] [Unpublished doctoral dissertation]. İstanbul Aydın University. 

Kınalıoğlu, İ. H., & Güven, Ş. (2011). Uzaktan Eğitim Sisteminde Öğrenci Başarısını 

Ölçülmesinde Karşılaşılan Güçlükler ve Çözüm Önerileri [Difficulties Encountered in 

Measuring Student Achievement in Distance Education System and Solution 

Suggestions]. XIII. Akademik Bilişim Konferansı, Malatya. 

Kitzinger, J. (1995). Qualitative research: introducing focus groups. British Medical Journal, 

31(7000), 299–302. 

Koçak, Ş., Yenilmez, E. D., & Yenilmez, E. (2006). Çevrimiçi Sınav Sistemlerinin Öğrenmeye 

Olan Etkileri Üzerine Bir Çalışma: Öğrenci Görüşleri [A Study on the Effects of Online 

Exam Systems on Learning: Student Views]. Çukurova Üniversitesi İlahiyat Fakültesi 

Dergisi, 6(2), 171-189. 

Krueger, R.A. (1994). Focus Groups: A Practical Guide For Applied Research. SAGE.  

Kuhtman, M. (2004). Review of online student ratings of instruction. College and University 

Journal, 80(1), 64-67. 

Senthil Kumar, A.V., & Rathi, M. (2021). Keystroke Dynamics: A Behavioral Biometric Model 

for User Authentication in Online Exams. In M. Khosrow-Pour (Ed.), Research 

Anthology on Developing Effective Online Learning Courses (pp. 1137-1162). IGI 

Global. 

Kundu, A., & Bej, T. (2021). Experiencing e-assessment during COVID-19: an analysis of 

Indian students' perception. Higher Education Evaluation and Development, 15(2), 114-

134. https://doi.org/10.1108/HEED-03-2021-0032  

Liu, M., Papathanasiou E., & Yung-Wei H. (2001) Exploring the use of multimedia 

examination formats in undergraduate teaching: results from the fielding testing. 

Computers in Human Behavior, 17(3), 225–248. https://doi.org/10.1016/S0747-

5632(01)00008-5  

Marriot, P. (2009). Students’ Evaluation of The Use of Online Summative Assessment on an 

Undergraduate Financial Accounting Module. British Journal of Educational 

Technology, 40(2), 237–254. https://doi.org/10.1111/j.1467-8535.2008.00924.x  

Ortner T. M. & Caspers, J. (2001). Consequences of test anxiety on adaptive versus fixed item 

testing. European Journal of Psychological Assessment, 27(3),157–163. 

Özen, Z. (2016). Kimlik Doğrulaması için Tuş Vuruş Dinamiklerine Dayalı Bir Güvenlik 

Sisteminin Yapay Sinir Ağları ile Geliştirilmesi [Development of a Security System Based 

on Keystroke Dynamics for Authentication with Artificial Neural Networks] 

[Unpublished doctoral dissertation]. İstanbul University. 

Parker, D. (2010). Our excessively simplistic information security model and how to fix it. ISSA 

Journal, 8(7), 12-21. 

Patil, S., Sharma, Y. K., & Patil, R. (2019). Implications of Deep Learning-Based Methods for 

Face Recognition in Online examination System. International Journal of Recent 

Technology and Engineering, 8(3), 14-27. 

Saban, A., Özer, H. İ., & Tümer, A. E. (2010). Çevrimiçi ders materyalleri ve çevrimiçi sınav 

sistemi ile ilgili öğrenci görüşleri [Student views on online course materials and online 

exam system]. E-Journal of New World Sciences Academy, 5(4), 2238-2244. 

Schmidt, R. A., Lee, T. D., Winstein, C. J., Wulf, G., Zelaznik, H. N. (2019). Motor control 

and learning: a behavioral emphasis. Human Kinetics. 

https://doi.org/10.1108/HEED-03-2021-0032
https://doi.org/10.1016/S0747-5632(01)00008-5
https://doi.org/10.1016/S0747-5632(01)00008-5
https://doi.org/10.1111/j.1467-8535.2008.00924.x


Kilinc, Okur & Usta

 

 990 

Senel, S., & Senel, H. C. (2021). Remote Assessment in Higher Education during COVID-19 

Pandemic. International Journal of Assessment Tools in Education, 8(2), 181-199. 

https://doi.org/10.21449/ijate.820140  

Şimşek, İ., Balaban, M., & Ergin, H. (2016). Eğitimde Ölçme ve Değerlendirme Çalışmalarında 

Web Tabanlı Uzman Sınav Sisteminin Kullanımı Üzerine Bir Araştırma [A Research on 

the Use of Web Based Examination System in Education Measurement and Evaluation 

Studies]. Hasan Ali Yücel Eğitim Fakültesi Dergisi, 13(26), 165-179. 

Sindre, G., & Vegendla, A. (2015). E-exams versus paper exams: A comparative analysis of 

cheating-related security threats and countermeasures. NISK Journal, 8(1), 34-45. 

Sırakaya, M., Sırakaya, D. A., & Çakmak, E. K. (2015). Uzaktan Eğitim Öğrencilerinin 

Çevrimiçi Sinava Yönelik Tutum Düzeylerinin İncelenmesi [Investigation of Distance 

Education Students' Attitudes towards Online Exam]. Kastamonu Eğitim Dergisi, 23(1), 

87-104. 

Solak, H.İ., Ütebay, G., & Yalçın, B. (2020). Uzaktan eğitim öğrencilerinin basılı ve dijital 

ortamdaki sınav başarılarının karşılaştırılması [Comparison of distance education 

students' exam success in print and digital media]. AUAd, 6(1), 41-52. 

UN (1948). Universal Declaration of Human Rights. https://www.un.org/en/universal-

declaration-human-rights/index.html  

UNESCO (2020a). School closures caused by Coronavirus (Covid-19). https://en.unesco.org/

covid19/educationresponse  

UNESCO (2020b). Exams and assessments in COVID-19 crisis: fairness at the centre. 

https://en.unesco.org/news/exams-and-assessments-covid-19-crisis-fairness-centre  

UNESCO (2020c). Distance Learning Strategies, What do we know about effectiveness? 

http://www.unesco.org/covid19EDwebinar 

Wang, F. (2017). Research on the paperless examination in the university public computer 

laboratory. Proceedings of the 2017 International Conference on E-Society, E-Education 

and E-Technology (pp. 52-55). ACM Digital Library. 

Yağcı, M. Ekiz, H., & Gelbal, S. (2011). Çevrimiçi sınav ortamlarının öğrencilerin akademik 

başarılarına etkisi [The effect of online exam environments on students' academic 

success]. 5th International Computer & Instructional Technologies Symposium, Fırat 

University, Elazığ, Turkey. 

Yağcı, M., Ekiz, H.,& Gelbal, S. (2015). Yeni Bir Çevrimiçi Sınav Modeli Geliştirilmesi ve 

Uygulanması [Developing and Implementing a New Online Exam Model]. Ahi Evran 

Üniversitesi Kırşehir Eğitim Fakültesi Dergisi, 16(1), 269-288. 

Yıldırım, A., & Şimşek, H. (2008). Sosyal Bilimlerde Nitel Araştırma Yöntemleri (6. Baskı) 

[Qualitative research methods in the social sciences. (6th Edition)]. Seçkin Yayınevi. 

Yıldırım, A., & Şimşek, H. (2011). Sosyal Bilimlerde Nitel Araştırma Yöntemleri (8. Basım) 

[Qualitative research methods in the social sciences. (8th Edition)]. Seçkin Yayınları 

Yılmaz, Ö. (2016). Çevrimiçi sınav görüş anketi [Online examination assessment survey]. e-

Kafkas Eğitim Araştırmaları Dergisi, 3(3), 26-33. 

Yin, R. K. (1984). Case Study Research: Design and Methods. Sage Publications. 

Yin, R. K. (2003). Case study research: Design and methods (3rd ed.). Sage. 

Zhao, Y. (2020). COVID-19 as a catalyst for educational change. Prospects, 49(1), 29-33. 

https://doi.org/10.1007/s11125-020-09477-y 

https://doi.org/10.21449/ijate.820140
https://www.un.org/en/universal-declaration-human-rights/index.html
https://www.un.org/en/universal-declaration-human-rights/index.html
https://en.unesco.org/covid19/educationresponse
https://en.unesco.org/covid19/educationresponse
https://en.unesco.org/news/exams-and-assessments-covid-19-crisis-fairness-centre
http://www.unesco.org/covid19EDwebinar
https://doi.org/10.1007/s11125-020-09477-y


 

International Journal of Assessment Tools in Education 

 2021, Vol. 8, No. 4, 991–1008 

https://doi.org/10.21449/ijate.1025690 

Published at https://ijate.net/              https://dergipark.org.tr/en/pub/ijate                         Research Article 

 

 991 

 

Fuzzy logic expert system for evaluating the activity of university teachers 

 

Vasile Florin Popescu 1,*,  Marius Sorin Pistol 2 

 
1National Defense University, Faculty of Security and Defense, Dep. Information Systems and Cyber Defense 

Romania 
2European Commision, European Asylum Support Office, Malta 

 

ARTICLE HISTORY 

Received: Mar. 09, 2020 

Revised: Oct. 31, 2021 

Accepted: Nov. 21, 2021 
 

Keywords: 

Fuzzification,  

Defusification,  

Inference,  

Mamdani,  

Natural language. 

 

Abstract: Assessing the performance of academics at different levels is 

increasingly difficult to achieve using traditional methods based mainly on 

numerical scores in evaluating teaching and research activity. The indexing of 

academic performance in various international databases with impact indices at 

different scales has led to the need for advanced computer models, such as expert 

systems based on fuzzy logic, proposed in this research, which address the 

evaluation of teachers even in the face of imprecise information and under 

conditions of uncertainty. In this research, as a contribution and novelty, a fuzzy 

logic model was developed in which an algorithm was simulated and implemented 

in Matlab using the Mandami toolkit, which allows inference of the rules of fuzzy 

logic and visualization. 3D. The system implementation was done by software in 

Matlab environment, using systems with fuzzy Mandami logic. The result of this 

pilot study was to test and validate the proposed model through a graphical 

interface, giving the results according to minimum criteria and with additional 

explanations. 

1. INTRODUCTION 

Fuzzy systems are an alternative to the traditional methods of dealing with affiliation and logic, 

which have their origins in ancient Greek philosophy and applications in the field of artificial 

intelligence. Despite its long-lived origins, it is a relatively new field and therefore there is still 

plenty of room for research. The application of fuzzy logic as a simple method for deciding on 

an unambiguous evaluation of university teachers based on ambiguity, vagueness, imprecision, 

or lack of input information requires several numerical parameters to work in terms of what is 

considered "significant error" and "error variation," but the exact values of these numbers are 

not critical unless good performance is required. Fuzzy logic does not require very precise 

numerical inputs, in terms of evaluating university teachers, is inherently robust, and can handle 

any reasonable number of inputs, but the complexity of the system increases significantly with 

the number of inputs and outputs. Rules based on simple language, such as IF X and Y THEN 

Z, are used to describe the desired response of the system in terms of linguistic variables rather 

than mathematical formulas. Their number depends on the number of inputs and outputs and 

the goals of the designer in controlling the response. Fuzzy systems, including fuzzy logic and 
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fuzzy set theory, represent a rich and important extension of standard logic used in higher 

education assessment. The mathematics developed based on these theories is consistent, and 

fuzzy logic can be a generalisation of classical logic. Applications that can be generated from 

or adapted to fuzzy logic are widespread and provide the ability to model conditions that are 

vaguely defined despite the concerns of classical logicians. Many systems can be modelled, 

simulated and even physically implemented using fuzzy systems, such as the present study. 

On many websites, in many scientific articles, or in talks at scientific symposia and conferences, 

many of us have read or heard terms such as artificial neural networks, fuzzy logic, genetic 

algorithms, genetic programming, evolutionary computation, expert systems, gravity 

algorithm, ant algorithm, particle group optimization, multiagent systems, and others. All of 

these terms are concepts that describe various methods and techniques for solving problems of 

moderate and high complexity based on the simulation of intelligent behavior, and they are 

grouped under the umbrella of two terms that sound similar but usually refer to different things: 

Artificial Intelligence and Intelligent Computing. Although there are supporters of the idea that 

the two terms actually refer to the same thing, most opinions hold that Artificial Intelligence 

and Intelligent Computing, while having similar goals, have fundamental elements that 

distinguish them. Artificial intelligence (AI) is the older of the two terms. The term was first 

used in its current meaning in 1956 at a scientific symposium at Dartmouth College in Hanover, 

USA. The Father IA, John McCarthy, defined it as "the science and technology of creating 

intelligent machines" (McCarthy, 1959) in the form of hardware or software. One of the most 

commonly cited definitions is that of the study and development of intelligent agents, where an 

intelligent agent is understood to be an autonomous entity that observes and interacts with the 

environment in an attempt to achieve goals. 

The second term, Intelligent Computing (CI) or Computational Intelligence, was first used in 

1990 by the IEEE Neural Networks Council, founded ten years earlier, which became a IEEE 

society in 2001 and later changed its name to IEEE Computational Intelligence Society to 

include new areas of interest such as fuzzy systems and evolutionary computing. The field of 

AI can be defined as a collection of natural inspiration techniques and computational methods 

that are distinct from the traditional techniques associated with AI and intended for the creation 

of intelligent systems. This collection includes subfields such as artificial neural networks, 

fuzzy systems, evolutionary computation, machine learning, Bayesian reasoning and so on. The 

core technologies of IC include artificial neural networks (RNA), fuzzy systems (SF), and 

evolutionary computation (EC), as well as hybrid intelligent systems that incorporate these 

technologies and other related paradigms. A taxonomy of intelligent systems, with the main 

research areas and components that define them, is shown in Figure 1. 

Sources of uncertainty: 

✓ Imperfection of the rule 
✓ Uncertainty of the evidence 
✓ Confidence in the conclusion must be scaled 

✓ Use of vague, imprecise language 

Ways to express uncertainty: 

✓ Probabilities 

✓ Fuzzy logic 

✓ Bayes' theorem 

✓ Dumpster-Shafer theory 
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Figure 1. Intelligent systems. 

 

Reasoning techniques in unsafe environments: 

✓ Bayesian theory - probabilistic method 

✓ Certainty theory 

✓ Theory of possibility (fuzzy logic)        

✓ Heuristic Methods 

The possibility theory - a short history 

✓ Parmenides (400 B.C.) 

✓ Aristotle 

• "Law of the Excluded Middle" - every sentence must be True 

   or False 

✓ Plato 

• the third region between True and False 

• Lay the groundwork for fuzzy logic 

✓ Lukasiewicz, & Tarski (1930) 

• Proposes a systematic alternative to Aristotle's bivalent logic - trivalent logic: True, False, 

Possible 

✓ Zadeh, L. (1965). 

• Mathematically describes the theory of fuzzy sets and fuzzy logic: the membership 

function (True and False values) operates on the interval [0,1] 

• Proposed new computational operations for fuzzy logic 

• He considered fuzzy logic a generalization of classical logic 

• Published the first article about fuzzy crowds 

When is it important to use fuzzy logic systems? 

✓ Queries in natural language 

✓ Representation of knowledge in expert systems 

✓ Fuzzy control - when working with inaccurate phenomena (disturbed by noise)  
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2. METHOD 

The model of fuzzy logic applied to the evaluation of university professors is an approximation 

method that can be used to formally model vague "knowledge" stored in a base of rules. The 

application of fuzzy logic in the evaluation of university employees at different levels is due to 

the advantages it offers in the following specific situations: 

• Enables modelling of non-linear, complex, or imprecisely known processes for evaluation 

of university personnel, according to level; 

• allows the implementation of the human experience of the evaluators, in this case in the 

construction of the inference rules, using the linguistic variables explained in the theoretical 

part. 

2.1. Brief Description of the Concept of Fuzzy Logic, Mandami Model  

The theoretical foundations of fuzzy logic were laid in 1965 by Lofti A. Zadeh, a professor at 

Berkely University in California. The term fuzzy logic was introduced by Zadeh at the same 

time as the proposal of fuzzy sets, but elements of fuzzy logic have been studied since 1920 

(Garrido, 2012), reminiscent of the work of Łukasiewicz and Tarski, in which the so-called n-

valued logic is proposed. However, the logic and fuzzy sets as they are known and used today 

are those proposed in the research of Zadeh. 

In classical mathematics, an element is part of a set or not, whether it belongs to that set or not. 

In other words, the membership of elements in a given set is treated on a binary basis. Zadeh's 

theory of fuzzy sets, on the other hand, defines classical sets and their associated values in terms 

of crisp. Moreover, the new theory offers the possibility to evaluate step by step the membership 

of an element to a set by quantifying it using the so-called membership functions, which take 

values in the range [0,1]. 

In fuzzy logic, the discrete values of Boolean logic (false and true) are replaced by a continuous 

membership function that takes values in the range [0,1], where 0 stands for absolutely false 

and 1 for absolutely true. Consequently, an imprecise formulation has an associated truth value 

between 0 and 1. 

For the new fuzzy sets, it was necessary to define the elementary operations for which it was 

proposed to use the complement against 1 for negation, the max operator for union and the min 

operator for intersection (Zadeh, 1996). Then fuzzy numbers, elementary algebraic operations 

with fuzzy numbers, fuzzy intervals and relations between fuzzy quantities were defined. 

Moreover, in order to maintain the connection with natural language and to allow a simple 

mathematical representation, the notion of modifier or qualifier, an equivalent to adjectives or 

adverbs in grammar, was introduced; thus, qualifiers are used such as: close, very, extremely, 

possible, with certainty, and so on. 

The following are some important moments in the history of fuzzy systems. After the first 

moment in 1965, Professor Zadeh proposed the use of fuzzy algorithms in 1968 (Zadeh, 1968) 

and fuzzy decision systems in 1970 (Bellman & Zadeh, 1970). In 1971, he published the work 

Quantitative Fuzzy Semantics (Zadeh, 1971), in which he proposed the formal elements on the 

basis of which the methodology and the various types of applications of fuzzy logic were later 

developed. In 1973, he published a reference work (Zadeh, 1973) in which he defined linguistic 

variables and IF-THEN rules for the formation of knowledge bases. The first fuzzy controller 

for controlling an engine and a steam boiler was designed by Ibrahim Mandani in the mid-1970s 

(Mamdani & Assilian, 1975). 

1987 is the year when the first commercial applications for different types of fuzzy controllers 

are developed and built, such as the fuzzy controller developed by Hitachi for the famous 

Japanese train Sendai, or those developed by Omron, another Japanese company that developed 
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the fastest fuzzy controller or the first fuzzy chip for microcomputers SUGE. Later, in 1993, 

the first application of fuzzy logic was registered for controlling a water treatment plant - also 

in Japan, of course. 

In the mid-1980s, there were the first attempts at the theoretical foundation and practical 

development of fuzzy control systems based on fuzzy data sets combined with fuzzy learning. 

The foundations of fuzzy control systems are due to Professors Tomohiro Takagi of Meiji 

University (Tokyo) and Michio Sugeno of Doshisha University (Takagi & Sugeno, 1985).  

Since the 1990s, applications of crowds and fuzzy logic in daily life have become more present 

and have developed rapidly. Numerous applications of this type can be found in the profile 

industry, the most famous being control systems for washing machines (Ahmed & Toki, 2016), 

ABS systems for braking (Subbulakshmi, 2014), autofocus systems for video cameras, elevator 

control systems (Patjoshi & Mohapatra, 2010) or philtres against spam messages (Vijayan et 

al., 2011). 

The realisation of a flexible method for solving indeterminacy problems has been achieved 

through the development of fuzzy systems, which are based on fuzzy logic and are a special 

case of expert systems. Fuzzy logic works with the elements A = {x / x [0,1]} and assigns a 

degree of belonging to the set to the object. The robustness of fuzzy logic is emphasised by the 

simultaneous control of numerical data and lexical knowledge (linguistic variables) by 

interpreting quantitative terms qualitatively. 

The linguistic variable is a property and as a structure it includes (Chennakesava, 2008): 

a. The linguistic value u is an adverb, an adjective associated with the linguistic variable, 

indicating the name of the associated fuzzy set; 

b. The representation field U is a classical set on which fuzzy sets are defined. The set U is also 

called representation field, discourse universe or reference set; 

c. The membership function μF assigns to each element u the degree of membership in the 

fuzzy set F; 

d. The degree of membership μ represents the extent to which an element belongs to a fuzzy 

set. 

In order to understand the theory of fuzzy logic and the fuzzy set, it is necessary to present the 

elements on which it is based (Chuen, 1990). Let U be a set of objects with the general name 

{u}, which can be discrete or continuous. U is called the representation domain (universe of 

discourse) and u represents the generic elements of U. Denotation 1. Fuzzy set: a fuzzy set F 

contained in the representation domain U is characterized by the membership function µF which 

takes values in the range [0, 1], i.e. F: U [0,1]. 

The stages of the construction of a fuzzy logic system, the Mamdani model, are shown in Figure 

2. The theory of possibility, and implicitly Fuzzy Logic, is based on the following concepts: 

• Generalization of Boolean logic 

• Manipulates the concept of partial truth 

o Classical logic - everything is expressed in binary terms 

o 0 or 1, white or black, yes or no 

o Fuzzy logic - the gradual expression of a truth. 

o Values between 0 and 1 

The basic idea of this pilot study on the evaluation of academics using Fuzzy logic systems is: 

• In accordance with the theory of certain information: 

o Florin Popescu is an associate professor 
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• In accordance with the theory of uncertain information: 

✓ In accordance with probability theory: 

o There is an 80% chance that Florin Popescu will be an associate professor 

✓ In accordance with fuzzy logic: 

o The degree of affiliation of Florin Popescu to the group of university lecturers is 0.8 

• Definition of inputs and outputs by the expert    

o Gross input and output data  

o Fuzzification of input and output data 

• Determining fuzzy variables and fuzzy sets based on membership functions 

• Construction of a rule base by the expert 

o Decision matrix of knowledge base 

• Evaluation of rules 

o Inference - transforming fuzzy inputs into fuzzy outputs by applying rules from 

knowledge base  

• Defuzzification 

• Interpretation of the results 

Figure 2. Fuzzy logic system. 

 

A. Fuzzification of input data 

• Defining any set - 2 ways: 

o By enumerating the elements 

✓ Example: Crowd of students = {John, Stann, Brown} 

o By specifying a property of the set elements 

✓ Example: The set of numbers seems = {x | x = 2n, where n - natural number} 

• The characteristic function μ of a set 

o Let X be a universal set and x an element of the set (xєX) 

o Classical logic 

✓ Let R be a subset of X: RєX, R - regular set 

✓ Whether or not element x belongs to the set R 

✓ μR :  X → {0, 1}, eR (x) =  x  R / 0,x R 

o Fuzzy logic 

✓ Let F be a subset of X (discourse universe): F X, F – fuzzy sets 

✓ any element x belongs to the set F in a certain degree μF (x) 

✓ μF : X  [0, 1], μF(x)=g, where gє [0,1] degree of belonging of x to F 

✓ g = 0   not belonging 

A fuzzy set = a pair (F, μF), where μF = if x is  total în F;  0 if x is not in F / if x is part 

of F (x fuzzy number). 
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2.2. Mamdani Model 

• Basic idea: 

o a consequence of the rule is the form "output variable is part of a fuzzy set" 

o The result of the evaluation of the premises is applied for the function to which the 

consequence belongs. 

o Example: If x is in A and y is in B then z is in C. 

• Typology (depending on how the result is applied to the function to which the consequence 

belongs) 

o  Fuzzy sets result from clipped type 

✓ The function of belonging of the consequence is cut at the level indicated by the truth 

value of the result 

➢ Advantage: easy calculations 

➢ Disadvantage: possible information is lost 

o  Fuzzy sets result of scaled type - Mamdani model 

✓ The function of belonging of the consequence is adjusted by scaling (multiplication) 

the truth value of the result 

➢ Advantage: less information is lost 

➢ Disadvantage: more complicated calculations. 

Fuzzy Logic Toolbox™ software supports two types of fuzzy inference systems: 

• Mamdani systems 

• Sugeno systems 

2.2.1. Mandami inference used 

For simulation, modeling and validation of the results, 2 inference models were used in this 

research: inference (max-min) with a single rule and with multiple rules. 

2.2.1.1. Mandami inference (max-min) with a single rule. 

Modus Ponens generalized: 

In fuzzy logic and rough reasoning, the most important rule of inference is generalized Modus 

Ponens.  

In classical logic, this rule of inference is form (p  ( p → q)) → q, namely: 

rule: if p, then q  

premise: p 

conclusion: q  

In fuzzy logic, the corresponding inference rule is as follows:  

rule: if x is A, then y is B  

premise: x is A '  

conclusion (consistent): and this B '  

If A '= A and B' = B, the rule is reduced to classical Modus Ponens. The matrix A → B is often 

denoted by R. The fuzzy inference process is seen as a transformation of one fuzzy set into 

another fuzzy set. The subset induced in B, B 'is calculated as follows:  

bj ' = max(min(ai ', rij )). 

There are several methods for defining the matrix R. In the following, we will use the Mandami 

inference type, whereby the set B 'is a "cut" variant of B, at the height set by A' (see Figure 3). 

A 'can be a normal subset of A, not just a single element. 
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Figure 3. Mandami type inference. 

 

Defuzzification: 

After determining the fuzzy set induced by an inference rule, in some applications a singular 

strict value must be determined based on this set. This process is called defuzzification. The 

most commonly used defuzzification technique is the centroid method (or centroid method):  

 

In Figure 4, the program uses intervals (0,100) as universes of discourse. In the figure on the 

right, the blue bounded set is B, the pink bounded set is B 'and the red marked value on the x-

axis is the centroid. 

Figure 4. Mamdani type inference and defuzzification. 

 

2.2.1.2. Mandami inference with multiple rules. An example of a Mandami-type fuzzy 

inference system is shown in Figure 5. To calculate the output of this system when the inputs 

are given, the following 6 steps must be followed:  

1. It determines a lot of fuzzy rules;  

2. The fuzzification of the entries is performed using the membership functions;  

3. Combine the fuzzy inputs following the fuzzy rules to establish the activation powers of the 

rules; 

4. Calculate the consistency of the rules by combining the activating powers of the rules with 

the membership functions of the outputs; 

5. Combine consistencies to determine the output set; 

6. Defuzzify the output set only if you want the output to be strict. The following is a detailed 

description of this process.  
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Figure 5. Mandami type fuzzy inference system with two rules and two strict inputs. 

 

Creating fuzzy rules  

Fuzzy rules are a set of statements that describe how the system can make a decision about 

estimating the output. Fuzzy rules have the following form: IF (input-1 is set-fuzzy-1) AND / 

OR (input-2 is set-fuzzy-2) AND / OR... THEN (output is set-fuzzy-output).  

An example of a rule written in this way is the following: IF the project funding is sufficient 

AND the number of employees is low THEN the project risk is low. In the example in Figure 

6, there are two inputs x0 and y0 shown in the lower left corner. For these strict inputs, the 

degrees of affiliation are marked in the corresponding sets. Combining Multiple Antecedents 

When creating fuzzy rules, we use the operators AND, AND and sometimes NEGATION. The 

fuzzy operator AND is written as follows: AB (x) T (A (x), B (x)), where T is a function called 

the T-norm, µA(x) is the degree to which x belongs to set A, and µB(x) is the degree to which 

x belongs to set B. Although there are several ways to compute the function AND, the most 

commonly used is: min (µA(x), µB(x)). 

The fuzzy operator AND is a generalization of the Boolean logical operator AND in the sense 

that the truth value of a proposition is not just 0 or 1, but can be between 0 and 1. A T-norm 

function is monotone, commutative, associative and observes the conditions T (0, 0) = 0 and 

T (x, 1) = x.  

The fuzzy operator OR is written as AB S(A, B), where S is a function called T-corma. Similar 

to the AND operator, this can be: max (µA (x), µB (x) ). The fuzzy operator OR is also a 

generalization of the Boolean logical operator OR to values between 0 and 1. A T-conorm 

function is monotonic, commutative, associative, and obeys the conditions S (x, 0) = x and S 

(1, 1) = 1. 

Calculation of consistencies: 

First, the activation forces of the rules are calculated, as described earlier. In Figure 6, it can be 

seen that the fuzzy operator AND is applied to the membership functions to calculate the 

activation forces of the rules. 

Then, for a Mandami type fuzzy inference system, the output set is truncated at the level given 

by the activation force of the rule, as shown in the previous sections. 

Aggregation of outputs:  

The outputs obtained after applying the fuzzy rules are combined to obtain the output set. This 

is usually done using the fuzzy operator OR. In Figure 6, the membership functions on the right 
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are combined with the fuzzy operator OR to obtain the output set shown in the lower right 

corner. 

Defuzzification: 

It is often desirable to get a strict outcome. For example, if you are trying to classify handwritten 

letters on a blackboard, the fuzzy inference system must produce a strict number that can be 

interpreted. This number is obtained after the defuzzification process. The most commonly used 

defuzzification method is the Center of Gravity method, which is illustrated in Figure 6. 

Figure 6. Defuzzification using the center of gravity method. 

 

2.3. Software Implementation of Fuzzy Algorithms 

For the moment, we understand an algorithm to be a general method for solving a particular 

type of problem that can be implemented on a computer. In this context, an algorithm is the 

absolute essence of a routine. The algorithm underlying the fuzzy automaton contains an 

algebraic part in addition to the logical part. Thus, it is a mixed type algorithm organized as a 

finite sequence of steps and includes several specific operations. They meet the basic 

requirements to be implemented on the computer, that is, they are defined and effective. 

According to the famous equation of N. Wirth: 

algorithms + data structures = programs  

A program consists of a set of procedures, which are considered black boxes, and an associated 

set of data on which the procedures operate. The form that the algorithm takes in a computer 

implementation is subordinate to the programming style and depends in particular on the type 

of language. Figure 2 shows the logical scheme of the fuzzy algorithm for a control system that 

accepts the structured programming standard. At the output, the program displays numerical 

values of the process at the current time or optionally graphical representations.  

The software implementation of the fuzzy machine can also be based on a parallel algorithm. 

Parallel computing gives a new dimension to the construction of algorithms and programs. It is 

emphasized that parallel programming is not a simple extension of serial programming and that 

not all sequential algorithms can be parallelized. 

Design of fuzzy systems with Matlab 

In the Matlab software environment, there are specialized toolboxes for the analysis and design 

of intelligent control systems, which include the Fuzzy Logic Toolbox (FLT). This toolbox 

consists of a set of Matlab files (in two subdirectories: FUZZY and FUZZYDEMOS) that allow 

you to tackle the steps characteristic of synthesizing a fuzzy inference (FIS) based system. The 

subdirectory FUZZY contains function files divided into the following categories of specific 

functions and operations: 

• Graphical user interface (GUI) functions; functions for editing the fuzzy inference system 

(FIS), membership functions (FA) and rules used, inference diagrams and associated control 
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surfaces; functions for the FIS generation command (by fusing - defining a FA for each variable 

involved in fuzzy rules, by mitigation based on the estimation of fuzzy inferences, and by 

transferring parameters between functions and variables, respectively. by generic evaluation of 

FA and visualization of the control surface); functions for implementation of other routines 

(FIS of Sugeno type, clusters of C-means type, etc.). 

• Operations related to the difference of two FAs with different shapes (sigmoidal, Gaussian, 

pi, trapezoidal, triangular, Z, S, including their combinations), to concatenate matrices, to 

discretize the FIS, to evaluate multiple FAs, to edit lines of text, including active auxiliaries. 

The FUZZYDEMOS Deputy Director (FUZZY LOGIC TOOLBOX DEMOS) contains several 

demonstration applications for basic fuzzy functions and operations, as well as complete fuzzy 

models of intelligent control systems. 

Examples of functions and operations:  

• Control functions for the graphical user interface with FUZZY for FIS editing 

• MFEDIT for editing membership functions 

• RULEEDIT for editing SURFVIEW rules viewing control surfaces 

• RULEVIEW visualization of rules (RULEVIEW (FIS) and fuzzy inference diagrams for a 

FIS matrix - RULEVIEW (‘FILENAME’). 

In the construction and simulation of the Fuzzy model for evaluating university teachers, the 

following steps were: 

Step 1: Set up the following diagrams in FIS Editor: 

✓ block diagram of the fuzzy system for the evaluation of the didactic activity (see Figure 7), 

which has as variables the following: 

• Teaching Method; 

• Additional Resources; 

• Student Interactions; 

• Teaching Skills; 

• Implication. 

The input variable “Explanations” and its sets are shown in Figure 8. 

Figure 7. Printscreen with block diagram of the fuzzy system for the evaluation of the didactic activity. 
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Figure 8. Printscreen with the input variable “Explanations” and its sets. 

 
 

✓ The block diagram of the fuzzy system for the evaluation of the administrative activity (see 

Figure 9), which has as variables the following: 

• Committee Membership; 

• Corporate Contribution; 

• Co-curricular. 

Figure 9. Block diagram of the fuzzy system for evaluating administrative activity. 

 
 

✓ Block diagram of the fuzzy system for evaluating the research activity (Figure 10), which 

has the following variables: 

• Research Projects; 

• Research Guidance; 

• Book Publications; 

• Reserch Paper. 
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All these variables underlie the evaluation related to ReasearchSkills and Knowledge Transfer 

of each university professor (see Figure 10). 

Figure 10. Block diagram of the fuzzy system for evaluating the research activity. 

 

Within the main graphical interface screen (see Figure 11), there is a separation by color code, 

from top to bottom as follows: blue - data entry, green - results achieved, red - assessment of 

academics with minimum requirements. The minimum values for each university teaching position 

used in this simulation are presented within Table 1. 

Figure 11. Graphical interface of the evaluation tool. 
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Table 1. Minimum values for each university teaching position. 

 Teaching assistant Assistant professor Associate professor Professor 

Teaching skills 30 40 60 70 

Implication 30 40 60 60 

Administrative 0 25 60 70 

Research skills 10 30 60 70 

Knowledge transfer 10 25 60 70 

Overall performance 80 160 300 340 

Step 2: Simulation of the minimum values for each teaching position university: 

In this way, a minimum accepted score was established for each category of university 

employee: University Professor, Associate University Professor, University Lecturer and 

University Assistant. 

The rule of fuzzy evaluation system for didactic activities (see Figure 12): if (Explanations is 

average) and (StudentInteraction is good) and (AdditionalResources is high) and 

(TeachingMethod is average) and (ExamDuties is average) then (TeachingSkills is average) 

(Implication is good). 

Figure 12. The rule of the fuzzy activity evaluation system. 

 

3. RESULT / FINDINGS 

There are 2 situations with the afferent results of the simulation and validation phase: one in 

which the minimum conditions are met and the other in which they are not. The print screen in 

Figure 13 shows us a simulation with the results of the ideal model in which a teaching assistant 

meets the minimum requirements. Also in this pilot study, a situation was simulated in which a 

lecturer /assistant Professor does not meet the minimum requirements (see Figure 14). 
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Figure 13. Situation when are met the minimum requirements. 

 

Figure 14. Situation when are NOT met the minimum requirements. 
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4. DISCUSSION and CONCLUSION   

Fuzzy set theory is the most general theory of incompleteness yet formulated. Fuzzy logic offers 

the possibility of reasoning through general knowledge formulated in a general way and has 

therefore found its application in many fields. Fuzzy concepts and rules can be represented and 

manipulated by computer, a very valuable feature in the field of knowledge base engineering, 

where the knowledge of experts is usually formulated in ordinary language.  

Applied fuzzy logic is indeed a computational technique that can be used to obtain more 

meaningful solutions than the classical exact methods when solving specific problems. At the 

same time, fuzzy systems work very well in the presence of uncertainty, imprecision and 

"noise". How well such fuzzy systems work is shown by their widespread application in recent 

years all over the world. There are already a number of well-known applications of fuzzy logic 

in various fields of science: in automatic control (temperature rules, speed control of the 

subway, autofocus of video cameras), in shape recognition (fuzzy classification algorithms), in 

measurements (information processing - sensors), in medicine (control of pacemakers), in 

economics (fuzzy decision methods). 

The model of fuzzy logic applied to the evaluation of university professors is an approximation 

method that allows to formally model vague "knowledge" stored in a base of rules. The 

application of fuzzy logic in the evaluation of university personnel at different levels is due to 

the advantages it offers in the following specific situations: 

• Enables modelling of non-linear, complex, or imprecisely known processes for evaluation 

of university personnel, according to level; 

• allows the implementation of the human experience of the evaluators, in this case in the construction 

of the inference rules, using the linguistic variables explained in the theoretical part.. 

Fuzzy set theory is used in the evaluation of academics for the following purposes: 

• Modeling: in this sense, fuzzy set theory is one of the methods that can be used to model 

different types of uncertainties related to the teacher's competencies in different 

circumstances;  

• Generalization: classical models and methods are usually based on two-valued logic. This 

approach often does not adequately represent reality. Fuzzy set theory has been used mainly 

to relax the classical methods by introducing the gradual character;  

• Simplification: fuzzy technology is used to reduce the complexity of data to an acceptable level 

through linguistic variables or fuzzy analysis 

The The present study brought as a novelty the application of fuzzy logic in the field of 

education, namely in the evaluation of university teachers. The evaluation of university teachers 

using fuzzy logic is a first stage of quantitative evaluation, which can be the basis for the final 

evaluation by the heads of departments. Why use fuzzy logic in faculty evaluation? Because it 

is a helpful complementary tool and has clear advantages such as: it is easy to understand and 

apply, it is flexible, it is tolerant of imprecise data, it can model complex functions with a high 

degree of accuracy, it can use expert knowledge, it can be combined with conventional control 

techniques. 

The model of fuzzy logic applied to the evaluation of university professors is an approximation 

method that can formally model vague "knowledge" stored in a base of rules. The application 

of fuzzy logic in the evaluation of university personnel at different levels is due to the 

advantages it offers in the following specific situations: 

• Enables modelling of non-linear, complex, or imprecisely known processes for evaluation 

of university personnel, according to level;  
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• allows the implementation of the human experience of the evaluators, in this case in the 

construction of the inference rules, using the linguistic variables explained in the theoretical 

part. 

The authors consider that the results obtained with the methods proposed in this study can be 

used in other directions. For example, one of these directions can be the selection of a field of 

study of universities. In this case, the attitude of students closest to the maximum satisfaction 

level should be studied. 
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