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#### Abstract

In this paper, it is given some properties for an $(s, m)$-convex function defined on $[0, d], d>0$ in the first sense and the second sense with $m \in(0,1)$. Also, some integral inequalities are examined for any non positive $(s, m)$-convex function in the second sense with any measure space.


## 1. Introduction

Convex functions, like differentiable functions, have a important role in many fields of pure and applied mathematics. It connects concepts from topology, algebra, geometry and analysis, and is an important tool in optimization, mathematical programming and game theory [3].

In recent years, after Miheşan [14] defined $(s, m)$-convex functions in the first sense, several investigations have emerged resulting in applications in mathematics, as it can be seen in [1, 2, 12, 4, 5, 10, 7, 6, 8, 9, 13].

Definition 1.1. A function $f:[0, d] \rightarrow \mathbb{R}$ is called an $(s, m)$-convex function in the first sense, where $(s, m) \in[0,1]$ and $d>0$, if for all $x, y \in[0, d]$ and $t \in[0,1]$

$$
f(t x+m(1-t) y) \leq t^{s} f(x)+m\left(1-t^{s}\right) f(y)
$$

Moreover, Eftekhari [15] introduced ( $s, m$ )-convex functions in the second sense in 2014 as follows:

Definition 1.2. $f:[0, d] \rightarrow \mathbb{R}, d>0$ is called to be an $(s, m)$ - convex in the second sense function for some $(s, m) \in(0,1]^{2}$ if

$$
f(t x+m(1-t) y) \leq t^{s} f(x)+m(1-t)^{s} f(y)
$$

for any $x, y \in[0, d]$.

[^0]Example 1.1. Let $s, m \in(0,1], p \in[1,+\infty)$ and $f:[0,+\infty) \rightarrow \mathbb{R}$ defined by $f(x)=x^{p}+c, c \leq 0$, then $f$ is an $(s, m)$-convex function in the second sense. Indeed, for all $x, y \in[0,+\infty), t \in[0,1]$ and $(s, m) \in[0,1]$ we have

$$
\begin{aligned}
f(t x+m(1-t) y) & =(t x+m(1-t) y))^{p}+c \leq t y^{p}+m^{p}(1-t) y^{p}+c \\
& \leq t^{s} x^{p}+m(1-t)^{s} y^{p}+\left(t^{s}+m(1-t)^{s}\right) c \\
& \leq t^{s} f(x)+m(1-t)^{s} f(y)
\end{aligned}
$$

We note that if a nonnegative function is convex and starshaped, then it is an $(s, m)$-convex function in the second sense function for all $(s, m) \in(0,1]^{2}$. This function class is an extension of $s$-convex functions in the second sense that are $(s, 1)$ - convex functions in the second sense [12]. Dragomir and Fitzpatrick proved that a $s$-convex functions in the second sense $f$ is Riemann integrable if $f(c)=0$ for any point $c$ in domain of the function $f$ in [17. Also, when $f$ is Lebesgue integrable on $[a, b]$ they give the Hermite-Hadamard type inequality for a $s$-convex functions in the second sense $f$ on $[a, b]$ as the following inequality

$$
2^{s-1} f\left(\frac{a+b}{2}\right) \leq \frac{1}{b-a} \int_{a}^{b} f(x) d x \leq \frac{f(a)+f(b)}{s+1}
$$

However, there is not any result for integrability of $(s, m)$ - convex functions in the second sense with $m \in(0,1)$, and so researchers like [18, 19, 20] have to stipulate integrability.

In this paper, we deal with some properties and some inequalities for $(s, m)$ convex functions in the second sense with $m \in(0,1)$.

## 2. Some Properties

Let's first recall the well known H. Lebesgue Theorem (21] p.257).
Theorem 2.1 ( H. Lebesgue). Let $f$ be a real-valued increasing function on $[a, b]$. Then the derivative $f^{\prime}$ exists and is nonnegative in $(a, b) \backslash E$ where $E$ is a null set in $\left(\mathbb{R}, \mathfrak{M}_{L}, \mu_{L}\right)$ contained in $(a, b)$. Further more $f^{\prime}$ is $\mathfrak{M}_{L}$ measurable and $\mu_{L^{-}}$ integrable on $(a, b) \backslash E$ with

$$
\int_{[a, b]} f^{\prime} d \mu_{L} \leq f(b)-f(a) .
$$

Theorem 2.2. If $f:[0, d] \rightarrow \mathbb{R}, d>0$ is an $(s, m)$ - convex in the first sense or the second sense function for $m \in(0,1)$, then the derivative $f^{\prime}$ exists and

$$
s f(x) \leq x f^{\prime}(x)
$$

is hold for all $x \in(a, b) \backslash E,[a, b] \subset(0, d]$ where $E$ is a null set in $\left(\mathbb{R}, \mathfrak{M}_{L}, \mu_{L}\right)$ contained in $(a, b)$.

Proof. Let $f:[0, d] \rightarrow \mathbb{R}, d>0$ be an $(s, m)$ - convex in the first or the second sense function for $m \in(0,1)$. In this case,

$$
f(0) \leq m f(0)
$$

and so it is obtained $f(0) \leq 0$. Also for all $0<x \leq y$ we have

$$
f(x)=f\left(\frac{x}{y} y+m\left(1-\frac{x}{y}\right) 0\right) \leq\left(\frac{x}{y}\right)^{s} f(y)+m\left(1-\left(\frac{x}{y}\right)^{s}\right) f(0) \leq\left(\frac{x}{y}\right)^{s} f(y)
$$

or

$$
f(x)=f\left(\frac{x}{y} y+m\left(1-\frac{x}{y}\right) 0\right) \leq\left(\frac{x}{y}\right)^{s} f(y)+m\left(1-\frac{x}{y}\right)^{s} f(0) \leq\left(\frac{x}{y}\right)^{s} f(y)
$$

i.e., $\frac{f(x)}{x^{s}} \leq \frac{f(y)}{y^{s}}, 0<x \leq y \leq d$. This means that the function $g(x)=\frac{f(x)}{x^{s}}$ is monotone increasing function on $[a, d], a>0$. Since the functions $h(x)=x^{s}$ and $g(x)=\frac{f(x)}{x^{s}}$ are differentiable, according to H. Lebesgue Theorem we gain that the derivative $f^{\prime}$ exists and

$$
s f(x) \leq x f^{\prime}(x)
$$

is satisfied for all $x \in(a, b) \backslash E,(a, b] \subset(0, d]$ where $E$ is a null set in $\left(\mathbb{R}, \mathfrak{M}_{L}, \mu_{L}\right)$ contained in $(a, b)$.
Corollary 2.3. If $f:[0, d] \rightarrow \mathbb{R}, d>0$ is an $(s, m)$-convex in the first sense or the second sense function for $m \in(0,1), f$ is Riemann integrable on $[a, d], a>0$.
Corollary 2.4. If $f:[0, d] \rightarrow \mathbb{R}, d>0$ is a nonnegative $(s, m)$-convex in the first sense or second sense function for $m \in(0,1)$, then $f$ is continuous at the zero, $f(0)=0$ and monotone increasing, and so Riemann integrable on $[0, d]$.
Corollary 2.5. If $f:[0, d] \rightarrow \mathbb{R}, d>0$ is a nonnegative $(s, m)$ - convex in the first sense or second sense function for $m \in(0,1)$ and is the derivative of a function on $(0, d)$, then $f$ is continuous on $[0, d)$.

Proof. This result is taken from the fact that the derivative function has points of discontinuity only if it has points of the second type discontinuity.

Theorem 2.6. Let $f:[0, d] \rightarrow \mathbb{R}, d>0$ be a nonnegative $(s, m)$ - convex in the first sense or second sense function for $m \in(0,1)$ and continuous on any subinterval $[0, c], c \leq d$. Then, the limit $\lim _{x \rightarrow 0} \frac{f(x)}{x^{s}}$ exists.
Proof. Suppose that $f:[0, d] \rightarrow \mathbb{R}, d>0$ be a nonnegative $(s, m)$ - convex in the first sense or second sense function for $m \in(0,1)$ and continuous on any subinterval $[0, c], 0<c \leq d$. Therefore $g:[0, c] \rightarrow \mathbb{R}$ defined as $g(x)=x^{1-s} f(x)$ is continuous on $[0, c]$ and for all $n \in \mathbb{N}$ and all $x \in[0, c]$

$$
g\left(\frac{1}{n} x\right)=\left(\frac{1}{n} x\right)^{1-s} f\left(\frac{1}{n} x\right) \leq x^{1-s}\left(\frac{1}{n}\right)^{1-s}\left(\frac{1}{n} x\right)^{s} f(x)=\frac{1}{n} g(x)
$$

is satisfied. According to Theorem 6 in [24], $g(x)$ is differentiable at $x=0$. This means that the limit $\lim _{x \rightarrow 0} \frac{f(x)}{x^{s}}$ exists.
Theorem 2.7. If $f:[0, d] \rightarrow \mathbb{R}, d>0$ is a negative valued $(s, m)$-convex in the first sense or the second sense function for $m \in(0,1), f$ is a starshaped function on $[0, d]$.
Proof. Under the assumption of theorem, for all $x \in[0, d], f(x)<0$. Now, we suppose that the function is not starshaped. From here, there exist two point $x_{0} \in[0, d]$ and $t_{0} \in(0,1)$

$$
t_{0} f\left(x_{0}\right)<f\left(t_{0} x_{0}\right)
$$

Because $f$ is an $(s, m)$ - convex in the first sense and second sense function for $m \in(0,1)$,

$$
t_{0} f\left(x_{0}\right)<f\left(t_{0} x_{0}\right) \leq t_{0}^{s} f\left(x_{0}\right)
$$

is hold. However, since $f$ is a negative valued function, for $t_{0} \in(0,1)$

$$
t_{0}^{s}<t_{0}
$$

is obtained. This is a contradiction. Therefore, it is gained that the function $f$ is starshaped on $[0, d]$.

Corollary 2.8. If $f:[0, d] \rightarrow \mathbb{R}, d>0$ is a negative valued $(s, m)$-convex in the first sense and second sense function for $m \in(0,1)$, there exists a point $c \in[0, d]$ such that $f \chi_{[0, c]}$ is a non positive starshaped function on $[0, c]$ and $f \chi_{[c, d]}$ is a nonnegative monotone increasing function on $[c, d]$, where $\chi_{A}$ is the characteristic function of the subset $A$ of $\mathbb{R}$.

## 3. Some Inequalities

Theorem 3.1. Let $f:[0, d] \rightarrow \mathbb{R}, d>0$ be an $(s, m)$-convex function in the second sense and Riemann integrable on $[a, b], 0 \leq a \leq m b \leq b \leq d$. Then

$$
2^{s-1} f\left(m \frac{a+b}{2}\right) \leq \frac{m}{b-a} \int_{a}^{b} f(x) d x \leq m \frac{(b-m a) f(b)+(m b-a) f(a)}{(s+1)(b-a)}
$$

Proof. Because $f$ is an $(s, m)$-convex function in the second sense, for all $x, y \in[a, b]$ we have

$$
f\left(m \frac{x+y}{2}\right) \leq m \frac{f(x)+f(y)}{2^{s}} .
$$

If $x=t a+(1-t) b$ and $y=t b+(1-t) a$ are chosen, then we get

$$
f\left(m \frac{a+b}{2}\right) \leq \frac{m}{2^{s}}(f(t a+(1-t) b)+f(t b+(1-t) a))
$$

We obtain by integrating the last inequality

$$
f\left(m \frac{a+b}{2}\right) \leq \frac{m}{2^{(s-1)}} \frac{1}{b-a} \int_{a}^{b} f(x) d x
$$

Since $a \leq m b$, and $f:[0, d] \rightarrow \mathbb{R}, d>0$ is an $(s, m)$-convex function in the second sense

$$
\begin{aligned}
& \int_{a}^{b} f(y) d y=\int_{a}^{m b} f(x) d x+\int_{m b}^{b} f(x) d x \\
& =(m b-a) \int_{0}^{1} f(t a+m(1-t) b) d t+(b-m b) \int_{0}^{1} f(t b+m(1-t) b) d t \\
& \leq(m b-a) \int_{0}^{1}\left(t^{s} f(a)+m(1-t)^{s} f(b)\right) d t+(b-m b) \int_{0}^{1}\left(t^{s}+m(1-t)^{s}\right) f(b) d t \\
& =\frac{(b-m a) f(b)+(m b-a) f(a)}{s+1}
\end{aligned}
$$

we have

$$
f\left(m \frac{a+b}{2}\right) \leq m \frac{2^{1-s}}{b-a} \int_{a}^{b} f(x) d x \leq m 2^{1-s} \frac{(b-m a) f(b)+(m b-a) f(a)}{(s+1)(b-a)}
$$

Remark. If we take $m=1$ and $s=1$ in Theorem 3.1, then

$$
f\left(\frac{a+b}{2}\right) \leq \frac{1}{b-a} \int_{a}^{b} f(x) d x \leq \frac{f(b)+f(a)}{2}
$$

is famous Hermite-Hadamard inequality.
Corollary 3.2. If $f:[0, d] \rightarrow \mathbb{R}, d>0$ is an $(s, m)$-convex function in the second sense and the derivative function $f^{\prime}$ is Riemann integrable on $[a, b], 0 \leq a \leq m b \leq$ $b \leq d$, then

$$
\int_{a}^{b} f(x) d x \leq \min \left\{\frac{b f(b)-a f(a)}{s+1}, \frac{(b-m a) f(b)+(m b-a) f(a)}{s+1}\right\}
$$

Theorem 3.3. Let $f:[0, d] \rightarrow \mathbb{R}$ be a differentiable on $[0, d]$ and $\left|f^{\prime}\right|$ is an $(s, m)$ convex function in the second sense in $[0, d]$ for $m \in(0,1)$, then for all $x \in[a, b]$, $[a, b] \subset[0, d]$

$$
\left|f(m x)-\frac{1}{b-a} \int_{a}^{b} f(y) d y\right| \leq \frac{\left|f^{\prime}(b)\right|}{b-a}\left[\frac{(m(s+1)+1)\left((m x-a)^{2}+(b-m x)^{2}\right)}{(s+1)(s+2)}\right]
$$

Proof. In this case, we use the equality given by Cerone and Dragomir in [22], and so

$$
\begin{aligned}
& \left|f(m x)-\frac{1}{b-a} \int_{a}^{b} f(y) d y\right| \\
= & \left|\frac{(m x-a)^{2}}{b-a} \int_{0}^{1} t f^{\prime}(t m x+(1-t) a) d t-\frac{(b-m x)^{2}}{b-a} \int_{0}^{1} t f^{\prime}(t m x+(1-t) b) d t\right| \\
\leq & \frac{(m x-a)^{2}}{b-a} \int_{0}^{1} t\left|f^{\prime}(t m x+(1-t) a)\right| d t+\frac{(b-m x)^{2}}{b-a} \int_{0}^{1} t\left|f^{\prime}(t m x+(1-t) b)\right| d t \\
\leq & \frac{(m x-a)^{2}}{b-a} \int_{0}^{1} t\left(m t^{s}+(1-t)^{s}\right)\left|f^{\prime}(b)\right| d t+\frac{(b-m x)^{2}}{b-a} \int_{0}^{1} t\left(m t^{s}+(1-t)^{s}\right)\left|f^{\prime}(b)\right| d t \\
= & \frac{\left|f^{\prime}(b)\right|}{b-a}\left[\frac{(m(s+1)+1)\left((m x-a)^{2}+(b-m x)^{2}\right)}{(s+1)(s+2)}\right]
\end{aligned}
$$

is obtained.
Remark. If it is chosen as $m=1$ in Theorem 3.3, it is obtained the inequality given Alomari et. al. in [23].
Theorem 3.4. If $f:[0, d] \rightarrow \mathbb{R}, d>0$ is an $(s, m)$-convex function in the second sense for any $m \in(0,1)$ then the following inequality is hold

$$
\begin{equation*}
f\left(m \sum_{k=1}^{n} t_{k} x_{k}\right) \leqslant m \sum_{k=1}^{n} t_{k}^{s} f\left(x_{k}\right) \tag{3.1}
\end{equation*}
$$

where $\sum_{k=1}^{n} t_{k} \leqslant 1, t_{k} \in[0,1]$ and $x_{k} \in[a, b]$.
Proof. It can be proved by using the mathematical induction method as in [25]. First of all, since $f:[0, d] \rightarrow \mathbb{R}, d>0$ is an $(s, m)$-convex function in the second sense with $m \in(0,1)$ for $n=1, t \in[0,1]$ and $x \in[a, b]$

$$
f(m t x)=f(m t x+(1-t) 0) \leq(1-t)^{s} f(0)+m t^{s} f(x) \leq m t^{s} f(x)
$$

Now, for the next step of induction we consider that the equation 3.1 is true for $n-1$. In this case, if $\sum_{k=1}^{n} t_{k} \leqslant 1$, then $\frac{t_{k}}{1-t_{n}} \leq 1,1 \leq k \leq n-1$ is hold and

$$
\begin{aligned}
f\left(m \sum_{k=1}^{n} t_{k} x_{k}\right) & =f\left(m\left(1-t_{n}\right) \sum_{k=1}^{n-1} \frac{t_{k}}{1-t_{n}} x_{k}+m t_{n} x_{n}\right) \\
& \leq\left(1-t_{n}\right)^{s} f\left(m \sum_{k=1}^{n-1} \frac{t_{k}}{1-t_{n}} x_{k}\right)+m t_{n}^{s} f\left(x_{n}\right) \\
& \leq m \sum_{k=1}^{n-1} t_{k}^{s} f\left(x_{k}\right)+m t_{n}^{s} f\left(x_{n}\right)=m \sum_{k=1}^{n} t_{k}^{s} f\left(x_{k}\right) .
\end{aligned}
$$

This conclusion completes the proof of the theorem.
Theorem 3.5. Suppose that $(X, \Sigma, \mu)$ is a finite measure space and $h: X \rightarrow$ $[0,+\infty)$ is a $\mu$-integrable function such that $h(x) \leqslant \frac{1}{\mu(X)}$ a.e. . If $f:[0, d] \rightarrow \mathbb{R}$, $d>0$ is a non positive continuous $(s, m)$-convex function in the second senses for any $m \in(0,1)$ and $g: X \rightarrow[0, d]$ is a $\mu$-integrable function, then we have

$$
f\left(m \int_{E} h(x) g(x) d \mu(x)\right) \leqslant m \int_{E} h(x) f(g(x)) d \mu(x)
$$

for any $E \in \Sigma$.
Proof. Let $I=\bigcup_{k=1}^{n} I_{n_{k}}$ be any partition of disjoint intervals $I_{n_{k}}$ for $n \in \mathbb{N}$. Because $g$ is an $\mu$-integrable function, the set $E_{n_{k}}:=g^{-1}\left(I_{n_{k}}\right) \cap E$ is in $\Sigma$ for any set $E \in \Sigma$ and $E=\bigcup_{k=1}^{n} E_{n_{k}}$. Choosing any point $x_{n_{k}}$ in each set $E_{n_{k}}$. Since $h$ is a positive valued function and $\int_{X} h(x) d \mu(x) \leqslant 1$, the linear combination

$$
\sum_{k=1}^{n} \mu\left(E_{n_{k}}\right) h\left(x_{n_{k}}\right) g\left(x_{n_{k}}\right)
$$

is in $[0, d]$ for large enough $n \in \mathbb{N}$. Because $f$ is a non positive $(s, m)$-convex function for any $m \in(0,1)$ on $[0, d]$, the following inequality is satisfied by using the previous
theorem

$$
\begin{aligned}
f\left(m \sum_{k=1}^{n} \mu\left(E_{n_{k}}\right) h\left(x_{n_{k}}\right) g\left(x_{n_{k}}\right)\right) & \leq m \sum_{k=1}^{n} \mu^{s}\left(E_{n_{k}}\right) h^{s}\left(x_{n_{k}}\right) f\left(g\left(x_{n_{k}}\right)\right) \\
& \leq m \sum_{k=1}^{n} \mu\left(E_{n_{k}}\right) h\left(x_{n_{k}}\right) f\left(g\left(x_{n_{k}}\right)\right)
\end{aligned}
$$

The proof of the theorem is completed under the continuity assumption of the function $f$.
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#### Abstract

In this study, by using definition of $\rho$-statistical convergence which was defined by Cakalli [5], we give some inclusion relations between the concepts of $\rho$-statistical convergence and statistical convergence in topological groups.


## 1. Introduction

In 1951, Steinhaus [29] and Fast [14] introduced the notion of statistical convergence and later in 1959, Schoenberg [28] reintroduced independently. Caserta et al. [4], Cakalli ([6], [7]), Cinar et al. [8], Colak [9], Connor [10], Et et al. ([11], 12], [13]), Fridy [15], Gadjiev and Orhan [16, Isik and Akbas (17, [18]), Kolk [19, Mursaleen [20], Salat [21], Sengul et al. (22]-[27]), Aral et al. (1], 2], [3]) and many others investigated some arguments related to this notion.

The opinion of statistical convergence depends on the density of subsets of the natural set $\mathbb{N}$. We say that the $\delta(E)$ is the density of a subset $E$ of $\mathbb{N}$ if the following
limit exists such that

$$
\delta(E)=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} \chi_{E}(k)
$$

where $\chi_{E}$ is the characteristic function of $E$. It is clear that any finite subset of $\mathbb{N}$ has zero natural density and $\delta\left(E^{c}\right)=1-\delta(E)$.

We say that the sequence $x=\left(x_{k}\right)$ is statistically convergent to $\ell$ if for every $\varepsilon>0$,

$$
\delta\left(\left\{k \in \mathbb{N}:\left|x_{k}-\ell\right| \geq \varepsilon\right\}\right)=0
$$

In this case we write $S-\lim x_{k}=\ell$ or $x_{k} \rightarrow \ell(S)$. Equivalently,

[^1]$$
\lim _{n \rightarrow \infty} \frac{1}{n}\left|\left\{k \leq n:\left|x_{k}-\ell\right| \geq \varepsilon\right\}\right|=0
$$
$S$ will denote the set of all statistically convergent sequences.
If $x$ is a sequence such that $x_{k}$ satisfies property $P$ for all $k$ except a set of natural density zero, then we say that $x_{k}$ satisfies $P$ for "almost all $k$ ", and we abbreviate this by "a.a.k."

## 2. Main Results

In this section we give the main results of this article. Now we begin a new definition.

Definition 2.1. Let $X$ be an abelian topological Hausdorf group. A sequence $(x(k))$ of points in $\mathbb{R}$, the set of real numbers, is called $\rho$-statistically convergent in topological groups to $\ell\left(S_{\rho}(X)\right.$-convergent to $\left.\ell\right)$ if there is a real number $\ell$ for each neighbourhood $U$ of 0 such that

$$
\lim _{n \rightarrow \infty} \frac{1}{\rho_{n}}|\{k \leq n: x(k)-\ell \notin U\}|=0
$$

for each $\varepsilon>0$, where $\rho=\left(\rho_{n}\right)$ is a non-decreasing sequence of positive real numbers tending to $\infty$ such that $\limsup \sup _{n} \frac{\rho_{n}}{n}<\infty, \Delta \rho_{n}=O(1)$, and $\Delta x(n)=x(n+1)-x(n)$ for each positive integer $n$. In this case we write $S_{\rho}(X)-\lim x(k)=\ell$ or $x(k) \rightarrow$ $\ell\left(S_{\rho}(X)\right)$. We denote the set of all $\rho$-statistically convergent in topological groups sequences by $S_{\rho}(X)$. If $\rho=\left(\rho_{n}\right)=n, \rho-$ statistically convergent in topological groups is coincide statistical convergence in topological groups.

Definition 2.2. Let $X$ be an abelian topological Hausdorf group. A sequence $x=$ $(x(k))$ of points in $\mathbb{R}$, the set of real numbers, is called $S_{\rho}(X)$-Cauchy sequence in topological groups if there is a subsequence $\left(x\left(k^{\prime}(n)\right)\right)$ of $x$ such that $k^{\prime}(n) \leqslant n$ for each $n, \lim _{n \rightarrow \infty} x\left(k^{\prime}(n)\right)=\ell$ and for each neighbourhood $U$ of 0

$$
\lim _{n \rightarrow \infty} \frac{1}{\rho_{n}}\left|\left\{k \leq n: x(k)-x\left(k^{\prime}(n)\right) \notin U\right\}\right|=0
$$

where $\rho=\left(\rho_{n}\right)$ is a non-decreasing sequence of positive real numbers tending to $\infty$ such that $\limsup _{n} \frac{\rho_{n}}{n}<\infty, \Delta \rho_{n}=O(1)$ and $\Delta x(n)=x(n+1)-x(n)$ for each positive integer $n$.

Theorem 2.1. If $x$ is $\rho$-statistically convergent in topological groups, then $S_{\rho}(X)$ $\lim x(k)=\ell$ is unique.

Proof. Suppose that $(x(k))$ has two different $\rho$-statistical in topological groups limits $\ell_{1}, \ell_{2}$ say. Since $X$ is a Hausdorff space there exists a neighbourhood $U$ of 0 such that $\ell_{1}-\ell_{2} \notin U$. Then we may choose a neighbourhood $W$ of 0 such that $W+W \subset U$. Write $z(k)=\ell_{1}-\ell_{2}$ for all $k \in \mathbb{N}$. Therefore for all $n \in \mathbb{N}$,

$$
\{k \leq n: z(k) \notin U\} \subset\left\{k \leq n: \ell_{1}-x(k) \notin W\right\} \cup\left\{k \leq n: x(k)-\ell_{2} \notin W\right\}
$$

Now it follows from this inclusion that, for all $n \in \mathbb{N}$,

$$
|\{k \leq n: z(k) \notin U\}| \leq\left|\left\{k \in I_{r}: \ell_{1}-x(k) \notin W\right\}\right|+\left|\left\{k \leq n: x(k)-\ell_{2} \notin W\right\}\right| .
$$

Since $S_{\rho}(X)-\lim x(k)=\ell_{1}$ and $S_{\rho}(X)-\lim x(k)=\ell_{2}$ we get

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{1}{\rho_{n}}|\{k \leq n: z(k) \notin U\}| \leq & \lim _{n \rightarrow \infty} \frac{1}{\rho_{n}}\left|\left\{k \leq n: \ell_{1}-x(k) \notin W\right\}\right| \\
& +\lim _{n \rightarrow \infty} \frac{1}{\rho_{n}}\left|\left\{k \leq n: x(k)-\ell_{2} \notin W\right\}\right|
\end{aligned}
$$

This contradiction shows that $\ell_{1}=\ell_{2}$.
Theorem 2.2. If $\lim _{k \rightarrow \infty} x(k)=\ell$ and $S_{\rho}(X)-\lim y(k)=0$, then

$$
S_{\rho}(X)-\lim (x(k)+y(k))=\lim _{k \rightarrow \infty} x(k)
$$

Proof. Let $U$ be any neighborhood of 0 . Then we may choose a symetric neighbourhood $W$ of 0 such that $W+W \subset U$. Since $\lim _{k \rightarrow \infty} x(k)=\ell$ there exists an integer $k_{0}$ such that $k \geq k_{0}$ implies that $x(k)-\ell \in W$. Hence

$$
\lim _{n \rightarrow \infty} \frac{1}{\rho_{n}}|\{k \leq n: x(k)-\ell \notin W\}| \leq \lim _{n \rightarrow \infty} \frac{k_{0}}{\rho_{n}}=0
$$

and by the assumption that $S_{\rho}(X)-\lim y(k)=0$ we have

$$
\lim _{n \rightarrow \infty} \frac{1}{\rho_{n}}|\{k \leq n: y(k) \notin W\}|=0
$$

Now we have
$\{k \leq n:(x(k)-\ell)+y(k) \notin U\} \subset\{k \leq n: x(k)-\ell \notin W\} \cup\{k \leq n: y(k) \notin W\}$.
Hence
$\frac{1}{\rho_{n}}|\{k \leq n:(x(k)-\ell)+y(k) \notin U\}| \leq \frac{1}{\rho_{n}}|\{k \leq n: x(k)-\ell \notin W\}|+\frac{1}{\rho_{n}}|\{k \leq n: y(k) \notin W\}|$
It follows from the above inequality that

$$
\lim _{n \rightarrow \infty} \frac{1}{\rho_{n}}|\{k \leq n:(x(k)-\ell)+y(k) \notin U\}|=0 .
$$

Thus $S_{\rho}(X)-\lim (x(k)+y(k))=\lim _{k \rightarrow \infty} x(k)$.
Theorem 2.3. If a sequence $x(k)$ is $\rho$-statistically convergent to $\ell$, then there are sequences $y(k)$ and $z(k)$ such that $\lim _{k \rightarrow \infty} y(k)=\ell, x=y+z$ and $\lim _{n \rightarrow \infty} \frac{1}{\rho_{n}}|\{k \leq n: x(k) \neq y(k)\}|=$ 0 and $z$ is a $\rho$-statistically null sequence.

Proof. Let $\left(V_{j}\right)$ be a nested base of neighborhoods of 0 . Take $n_{0}=0$ and choose an increasing sequence $\left(n_{j}\right)$ of positive integers such that

$$
\frac{1}{\rho_{n}}\left|\left\{k \leq n: x(k)-\ell \notin V_{j}\right\}\right|<\frac{1}{j} \text { for } n>n_{j} .
$$

Let us define sequences $y=y(k)$ and $z=z(k)$ in the following way. Write $z(k)=0$ and $y(k)=x(k)$ if $n_{0}<k \leq n_{1}$ and suppose that $n_{j}<n_{j+1}$ for $j \geq 1 . z(k)=0$ and $y(k)=x(k)$ if $x(k)-\ell \in V_{j}, y(k)=\ell$ and $z(k)=x(k)-\ell$ if $x(k)-\ell \notin V_{j}$. Firstly, we prove that $\lim _{k \rightarrow \infty} y(k)=\ell$. Let $V$ be any neighborhood of 0 . We may choose a positive integer $j$ such that $V_{j} \subset V$. Then $y(k)-\ell=x(k)-\ell \in V_{j}$ and so $y(k)-\ell \in V$ for $k>n_{j}$. If $x(k)-\ell \notin V_{j}$, then $y(k)-\ell=\ell-\ell=0 \in V$. Hence $\lim _{k \rightarrow \infty} y(k)=\ell$. Finally we show that $z=z(k)$ is a statistically null sequence. It is enough to show that

$$
\lim _{n \rightarrow \infty} \frac{1}{\rho_{n}}|\{k \leq n: z(k) \neq 0\}|=0
$$

For any $n \in \mathbb{N}$ any neighborhood $V$ of 0 , we have

$$
|\{k \leq n: z(k) \notin V\}| \leq|\{k \leq n: z(k) \neq 0\}| .
$$

If $j \in \mathbb{N}$ such that $V_{j} \subset V$ and $\varepsilon>0$, we are going to show that

$$
\frac{1}{\rho_{n}}|\{k \leq n: z(k) \neq 0\}|<\varepsilon .
$$

If $n_{p}<n \leq n_{p+1}$, then

$$
\{k \leq n: z(k) \neq 0\} \subset\left\{k \leq n: x(k)-\ell \notin V_{p}\right\} .
$$

If $p>j$ and $n_{p}<n \leq n_{p+1}$, then

$$
\frac{1}{\rho_{n}}|\{k \leq n: z(k) \neq 0\}| \leq \frac{1}{\rho_{n}}\left|\left\{k \leq n: x(k)-\ell \notin V_{p}\right\}\right|<\frac{1}{p}<\frac{1}{j}<\varepsilon .
$$

Thus, the proof is completed.
Theorem 2.4. The sequence $x$ is $S_{\rho}(X)$-convergent if and only if $x$ is $S_{\rho}(X)-$ Cauchy sequence.

Proof. Assume that $x$ is $S_{\rho}(X)$-convergent. Since $X$ is a Hausdorff space there exists a neighbourhood $U$ of 0 . Then we may choose a neighbourhood $Y$ of 0 such that $Y+Y \subset U$. We can write
$\mid\left\{k \leq n: x(k)-x\left(k^{\prime}(n)\right) \notin U\right\} \subset\{k \leq n: x(k)-\ell \notin Y\} \cup\left\{k \leq n: \ell-x\left(k^{\prime}(n)\right) \notin Y\right\}$.
Now it follows from this inclusion that, for all $n \in \mathbb{N}$,
$\frac{1}{\rho_{n}}\left|\left\{k \leq n: x(k)-x\left(k^{\prime}(n)\right) \notin U\right\}\right| \leq \frac{1}{\rho_{n}}\left|\left\{k \in I_{r}: x(k)-\ell \notin Y\right\}\right|+\frac{1}{\rho_{n}}\left|\left\{k \leq n: \ell-x\left(k^{\prime}(n)\right) \notin Y\right\}\right|$.
Since $S_{\rho}(X)-\lim x(k)=\ell$, we get

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{1}{\rho_{n}}\left|\left\{k \leq n: x(k)-x\left(k^{\prime}(n)\right) \notin U\right\}\right| \leq & \lim _{n \rightarrow \infty} \frac{1}{\rho_{n}}|\{k \leq n: x(k)-\ell \notin Y\}| \\
& +\lim _{n \rightarrow \infty} \frac{1}{\rho_{n}}\left|\left\{k \leq n: \ell-x\left(k^{\prime}(n)\right) \notin Y\right\}\right| .
\end{aligned}
$$

The proof to the contrary is obvious.
Theorem 2.5. Let $\rho=\left(\rho_{n}\right)$ be a non-decreasing sequence of positive real numbers tending to $\infty$ such that $\lim \sup _{n} \frac{\rho_{n}}{n}<\infty, \Delta \rho_{n}=O(1)$. If $\frac{\rho_{n}}{n} \geq 1$ for all $n \in \mathbb{N}$, then $S(X) \subset S_{\rho}(X)$.

Proof. If $S(X)-\lim x(k)=\ell$, then for every $\varepsilon>0$ we have

$$
\begin{aligned}
\left.\frac{1}{n} \right\rvert\,\{k & \leq n: x(k)-\ell \notin U\} \left.\left|=\frac{\rho_{n}}{n} \frac{1}{\rho_{n}}\right|\{k \leq n: x(k)-\ell \notin U\} \right\rvert\, \\
& \geqslant \frac{1}{\rho_{n}}|\{k \leq n: x(k)-\ell \notin U\}| .
\end{aligned}
$$

This proves the proof.
Theorem 2.6. Let $\rho=\left(\rho_{n}\right)$ and $\tau=\left(\tau_{n}\right)$ be two sequences such that $\rho_{n} \leqslant \tau_{n}$ for all $n \in \mathbb{N}$. If $\lim \inf _{n \rightarrow \infty} \frac{\rho_{n}}{\tau_{n}}>0$, then $S_{\rho}(X) \subset S_{\tau}(X)$.

Proof. If $S_{\rho}(X)-\lim x(k)=\ell$, then for every $\varepsilon>0$ we can write

$$
\frac{1}{\tau_{n}}|\{k \leq n: x(k)-\ell \notin U\}| \leq \frac{\rho_{n}}{\tau_{n}} \frac{1}{\rho_{n}}|\{k \leq n: x(k)-\ell \notin U\}| .
$$

This is enough for proof.
The following result is obtained from Theorem 2.5 and Theorem 2.6.
Corollary 2.7. Let $\rho=\left(\rho_{n}\right)$ and $\tau=\left(\tau_{n}\right)$ be two sequences such that $\rho_{n} \leqslant \tau_{n}$ and $n<\tau_{n}$ for all $n \in \mathbb{N}$. If $\liminf _{n \rightarrow \infty} \frac{\rho_{n}}{\tau_{n}}>0$, then $S(X) \subset S_{\rho}(X) \subset S_{\tau}(X)$.
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#### Abstract

The concept of strong $w[\rho, f, q]$-summability of order $(\alpha, \beta)$ for sequences of complex (or real) numbers is introduced in this work. We also give some inclusion relations between the sets of $\rho$-statistical convergence of order $(\alpha, \beta)$, strong $w_{\alpha}^{\beta}[\rho, f, q]$-summability and strong $w_{\alpha}^{\beta}(\rho, q)$-summability.


## 1. Introduction

The concept of statistical convergence was introduced by Steinhaus [28] and Fast [13] and later in 1959, Schoenberg [27] reintroduced independently. Afterwards there has appeared much research with some arguments related of this concept (see Caserta et al. [3], Connor [4], Çakallı ([5], [6]), Çolak [7], Et et al. ( 88 , 9 , 10]), Fridy [14], Gadjiev and Orhan [15], Kolk [17], Salat [26], Sengül et al. ( [22, , 229, , 30], (31, , 32, , 33], 34]) and many others).

The statistical convergence order $\alpha$ was introduced by Çolak [7] as follows:
The sequence $x=\left(x_{k}\right)$ is said to be statistically convergent of order $\alpha$ to $L$ if there is a complex number $L$ such that

$$
\lim _{n \rightarrow \infty} \frac{1}{n^{\alpha}}\left|\left\{k \leq n:\left|x_{k}-L\right| \geq \varepsilon\right\}\right|=0 .
$$

Let $0<\alpha \leq \beta \leq 1$. Then the $(\alpha, \beta)$-density of the subset $E$ of $\mathbb{N}$ is defined by

$$
\delta_{\alpha}^{\beta}(E)=\lim _{n} \frac{1}{n^{\alpha}}|\{k \leq n: k \in E\}|^{\beta}
$$

if the limit exists (finite or infinite), where $|\{k \leq n: k \in E\}|^{\beta}$ denotes the $\beta$ th power of number of elements of $E$ not exceeding $n$.

If $x=\left(x_{k}\right)$ is a sequence such that satisfies property $P(k)$ for all $k$ except a set of $(\alpha, \beta)$-density zero, then we say that $x_{k}$ satisfies $P(k)$ for "almost all $k$ according to $\beta$ " and we denote this by "a.a.k $(\alpha, \beta)$ ".

Throughout this study, we shall denote the space of sequences of real number by $w$.

[^2]Let $0<\beta \leq 1,0<\alpha \leq 1, \alpha \leq \beta$ and $x=\left(x_{k}\right) \in w$. Then we say the sequence $x=\left(x_{k}\right)$ is statistically convergent of order $(\alpha, \beta)$ if there is a complex number $L$ such that

$$
\lim _{n \rightarrow \infty} \frac{1}{n^{\alpha}}\left|\left\{k \leq n:\left|x_{k}-L\right| \geq \varepsilon\right\}\right|^{\beta}=0
$$

i.e. for a.a.k $(\alpha, \beta)\left|x_{k}-L\right|<\varepsilon$ for every $\varepsilon>0$, in that case a sequence $x$ is said to be statistically convergent of order $(\alpha, \beta)$ to $L$. This limit is denoted by $S_{\alpha}^{\beta}-\lim x_{k}=L([29])$.

Let $0<\alpha \leqslant 1$. A sequence $\left(x_{k}\right)$ of points in $\mathbb{R}$, the set of real numbers, is called $\rho$-statistically convergent of order $\alpha$ to an element $L$ of $\mathbb{R}$ if

$$
\lim _{n \rightarrow \infty} \frac{1}{\rho_{n}^{\alpha}}\left|\left\{k \leq n:\left|x_{k}-L\right| \geq \varepsilon\right\}\right|=0
$$

for each $\varepsilon>0$, where $\rho=\left(\rho_{n}\right)$ is a non-decreasing sequence of positive real numbers tending to $\infty$ such that $\limsup _{n} \frac{\rho_{n}}{n}<\infty, \Delta \rho_{n}=O(1)$ and $\Delta \rho_{n}=\rho_{n+1}-x_{n}$ for each positive integer $n$. In this case we write $s t_{\rho}^{\alpha}-\lim x_{k}=L$. If $\rho=\left(\rho_{n}\right)=n$ and $\alpha=1$, then $\rho$-statistically convergent of order $\alpha$ is coincide statistical convergence (5).

Here and in what follows we suppose that the sequence $\rho=\left(\rho_{n}\right)$ is a nondecreasing sequence of positive real numbers tending to $\infty$ such that lim $\sup _{n} \frac{\rho_{n}}{n}<$ $\infty, \Delta \rho_{n}=O(1)$ where $0<\alpha \leqslant 1$ and $\Delta \rho_{n}=\rho_{n+1}-\rho_{n}$ for each positive integer $n$.

The notion of a modulus function was given by Nakano [21]. Following Maddox [19] and Ruckle [25], we recall that a modulus $f$ is a function from $[0, \infty)$ to $[0, \infty)$ such that
i) $f(x)=0$ if and only if $x=0$,
ii) $f(x+y) \leq f(x)+f(y)$ for $x, y \geq 0$,
iii) $f$ is increasing,
iv) $f$ is continuous from the right at 0 .

It follows that $f$ must be continuous everywhere on $[0, \infty)$.
Altın [1], Et ([11], [12]), Gaur and Mursaleen [20], Işı [16], Nuray and Savaş [22], Pehlivan and Fisher [23] and some others have been studied with some sequence spaces defined by modulus function.

The following inequality will be used frequently throught the paper:

$$
\left|a_{k}+b_{k}\right|^{p_{k}} \leq A\left(\left|a_{k}\right|^{p_{k}}+\left|b_{k}\right|^{p_{k}}\right)
$$

where $a_{k}, b_{k} \in \mathbb{C}, 0<p_{k} \leq \sup p_{k}=B, A=\max \left(1,2^{B-1}\right)(18)$.

## 2. Main Results

In this section we first give the sets of strongly $w_{\alpha}^{\beta}(\rho, q)$-summable sequences and strongly $w_{\alpha}^{\beta}[\rho, f, q]$-summable sequences with respect to the modulus function $f$. Secondly we state and prove the theorems on some inclusion relations between the $S_{\alpha}^{\beta}(\rho)$ - statistical convergence, strong $w_{\alpha}^{\beta}[\rho, f, q]$-summability and strong $w_{\alpha}^{\beta}(\rho, q)$-summability.
Definition 2.1. Let $0<\alpha \leq \beta \leq 1$ be given. A sequence $x=\left(x_{k}\right)$ is said to be $S_{\alpha}^{\beta}(\rho)$-statistically convergent (or $\rho$-statistically convergent sequences of order $(\alpha, \beta))$ if there is a real number $L$ such that

$$
\lim _{n \rightarrow \infty} \frac{1}{\rho_{n}^{\alpha}}\left|\left\{k \leqslant n:\left|x_{k}-L\right| \geq \varepsilon\right\}\right|^{\beta}=0
$$

where $\rho_{n}^{\alpha}$ denotes the $\alpha$ th power $\left(\rho_{n}\right)^{\alpha}$ of $\rho_{n}$, that is $\rho^{\alpha}=\left(\rho_{n}^{\alpha}\right)=\left(\rho_{1}^{\alpha}, \rho_{2}^{\alpha}, \ldots, \rho_{n}^{\alpha}, \ldots\right)$ and $|\{k \leq n: k \in E\}|^{\beta}$ denotes the $\beta$ th power of number of elements of $E$ not exceeding $n$. In the present case this convergence is indicated by $S_{\alpha}^{\beta}(\rho)-\lim x_{k}=L$. $S_{\alpha}^{\beta}(\rho)$ will indicate the set of all $S_{\alpha}^{\beta}(\rho)$-statistically convergent sequences.

Definition 2.2. Let $0<\alpha \leq \beta \leq 1$ and $q$ be a positive real number. A sequence $x=\left(x_{k}\right)$ is said to be strongly $N_{\alpha}^{\beta}(\rho, q)$-summable (or strongly $N(\rho, q)$-summable of order $(\alpha, \beta))$ if there is a real number $L$ such that

$$
\lim _{n \rightarrow \infty} \frac{1}{\rho_{n}^{\alpha}}\left(\sum_{k=1}^{n}\left|x_{k}-L\right|^{q}\right)^{\beta}=0
$$

We denote it by $N_{\alpha}^{\beta}(\rho, q)-\lim x_{k}=L . N_{\alpha}^{\beta}(\rho, q)$ will denote the set of all strongly $N(\rho, q)$-summable sequences of order $(\alpha, \beta)$. If $\alpha=\beta=1$, then we will write $N(\rho, q)$ in the place of $N_{\alpha}^{\beta}(\rho, q)$. If $L=0$, then we will write $w_{\alpha, 0}^{\beta}(\rho, q)$ in the place of $w_{\alpha}^{\beta}(\rho, q) . N_{\alpha, 0}^{\beta}(\rho, q)$ will denote the set of all strongly $N_{\rho}(q)$-summable sequences of order $(\alpha, \beta)$ to 0 .

Definition 2.3. Let $f$ be a modulus function, $q=\left(q_{k}\right)$ be a sequence of strictly positive real numbers and $0<\alpha \leq \beta \leq 1$ be real numbers. A sequence $x=\left(x_{k}\right)$ is said to be strongly $w_{\alpha}^{\beta}[\rho, f, q]-$ summable of order $(\alpha, \beta)$ if there is a real number $L$ such that

$$
\lim _{n \rightarrow \infty} \frac{1}{\rho_{n}^{\alpha}}\left(\sum_{k=1}^{n}\left[f\left(\left|x_{k}-L\right|\right)\right]^{q_{k}}\right)^{\beta}=0
$$

In this case, we write $w_{\alpha}^{\beta}[\rho, f, q]-\lim x_{k}=L$. We denote the set of all strongly $w_{\alpha}^{\beta}[\rho, f, q]$-summable sequences of order $(\alpha, \beta)$ by $w_{\alpha}^{\beta}[\rho, f, q]$. In the special case $q_{k}=q$, for all $k \in \mathbb{N}$ and $f(x)=x$ we will denote $N_{\alpha}^{\beta}(\rho, q)$ in the place of $w_{\alpha}^{\beta}[\rho, f, q] . w_{\alpha, 0}^{\beta}[\rho, f, q]$ will denote the set of all strongly $w[\rho, f, q]-$ summable sequences of order $(\alpha, \beta)$ to 0 .

In the following theorems, we shall assume that the sequence $q=\left(q_{k}\right)$ is bounded and $0<d=\inf _{k} q_{k} \leq q_{k} \leq \sup _{k} q_{k}=D<\infty$.
Theorem 2.1. The class of sequences $w_{\alpha, 0}^{\beta}[\rho, f, q]$ is linear space.
Proof. Omitted.
Theorem 2.2. The space $w_{\alpha, 0}^{\beta}[\rho, f, q]$ is paranormed by

$$
g(x)=\sup _{n}\left\{\frac{1}{\rho_{n}^{\alpha}}\left(\sum_{k=1}^{n}\left[f\left(\left|x_{k}\right|\right)\right]^{q_{k}}\right)^{\beta}\right\}^{\frac{1}{H}}
$$

where $0<\alpha \leq \beta \leq 1$ and $H=\max (1, D)$.
Proof. Clearly $g(0)=0$ and $g(x)=g(-x)$. Let $x, y \in w_{\alpha, 0}^{\beta}[\rho, f, q]$ be two sequences. Since $\frac{q_{k}}{\frac{H}{B}} \leq 1$ and $\frac{H}{\beta} \geq 1$, using the Minkowski's inequality and definition of $f$, we have

$$
\begin{aligned}
\left\{\frac{1}{\rho_{n}^{\alpha}}\left(\sum_{k=1}^{n}\left[f\left(\left|x_{k}+y_{k}\right|\right)\right]^{q_{k}}\right)^{\beta}\right\}^{\frac{1}{H}} \leq & \left\{\frac{1}{\rho_{n}^{\alpha}}\left(\sum_{k=1}^{n}\left[f\left(\left|x_{k}\right|\right)+f\left(\left|y_{k}\right|\right)\right]^{q_{k}}\right)^{\beta}\right\}^{\frac{1}{H}} \\
= & \frac{1}{\rho_{n}^{\frac{\alpha}{H}}}\left(\sum_{k=1}^{n}\left[f\left(\left|x_{k}\right|\right)+f\left(\left|y_{k}\right|\right)\right]^{q_{k}}\right)^{\frac{1}{\beta}} \\
\leq & \frac{1}{\rho_{n}^{\frac{\alpha}{H}}}\left\{\left(\sum_{k=1}^{n}\left[f\left(\left|x_{k}\right|\right)\right]^{q_{k}}\right)^{\beta}\right\}^{\frac{1}{H}} \\
& +\frac{1}{\rho_{n}^{\frac{\alpha}{H}}}\left\{\left(\sum_{k=1}^{n}\left[f\left(\left|y_{k}\right|\right)\right]^{q_{k}}\right)^{\beta}\right\}^{\frac{1}{H}}
\end{aligned}
$$

Hence, we have $g(x+y) \leq g(x)+g(y)$ for $x, y \in w_{\alpha, 0}^{\beta}[\rho, f, q]$. Let $\mu$ be complex number. By defnition of $f$ we have

$$
g(\mu x)=\sup _{n}\left\{\frac{1}{\rho_{n}^{\alpha}}\left(\sum_{k=1}^{n}\left[f\left(\left|\mu x_{k}\right|\right)\right]^{q_{k}}\right)^{\beta}\right\}^{\frac{1}{H}} \leq K^{\frac{D}{H}} g(x)
$$

where $[\mu]$ denotes the integer part of $\mu$, and $K=1+[|\mu|]$. Now, let $\mu \rightarrow 0$ for any fixed $x$ with $g(x) \neq 0$. By definition of $f$, for $|\mu|<1$ and $0<\alpha \leq \beta \leq 1$, we have

$$
\begin{equation*}
\frac{1}{\rho_{n}^{\alpha}}\left(\sum_{k=1}^{n}\left[f\left(\left|\mu x_{k}\right|\right)\right]^{q_{k}}\right)^{\beta}<\varepsilon \text { for } n>N(\varepsilon) \tag{2.1}
\end{equation*}
$$

Also, for $1 \leq n \leq N$, taking $\mu$ small enough, since $f$ is continuous we have

$$
\begin{equation*}
\frac{1}{\rho_{n}^{\alpha}}\left(\sum_{k=1}^{n}\left[f\left(\left|\mu x_{k}\right|\right)\right]^{q_{k}}\right)^{\beta}<\varepsilon \tag{2.2}
\end{equation*}
$$

Therefore, (2.1) and (2.2) imply that $g(\mu x) \rightarrow 0$ as $\mu \rightarrow 0$.
Proposition 2.3. (24) Let $f$ be a modulus and $0<\delta<1$. Then for each $\|u\| \geq \delta$, we have $f(\|u\|) \leq 2 f(1) \delta^{-1}\|u\|$.

Theorem 2.4. If $0<\alpha=\beta \leq 1, q>1$ and $\liminf _{u \rightarrow \infty} \frac{f(u)}{u}>0$, then $w_{\alpha}^{\beta}[\rho, f, q]=w_{\alpha}^{\beta}(\rho, q)$.
Proof. If $\lim \inf _{u \rightarrow \infty} \frac{f(u)}{u}>0$ then there exists a number $c>0$ such that $f(u)>c u$ for $u>0$. Let $x \in w_{\alpha}^{\beta}[\rho, f, q]$, then

$$
\frac{1}{\rho_{n}^{\alpha}}\left(\sum_{k=1}^{n}\left[f\left(\left|x_{k}-L\right|\right)\right]^{q}\right)^{\beta} \geq \frac{1}{\rho_{n}^{\alpha}}\left(\sum_{k=1}^{n}\left[c\left|x_{k}-L\right|\right]^{q}\right)^{\beta}=\frac{c^{q \alpha \beta}}{\rho_{n}^{\alpha}}\left(\sum_{k=1}^{n}\left|x_{k}-L\right|^{q}\right)^{\beta}
$$

This means that $w_{\alpha}^{\beta}[\rho, f, q] \subseteq w_{\alpha}^{\beta}(\rho, q)$.
Let $x \in w_{\alpha}^{\beta}(\rho, q)$. Thus we have

$$
\frac{1}{\rho_{n}^{\alpha}}\left(\sum_{k=1}^{n}\left|x_{k}-L\right|^{q}\right)^{\beta} \rightarrow 0 \text { as } n \rightarrow \infty .
$$

Let $\varepsilon>0, \beta=\alpha$ and choose $\delta$ with $0<\delta<1$ such that $c u<f(u)<\varepsilon$ for every $u$ with $0 \leq u \leq \delta$. Therefore, by Proposition 1, we have

$$
\begin{aligned}
\frac{1}{\rho_{n}^{\alpha}}\left(\sum_{k=1}^{n}\left[f\left(\left|x_{k}-L\right|\right)\right]^{q}\right)^{\beta} & =\frac{1}{\rho_{n}^{\alpha}}\left(\sum_{\substack{k=1 \\
\left|x_{k}-L\right| \leq \delta}}^{n}\left[f\left(\left|x_{k}-L\right|\right)\right]^{q}\right)^{\beta}+\frac{1}{\rho_{n}^{\alpha}}\left(\sum_{\substack{k=1 \\
\left|x_{k}-L\right|>\delta}}^{n}\left[f\left(\left|x_{k}-L\right|\right)\right]^{q}\right)^{\beta} \\
& \leq \frac{1}{\rho_{n}^{\alpha}} \varepsilon^{q \beta} n^{\beta}+\frac{1}{\rho_{n}^{\alpha}}\left(\sum_{\substack{k=1 \\
\left|x_{k}-L\right|>\delta}}^{n}\left[2 f(1) \delta^{-1}\left|x_{k}-L\right|\right]^{q}\right)^{\beta} \\
& \leq \frac{1}{\rho_{n}^{\alpha}} \varepsilon^{q \alpha} n^{\beta}+\frac{2^{q \beta} f(1)^{q \beta}}{\rho_{n}^{\alpha} \delta^{q \beta}}\left(\sum_{k=1}^{n}\left|x_{k}-L\right|^{q}\right)^{\beta}
\end{aligned}
$$

This gives $x \in w_{\alpha}^{\beta}[\rho, f, q]$.
Example 2.1. We now give an example to show that $w_{\alpha}^{\beta}[\rho, f, q] \neq w_{\alpha}^{\beta}(\rho, q)$ in this case $\liminf _{u \rightarrow \infty} \frac{f(u)}{u}=0$. Consider the sequence $f(x)=\frac{x}{1+x}$ of modulus function. Define $x=\left(x_{k}\right)$ by

$$
x_{k}=\left\{\begin{array}{lll}
k, & \text { if } & k=m^{3} \\
0, & \text { if } & k \neq m^{3}
\end{array}\right.
$$

Then we have, for $L=0, q=1,\left(\rho_{n}\right)=(n)$ and $\alpha=\beta$

$$
\frac{1}{\rho_{n}^{\alpha}}\left(\sum_{k=1}^{n}\left[f\left(\left|x_{k}\right|\right)\right]^{q}\right)^{\beta} \leqslant \frac{1}{n^{\alpha}} n^{\frac{1}{3} \beta} \rightarrow 0 \text { as } n \rightarrow \infty
$$

and so $x \in w_{\alpha}^{\beta}[\theta, f, q]$. But

$$
\begin{array}{r}
\frac{1}{\rho_{n}^{\alpha}}\left(\sum_{k=1}^{n}\left|x_{k}\right|^{q}\right)^{\beta}=\frac{1}{n^{\alpha}}\left(1+2^{3}+3^{3}+\cdots+[\sqrt[3]{n}]\right)^{\beta} \\
\geqslant \frac{1}{n^{\alpha}}\left[\frac{(\sqrt[3]{n}-1)(\sqrt[3]{n})]^{2 \beta}}{2}=\frac{1}{n^{\alpha}} \frac{\left(n^{4 / 3}-2 n+n^{2 / 3}\right)^{\beta}}{4^{\beta}} \rightarrow \infty \text { as } n \rightarrow \infty\right.
\end{array}
$$

and so $x \notin w_{\alpha}^{\beta}(p)$.
Theorem 2.5. Let $0<\alpha \leq \beta \leq 1$ and $\lim \inf q_{k}>0$. If a sequence is convergent to $L$, then it is strongly $w_{\alpha}^{\beta}[\rho, f, q]$-summable of order $(\alpha, \beta)$ to $L$.
Proof. We assume that $x_{k} \rightarrow L$. Since $f$ be a modulus function, we have $f\left(\left|x_{k}-L\right|\right) \rightarrow$ 0 . Since $\liminf q_{k}>0$, we have $\left[f\left(\left|x_{k}-L\right|\right)\right]^{q_{k}} \rightarrow 0$. Hence $w_{\alpha}^{\beta}[\rho, f, q]-\lim x_{k}=$ $L$.

Theorem 2.6. Let $\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2} \in(0,1]$ be real numbers such that $0<\alpha_{1} \leq \alpha_{2} \leq$ $\beta_{1} \leq \beta_{2} \leq 1, f$ be a modulus function, then $w_{\alpha_{1}}^{\beta_{2}}[\rho, f, q] \subset S_{\alpha_{2}}^{\beta_{1}}(\rho)$.
Proof. Let $x \in w_{\alpha_{1}}^{\beta_{2}}[\rho, f, q]$ and let $\varepsilon>0$ be given. Let $\sum_{1}$ and $\sum_{2}$ denote the sums over $k \leqslant n$ with $\left|x_{k}-L\right| \geq \varepsilon$ and $k \leqslant n$ with $\left|x_{k}-L\right|<\varepsilon$ respectively. Since $\rho_{n}^{\alpha_{1}} \leq \rho_{n}^{\alpha_{2}}$ for each $n$ we have

$$
\begin{aligned}
\frac{1}{\rho_{n}^{\alpha_{1}}}\left(\sum_{k=1}^{n}\left[f\left(\left|x_{k}-L\right|\right)\right]^{q_{k}}\right)^{\beta_{2}} & =\frac{1}{\rho_{n}^{\alpha_{1}}}\left[\sum_{1}\left[f\left(\left|x_{k}-L\right|\right)\right]^{q_{k}}+\sum_{2}\left[f\left(\left|x_{k}-L\right|\right)\right]^{q_{k}}\right]^{\beta_{2}} \\
& \geq \frac{1}{\rho_{n}^{\alpha_{2}}}\left[\sum_{1}\left[f\left(\left|x_{k}-L\right|\right)\right]^{q_{k}}+\sum_{2}\left[f\left(\left|x_{k}-L\right|\right)\right]^{q_{k}}\right]^{\beta_{2}} \\
& \geq \frac{1}{\rho_{n}^{\alpha_{2}}}\left[\sum_{1}[f(\varepsilon)]^{q_{k}}\right]^{\beta_{2}} \\
& \geq \frac{1}{\rho_{n}^{\alpha_{2}}}\left[\sum_{1} \min \left([f(\varepsilon)]^{d},[f(\varepsilon)]^{D}\right)\right]^{\beta_{2}} \\
& \geq \frac{1}{\rho_{n}^{\alpha_{2}}}\left|\left\{k \leqslant n:\left|x_{k}-L\right| \geq \varepsilon\right\}\right|^{\beta_{1}}\left[\min \left([f(\varepsilon)]^{d},[f(\varepsilon)]^{D}\right)\right]^{\beta_{1}}
\end{aligned}
$$

We get $x \in S_{\alpha_{2}}^{\beta_{1}}(\rho)$.
Theorem 2.7. If $f$ is a bounded modulus function and $\lim _{n \rightarrow \infty} \frac{\rho_{n}^{\beta_{2}}}{\rho_{n}^{\alpha_{1}}}=1$ then $S_{\alpha_{1}}^{\beta_{2}}(\rho) \subset w_{\alpha_{2}}^{\beta_{1}}[\rho, f, q]$.

Proof. Let $x \in S_{\alpha_{1}}^{\beta_{2}}(\rho)$. Suppose that $f$ be bounded. Therefore $f(x) \leq R$, for a positive integer $R$ and all $x \geq 0$. Then for each $\varepsilon>0$ we can write

$$
\begin{aligned}
\frac{1}{\rho_{n}^{\alpha_{2}}}\left(\sum_{k=1}^{n}\left[f\left(\left|x_{k}-L\right|\right)\right]^{q_{k}}\right)^{\beta_{1}} \leq & \frac{1}{\rho_{n}^{\alpha_{1}}}\left(\sum_{k=1}^{n}\left[f\left(\left|x_{k}-L\right|\right)\right]^{q_{k}}\right)^{\beta_{1}} \\
= & \frac{1}{\rho_{n}^{\alpha_{1}}}\left(\sum_{1}\left[f\left(\left|x_{k}-L\right|\right)\right]^{q_{k}}+\sum_{2}\left[f\left(\left|x_{k}-L\right|\right)\right]^{q_{k}}\right)^{\beta_{1}} \\
\leq & \frac{1}{\rho_{n}^{\alpha_{1}}}\left(\sum_{1} \max \left(R^{d}, R^{D}\right)+\sum_{2}[f(\varepsilon)]^{q_{k}}\right)^{\beta_{1}} \\
\leq & \left(\max \left(R^{d}, R^{D}\right)\right)^{\beta_{2}} \frac{1}{\rho_{n}^{\alpha_{1}}}\left|\left\{k \leqslant n: f\left(\left|x_{k}-L\right|\right) \geq \varepsilon\right\}\right|^{\beta_{2}} \\
& +\frac{\rho_{n}^{\beta_{2}}}{\rho_{n}^{\alpha_{1}}}\left(\max \left(f(\varepsilon)^{d}, f(\varepsilon)^{D}\right)\right)^{\beta_{2}}
\end{aligned}
$$

Hence $x \in w_{\alpha_{2}}^{\beta_{1}}[\rho, f, q]$.
Theorem 2.8. Let $f$ be a modulus function. If $\lim q_{k}>0$, then $w_{\alpha}^{\beta}[\rho, f, q]-$ $\lim x_{k}=L$ uniquely.
Proof. Let $\lim q_{k}=t>0$. Suppose that $w_{\alpha}^{\beta}[\rho, f, q]-\lim x_{k}=L_{1}$ and $w_{\alpha}^{\beta}[\rho, f, q]-$ $\lim x_{k}=L_{2}$. Then

$$
\lim _{n} \frac{1}{\rho_{n}^{\alpha}}\left(\sum_{k=1}^{n}\left[f\left(\left|x_{k}-L_{1}\right|\right)\right]^{q_{k}}\right)^{\beta}=0
$$

and

$$
\lim _{n} \frac{1}{\rho_{n}^{\alpha}}\left(\sum_{k=1}^{n}\left[f\left(\left|x_{k}-L_{2}\right|\right)\right]^{q_{k}}\right)^{\beta}=0
$$

By definition of $f$ and using (1.1), we may write

$$
\begin{aligned}
\frac{1}{\rho_{n}^{\alpha}}\left(\sum_{k=1}^{n}\left[f\left(\left|L_{1}-L_{2}\right|\right)\right]^{q_{k}}\right)^{\beta} & \leq \frac{A}{\rho_{n}^{\alpha}}\left(\sum_{k=1}^{n}\left[f\left(\left|x_{k}-L_{1}\right|\right)\right]^{q_{k}}+\sum_{k=1}^{n}\left[f\left(\left|x_{k}-L_{2}\right|\right)\right]^{q_{k}}\right)^{\beta} \\
& \leq \frac{A}{\rho_{n}^{\alpha}}\left(\sum_{k=1}^{n}\left[f\left(\left|x_{k}-L_{1}\right|\right)\right]^{q_{k}}\right)^{\beta}+\frac{A}{\rho_{n}^{\alpha}}\left(\sum_{k=1}^{n}\left[f\left(\left|x_{k}-L_{2}\right|\right)\right]^{q_{k}}\right)^{\beta}
\end{aligned}
$$

where $\sup _{k} q_{k}=D, 0<\beta \leq \alpha \leq 1$ and $A=\max \left(1,2^{D-1}\right)$. Hence

$$
\lim _{n} \frac{1}{\rho_{n}^{\alpha}}\left(\sum_{k=1}^{n}\left[f\left(\left|L_{1}-L_{2}\right|\right)\right]^{q_{k}}\right)^{\beta}=0
$$

Since $\lim _{k \rightarrow \infty} q_{k}=t$ we have $L_{1}-L_{2}=0$. Hence the limit is unique.
Theorem 2.9. Let $\rho=\left(\rho_{n}\right)$ and $\tau=\left(\tau_{n}\right)$ be two sequences such that $\rho_{n} \leqslant \tau_{n}$ for all $n \in \mathbb{N}$ and let $\alpha_{1}, \alpha_{2}, \beta_{1}$ and $\beta_{2}$ be such that $0<\alpha_{1} \leq \alpha_{2} \leq \beta_{1} \leq \beta_{2} \leq 1$,
(i) If

$$
\begin{equation*}
\lim \inf _{n \rightarrow \infty} \frac{\rho_{n}^{\alpha_{1}}}{\tau_{n}^{\alpha_{2}}}>0 \tag{2.3}
\end{equation*}
$$

then $w_{\alpha_{2}}^{\beta_{2}}[\tau, f, q] \subset w_{\alpha_{1}}^{\beta_{1}}[\rho, f, q]$,
(ii) If

$$
\begin{equation*}
\lim \sup _{n \rightarrow \infty} \frac{\rho_{n}^{\alpha_{1}}}{\tau_{n}^{\alpha_{2}}}<\infty \tag{2.4}
\end{equation*}
$$

then $w_{\alpha_{1}}^{\beta_{2}}[\rho, f, q] \subset w_{\alpha_{2}}^{\beta_{1}}[\tau, f, q]$.
Proof. (i) Let $x \in w_{\alpha_{2}}^{\beta_{2}}[\tau, f, q]$. We have

$$
\frac{1}{\tau_{n}^{\alpha_{2}}}\left(\sum_{k=1}^{n}\left[f\left(\left|x_{k}-L\right|\right)\right]^{q_{k}}\right)^{\beta_{2}} \geq \frac{\rho_{n}^{\alpha_{1}}}{\tau_{n}^{\alpha_{2}}} \frac{1}{\rho_{n}^{\alpha_{1}}}\left(\sum_{k=1}^{n}\left[f\left(\left|x_{k}-L\right|\right)\right]^{q_{k}}\right)^{\beta_{1}}
$$

Thus if $x \in w_{\alpha_{2}}^{\beta_{2}}[\tau, f, q]$, then $x \in w_{\alpha_{1}}^{\beta_{1}}[\rho, f, q]$.
(ii) Let $x=\left(x_{k}\right) \in w_{\alpha_{1}}^{\beta_{2}}[\rho, f, q]$ and 2.4 holds. Now, since $\rho_{n} \leq \tau_{n}$ for all $n \in \mathbb{N}$, we have

$$
\begin{aligned}
\frac{1}{\tau_{n}^{\alpha_{2}}}\left(\sum_{k=1}^{n}\left[f\left(\left|x_{k}-L\right|\right)\right]^{q_{k}}\right)^{\beta_{1}} & \leq \frac{1}{\tau_{n}^{\alpha_{2}}}\left(\sum_{k=1}^{n}\left[f\left(\left|x_{k}-L\right|\right)\right]^{q_{k}}\right)^{\beta_{2}} \\
& =\frac{\rho_{n}^{\alpha_{1}}}{\tau_{n}^{\alpha_{2}}} \frac{1}{\rho_{n}^{\alpha_{1}}}\left(\sum_{k=1}^{n}\left[f\left(\left|x_{k}-L\right|\right)\right]^{q_{k}}\right)^{\beta_{2}}
\end{aligned}
$$

for every $n \in \mathbb{N}$. Therefore $w_{\alpha_{1}}^{\beta_{2}}[\rho, f, q] \subset w_{\alpha_{2}}^{\beta_{1}}[\tau, f, q]$.
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#### Abstract

In this paper we dicuss the pair difference cordility of Mirror graph, Splitting graph, Shadow graph of some graphs.


## 1. Introduction

We consider only finite, undirected and simple graphs. The origin of graph labeling is graceful labeling and introduced this concept by Rosa.A [15].Afterwards many labeling was defined and few of them are harmonious labeling[7], cordial labeling [1], magic labeling [16], mean labeling [19]. Cordial analogous labeling was studied in $[2,3,4,5,10,11,12,13,14,17,18]$. The notion of pair diference cordial labeling of a graph has been introduced and studied some properties of pair difference cordial labeling in [9]. The pair difference cordial labeling behavior of several graphs like path, cycle, star etc have been investigated in [9].In this paper we dicuss the pair difference cordility of Mirror graph,Splitting graph,Shadow graph of some graphs.Term not defined here follow from Harary[8].

[^3]
## 2. Preliminaries

Definition 2.1. [6]. For a bipartite graph $G$ with partite sets $X$ and $Y$, let $G$, be a copy of $G$ and $X^{\prime}$ and $Y^{\prime}$ be copies of $X$ and $Y$. The mirror graph $M^{\prime}(G)$, of a graph $G$ as the disjoint union of $G$ and $G^{\prime}$ with additional edges joining each vertex $Y$ to its corresponding vertex in $Y^{\prime}$.
Definition 2.2. [6].
The splitting graph of $G, S^{\prime}(G)$, is obtained from $G$ by adding for each vertex $v$ of $G$ a new vertex $v^{\prime}$ so that $v^{\prime}$ is adjacent to every vertex that is adjacent to $v$.
Definition 2.3. [6].
The shadow graph $D_{2}(G)$ of a connected graph $G$ is constructed by taking two copies of $G, G^{\prime}$ and $G^{\prime \prime}$ and joining each vertex $u^{\prime}$ in $G^{\prime}$ to the neighbours of the corresponding vertex $u^{\prime \prime}$ in $G^{\prime \prime}$.

Definition 2.4. [6].
The ladder $L_{n}$ is the product graph $P_{n} \times K_{2}$.

Theorem 2.1. [9].
If $G$ is a $(p, q)$ pair difference cordial graph then

$$
q \leq \begin{cases}2 p-3 & \text { if } p \text { is even } \\ 2 p-1 & \text { if } p \text { is odd }\end{cases}
$$

Theorem 2.2. [9].
The path $P_{n}$ is pair difference cordial for all values of $n$ except $n \neq 3$.
Corollary 2.3. [9].
The cycle $C_{n}$ is pair difference cordial if and only if $n>3$.
Theorem 2.4. [9].
The ladder $L_{n}$ is pair difference cordial for all values of $n$.

## 3. Mirror Graphs

Theorem 3.1. The mirror graph of the path $P_{n}$ is pair difference cordial.
Proof. Since $M^{\prime}\left(P_{n}\right) \cong L_{n}$, the proof follows from theorem 2.8.

Theorem 3.2. $M^{\prime}\left(K_{1, n}\right)$ is pair difference cordial if and only if $n \leq 2$.
Proof. Let $V\left(M^{\prime}\left(K_{1, n}\right)\right)=\left\{x, y, x_{i}, y_{i}: 1 \leq i \leq n\right\}$ and $E\left(M^{\prime}\left(K_{1, n}\right)\right)=\left\{x x_{i}, y y_{i}, y_{i} x_{i}, x y: 1 \leq i \leq n\right\}$.Since $S^{\prime}\left(K_{1,1}\right) \cong C_{4}$. By corollary $2.7, M^{\prime}\left(K_{1,1}\right)$ is pair difference cordial. A pair difference cordial labeling of $M^{\prime}\left(K_{1,2}\right)$ is shown in Table 1.

Suppose $f$ is a pair difference cordial labeling of $M^{\prime}\left(K_{1, n}\right), n \geq 3$. Obviously $\Delta_{f_{1}} \leq 4$. Then $\Delta_{f_{1}}^{c} \geq q-4$. This implies that $\Delta_{f_{1}}^{c} \geq 3 n+1-4=3 n-3$. Hence $\Delta_{f_{1}}^{c}-\Delta_{f_{1}} \geq 3 n-7>1$, a contradiction.

| $n$ | $x$ | $x_{1}$ | $x_{2}$ | $y$ | $y_{1}$ | $y_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | -2 | -1 | -3 | 2 | 1 | 3 |
| TABLE 1. |  |  |  |  |  |  |

Theorem 3.3. $M^{\prime}\left(S\left(K_{1, n}\right)\right)$ is pair difference cordial if and only if $n \leq 2$.
Proof. Let $\left(X_{1}, Y_{1}\right)$ be bipartition of the first copy of $S\left(K_{1, n}\right)$ where $X_{1}=\left\{x, y_{i}\right.$ : $1 \leq i \leq n\}, Y_{1}=\left\{x_{i}: 1 \leq i \leq n\right\}$ and $\left(X_{2}, Y_{2}\right)$ be bipartition of the second copy of $S\left(K_{1, n}\right)$ where $X_{2}=\left\{x^{\prime}, y_{i}^{\prime}: 1 \leq i \leq n\right\}, Y_{2}=\left\{x_{i}^{\prime}: 1 \leq i \leq n\right\}$. Therefore $E\left(M^{\prime}\left(S\left(K_{1, n}\right)\right)\right)=\left\{x x_{i}, x^{\prime} x_{i}^{\prime}, y_{i} x_{i}, y_{i}^{\prime} x_{i}^{\prime}: 1 \leq i \leq n\right\} \cup\left\{x x^{\prime}, x_{i} x_{i}^{\prime}, y_{i} y_{i}^{\prime}: 1 \leq i \leq\right.$ $n\} \cup\left\{x y, x^{\prime} y^{\prime}\right\}$. Clearly there are $4 n+2$ vertices and $6 n+1$ edges in the mirror graph of $S\left(K_{1, n}\right)$. Since $M^{\prime}\left(S\left(K_{1,1}\right)\right) \cong L_{3}$, by theorem $2.8, M^{\prime}\left(S\left(K_{1,1}\right)\right)$ is pair difference cordial. A pair difference cordial labeling of $M^{\prime}\left(S\left(K_{1,2}\right)\right)$ is given in Table 2.

| $n$ | $x$ | $x_{1}$ | $x_{2}$ | $y_{1}$ | $y_{2}$ | $x$ | $x_{1}$ | $x_{2}$ | $y_{1}$ | $y_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 5 | 2 | 4 | 1 | 3 | -5 | -2 | -4 | -1 | -3 |

Suppose $f$ is a pair difference cordial labeling of $M^{\prime}\left(S\left(K_{1, n}\right)\right), n \geq 3$. Obviously $\Delta_{f_{1}} \leq 2 n+2$. Then $\Delta_{f_{1}}^{c} \geq q-2 n-2$. This implies that $\Delta_{f_{1}}^{c} \geq 6 n+1-2 n-2=4 n-1$. Hence $\Delta_{f_{1}}^{c}-\Delta_{f_{1}} \geq 2 n-3>1$, a contradiction.

Theorem 3.4. $M^{\prime}\left(B_{n, n}\right)$ is pair difference cordial if and only if $n \leq 2$.
Proof. Let $\left(X_{1}, Y_{1}\right)$ be bipartition of the first copy of $B_{n, n}$ where $X_{1}=\left\{x, y_{i}: 1 \leq\right.$ $i \leq n\}, Y_{1}=\left\{y, x_{i}: 1 \leq i \leq n\right\}$ and $\left(X_{2}, Y_{2}\right)$ be bipartition of the second copy of $B_{n, n}$ where $X_{2}=\left\{x^{\prime}, y_{i}^{\prime}: 1 \leq i \leq n\right\}, Y_{2}=\left\{y^{\prime}, x_{i}^{\prime}: 1 \leq i \leq n\right\}$. Therefore $E\left(M^{\prime}\left(B_{n, n}\right)\right)=\left\{x x_{i}, x^{\prime} x_{i}^{\prime}, y y_{i}, y^{\prime} y_{i}^{\prime}: 1 \leq i \leq n\right\} \cup\left\{x x^{\prime}, y y^{\prime}, x_{i} x_{i}^{\prime}, y_{i} y_{i}^{\prime}: 1 \leq i \leq n\right\}$. Obviously $M^{\prime}\left(B_{n, n}\right)$ has $4 n+2$ vertices and $6 n+1$ edges. Since $M^{\prime}\left(B_{1,1}\right) \cong L_{4}$, by theorem 2.8, $M^{\prime}\left(B_{1,1}\right)$ is pair difference cordial. A pair difference cordial labeling of $M^{\prime}\left(B_{1,2}\right)$ is shown in Table 3.

| $n$ | $x$ | $x_{1}$ | $x_{2}$ | $y$ | $y_{1}$ | $y_{2}$ | $x^{\prime}$ | $x_{1}^{\prime}$ | $x_{2}^{\prime}$ | $y^{\prime}$ | $y_{1}^{\prime}$ | $y_{2}^{\prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 2 | 1 | 3 | -2 | -1 | -3 | 5 | 4 | 6 | -5 | -4 | -6 |

Table 3.

Suppose $f$ is a pair difference cordial labeling of $M^{\prime}\left(B_{n, n}\right), n \geq 3$. Obviously $\Delta_{f_{1}} \leq 8$. Then $\Delta_{f_{1}}^{c} \geq q-8$. This implies that $\Delta_{f_{1}}^{c} \geq 6 n+4-8=6 n-4$. Hence $\Delta_{f_{1}}^{c}-\Delta_{f_{1}} \geq 6 n-12>1$, a contradiction.

## 4. Shadow Graphs

Theorem 4.1. Let $G$ be a $(p, q)$ graph with $q \geq p$. Then $D_{2}(G)$ is not pair difference cordial.

Proof. Suppose $G$ is a pair difference cordial graph with $q \geq p$. Obviously $\left|V\left(D_{2}(G)\right)\right|=$ $2 p$ and $\left|E\left(D_{2}(G)\right)\right|=4 q$. By theorem $2.5,4 q \leq 2(2 p)-3$. This implies that $4 q \leq 4 q-3$, a contradiction.

Theorem 4.2. $D_{2}\left(P_{n}\right)$ is pair difference cordial for all values of $n$.
Proof. Let $V\left(D_{2}\left(P_{n}\right)\right)=\left\{x_{i}, y_{i}: 1 \leq i \leq n\right\}, E\left(D_{2}\left(P_{n}\right)\right)=\left\{x_{i} x_{i+1}, y_{i} y_{i+1}: 1 \leq\right.$ $i \leq n-1\} \cup\left\{x_{i} y_{i+1}, y_{i} x_{i+1}: 1 \leq i \leq n-1\right\}$. Clearly $D_{2}\left(P_{n}\right)$ has $2 n$ vertices and $4 n-4$ edges.
Define $f: V\left(D_{2}\left(P_{n}\right)\right) \rightarrow\{ \pm 1, \pm 2, \pm 3, \cdots \pm n\}$ by

$$
\begin{array}{ll}
f\left(x_{i}\right)=i, & 1 \leq i \leq n \\
f\left(y_{i}\right)=-i, & 1 \leq i \leq n
\end{array}
$$

This vertex labeling yields that $D_{2}\left(P_{n}\right)$ is pair difference cordial for all values of $n$, since $\Delta_{f_{1}}=2 n-2=\Delta_{f_{1}^{c}}$.

Theorem 4.3. $D_{2}\left(C_{n}\right)$ is not pair difference cordial for all values of $n$.
Proof. Let $C_{n}$ be the first copy of the cycle $x_{1} x_{2} \cdots x_{n} x_{1}$ and $y_{1} y_{2} \cdots y_{n} y_{1}$ be the second copy of the cycle $C_{n}$. The maximum number of the edges with the labels 1 among the vertex labels $1,2, \cdots, n$ is $n-1$. Also the maximum number of the edges with the labels 1 among the vertex labels $-1,-2, \cdots,-n$ is $n-1$. Therefore $\Delta_{f_{1}} \leq 2 n-2$. This implies that $\Delta_{f_{1}}^{c} \geq 4 n-(2 n-2)=2 n+2$. Hence $\Delta_{f_{1}}-\Delta_{f_{1}}^{c} \geq 2 n+2-(2 n-2)=4>1$, a contradiction.

Theorem 4.4. $D_{2}\left(K_{n}\right)$ is pair difference cordial if and only if $n \leq 2$.
Proof. Clearly $\left|V\left(D_{2}\left(K_{n}\right)\right)\right|=2 n$ and $\left|E\left(D_{2}\left(K_{n}\right)\right)\right|=n(n-1)+2\binom{n}{2}$. Suppose $D_{2}\left(K_{n}\right)$ is a pair difference cordial. By theorem $2.5, n(n-1)+2\binom{n}{2} \leq 2(2 n)-3$, which implies that $2 n^{2}-6 n+3 \leq 0$. It gives that $n \leq 2$. Hence $D_{2}\left(K_{n}\right), n>3$ is not pair difference cordial. Obviously $D_{2}\left(K_{1}\right)$ is pair difference cordial. Since $K_{2} \cong P_{2}$, by theorem 2.6, $D_{2}\left(K_{2}\right)$ is pair difference cordial.

Theorem 4.5. $D_{2}\left(K_{1, n}\right)$ is pair difference cordial if and only if $n \leq 2$.
Proof. Clearly $\left|V\left(D_{2}\left(K_{1, n}\right)\right)\right|=2 n+2$ and $\left|E\left(D_{2}\left(K_{1, n}\right)\right)\right|=4 n$. Suppose $D_{2}\left(K_{1, n}\right)$ is a pair difference cordial . Obviously $\Delta_{f_{1}} \leq 2 n+1$. Let $u$ be the central vertex of $K_{1, n}$ and $u^{\prime}$ be the corresponding shadow vertex. Hence $d(u)=d\left(u^{\prime}\right)=2 n$ in $D_{2}\left(K_{1, n}\right)$. Now $\Delta f_{1} \geq 2 n-2+2 n-2 \geq 4 n-4$. Hence $\Delta_{f_{1}}-\Delta_{f_{1}^{c}} \geq 2 n-3$. This implies $n \leq 2$. Since $D_{2}\left(K_{1,1}\right) \cong C_{4}$, by corollary $2.7, D_{2}\left(K_{1,1}\right)$ is pair difference cordial. The labeling $f$ defined by $f(u)=2, f\left(u^{\prime}\right)=-2, f\left(u_{1}\right)=-1, f\left(u_{2}\right)=$ $-3, f\left(u_{1}^{\prime}\right)=1, f\left(u_{2}^{\prime}\right)=3$ is a pair difference cordial labeling of $D_{2}\left(K_{1,2}\right)$.

Theorem 4.6. $D_{2}\left(P_{n} \odot K_{1}\right)$ is not pair difference cordial for all values of $n$.
Proof. Let $V\left(D_{2}\left(P_{n} \odot K_{1}\right)\right)=\left\{x_{i}, x_{i}^{\prime}, y_{i}, y_{i}^{\prime}: 1 \leq i \leq n\right\}$. There are $4 n$ vertices and $8 n-4$ edges.
Suppose $D_{2}\left(P_{n} \odot K_{1}\right)$ is pair difference cordial for all values of $n$. The maximum
number of the edges with the labels 1 among the vertex labels $1,2, \cdots, n$ is $n-1$ and the maximum number of the edges with the labels 1 among the vertex labels $-1,-2, \cdots,-n$ is $n-1$. Therefore $\Delta_{f_{1}} \leq 2 n-2+2=2 n$. This implies that $\Delta_{f_{1}}^{c} \geq 8 n-4-2 n=6 n-4$. Hence $\Delta_{f_{1}}-\Delta_{f_{1}}^{c} \geq 6 n-4-2 n=4 n-4>1$, a contradiction.

## 5. Spilitting Graphs

Theorem 5.1. $S^{\prime}\left(P_{n}\right)$ is pair difference cordial for all $n$.
Proof. Let $V\left(S^{\prime}\left(P_{n}\right)\right)=\left\{x_{i}, y_{i}: 1 \leq i \leq n\right\}$ and $E\left(S^{\prime}\left(P_{n}\right)\right)=\left\{x_{i} x_{i+1}: 1 \leq i \leq\right.$ $n-1\} \cup\left\{x_{i} y_{i+1}, y_{i} x_{i+1}: 1 \leq i \leq n-1\right\}$. There are two cases arises.

Case 1. $n \leq 5$.
A pair difference cordial labeling for this case given in Table 4.

| $n$ | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $y_{1}$ | $y_{2}$ | $y_{3}$ | $y_{4}$ | $y_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 1 | 2 |  |  |  | -1 | -2 |  |  |  |
| 3 | 1 | -1 | 3 |  |  | -2 | 2 | -3 |  |  |
| 4 | 1 | 2 | -1 | -2 |  | 3 | 4 | -3 | -4 |  |
| 5 | 1 | 2 | 5 | -2 | -4 | 3 | 4 | -1 | -5 | -3 |
| TABLE 4. |  |  |  |  |  |  |  |  |  |  |

Case 2. $n>5$.
There are four cases arises.
Subcase 1. $n \equiv 0(\bmod 4)$.
Assign the labels $1,5,9, \cdots, n-3$ to the vertices $x_{1}, x_{3}, x_{5}, \cdots, x_{\frac{n-2}{2}}$ respectively and assign the labels $2,6,10, \cdots, n-2$ respectively to the vertices $x_{2}, x_{4}, x_{6}, \cdots, x_{\frac{n}{2}}$. Now we assign the labels $3,7,11, \cdots, n-1$ respectively to the vertices $y_{1}, y_{3}, y_{5}, \cdots$, $y_{\frac{n-2}{2}}$ and assign the labels $4,8,12, \cdots, n$ to the vertices $y_{2}, y_{4}, y_{6}, \cdots, y_{\frac{n}{2}}$ respectively.

Next we assign the labels $-1,-5,-9, \cdots,-(n-3)$ respectively to the vertices $x_{\frac{n+2}{2}}, x_{\frac{n+6}{2}}, x_{\frac{n+10}{2}}, \cdots, x_{n-1}$ and we assign the labels $-2,-6,-10, \cdots,-(n-2)$ respectively to the vertices $x_{\frac{n+4}{2}}, x_{\frac{n+8}{2}}, x_{\frac{n+12}{2}}, \cdots, x_{n}$. Lastly assign the labels $-3,-7,-11, \cdots,-(n-1)$ respectively to the vertices $y_{\frac{n+2}{2}}, y_{\frac{n+6}{2}}, y_{\frac{n+10}{2}}, \cdots, y_{n-1}$ and assign the labels $-4,-8,-12, \cdots,-n$ to the vertices $y_{\frac{n+4}{2}}, y_{\frac{n+8}{2}}, y_{\frac{n+12}{2}}, \cdots, y_{n}$ respectively.

Subcase 2. $n \equiv 1(\bmod 4)$.
Assign the labels $1,5,9, \cdots, n-4$ respectively to the vertices $x_{1}, x_{3}, x_{5}, \cdots, x_{\frac{n-3}{2}}$ and assign the labels $2,6,10, \cdots, n-3$ to the vertices $x_{2}, x_{4}, x_{6}, \cdots, x_{\frac{n-1}{2}}$ respectively. Now we assign the labels $3,7,11, \cdots, n-2$ to the vertices $y_{1}, y_{3}, y_{5}, \cdots, y_{\frac{n-3}{2}}$ respectively and assign the labels $4,8,12, \cdots, n-1$ respectively to the vertices
$y_{2}, y_{4}, y_{6}, \cdots, y_{\frac{n-1}{2}}$ and assign the label $n$ to the vertex $y_{\frac{n+1}{2}}$.
Now we assign the labels $-1,-3,-5, \cdots,-\left(\frac{n+1}{2}\right)$ respectively to the vertices $x_{\frac{n+1}{2}}, x_{\frac{n+5}{2}}, x_{\frac{n+9}{2}}, \cdots, x_{n}$ and we assign the labels $-\left(\frac{n+3}{2}\right),-\left(\frac{n+7}{2}\right),-\left(\frac{n+11}{2}\right), \cdots$, $-(n-1)$ respectively to the vertices $y_{n}, y_{n-2}, y_{n-4}, \cdots, y_{\frac{n+5}{2}}$. Next assign the labels $-2,-4,-6, \cdots,-\left(\frac{n-1}{2}\right)$ respectively to the vertices $y_{\frac{n+3}{2}}, y_{\frac{n+7}{2}}, y_{\frac{n+11}{2}}, \cdots, y_{n-1}$ and assign the labels $-\left(\frac{n+5}{2}\right),-\left(\frac{n+9}{2}\right),-\left(\frac{n+13}{2}\right), \cdots,-(n)$ to the vertices $x_{n-1}, x_{n-3}, x_{n-5}$, $\cdots, x_{\frac{n+3}{2}}$ respectively.

Subcase 3. $n \equiv 2(\bmod 4)$.
as in case 1 assign the labels to the vertices $x_{i}, y_{i}(1 \leq i \leq n-2)$. Finally we assign the labels $(n-1), n,-n,-(n-1)$ to the vertices $x_{n-1}, x_{n}, y_{n-1}, y_{n}$.

Subcase 4. $n \equiv 3(\bmod 4)$.

Assign the labels $1,5,9, \cdots, n-2$ respectively to the vertices $x_{1}, x_{3}, x_{5}, \cdots, x_{\frac{n-1}{2}}$ and we assign the labels $2,6,10, \cdots, n-5$ to the vertices $x_{2}, x_{4}, x_{6}, \cdots, x_{\frac{n-3}{2}}$ respectively. Now we assign the labels $3,7,11, \cdots, n-4$ to the vertices $y_{1}, y_{3}, y_{5}, \cdots, y_{\frac{n-5}{2}}$ respectively and assign the labels $4,8,12, \cdots, n-3$ respectively to the vertices $y_{2}, y_{4}, y_{6}, \cdots, y_{\frac{n-3}{2}}$.

Next we assign the labels $-1,-3,-5, \cdots,-\left(\frac{n-1}{2}\right)$ respectively to the vertices $x_{\frac{n+1}{2}}, x_{\frac{n+5}{2}}, x_{\frac{n+9}{2}}, \cdots, x_{n-1}$ and we assign the labels $-\left(\frac{n+3}{2}\right),-\left(\frac{n+7}{2}\right),-\left(\frac{n+11}{2}\right), \cdots$, $-(n)$ respectively to the vertices $x_{n}, x_{n-2}, x_{n-4}, \cdots, x_{\frac{n+3}{2}}$. Next assign the labels $-2,-4,-6, \cdots,-\left(\frac{n+1}{2}\right)$ respectively to the vertices $y_{\frac{n+3}{2}}, y_{\frac{n+7}{2}}, y_{\frac{n+11}{2}}, \cdots, y_{n}$ and assign the labels $-\left(\frac{n+5}{2}\right),-\left(\frac{n+9}{2}\right),-\left(\frac{n+13}{2}\right), \cdots,-(n-1)$ to the vertices $y_{n-1}, y_{n-3}$, $y_{n-5}, \cdots, y_{\frac{n+5}{2}}$ respectively.

Finally assign the labels $n-1, n$ to the vertices $y_{\frac{n-12}{,}} y_{\frac{n+1}{2}}$ respectively.

Theorem 5.2. $S^{\prime}\left(P_{n} \odot K_{1}\right)$ is pair difference cordial.
Proof. Let $V\left(S^{\prime}\left(P_{n} \odot K_{1}\right)\right)=\left\{x_{i}, x_{i}^{\prime}, y_{i}, y_{i}^{\prime}: 1 \leq i \leq n\right\}$ and $E\left(S^{\prime}\left(P_{n} \odot K_{1}\right)\right)=$ $\left\{x_{i} x_{i+1}^{\prime}, x_{i+1} x_{i}^{\prime}: 1 \leq i \leq n-1\right\} \cup\left\{x_{i} x_{i+1}: 1 \leq i \leq n-1\right\} \cup\left\{y_{i} x_{i}^{\prime}, x_{i} y_{i}^{\prime}: 1 \leq i \leq n\right\}$. There are $4 n$ vertices and $6 n-3$ edges.There are two cases arises.

Case 1.n is even.

Assign the labels $1,5,9, \cdots,(2 n-3)$ to the vertices $x_{1}, x_{2}, x_{3}, \cdots, x_{\frac{n}{2}}$ respectively and we assign the labels $-1,-5,-9, \cdots,-(2 n-3)$ respectively $x_{\frac{n+2}{2}}, x_{\frac{n+4}{2}}, x_{\frac{n+6}{2}}, \cdots$, $x_{n}$. Next assign the labels $4,8,12, \cdots, 2 n$ to the vertices $x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}, \cdots, x_{\frac{n}{2}}^{\prime}$ respectively and we assign the labels $-4,-8,-12, \cdots,-(2 n)$ respectively $x_{\frac{n+2}{2}}^{\prime}, x_{\frac{n+4}{\prime}}^{\prime}, x_{\frac{n+6}{\prime}}^{\prime}$, $\cdots, x_{n}^{\prime}$.

Now we assign the labels $3,7,11, \cdots,(2 n-1)$ to the vertices $y_{1}, y_{2}, y_{3}, \cdots, y_{\frac{n}{2}}$ respectively and we assign the labels $-3,-7,-11, \cdots,-(2 n-1)$ respectively $y_{\frac{n+2}{2}}, y_{\frac{n+4}{2}}$, $y_{\frac{n+6}{2}}, \cdots, y_{n}$. Next assign the labels $2,6,10, \cdots,(2 n-2)$ to the vertices $y_{1}^{\prime}, y_{2}^{\prime}, y_{3}^{\prime}, \cdots$, $y_{\frac{n}{2}}^{\prime}$ respectively and assign the labels $-2,-6,-10, \cdots,-(2 n-2)$ respectively $y_{\frac{n+2}{2}}^{\prime}$, $y_{\frac{n+4}{2}}^{\prime}, y_{\frac{n+6}{2}}^{\prime}, \cdots, y_{n}^{\prime}$.

Clearly $\Delta_{f_{1}}=3 n-2, \Delta_{f_{1}^{c}}=3 n-1$. This vertex labeling gives that $S^{\prime}\left(P_{n} \odot K_{1}\right)$ is pair difference cordial for all even values of $n$.

Case 2. $n$ is odd.

As in case 1 , assign the labels to the vertices $x_{i}, y_{i}, x_{i}^{\prime}, y_{i}{ }^{\prime}(1 \leq i \leq n-1)$. Finally we assign the labels $2 n-1,-(2 n-1), 2 n,-2 n$ to the vertices $x_{n}^{\prime}, x_{n}, y_{n}, y_{n}^{\prime}$.

Clearly $\Delta_{f_{1}}=3 n-2, \Delta_{f_{1}^{c}}=3 n-1$. This vertex labeling gives that $S^{\prime}\left(P_{n} \odot K_{1}\right)$ is pair difference cordial for all odd values of $n$.

Theorem 5.3. $S^{\prime}\left(K_{n}\right)$ is pair difference cordial if and only if $n \leq 3$.
Proof. Clearly $\left|V\left(S^{\prime}\left(K_{n}\right)\right)\right|=2 n$ and $\left|E\left(S^{\prime}\left(K_{n}\right)\right)\right|=\frac{3 n(n-1)}{2}$.
Case 1. $n \leq 3$.
Obviously $\overline{S^{\prime}}\left(K_{1}\right)$ is pair difference cordial.Since $S^{\prime}\left(K_{n}\right) \cong C_{4}$, then $S^{\prime}\left(K_{2}\right)$ is pair difference cordial. By theorem 5.2, $S^{\prime}\left(K_{3}\right)$ is pair difference cordial.

Case 2. $n>3$.
Suppose $S^{\prime}\left(K_{n}\right)$ is pair difference cordial. By theorem 2.5,

$$
\begin{aligned}
& \frac{3 n(n-1)}{2} \leq 2(2 n)-3 \\
\Rightarrow & 3 n^{2}-3 n \leq 4(2 n)-6 \\
\Rightarrow & 3 n^{2}-11 n \leq-6 \\
\Rightarrow & -3 n^{2}+11 n \geq 6, \text { a contradiction }
\end{aligned}
$$

Theorem 5.4. $S^{\prime}\left(K_{1, n}\right)$ is pair difference cordial if and only if $n \leq 3$.
Proof. Let $V\left(S^{\prime}\left(K_{1, n}\right)\right)=\left\{x, y, x_{i}, y_{i}: 1 \leq i \leq n\right\}$ and $E\left(S^{\prime}\left(K_{1, n}\right)\right)=\left\{x x_{i}, y y_{i}, y_{i} x\right.$ : $1 \leq i \leq n\}$.Since $S^{\prime}\left(K_{1,1}\right) \cong P_{4}$. By theorem 2.6, $S^{\prime}\left(K_{1,1}\right)$ is pair difference cordial. A pair difference cordial labeling of $S^{\prime}\left(K_{1,2}\right)$ and $S^{\prime}\left(K_{1,3}\right)$ is shown in Table 5.

| $n$ | $x$ | $x_{1}$ | $x_{2}$ | $x_{3}$ | $y$ | $y_{1}$ | $y_{2}$ | $y_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | -1 | -2 | -3 |  | 2 | 1 | 3 |  |
| 3 | -1 | -2 | -3 | -4 | 2 | 1 | 3 | 4 |
| TABLE 5. |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |

Suppose $f$ is a pair difference cordial labeling of $S^{\prime}\left(K_{1, n}\right), n>3$. Obviously $\Delta_{f_{1}} \leq 4$. Then $\Delta_{f_{1}}^{c} \geq q-4$. This implies that $\Delta_{f_{1}}^{c} \geq 3 n-4$. Hence $\Delta_{f_{1}}^{c}-\Delta_{f_{1}} \geq$ $3 n-8>1$, a contradiction.

## 6. Conclusions

In this paper, we have studied about the pair difference cordility of Mirror graph,Splitting graph,Shadow graph of some graphs.Investigation of the pair difference cordility of Mirror graph,Splitting graph,Shadow graph of some special graphs are the open problems.
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