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ABSTRACT 

 

Common drug active substances (gemfibrozil, β-estradiol, caffeine, and ciprofloxacin) were combined 

in simple mixtures and applied to soil containing wheat or barley. Mixtures in water (50 µg/mL) were 

applied twice during the growing period. Harvested plant samples were extracted and antioxidant 

enzyme activities, as indicated by CAT, POD, and SOD were compared in exposed and control plants. 

Lipid peroxidation markers were also determined. Finally, mineral element uptake in exposed and 

control plants was determined. The data indicated differences in several, if not all, of the plant 

biomarkers between control plants and those treated with simple mixtures of pharmaceutical 

substances; many were directly related to oxidative damage. It was determined that there were 

statistically significant differences in the element intake of 8 nutrients (magnesium, potassium, 

phosphorus, calcium, zinc, mangan, copper, and iron) in control plants compared with plants treated 

with PPCPs; we observed both increases and decreases in plant nutrients depending on the particular 

nutrient, pharmaceutical treatment, and plant species.  

 

Kewwords: Antioxidant Enzymes, Barley, Mineral Element, PPCPs, Wheat 

 

1. INTRODUCTION 

 

Besides the numerous different chemicals produced today, an increase in population leads to increased 

consumption of chemicals such as pharmaceuticals and personal care products (PPCPs) [1,2].
  
It has 

been estimated that the consumption antibiotics is 100,000 – 200,000 tons on a global scale; almost 

15,000 tons of antibiotics are released in Europe each year [3]. According to data from Turkey, 

pharmaceutical use increased 1.4 fold from 2010 to 2016 (1.62 billion units to 2.23 billion units). In 

addition, in 2016, about 440 new pharmaceuticals were released to the market worldwide [4]. 

Antibiotics, antimicrobials, painkillers, allergy medicines, caffeine etc. are just a few of the substances 

that make up PPCPs.  

 

PPCPs have recently been shown to be among the most common contaminants in the environment [3]. 

The entry of pharmaceutical substances into an ecosystem can occur in many ways. PPCP waste, 

sewage sludge, pharmaceutical producers, food companies, and fish farms are some of the sources of 

PPCPs into the environment. The cycle begins with animal (including human) use, entrance into the 

mailto:mujgan.elveren@erzincan.edu.tr
mailto:eosma@erzincan.edu.tr
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wastewater treatment system, discharge to surface water or water re-use, and eventually to 

compartments where exposure occurs. Research has shown that many PPCPs are excreted from 

humans without metabolism [1,2].  In addition, these micro-pollutants can often interfere with sewage 

treatment systems and be relatively resistant to degradation at wastewater treatment plants
 
[2,5]. 

Pollution of the environment from PPCPs is an important problem and can have a negative impact on 

living organisms. Increased water shortages due to population growth, urbanization, and the climate 

change has brought about interest in the recycling of treated wastewater, particularly in many arid and 

semi-arid regions of the world. Today, in many countries, treated wastewater is applied to land for 

agricultural irrigation [6]. 

 

The potential impact of PPCPs in recycled water on soil processes and plants has not been fully 

described. The potential for biological degradation of these micro-pollutants or their interactions with 

each other is largely unknown. Studies conducted to date indicate that plants can uptake some PPCPs; 

the transport of PPCPs in the environment depends on their physical properties such as volatility, 

lipophilicity water solubility, and sorption potential. In addition, -properties of the soil are also 

important [7-10]. Several studies have shown that plants are affected by exposure to PPCPs; effects 

include impact on photosynthetic pigments, number and size of leaves, inhibition of root growth and 

development, and physiological functions. Any negative impact on plants may also have an effect on 

soil microorganisms, particularly those in the root zone or rhizosphere. This is a potential concern for 

the symbiotic relationship between plants and microorganisms and for nutrient cycling in the soil. 

Although not all PPCPs and plants have been evaluated, it appears that most PPCPs don’t induce 

phytotoxic effects. PPCPs may be metabolized, detoxified, inactivated, and sequestered following 

uptake by plant roots. However, recent studies have shown that oxidative activities triggered by ROS 

overproduction are a potential adverse impact of PPCP exposure to plants; oxidative damage can be 

the phytotoxic response from prolonged exposure to pharmaceutical substances [11,12]. Generally, the 

potential effects of PPCPs on plants can be evaluated by monitoring ROS production and subsequent 

oxidative damage Osma et al. 2018 [13]; the responses of plants can vary according to plant species. 

Recent studies indicate that the impacts of individual PPCPs manifests at relatively high exposure 

concentrations. Plant responses can serve as a monitoring tool for evaluating the presence of PPCPs 

[3,14-17]. 

 

Data on the possible negative impacts to plants of PPCP mixtures are scarce. The types of interactions 

(additive, synergistic, or antagonistic) that PPCPs might have, even for relatively simple mixtures is in 

need of further evaluation. Our goal with this research was to determine the effects of simple (binary) 

mixtures of PPCPs on plant stress markers. 

 

2. MATERIAL AND METHODS 

 

In this study, simple mixtures of four medicinal active substances (gemfibrozil, β-estradiol, caffeine, 

and ciprofloxacin) were evaluated for impacts on wheat (Triticum aestivum L.) and barley (Hordeum 

vulgare L.).  The cultivation process was carried out in the laboratory according to methods described 

by [13]. Briefly, for sowing, 5 g of barley and 7 g of wheat seeds were planted in 650 g of soil and 

covered with an additional 100 g of soil. Based on the field capacity, soil samples were moistened 

with deionized water. After germination of wheat and barley seeds, gemfibrozil and estradiol, 

gemfibrozil and caffeine, or gemfibrozil and ciprofloxacin mixtures (50 μg/mL) were applied twice 

during the experiment. Wheat was harvested at the end of 15 days growth; barley at the end of 11 
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days. Biomass of wheat and barley plants were determined gravimetrically. A portion of the plant 

samples was assigned for use in subsequent physiological and biochemical investigations. 

 

Malondialdehyde is one of the peroxidation products of polyunsaturated fatty acids formed by the 

increase of free radicals. The amount of malondialdehyde (MDA) was measured using thiobarbituric 

acid (TBA) method with slight modifications [18]. Leaf samples were weighed approximately 0.5 

g/each and homogenized by adding 5% trichloroacetic acid (TCA). The leaf homogenates were then 

centrifuged at 15,000 x g for 15 minute at 4 °C. To each 1 mL aliquot of the supernatant, 2 mL TBA 

reagent (0.5 % TBA in 20% TCA, w/v) was added. 1 mL of 0.1 % TCA and 2 mL TBA reagent were 

combined as a negative control. Test and negative control tubes were heated at 95 °C for 30 min and 

were then rapidly cooled in an ice bath. Chilled tubes were centrifuged at 15,000 xg for 15 minute at 4 

°C. Following centrifugation the absorbance of the supernatant at 532 was determined. The 

absorbance of non-specific molecules is read at 600 nm and was subtracted from absorbance of 

samples. MDA amount was determined by its molar extinction coefficient at 532 nm (155 mmol/L
-

1
·cm

-1
) [13].  

 

First, 0.1 g of fresh plant sample harvested from plant leaves was put in each of 12 test tubes. 4 mL of 

distilled water was added into the tubes and kept at 4 °C for 24 h. Then, amounts of ions in distilled 

water from the samples collected to detect the damage to cells were measured by electrical 

conductivity meter [13, 19]. 

 

After 0.5 g tissue were weighed and put into the porcelain mortar, 5 mL of cold homogenate buffer 

was added to it (0.1 M KH2PO4 at pH 7.0 containing 1 % PVP and 1 mM EDTA). The mixture was 

transferred into a centrifuge tube and centrifuged at 15000 × g and at 4 °C for 15 min. Supernatant 

antioxidant obtained from centrifugation was used as a source for enzyme activity deaths [13]. 

Whether the plants were under stress physiologically was determined by measuring antioxidant 

enzyme (superoxide dismutase, catalase, peroxidase) activities through the increases in types of 

reactive oxygen species during watering and soil stress conditions. Chemicals and methods used for 

each antioxidant enzyme were different [13]. The method used for the specification of Catalase (CAT) 

activity was the method that of Havir and McHale (1987). Activity measurement with this method is 

based on the principle whereby a decrease in absorbance in a CAT activity measurement environment 

while H2O2 is converted into O2 and H2O is observed at 240 nm [13, 20]. In order to determine 

catalase activities in the extraction solution obtained from plant samples, 5 mM H2O2 solution was 

used. After 103.5 mM of KH2PO4 buffer and 40 mM of H2O2 substrate solution are mixed and put into 

3 mL quartz vials, 20 μL of enzyme extract from leaves and 50 μL of enzyme extract from roots were 

added. After the vial was placed into the spectrophotometer, its absorbance against a blank was 

monitored at 240 nm for 3 min at 1 min intervals. Absorbance per minute from the point where 

absorbance decreased linearly was calculated. These average absorbance values were converted into 

μmol H2O2 through a standard curve. The amount of enzyme that decreased absorbance 1 μmol at 25 

°C in 1 min was accepted as one enzyme unit, and the results are presented as enzyme units per gram 

of tissue (EU g
-1

 tissue) [13,20]. Plant leaves (0.5 g) were blended with 10 mM potassium phosphate 

buffer (pH = 7.0) which contains 4% (w/v) polyvinylpyrrolidone. The homogenized pulp was 

centrifuged at 12,000 x g for 30 minutes at 4° C. Then the extract was isolated to determine the type 

of enzyme. After adding the plant extract to 50 mM phosphate buffer (pH = 7.0) which contains 1 mM 

guaiacol and 0.5 mM H2O2, peroxidase (POX) was determined by monitoring the increase in 

absorbance at 470 nm. One unit of POX activity was defined as the amount of enzyme that caused an 

increase in absorbance of 0.01 per min [13,21].   
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Activity determination of superoxide dismutase (SOD) was performed using spectrophotometry based 

on the photochemical reduction of nitro blue tetrazolium (NBT) inhibition [13]. The composition of 

reaction mixture contained following concentrations: 50 mM sodium carbonate, 13 mM methionine, 2 

μM riboflavin, 75 μM NBT, 50 mM phosphate buffer (pH = 7.8), 0.1 mM EDTA, and 0.1 mL of plant 

extract. The measurements for the mixture at 560 nm absorbance were realized thereafter preparation. 

As control and blank, a maximum color-producing reaction mixture having no enzyme and a non-

irradiated complete reaction mixture were utilized, respectively. The activity as one unit in the tubes 

was measured in terms of reducing the absorbance by 50% compared to the tubes having no enzyme; 

hence, the determinations of the values were in EU g
-1

 tissue quantities [13]. 

 

At harvest, samples were collected by hand and packed into polyethylene bags. Only the shoots of 

each plant were analyzed. Plants were oven dried at 80 °C for 24 h.  Plant samples were milled with a 

micro-hammer cutter, sieved through a 1.5-mm sieve, and transferred to a clean polyethylene bag. 

After each milling, the mortar was cleaned with ethyl alcohol and distilled water to prevent cross-

contamination of samples [22,23]. The conditions for the samples subjected to digestion were as 

defined: the maximum power applied was 1200 W; the ramp setting was for 20 min.; the pressure 

used was 180 PSI; the temperature setting was 210° C; and the hold time applied was 10 min. 

Following digestion, the solutions were evaporated to near dryness in a beaker. After evaporation, the 

volume adjustments for the remaining material samples were done to 10 mL using 0.1 M HNO3. The 

Varian Inductively Coupled Plasma–Optical Emission Spectrometry (ICP–OES) was employed for 

the determinations of elements in the all samples [22,23]. 

 

Analysis of Variance (ANOVA) in SPSS 22 was used to determine treatment effects relative to 

control (untreated) plants. S-N-K ve Tukey’s B were performed when significant treatment effects 

were observed. For all statistical analyses, a p value ≤ 0.05 was determined as being significant [23]. 

 

3. RESULTS AND DISCUSSION 

 

The potential impacts of binary mixtures (gemfibrozil and estradiol, gemfibrozil and caffeine, and 

gemfibrozil and ciprofloxacin) on possible plant stress markers in wheat and barley were investigated. 

The data indicated differences in several, if not all, of the plant biomarkers between control plants and 

those treated with simple mixtures of pharmaceutical substances. Many of the plant biomarkers we 

evaluated were directly related to oxidative damage.  
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Figure 1. The leaf weights in wheat and barley treated with mixture PPCPs. 

 

We observed slight decreases in plant biomass in both wheat and barley plants treated with the binary 

mixtures compared to control plants.  However, the decrease in plant biomass was only significant for 

the gemfibrozil + ciprofloxacin treatment (Fig. 1). 

 

 

Figure 2. Electrolyte leakage concentrations in wheat and barley growth with mixture PPCPs. 

(*p<0,05; **p<0,01; ***p<0,001 significant). 
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Average electrolyte leakage (mean ± standard error) was 71 ± 1.1 μS·cm
−1

 in control samples of 

barley. The highest electrolyte leakage in barley occurred in the gemfibrozil + ciprofloxacin treatment 

(104 ± 11 μS·cm
−1

). Control samples of wheat had an average electrolyte leakage of 114 ± 5.2 

μS·cm
−1

 while gemfibrozil, in combination with either caffeine (175 ± 6.3 μS·cm
−1

) or ciprofloxacin 

(176 ± 5.2 μS·cm
−1

), produced the highest electrolyte leakage in wheat. Following statistical analysis 

of the electrolyte leakage data, it was concluded that there was a significant treatment effect of the 

binary mixtures in both barley and wheat (Figure 2). 

 

 

Figure 3. MDA concentrations in wheat and barley growth with mixture PPCPs.. (*p<0,05; **p<0,01; 

***p<0,001 significant). 

 

MDA levels were elevated in treated plants (both species), however, the treatment effect was only 

statistically significant for barley (Fig. 3).  MDA was 2.8 ± 0.2 mmol/g in control samples of barley. 

The highest MDA levels in barley occurred in the gemfibrozil + ciprofloxacin treatment (9.0 ± 0.6 

mmol/g). Control samples of wheat had an average MDA level of 4.6 ± 0.9 mmol/g, while the 

gemfibrozil + β-estradiol treatment produced the highest MDA levels in wheat (9.7 ± 2.0 mmol/g). 
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Figure 4. CAT activities in wheat and barley growth with mixture PPCPs. (*p<0,05; **p<0,01; 

***p<0,001 significant). 

 

When catalase (CAT) enzyme activity was examined in barley and wheat plants, there were 

significant treatment effects between the control samples and samples treated with pharmaceutical 

mixtures (Fig. 4). CAT activity in control barley plants was 2236 ± 145 EU/g, while treated plants had 

CAT activities ≥ 3082 EU/g.  CAT activity in control wheat plants was 4397 ± 498 EU/g, while 

treated plants had CAT activities ≥ 5406 EU/g.  For both plant species, the gemfibrozil + estradiol 

treatment produced the largest increase in CAT activity compared to control (untreated) plants. 

 

 

Figure 5. SOD activities in wheat and barley growth with mixture PPCPs. (*p<0,05; **p<0,01; 

***p<0,001 significant). 
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5).  SOD enzyme activity was 275 ± 12 and 386 ± 9.7 EU/g in control barley and wheat samples, 

respectively. The treatment of gemfibrozil + ciprofloxacin produced the highest increase in SOD 

activity over controls for both plant species (333 ± 7.1 EU/g for barley and 458 ± 12 EU/g for wheat). 

 

 

Figure 6. POX activities in wheat and barley growth with mixture PPCPs. (*p<0,05; **p<0,01; 

***p<0,001 significant). 

 

Peroxidase (POX) activity in barley was in the range of 48,936 ± 2824 EU/g (control) to 57,063 ± 

2656 EU/g (gemfibrozil + ciprofloxacin). The gemfibrozil + ciprofloxacin had a similar effect on 

wheat (82,036 ± 1814 EU/g in controls and 100,750 + 1956 EU/g in treatment plants) (Fig. 6). When 

these differences were examined statistically, the slight increase in POX with treatment was not 

significant in barley, however, there was a treatment effect on POX for wheat plants.  

  

Minerals are essential in the growth and development of all living organisms. Living organisms take 

up the elements necessary through the cycle of matter. It was determined that there were statistically 

significant differences in the element intake of 8 nutrients including Mg, K, P, Ca, Zn, Mn, Cu, and Fe 

in control plants compared with plants (both species) treated with   pharmaceutical active substances 

(Table 1). We observed both increases and decreases in plant nutrients depending on the particular 

nutrient, pharmaceutical treatment, and plant species. Our data indicate that there are changes in 

electrolyte leakage and the activities of peroxidase, catalase and superoxide dismutase enzymes in 

both barley and wheat plants exposed to simple mixtures of pharmaceuticals.  For both barley and 

wheat and for many of the plant biomarkers examined, exposure to gemfibrozil + ciprofloxacin 

produced the most dramatic and statistically significant effects on plants compared to control 

(untreated) plants. 

 

There are many research reports that indicating that plants accumulate PPCPs [3,24-26].
 
However, 

research on the biochemical/physiological effects of PPCPs on plants is relatively new, especially 

mixtures of PPCPs. Dodgen et al. [27] applied individual PPCPs (bisphenol A, diclofenac, naproxen, 

nonylphenol) to cabbage and lettuce. They established that there was more accumulation in roots than 
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in leaves or stems. In addition, as the accumulation of PPCPs increased, the negative effects on plant 

development became more pronounced.  An et al. [28]
 

studied the ecotoxicologic effects of 

paracetamol on germination of wheat. They observed that the development of wheat seeds decreased 

in a concentration dependent manner. Paracetamol and diclofenac have also been shown to effect 

peroxidase activity, chlorophyll, and membrane activity of duckweed, Lemna minor [29] Chlorophyll 

and carotenoids in Lemna gibba were also negatively impacted by exposure to ibuprofen.
[30]

 PPCP 

exposure to cucumbers produced a decrease in chlorophyll, but increased levels and activity of 

antioxidant enzymes in roots and leaves [12].
 
The authors speculated that the latter effect was a plant 

defense mechanism. 

 

Our data indicate that there are changes in electrolyte leakage and the activities of peroxidase, catalase 

and superoxide dismutase enzymes in both barley and wheat plants exposed to simple mixtures of 

pharmaceuticals.  For both barley and wheat and for many of the plant biomarkers examined, 

exposure to gemfibrozil + ciprofloxacin produced the most dramatic and statistically significant 

effects on plants compared to control (untreated) plants. 

 

Table 1. Concentration of mineral elements in wheat and barley treated with mixture of PPCPs. 

(*p<0,05; **p<0,01; ***p<0,001 significant). 

Element   Wheat Significant  Barley Significant  

Mg Control 2102,5 ± 132,2 

* 

2623,5 ± 196,4 

*** 

 

Gemfibrozil + β estradiol 1863,8 ± 53,5 1851,1 ± 43,6 

 

Gemfibrozil + Caffeine 2019,7 ± 89,0 2087,0 ± 10,4 

 

Gemfibrozil  + Ciprofloxacin 1721,6 ± 50,0 1970,3 ± 116,5 

          K Control 57772,1 ± 1011,8 

*** 

42286,3 ± 5361,4 

nd 

 

Gemfibrozil + β estradiol 57434,8 ± 1213,4 34367,9 ± 481,0 

 

Gemfibrozil + Caffeine 64124,1 ± 1045,5 37165,7 ± 208,1 

 

Gemfibrozil  + Ciprofloxacin 58105,0 ± 1044,3 34423,2 ± 1480,0 

          Ca  Control 1154,9 ± 128,1 

nd 

1449,4 ± 45,3 

*** 

 

Gemfibrozil + β estradiol 980,3 ± 26,8 894,2 ± 16,2 

 

Gemfibrozil + Caffeine 951,5 ± 18,1 1030,4 ± 15,5 

 

Gemfibrozil  + Ciprofloxacin 884,5 ± 27,0 926,2 ± 42,9 

          P Control 7662,4 ± 267,3 

* 

7194,3 ± 1090,8 

** 

 

Gemfibrozil + β estradiol 7363,6 ± 179,2 4347,7 ± 35,6 

 

Gemfibrozil + Caffeine 8084,5 ± 142,7 4616,5 ± 17,3 

 

Gemfibrozil  + Ciprofloxacin 7054,3 ± 151,4 4524,8 ± 90,4 

          Zn  Control 33,8 ± 1,0 

*** 

47,5 ± 2,9 

nd 

 

Gemfibrozil + β estradiol 30,9 ± 0,2 46,5 ± 1,0 

 

Gemfibrozil + Caffeine 29,9 ± 0,1 51,2 ± 0,6 

 

Gemfibrozil  + Ciprofloxacin 51,1 ± 0,9 45,7 ± 0,7 

          Mn Control 30,9 ± 1,4 

*** 

29,5 ± 0,1 

*** 

 

Gemfibrozil + β estradiol 27,3 ± 0,5 26,3 ± 0,6 

 

Gemfibrozil + Caffeine 26,0 ± 0,1 25,9 ± 0,1 

 

Gemfibrozil  + Ciprofloxacin 25,1 ± 0,3 24,5 ± 0,4 
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There are many research reports that indicating that plants accumulate PPCPs [3,24-26].
 
However, 

research on the biochemical/physiological effects of PPCPs on plants is relatively new, especially 

mixtures of PPCPs. Dodgen et al. [27] applied individual PPCPs (naproxen, bisphenol A, 

nonylphenol, diclofenac) to lettuce and cabbage. They established that there was more accumulation 

in roots than in leaves or stems. In addition, as the accumulation of PPCPs increased, the negative 

effects on plant development became more pronounced.  An et al. [28]
 
studied the ecotoxicologic 

effects of paracetamol on germination of wheat. They observed that the development of wheat seeds 

decreased in a concentration dependent manner. Paracetamol and diclofenac have also been shown to 

effect peroxidase activity, chlorophyll, and membrane activity of duckweed, Lemna minor [29] 

Chlorophyll and carotenoids in Lemna gibba were also negatively impacted by exposure to ibuprofen 

[30]. PPCPs exposure to cucumbers produced a decrease in chlorophyll, but increased levels and 

activity of antioxidant enzymes in roots and leaves [12].
 
The authors speculated that the latter effect 

was a plant defense mechanism. Christou et al. [31]
 

studied the impact of diclofenac, 

sulfamethoxazole, trimethoprim, and 17α-ethinylestradiol to clover singly, and then as a mixture, on 

biochemical/physiological parameters; the mixture had a greater impact than individual PPCPs. A 

similar observation was made by Geiger et al [32] for algae exposed to a mixture of ibuprofen, 

ciprofloxacin and chlorophenols, although some of the negative effects of algal development likely 

came from the chlorophenols. 

 

4. CONCLUSIONS 

 

It appears that based on our data, pharmaceuticals and personal care products in mixtures can cause 

deleterious impacts to plants which could lead to agronomic costs.  When we consider the number of 

potential combinations of PPCPs present in wastewater (even after treatment), additional 

consideration should be given to the potential impacts these PPCPs may have as treated wastewater is 

recycled and used for other purposes. The potential impact that PPCPs taken up by plants irrigated 

with recycled water could have on living things that feed on these plants is largely unknown. In order 

to minimize the effects of these substances, which have high polluting potential on the environment, 

importance should be emphasized to make legal arrangements related to the usage and disposal of 

drugs and to raise awareness of people as well.  
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          Cu Control 14,8 ± 0,1 

nd 

13,7 ± 0,5 

*** 

 

Gemfibrozil + β estradiol 14,9 ± 0,5 17,1 ± 0,2 

 

Gemfibrozil + Caffeine 15,7 ± 0,3 18,0 ± 0,1 

 

Gemfibrozil  + Ciprofloxacin 15,2 ± 0,1 17,2 ± 0,9 

          Fe Control 69,1 ± 5,2 

* 

236,4 ± 58,2 

*** 

 

Gemfibrozil + β estradiol 67,2 ± 3,6 60,7 ± 0,9 

 

Gemfibrozil + Caffeine 69,6 ± 1,4 80,4 ± 2,2 

 

Gemfibrozil  + Ciprofloxacin 82,8 ± 2,1 75,6 ± 8,0 
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ABSTRACT 

 

The utilization of biodiesel produced from Jatropha curcus as renewable energy is relatively new area of 

research. The waste generated during biodiesel production may cause serious impact on the soil. The 

present study was aimed at optimizing microbial consortia in the degradation of biodiesel effluent (BDE).  

A portion of land (loamy soil) measuring 1.5 m by 1.5 m was polluted with BDE for 28 days. Standard 

microbiological and chemical methods were used to determine BDE utilizing organisms and 

physicochemical properties of the soil. The result of the total heterotrophic microbial counts from BDE 

polluted site at 0 to 28 days revealed significance p<0.0001, p<0.001 and p<0.01 for bacterial, fungal and 

yeast counts. Percentage occurrence of bacterial isolates from BDE polluted soil showed high values for 

Bacillus subtilis (28.95%), Pseudomonas aeruginosa (21.05%), Staphylococcus epidermidis (18.42%), 

Staphylococcus aureus (15.79%). Aspergillus niger (20.63%) and Saccharomyces kluyveri (14.29%) also 

recorded highest occurrence for fungi and yeast isolates respectively. Performance level for the growth 

rate of bacterial isolates in BDE showed highest against Staphylococcus epidermidis (OD 1.6 at day 4), 

Bacillus subtilis (OD 1.5 at day 6) and Pseudomonas aeruginosa (OD 1.4 at day 4). The result from this 

study revealed the effect of depth in the degradation capacity of consortia microorganisms in BDE 

polluted soil.   

 

Keywords: Jatropha curcus, biodiesel effluent (BDE), microbial consortia, optimization, degradation  

 

1. INTRODUCTION 

 

The world is shifting to renewable source of energy due to green-house gas emission into the atmosphere. 

Biodiesel from Jatropha curcas (JC) has widely been explored by researchers as alternative source of 

bioenergy. Biodiesel from JC provides an alternative to petroleum energy balance, which burns with less 

harmful emission, low sulphur and carbon dioxide, biodegradable, nontoxic, and environmentally 

beneficial in terms of cost and efficiency [1]. Large amount of waste are generated during the process of 
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biodiesel production [2], which in turn pollute the receiving soil where biodiesel plants are situated in the 

form of effluent. These wastes may pose serious environmental impact to the ecosystem.  

 

Wastewater from alkali-catalyzed biodiesel production process is alkaline in nature with a high content of 

oil and grease, and low content of nitrogen and phosporus [2]. Biodiesel effluent (BDE) are reported to 

contain high biochemical oxygen demand (BOD), chemical oxygen demand (COD), total dissolve solute 

(TDS), glycerol and residual fat, oil and grease [3].  

 

Studies on BDE treatment revealed several approaches which include electrochemical coagulation [4, 5], 

advanced oxidation process [3], dissolved air flotation [6], and integrated treatment process [7]. These 

methods used so far were characterized with one disadvantage or another. Electrochemical coagulation 

generates metal hydroxide in solution which further pollutes the wastewater; advanced oxidation method 

leads to formation of intermediate compounds that may be more harmful and difficult to degrade. The 

biological methods used involve the utilization of already established pure culture of microorganisms for 

the treatment of BDE [8, 9]. Information on the degradation potential of BDE using native 

microorganisms in the soil is relatively scarce. Given the enormous environmental impact BDE has on the 

environment, this study is aimed at optimizing microbial consortia in the soil for the degradation of BDE.  

 

2. MATERIALS AND METHODS  

 

2.1. Preparation of Contaminated Site. 

A portion of land (Loamy Soil) measuring 1.5 m by 1.5 m was marked out for contamination with BDE. 

The site was polluted with 20 dm
3
 of biodiesel effluent and allowed to stay for seven (7) days. Prior to 

pollution, soil samples from the marked portion of land was analysed to ascertain the indigenous soil 

microflorals (control). After contamination, soil samples were collected at depth 0-10 cm, 10-20 cm and 

20-30 cm for 28 days in an interval of 7 days.  

  

2.2. Characterization of Soil Samples 

The characterization of soil such as moisture content, clay, sand, and silt content, organic matter, soil pH, 

exchangeable capacity, micro and macro nutrient were determined following the method according to 

Cresswell and Hamilton [10].  

 

2.3. Enumeration and Isolation of Microbial Isolates (pre and post contamination). 

Serial dilution was carried out according to the method of Ishak et al. [11]. A 1 cm
3
 aliquot from 10

-4
 

dilution factor was plated in triplicates for bacteria (Nutrient agar), fungal (Potato dextrose agar) and yeast 

(Yeats extract agar). 0.5 g chloramphenicol was introduced to potato dextrose and yeast extract agar to 

inhibit bacteria growth. Colony forming unit per gram (cfu/g) was calculated following the methods of 

Onifade and Abubakar [12]. 

  

2.4. Characterization of Microbial Isolates 

Phenotypic characterization of all the microbial isolates was carried out to identify the soil microflorals 

[13, 14] . The percentage occurrence of the identified isolates was obtained according to the method by 

Okechi et al. [15]. 



 
 

 
 
 

Osarumwense, J. O.  and Okalafor, F.I., Journal of Scientific Reports-A, Number 48, 14-24, March 2022. 
 

 
 

16 
 

2.5 Microbial optimization for growth rate of isolates 

Microbial growth rate determination was carried out following the methods described by Lapinskiene et 

al. [16] and Obayori et al. [17]. Replicate conical flasks containing 50 cm
3
 of biodiesel effluent with 10 

cm
3
 of mineral salt medium (MSM) were prepared. The flasks were autoclaved for 15 minutes, and after 

cooling, 1cm
3
 of inoculated broth of each microorganism was added to the different flasks and incubated 

at room temperature for a period of 14 days. Flasks containing the wastewater and MSM only (un-

inoculated) served as controls. The increase in cell density was determined by measuring the optical 

density (OD) at 600 nm using a UV/Vis spectrophotometer (Model T70). The microbial isolates that 

showed appreciable growth were selected and used for the biodegradation of biodiesel wastewater.  

 

Table 1. Physiochemical properties of polluted and unpolluted soil samples. 

Parameters 

 

Before Pollution After Pollution 

0-10cm 10-20cm 20-30cm 0-10cm 10-20cm 20-30cm 

pH 5.96 5.83 6.33 6.12 7.98 7.92 

EC (µs/cm) 138 175 117 152 206 144 

BD (g/cm
3
) 1.21 1.22 1.27 1.21 1.21 1.28 

MC (%) 20.85 23.10 23.09 27.31 24.64 23.85 

E.A (meq/100g) 0.20 0.24 0.21 0.18 0.22 0.20 

E.B (meq/100g) 5.03 4.24 3.38 7.58 6.41 5.34 

CEC (meq/100g) 5.58 5.64 4.58 5.16 5.93 5.81 

OC (%) 0.92 1.14 0.96 0.91 1.11 0.97 

OM (%) 1.59 1.97 1.66 1.57 1.92 1.68 

Clay (%) 17.16 23.10 15.16 17.16 23.10 15.16 

Silt (%) 4.27 4.36 3.24 4.27 4.36 3.24 

Sand (%) 78.57 72.54 81.60 78.57 72.54 81.60 
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Table 2. Macro-element in the polluted and unpolluted soil samples. 

Soil 

Sample 

Depth 

(cm) 

Total-nitrogen 

(mg/100g) 

Total-phosphorus 

(mg/100g) 

Total-potassium 

(meq/100g) 

Before Pollution 0-10 1.68 3.17 0.22 

10-20 1.12 2.56 0.18 

20-30 1.68 3.80 0.18 

After Pollution 0-10 1.68 3.06 1.23 

10-20 1.14 2.36 0.11 

20-30 1.14 2.71 0.15 

 

 

 

Table 3. Total heterotrophic microbial count from Biodiesel effluent polluted soil at different depths. 

Sampling 

Period (Day) 

Depths of soil 

(cm) 

Bacterial 

Counts  (cfu/g) 

x 10
4
 

Fungal Count  

 (cfu/g) 

x 10
4
 

Yeast Count  

 (cfu/g) 

x 10
5
 

Control 

(unpolluted 

Soil) 

0 - 10 

 

10 - 20 

 

20 - 30 

2.30±0.72 

 

2.40±0.54 

 

1.20±0.61 

9.70±0.80 
 

8.80±0.82 

 

1.19±1.36 

1.60±0.15 

 

1.70±0.10
 

 

0.32±0.02
 

 

1 – 7 

 

0 - 10 

 

10 - 20 

 

20 - 30 

 

6.0±0.59 
 

 

6.9±0.40 

 

2.6±0.91 

 

0.32±0.05  

 

0.26±0.03
 

 

0.42±0.04 

 

0.35±0.02 

 

1.18±0.18 
 

 

4.00±0.05
 

 

8 – 14 

 

0 - 10 

 

10 - 20 

 

20 - 30 

 

12.5±0.90  

 

8.30±0.21 

 

7.00±0.25 

 

0.30±0.05 

 

0.40±0.05 

 

0.34±0.02 

 

0.80±0.04 

 

0.20±0.15 

 

0.12±0.01 
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15 – 21 

 

0 - 10 

 

10 - 20 

 

20 - 30 

 

5.50±0.21 

 

4.00±1.57 

 

2.10±0.45 

 

9.00±0.49 

 

8.50±0.50 

 

7.50±0.31 

 

0.96±0.02 

 

0.90±0.12 

 

0.15±0.15 

 

22 – 28 

 

0 - 10 

 

10 - 20 

 

20 - 30 

 

3.70±0.66 

 

4.10±2.21 

 

1.80±0.61 

 

6.30±0.64 

 

4.50±0.76 

 

6.80±0.41 

 

0.07±0.01 

 

0.06±0.02 

 

0.01±0.03 

p-values  0.000 0.001 0.01 

Values in triplicate, Mean±Standard Deviation 
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Table 4. Frequency of occurrence of bacterial isolates. 

Sampling 

Period (Day) 

Pseudomonas 

aeruginosa 

Staphylococcus 

aureus 

Staphylococcus 

epidermidis 

Bacillus 

Subtilis 

Micrococcus 

letus 

Proteus 

mirabilis 

% Occurrence 

of total isolates 

Control (unpolluted 

Soil) 

2 1 1 1 1 1 18.42 

7 2 1 1 3 1 1 23.68 

14 1 2 2 3 2 0 26.32 

21 1 2 2 2 0 0 18.42 

28 2 0 1 2 0 0 13.16 

% occurrence 

of each isolates 

21.05 15.79 18.42 28.95 10.53 5.26 100 

 

Table 5. Percentage frequency of occurrence of fungal/yeast isolates. 

Sampling 

Period (Day) 

Fungi Yeast  

 

Aspergillus 

niger 

 

Mucor 

spp. 

 

Aepergillus 

tamarii 

 

Pennicillium 

notatum 

 

Aspergilllus 

flavus 

 

Saccharomyces 

kluyveri 

 

Saccharomyces 

exiguus 

 

Saccharomyces 

unisporus 

% Occurrence 

of total isolates 

Control (unpolluted 
Soil) 

3 2 3 2 1 2 2 1 25.40 

7 2 2 2 1 1 2 1 2 20.63 

14 3 2 2 1 2 2 1 1 22.22 
21 3 1 0 1 1 2 2 2 19.05 

28 2 1 1 0 0 1 1 2 12.70 

% occurrence 
of each isolates 

 
20.63 

 
12.70 

 
12.70 

 
7.94 

 
7.94 

 
14.29 

 
11.10 

 
12.70 

 
100 
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              Figure 1. Growth curve of bacterial isolates in BDF wastewater. 

 

 
                                       Figure 2. Growth curve of fungal isolates in BDF wastewater 

 

 

0

0.5

1

1.5

2

2.5

3

0 2 4 6 8 10 12 14 16

Aspergillus niger

Aspergillus tamarii

Penicillium
notatum
Mucor Spp.

Aspergillus flavus

O
p

ti
ca

l 
 D

en
si

ty
 

Time (Day) 

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

0 2 4 6 8 10 12 14 16

Bacillus subtilis

Pseudomonas
aeruginosa
Proteus Spp.

Staphylococcus
epidermidis

Time (Day) 

O
p

ti
ca

l 
 D

en
si

ty
 



 
 

 
 
 

Osarumwense, J. O.  and Okalafor, F.I., Journal of Scientific Reports-A, Number 48, 14-24, March 2022. 
 

 
 

21 
 

3.RESULTS AND DISCUSSION 

                                  

3.1. Physicochemical Properties of Polluted and Unpolluted Soil Samples 

The physicochemical properties of the polluted and unpolluted soil samples were investigated (Table 1) to 

determine effect of physicochemical properties for the effective degradation of BDE. The pH, EC, BD, 

MC values increased as the depth of soil increased. The result of mid-pH values after pollution with BDE 

is in agreement with the reports of Siles et al. [18], who averred that acidification phase of BDE may be 

attributed to coagulation/flocculation process. There were no significant changes in the E.A, E.B and CEC 

values of soil with increased depth profile. There was low reduction recorded in OC (%), OM (%), Clay 

(%), Silt (%) values, with progressive increase in sand (%). The result of the physicochemical studies 

support the claim that depth of soil and physicochemical properties affect population and metabolic 

activity of soil microflora as revealed in this study. Progressive decrease in soil macro-elements, total N, 

total P and total K was recorded. 

 

3.2. Microbial Counts of Biodiesel Effluent Polluted Soil at Different Depths 

The total heterotrophic microbial count from biodiesel effluent polluted soil at different depths recorded 

varied counts for bacterial, fungal and yeast with the sampling period under review. Depth of soil 0 to 10 

cm recorded high population counts for bacterial, fungal and yeast, followed by 10 to 20 cm depth, while 

20 to 30 cm recorded low microbial counts. As the depth of the soil increased, the population counts of the 

soil microflora decreased. There was significant reduction in population count for the fungal and yeast 

after pollution with BDE. The result of the total heterotrophic microbial counts from BDE polluted site at 

0 to 28 days recorded significance p<0.0001, p<0.001 and p<0.01 for bacterial, fungal and yeast counts 

respectively. 

 

Several study have reported soil microbiome in degradation of BDE [19, 16] after first week of pollution. 

Frequency of occurrence of bacterial isolates recorded high occurrence against Bacillus Subtilis (28.95 %), 

and low occurrence against Proteus mirabilis (5.26 %). For occurrence of fungal isolate Aspergillus niger 

(20.63 %) recorded the highest and Pennicillium notatum (7.94 %) lowest; yeast isolates recorded highest 

against Saccharomyces kluyveri (14.29 %) and lowest against Saccharomyces unisporus (12.70%). The 

result of this study revealed high bacterial presence compared to fungal and yeast. The presence of the 

bacterial in high percentage may be attributed to the ubiquitous nature of bacteria population. 

 

3.3. Biodegradation Potential of Microbial Consortia from Soil Polluted with BDE   

The degradation of biodiesel result in the production of mineral diesel that are easily absorbed by soil 

microflora’s [20, 21, 16, 22]. Growth curve of bacterial isolates in BDE wastewater (Figure 1) revealed 

highest population density against Staphylococcus epidermidis (OD 1.6 at day 4), Bacillus Subtilis (OD 

1.5 at day 6) and Pseudomonas aeruginosa (OD 1.4 at day 4). Lowest population density was confirmed 

against Proteus sp. and Micrococcus letus. Notable exponential growth rate was recorded between day 2 

and day 7, while progressive decrease occurred between days 8 to 16. This study showed that active 

biodegradation of BDE occurs between days 0 to day 7. 

  

The growth rate curve of fungal isolates in BDE wastewater (Figure 2) recorded lag phased between day 0 

and day 4 for all the fungal isolates under review. Constant progressive exponential growth rate was 
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recorded against Aspergillus niger, Aspergillus tamari, Mucor sp. Aspergillus flavus and Saccharomyces 

exiguus at OD 1 to 1.5. Penicillum notatum recorded lowest exponential growth at OD 1.5 (day 4 and day 

14). Unlike the bacterial species, fungal specials requires longer period for successive biodegradation.   

 

4. CONCLUSION  

 

The utilization of biodiesel produced from Jatropha curcus as renewable energy may cause significant 

impact to the receiving soil owing to the waste generated during this process. This study showed the effect 

of depth on the degradation capacity of consortia microorganisms such as Staphylococcus epidermidis, 

Bacillus subtilis and Pseudomonas aeruginosa. Bacterial isolates recorded shortest time of degradation 

compared to fungal isolates with up to 14 days degradation. In order to obtain successive degradation of 

BDE, optimization of consortia microorganisms is required to achieve better results.  

 

5. STATISTICAL ANALYSIS 

 

Descriptive statistics and one-way analysis of variance (ANOVA) was employed in this study using 

statistical package SPSS version 22.0.  
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ABSTRACT 

 

A new synthetic approach has been applied to obtain a compound 3,4-diamino-1H-1,2,4-triazole-

5(4H)-thione (2) by using 5-amino-1,3,4-thiadiazole-2-sulfonamide (1) and hydrazine hydrate as 

starting materials. New Schiff bases (3a-d) are obtained by the reaction of the compound 3,4-diamino-

1H-1,2,4-triazole-5(4H)-thione (2) and varied aldehydes. The structures of the new compounds were 

characterized by spectral (IR, 
1
H and 

13
C NMR) and elemental analysis. 

 

Keywords:  Thione,  Schiff base, Sulfonamide, Triazole, Hydrazine hydrate. 

 

1. INTRODUCTION 

 

Due to the development of resistance to existing antibiotics, there is increasing interest in the 

synthesis of new and effective antibacterial agents [1-3]. 1,2,4-Triazoles have interested of the 

medicinal chemists because of their strong biological activity in a wide range of areas such as 

antimicrobial [4,5], antibacterial [6,7], antifungal [8],  anticancer [9-11], antitubercular [12], 

antioxidant [13], anticonvulsant [14], antiviral [15, 16], antitubulin [17,18] and inflammatory [19]. 

1,2,4-triazole and derivatives have biological properties as well as environmental, [20] industrial [21, 

22] and agricultural [23] activities. In order to increase the therapeutic effect of the 1,2,4-Triazole 

compound, its derivatives were obtained by incorporating it into different compounds [24-26]. 

Nitrogen-containing heterocyclic molecules, which are a part of many natural products and drugs that 

are vital for improving the quality of life, constitute a very large part of chemical substances [24]. 

Schiff bases containing imine groups are formed as a result of condensation of primary amines with 

aldehydes or ketones [27, 28]. Schiff bases formed from aromatic aldehydes are more stable than 

those of aliphatic aldehydes [29]. Schiff bases of 1,2,4-triazoles have been found to have extensive 

biological properties and a variety of applications [30]. Derivatives of 4-amino-4H-1,2,4-triazole-3-

thiones have been synthesized in different synthetic ways [31-38]. 

 

To our knowledge, no example of 1,2,4-triazole yielded from 5-amino-1,3,4-thiadiazole-2-

sulfonamide (1) was reported. In this study, we synthesized the known 3,4-diamino-1H-1,2,4-triazole-

mailto:bulent.buyukkidan@dpu.edu.tr
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5(4H)-thione (2) compound from 1 and  hydrazine hydrate with a different approach from the 

literature [39, 40]. In addition, the new Schiff bases 3a-d were obtained from the condensation of 

compound 2 with benzaldehyde and substituted benzaldehyde. The structures of the 2 and new Schiff 

bases 3a-d were characterized by IR and NMR (
1
H and 

13
C) spectra and elemental analysis. 

 

2. EXPERIMENTAL 

 

2.1. General Methods and Materials 

The chemicals used in the reactions were used without further purification. The compound 1 was 

synthesized as in the literature [41]. A Leco CHNS-932 instrument was used for elemental analysis 

Bruker Avance DPX-400 MHz spectroscopic instrument for 
1
H and 

13
C NMR spectra, and Bruker 

Optics vertex 70 device for IR spectra taken with ATR. 

 

2.2. Synthesis of 3,4-diamino-1H-1,2,4-triazole-5(4H)-thione (2) 

To a solution of 1 (554 mmol) in ethanol/xylene (10/5 ml) hydrazine hydrate (554 mmol) was added. 

The resulting solution was refluxed for 3 days. The volatile component was vaporized using vacuum 

and then the crude product was crystallized from water to give colorless crystals of 2. Suggested 

mechanism for this synthetic approach is given in Figure 1. 

 

Crystals (85 %.), melting point 231-233˚C. 
1
H-NMR (d6-DMSO) δ/ppm: 12.42 (s, 1H, NH), 5.23 (s, 

2H, H2N-C), 5.95 (s, 2H, H2N-N). 
13

C-NMR (d6-DMSO) δ/ppm: 163.87 (C=S), 152.75 (C=N). IR 

(cm
-1

): 3385, 3297/3182 (NH2/NH), 1651 (C=N)triazole, 1269 (C=S). Anal. Calcd. %, for C2H5N5S (Mr 

= 131.16): C 18.31, H 3.84, N 53.40,  S 24.45;  found: C 18.47, H, 3.88, N 53.90,  S 24.50.  

  

 
Figure 1. Synthesis of 2. 

 

2.3. General Procedure for the Preparation of the  Schiff Bases (3a-D) 

The mixture of 2 (0.40 mmol) in water (10 mL) and benzaldehydes (benzaldehyde, 3,4-

dimethoxybenzaldehyde, 4-N,N’-dimethylbenzaldehyde, 2-hydroxybenzaldehyde) (0.36 mmol) in 

EtOH (10 mL) with the addition of a few drops of CH3COOH was stirred for two days. The solid was 
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filtered, washed with water and dried in air. Ethanol was used for the recrystallization of the obtained 

compounds (3a-d) (Figure 2). All prepared compounds are soluble in DMSO solvent and stable in air. 

  

N

NHN

NH2

N S
+

HC

O

HC

R1,R2

3a: R1 = H, R2 = H

3b: R1 = 3-OCH3, R2 = 4-OCH3

3c: R1 = 4-N(CH3)2, R2 = H

3d: R1 = 2-OH, R2 = H

3a-d

N

NHN

NH2

H2N S

2

R1,R2

 

Figure 2. Syntheses of Schiff bases 3a-d 

 

2.3.1. (E)-4-amino-3-(benzylideneamino)-1H-1,2,4-triazole-5(4H)-thione (3a) 

Light green crystals (68 %), melting point 212-214˚C. 
1
H-NMR (d6-DMSO) δ/ppm: 13.73 (s, 1H, 

NH), 8.05 (s, 1H, CH=N)imine, 7.63-7.53 (m, 5H, C-H)ar, 5.80 (s, 2H, NH2). 
13

C-NMR (d6-DMSO) 

δ/ppm: 178.02 (C=S), 160.00 (CH=N)imine, 152.10 (C=N)triazole, 133.70 (C=C)ar, 132.54 (C=C)ar, 

129.51 (C=C)ar, 128.37 (C=C)ar. IR (cm
-1

): 3394, 3281/3191 (NH2/NH), 3137 (C-H)ar, 1654 

(CH=N)imine, 1636 (C=N)triazole, 1602-1461 (C=C)ar, 1268 (C=S). Anal. Calcd. %, for C9H9N5S (Mr 

= 219.27): C 49.30, H 4.14, N 31.94,  S 14.62;  found: C 49.37, H 4.18, N 31.98,  S 14.70.  

  

2.3.2. (E)-4-amino-3-((3,4-dimethoxybenzylidene)amino)-1H-1,2,4-triazole-5(4H)-thione (3b) 

Light green crystals (75 %), melting point  252-254˚C. 
1
H-NMR (d6-DMSO) δ/ppm: 13.85 (s, 1H, 

NH), 8.10 (s, 1H, CH=N)imine, 7.46-7.23 (m, 3H, C-H)ar.,   5.82 (s, 2H, NH2), 3.90 (s, 3H, OCH3), 3.85 

(s, 3H, OCH3). 
13

C-NMR (d6-DMSO) δ/ppm: 187.23 (C=S), 163.32 (CH=N)imine, 151.32, (C-OCH3),  

150.67 (C-OCH3), 148.42 (C=N), 129.98 (C=C)ar, 125.79 (C=C)ar, 119.07 (C=C)ar, 118.34 (C=C)ar, 

117.63 (C=C)ar, 58.24 (OCH3). IR (cm
-1

): 3392, 3259/3189 (NH2/NH), 3103 (C-H)ar, 2953 (C-H)aliph, 

1651 (CH=N)imine, 1601 (C=N)triazole, 1572-1462 (C=C)ar, 1269 (C=S). Anal. Calcd. %, for 

C11H13N5O2S (Mr = 279.32): C 47.30, H 4.69, N 25.07,  S 11.48;  found: C 47.53, H, 4.76, N 25.14,  S 

11.70.  

  

2.3.3. (E)-4-amino-3-((4-(dimethylamino)benzylidene)amino)-1H-1,2,4-triazole-5(4H)-thione (3c) 

Yellow crystals (80 %), melting point 226-228˚C. 
1
H-NMR (d6-DMSO) δ/ppm: 8.12 (s, 1H, 

CH=N)imine, 7.25 (d, 2H, J = 7.60 Hz,  C-H)ar, 6.85 (d, 2H, J = 7.60 Hz, C-H)ar, 5.85 (s, 2H, NH2), 

3.15 (s, 6H, CH3). 
13

C-NMR (d6-DMSO) δ/ppm:  190.16 (C=S), 165.23 (CH=N)imine, 155.33 

(C=N)triazole, 153.48 (C-NCH3), 133.15 (C=C)ar, 125.38 (C=C)ar, 111.42 (C=C)ar, 40.24 (N(CH3)2). IR 

(cm
-1

): 3112, 3061 (C-H)ar, 2845 (C-H)aliph, 1660 (CH=N)imine, 1642 (C=N)triazole, 1618-1458 

(C=C)ar, 1271 (C=S). Anal. Calcd. %, for C11H14N6S (Mr = 262.33): C 50.36, H 5.38, N 32.04, S 

12.22;  found: C 50.45, H, 5.42, N 32.13,  S 12.38.   
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2.3.4. (E)-4-amino-3-((2-hydroxybenzylidene)amino)-1H-1,2,4-triazole-5(4H)-thione (3d)   

Colourless crystals (78 %), melting point 230-232˚C. 
1
H-NMR (d6-DMSO) δ/ppm: 12.98 (1H, NH), 

9.10 (s, 1H, OH),  8.50 (s, 1H, CH=N)imine, 7.46 (d, 1H, J = 7.51 Hz, C-H)ar, 7.33 (t, 1H, J = 7.52 Hz, 

C-Har), 6.95 (t, 1H, J = 7.52 Hz, C-H)ar, 6.02 (d,1H, J = 7.52 Hz,  C-H)ar, 5.62 (s, 2H, NH2). 
13

C-NMR 

(d6-DMSO) δ/ppm:  185.00 (C=S), 165.32 (CH=N)imine, 163.18 (C-OH), 152.76 (C=N)triazole, 131.01 

(C=C)ar, 130.00 (C=C)ar, 120.00 (C=C)ar, 118.03 (C=C)ar, 117.68 (C=C)ar. IR (cm
-1

): 3454(s) (OH), 

3385, 326373171 (NH2/NH), 3069 (C-H)ar, 1637 (CH=N)imine, 1617 (C=N)triazole, 1566-1472 

(C=C)ar, 1244 (C=S). Anal. Calcd. %, for C9H9N5OS (Mr = 235.27): C 45.95, H 3.86, N 29.77, S 

13.63;  found: C 45.98, H 3.90, N 29.73,  S 13.70.   

  

3. RESULTS AND DISCUSSION 

 

3.1. FT–IR Measurements of 2 and 3a-d 

The IR spectroscopy data are given in Table 1 for 2 and 3a-d (Figures A1-A5). The band of ν(OH) 

stretching vibration in the aromatic ring was observed at 3454 cm
-1

 and a band showing extensive H-

bond interaction was also observed at 2974 cm
-1 

in the same region for 3d. The NH2 group gives two 

N-H vibration absorption bands, asymmetrical and symmetrical. Asymmetrical stretching vibration is 

observed at higher frequency than the symmetrical one. Asymmetrical (as) and symmetrical (s) 

stretching vibrations of NH2 group were found to be 3385 and 3297 cm
-1

 for 2. These bands were 

located in the range of 3394-3385 and 3281-3259 cm
-1

, respectively in the IR spectra of compounds 

3a-d.  It has been reported in the literature that N-H asymmetrical and symmetrical vibrations of the 

triazole-based compound are observed at 3331 and 3253 cm
-1

 [42]. The N-H vibration band of 1,2,4-

triazole was found as 3182 cm
-1

 for 2, 3191 cm
-1

 for 3a, 3189 cm
-1

 for 3b and 3171 cm
-1

 for 3d. This 

band was not observed in compound 3c due to the very rapid thione-thiol tautomerism exchange. 

Aromatic ν(C-H) stretching vibration bands were observed at 3137 cm
-1 

for 3a, 3103 cm
-1

 for 3b, 

3112 and 3061 cm
-1

 for 3c and 3069 cm
-1

 for 3d. Sharp absorption bands belonging to imine groups 

ν(CH=N) of compounds 3a-d showing Schiff base formation were observed in the range of 1660-

1637 cm
-1

.  

 

Table 1. Some selected IR
a
 frequencies (cm

-1
) of the prepared compounds 2 and 3a-d. 

Comp O-H NH2/ NH (C-H)ar (C-H) 

aliph 

CH=N 

 

C=N 

 

C=C C=S 

2  3385(w) 

3297(w) 

3182(w) 

   1651(s)  1269(m) 

3a   

3394(w)) 

3281(w) 

3191(w) 

3137(w)  1654(s) 1636(s) 1602-

1461(s) 

1268(m) 

3b  3392(w) 

3259(w) 

3189(w) 

3103(w) 2974(w)  1652(s) 1636(s) 1620-

1457(s) 

1277(m) 

3c   3112(w) 

3061(w) 

2845(w) 1660(s) 1642(s) 1618-

1458(s) 

1271(m) 

3d 3454(s) 3385(w) 

3263(w) 

3171(w) 

3069(w)  1637(s) 1617(s) 1566-

1472(s) 

1244(m) 
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a
 ATR technique. 

w: weak, m: medium, s: sharp. 

 

IR spectroscopy is of great importance in the structure analysis of triazoles.  Stretching vibration 

bands observed at 1572 and 1562 cm
-1

 for C=N group are characteristic bands for the triazole ring [43, 

44]. The stretching vibration bands of ν(C=N) for compound 2 and 3a-d were observed at 1651 cm
-1

 

and 1642-1617 cm
-1

, respectively. The aromatic vibration bands of ν(C=C) were exhibited in the 

range of 1602-1461 cm
-1

 for 3a, 1620-1457 cm
-1

  for 3b, 1618-1458  cm
-1

 3c and 1566-1472 cm
-1

   for 

3d. The IR spectrum is also important in elucidating the thione-thiol tautomeric structures of 2 and 3a-

d compounds (Figure 3).  

 

 
 

Figure 3. Tautomeric forms of 2. 

 

Stretching vibration band of C=S group gives characteristic band for thione at 1258 cm
-1

 [45], 1189 

cm
-1

 [46] and 1166 cm
-1

 [47] cm
-1

. The indicator of the synthesized 2 and 3a-d compounds in the form 

of thione is the formation of a sharp C=S vibration band at 1269 cm
-1

.and in the range of 1271-1244 

cm
-1

, respectively. Because the C=S bond is weaker than the C=N bond and is observed at lower 

frequency [48, 49]. The examinations on the thione-thiol tautomer have shown that the predominant 

form in the gas phase and solution is the thione tautomer [Hata! Yer işareti tanımlanmamış.].  

 

3.2. 
 1
H-NMR and 

13
C-NMR spectra of 2 and 3a-d. 

NMR (
1
H and 

13
C) spectra of compounds 2 and 3a-d (Figures A1-A5) were taken in DMSO-d6 

solvent at 25 °C and TMS was used as internal standard. NMR (
1
H and 

13
C) assignments were given 

in Table 2 and 3  for compounds 2 and 3a-d. Compound 2 can exist in two tautomeric forms, 4,5-

diamino-4H-1,2,4-triazole-3-thiol and 3,4-diamino-1H-1,2,4-triazole-5(4H)-thione. The spectral 

analysis of compound 2 exhibits that it exists in the second form. It was determined that the peak 

observed at δ 12.42 ppm in the 
1
H-NMR spectrum belonged only to NH instead of SH. Confirmation 

of this comes from the absence of the (S-H) absorption band, which should be observed at 2500 cm
-1

 

in the IR spectrum. The 
1
H NMR spectrum of 2 also displayed two singlets with intensity of 2H for 

two NH2 group protons at  5.23 (C-NH2) and  5.95 ppm (N-NH2). The NMR spectra of  3a, 3b and 

3d exhibited downfield signal with 1H intensity appearing  at  13.73, 13.85 and 12.98 ppm, 

respectively were attributed to the NH proton. This peak was not observed in compound 3c because of 

the rapid exchange of thione-thiol tautomerism. The peak observed at 5.23 ppm in the starting 

material (2)  for NH2 protons attached to a carbon atom of triazole ring was not observed in the new 

3a-d. In addition, the observation of a new peak of CH=N proton in 3a-d indicates the formation of 

Schiff Bases. The CH=N proton in the 3a-d compounds appeared in the range of 8.50-8.05 ppm. 
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These data are in good agreement with the values (8.62 and 9.69 ppm) of similar compounds [50, 51]. 

If the formation of Schiff base was with the NH2 group attached to the nitrogen atom in the 1,2,4-

triazole ring, the CH=N proton should have been observed in the lower field due to the disshielding of 

C=S group [Hata! Yer işareti tanımlanmamış., 52]. It was understood that a singlet with 1H 

intensity observed at  9.10 ppm in the NMR spectrum of 3d belonged to the OH proton of the 

aromatic ring. The differently substituted aromatic rings protons in compounds 3a-d were observed in 

the range  7.63-6.02 ppm. On the other hand NH2 moieties on 1,2,4-triazole rings  of  Schiff bases 

3a-d were shifted downfield ( 5.95-5.62 ppm) when compared to the chemical shift of NH2 group in 

compound 2 ( 5.23 ppm). The protons of NH2 and OH groups were observed at 5.78 and 10.21 ppm, 

respectively in similar compounds [Hata! Yer işareti tanımlanmamış., 50].  Two singlets for two 

OCH3 protons with 3H intensity each have been seen at 3.90  and 3.85 ppm for compound 3b. A 

singlet for N(CH3)2 protons with 6H intensity was observed at 3.15 ppm for compound 3c. 

 

Table 2. 
1
HNMR chemical shifts (ppm) with coupling constants and assignments for compounds 2 

and 3a-d.      

 
Comp NH OH (CH=N)imine (C-H)ar C-NH2 

 

N-NH2 OCH3 or 

N(CH3)2 

2 12.42 

 (s, 1H) 

 

   5.23 

(s, 2H) 

 

5.95 

(s, 2H) 

 

 

3a 13.73  

(s, 1H) 

 8.05 

(s, 1H) 

7.63-7.53 (m, 5H)  5.80 

(s, 2H) 

 

3b 13.85 

 (s, 1H) 

 8.10 

(s, 1H) 

7.46-7.23 (m, 3H)  5.82 

(s, 2H) 

3.90 

(s, 3H) 

3.85 

(s, 3H) 

3c   8.12 

(s, 1H) 

7.25 (d, 2H 
3
J= 

7.60 Hz) 

6.85 d, 2H 
3
J= 

7.60 Hz) 

 5.85 

(s, 2H) 

3.15 

(s, 6H) 

3d 12.98 

 (s, 1H) 

9.10 

(s, 1H) 

8.50 

(s, 1H) 

7.46 (d, 1H, 
3
J= 

7.51 Hz)  7.33 (t, 

1H, 
3
J= 7.52 Hz) 

6.95 (t, 1H, 
3
J= 

7.52 Hz) 6.02 

(d,1H, 
3
J= 7.52 

Hz) 

 5.62 

(s, 2H) 
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Thiol and thione tautomers can also be characterized by the 
13

C NMR spectra. In the 
13

C NMR spectra 

of the compounds, the peak of the C=S carbon atom was observed at 163.87 ppm for 2, 178.02 ppm 

for 3a, 187.23 ppm for 3b, 190.16 ppm for 3c and 185.00 ppm for 3d. Carbon atoms of CH=N and 

C=N groups also showed down field signals in the ranges of 165.32-160.00 and 155.33-148.42 ppm, 

respectively for 3a-d. Substituted carbons resonated at 151.32 and 150.67 ppm for 3b, at 153.48 ppm 

for 3c and at 163.18 ppm for 3d. Compound 2 shows a signal at 152.75 ppm for C=N group carbon of 

triazole ring. This band was observed in the range of aromatic ring carbons (C=C)  were observed in 

the aromatic region for the Schiff bases in the range 133.70-128.37 ppm for 3a, 129.98-117.63 ppm 

for 3b, 133.15-111.42 ppm for 3c and 131.01-117.68 ppm for 3d. A peak has been seen at 58.24 ppm 

for OCH3 carbons in the 
13

C NMR spectrum of 3b. 
13

C NMR spectrum of 3c showed a peak at 40.24 

ppm for two CH3 carbons.  

 

Table 3. 
13

C NMR chemical shifts (ppm) and assignments for compound 2 and 3a-d.        

 
Comp C=S  (CH=N)imine  C-OCH3  

C-N(CH3)2 

 C-OH  

(C=N)triazole  (C=C)ar OCH3 

or CH3 

2 163.87   152.75   

3a 178.02 160.00  152.10 133.70-128.37  

3b 187.23 163.32 151.32 and 

150.67 

148.42 129.98-117.63 58.24 

3c 190.16 165.23 153.48 155.33 133.15-111.42 40.24 

3d 185.00 165.32 163.18 152.76 131.01-117.68  

 

4. CONCLUSIONS 

In conclusion, we have synthesized 2 from the starting materials 1 and hydrazine hydrate. New Schiff 

bases of 2 with various aromatic aldehydes have also been prepared. All of the synthesized 

compounds were characterized by spectral (IR,
 1

H and 
13

C NMR), and elemental analysis. The results 

obtained from the analyzes are compatible with the proposed structure of 2 and newly synthesized 

compounds 3a-d as shown in Figures 1 and 2. 
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Figure A1. 

1
H and 

13
C NMR  and IR spectra of 2. 
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Figure A2. 

1
H and 

13
C NMR  and IR spectra of 3a. 
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Figure A3. 

1
H and 

13
C NMR  and IR spectra of 3b. 
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Figure A4. 

1
H and 

13
C NMR  and IR spectra of 3c. 
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Figure A5. 

1
H and 

13
C NMR  and IR spectra of 3d. 
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ABSTRACT 

 

Malaria is a disease that causes a parasite called plasmodium to be transmitted to humans as a result of 

the bite of female anopheles’ mosquitoes. Malaria is detected by examining the blood sample taken 

from the patient as a result of a microbiological examination under a microscope by specialist 

physicians. Although microscopy is widely used, its efficiency is low because it is time-consuming 

and depends on the interpretation of the specialist physician. In recent years, deep learning methods 

used in the field of computer vision increase the efficiency of specialist physicians by making a 

significant contribution to the decision-making process in solving real-life problems. In this study, 

ResNet architectures were preferred to quickly classify the malaria parasite using deep learning 

methods. For the training and testing of ResNet architectures, a dataset consisting of a total of 27558 

red blood cell images containing 13779 parasitized and 13779 uninfected were used. Using this 

dataset, ResNet architectures were compared. As a result of the comparison, the best success accuracy 

(94.09%) was obtained with the ResNet-50 v2 model. 

 

Keywords: Deep learning, Convolutional neural network, ResNet, Malaria parasite classification 

 

1. INTRODUCTION 

 

Malaria is a serious health problem that affects many people around the world. Malaria is a disease 

that causes a parasite called plasmodium to be transmitted to humans as a result of the bite of female 

anopheles mosquitoes [1,2]. People infected with the malaria parasite have a high fever, chills, 

headache, nausea and vomiting, cough, muscle pain and fatigue, sweating, chest and abdominal pain. 

While malaria is rare in temperate climates, it is common in tropical and subtropical climates [3,4]. 

Many drugs are used to treat malaria. However, the malaria parasite is highly resistant to these drugs. 

In long-term malaria cases, jaundice, anemia, respiratory complaints, and pneumonia may develop. 

Diagnosis of malaria may be difficult due to clinical deficiencies, long incubation period, or acquired 

immunity. Clinical diagnosis, microscopic diagnosis, molecular diagnosis, serology, antigen test, drug 

resistance test methods are used in the diagnosis of malaria [5]. The most widely used method among 

these methods is the microscopic diagnosis method [6,7]. In the microscopic diagnosis method, the 

only way to diagnose malaria in a person who has malaria is to have the patient's blood tests done [8]. 
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Therefore, Malaria is detected by examining the blood sample taken from the patient under a 

microscope by specialist physicians as a result of a microbiological examination [9,10]. Although the 

microscopic diagnosis method is widely used, its efficiency is low because it takes more time and 

depends on the interpretation of the specialist physician. [11]. Deep learning algorithms, which have 

been used in the field of computer vision recently, increase the efficiency of specialist physicians by 

making a significant contribution to the decision-making process in solving real-life problems. 

[12,13]. 

 

Many deep learning-based methods have been used in the literature on the detection and classification 

of the malaria parasite. In the study of detecting the malaria parasite using microscopic images, a new 

deep neural network model has been proposed to detect the malaria parasite falciparum. In this 

proposed model, the VGG model network and the support vector machine (SVM) were combined 

using transfer learning and a success accuracy of 93.13% was obtained [1]. 

 

In a deep learning-based automated malaria parasite detection study, a new model for diagnosing 

malaria using microscopic smear images is proposed. The proposed model detected the malaria 

parasite with an accuracy of 99.23%. In addition, both web-based and mobile-based applications have 

been developed to validate the model efficiency [14]. In the study of Masud et al., the performance of 

a special convolutional neural network model was evaluated using a cyclic stochastic gradient descent 

with an automatic learning rate finder to detect malaria. As a result of the evaluation, 97.30% 

accuracy was obtained from the best performing model [15]. 

 

In the study of Pattanaik et al., a computer aided diagnosis (CAD) system is recommended to identify 

the malaria parasite. The proposed CAD system was evaluated using the malaria parasite dataset and 

achieved 89.10% detection accuracy. In addition, 93.90% sensitivity and 83.10% specificity rates 

were obtained with this system [16]. Sriporn et al., used the Xception deep learning model to analyze 

malaria. Comparing this model with ResNet-50, Inception-V3, VGG-16, NasNetMobile and AlexNet 

models, 98.86% success accuracy was achieved [17]. 

 

In a different study, an image classification model using convolutional neural networks was developed 

to detect malaria parasites and an accuracy of 95% was achieved [18]. In another study detecting 

malaria parasite, the performances of single shot multiple box detector (SSD), faster regional 

convolutional neural network (Faster R-CNN) and RetinaNet models were evaluated and compared. 

As a result of the comparison, it was observed that the Faster R-CNN model achieved the best success 

accuracy, despite the longer training time compared to other models [19]. 

 

Sinha et al., a convolutional neural network model was proposed to reduce the time complexity in 

describing malaria. Sequential and ResNet deep learning algorithms are compared in this study, which 

uses the same data set as the proposed model. As a result of the comparison, the Sequential model 

achieved 98% success accuracy using training data, 96% success accuracy using validation data, and 

96% success accuracy using test data. The ResNet model, on the other hand, achieved success 

accuracy of 96.50% using training data, 96.78% using validation data, and 97% using test data [20]. 

 

In this study, ResNet architectures were compared using a dataset with a total of 27558 red blood cell 

images from the National Library of Medicine [21] containing 13799 parasitized and 13799 

uninfected to quickly classify the malaria parasite. As a result of the comparison, the best 

classification accuracy was obtained with ResNet-50 v2. The use of ResNet models with this data set 
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and especially the comparison of the ResNet model versions by applying them together makes an 

important contribution to the literature. 

 

2. MATERIALS AND METHODS 

 

2.1. Dataset and Preprocessing 

In this study, a dataset with a total of 27558 red blood cell images containing 13779 parasitized and 

13779 uninfected from the National Library of Medicine was used to classify the malaria parasite 

[21]. All images in the data set were re-labeled in the same class after they were converted to 96×96 

pixels in gray color format. 90% of the total number of images in the data set was used for training 

and testing the models and 10% for validation. Of the total 24802 images allocated for training and 

testing the models, 80% were reserved for training and 20% for testing. The images of malaria 

parasitized and uninfected data in the data set are shown in Figure 1. 

 

 
(a) 

 
(b) 

Figure 1. Dataset images (a) parasitized (b) uninfected. 

 

2.2. ResNet Neural Network Models 

ResNet is a classic neural network model introduced in 2015 to facilitate the training of deeper 

networks [22]. In the ResNet architecture, there are different model structures and versions. In this 

study, malaria parasite classification was performed using two different versions of the ResNet-50, 

ResNet-101, and ResNet-152 model structures. The diagram of ResNet models used in the 

classification of the malaria parasite is given in Figure 2. In addition, the traditional block structures 

used in the ResNet-50, ResNet-101, and ResNet-152 model structures are given in Table 1. 
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Figure 2. Model diagram used in the classification of malaria parasite. 

 

Table 1. Traditional block structures used in ResNet model structures. 

Layer 

Name 

Output 

Size 
ResNet-50 ResNet-101 ResNet-152 

Conv1 96×96 7×7, 64, stride 2 

Conv2 48×48 

3×3 max pool, stride 2 

[
1 × 1, 64
3 × 3, 64

1 × 1, 256
] × 3 [

1 × 1, 64
3 × 3, 64

1 × 1, 256
] × 3 [

1 × 1, 64
3 × 3, 64

1 × 1, 256
] × 3 

Conv3 24×24 [
1 × 1, 128
3 × 3, 128
1 × 1, 512

] × 4 [
1 × 1, 128
3 × 3, 128
1 × 1, 512

] × 4 [
1 × 1, 128
3 × 3, 128
1 × 1, 512

] × 8 

Conv4 12×12   [
1 × 1, 256
3 × 3, 256

1 × 1, 1024
] × 6      [

1 × 1, 256
3 × 3, 256

1 × 1, 1024
] × 23 

    [
1 × 1, 256
3 × 3, 256

1 × 1, 1024
]

× 36 

Conv5 6×6   [
1 × 1, 512
3 × 3, 512

1 × 1, 2048
] × 3   [

1 × 1, 512
3 × 3, 512

1 × 1, 2048
] × 3  [

1 × 1, 512
3 × 3, 512

1 × 1, 2048
] × 3 

 1×1 average pool, 2-d fc, sigmoid 

 

Except for Conv1 convolution block used in ResNet-50, ResNet-101 and ResNet-152 models, other 

convolution blocks consist of building blocks with 3 convolution layers as shown in Eq. 1. 
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[
1 × 1, 64
3 × 3, 64

1 × 1, 256
]               (1)  

 

Therefore, the building block given in Eq. 2 is, 

 

[
1 × 1, 64
3 × 3, 64

1 × 1, 256
] × 3               (2) 

 

It consists of 3×3=9 convolution layers. Similarly, other convolution building blocks also include this 

convolution model [23]. 

 

ResNet architectures used in malaria parasite classification take the input image in gray color format 

and 96×96 pixels, and then a convolution layer with 64 2-step 7×7 filters is applied in the first 

convolution block (Conv1), which contains only one convolution layer. Then, a maximum pooling 

layer is applied with a 2-step and 3×3 pixel size filter and given as input to the second convolution 

block (Conv2), and it is followed by the third convolution block (Conv3), the fourth convolution 

block (Conv4), and the fifth convolution block (Conv5), respectively. Then, malaria parasite 

classification accuracy is obtained by using the sigmoid classification layer, which classifies as much 

as the number of classes specified in the data set from the features obtained from the average pooling 

and fully connected layer. 

 

2.3. Model Training and Testing 

5 K-Fold cross-validation was used to train the ResNet model structures used in the study. 19842 

images are used for model training and 4960 images are used for model testing. In addition, after the 

training of the models, the model was validated with 2756 images separated from the data set to test 

the performance of the model structures. It is a difficult problem to process all the datasets to be used 

in training ResNet model structures at the same time. Therefore, the data set is divided into smaller 

groups using the Mini Batch Size parameter and the model networks are trained. However, during the 

training of the model networks, the epoch parameter is used to return all the data to the neural 

network. Adamax optimization algorithm is used to minimize the error of the model networks and 

increase their performance. Binary crossentropy loss function is used to determine the performance 

and error rates of the models. In addition, the sigmoid activation function is used to estimate the 

output from the model networks. The parameters and values used for training ResNet model structures 

are given in Table 2. 

 

Table 2. Parameters used in ResNet model structures. 

Parameters Values 

K-Fold 5 

Mini Batch Size 64 

Epoch 15 

Optimizer Adamax 

Loss Function Binary Crossentropy 

Classifier Activation Sigmoid 
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3. RESULTS AND DISCUSSION 

 

In the study, malaria parasite was classified using versions of traditional ResNet models (ResNet-50 

v1, ResNet-101 v1, ResNet-152 v1, ResNet-50 v2, ResNet-101 v2 and ResNet-152 v2). 5 K-Fold 

cross-validation was used to determine the validity and performance of model structures in malaria 

parasite classification. In Table 3, the loss values and accuracy rates obtained as a result of 5 K-Fold 

cross-validations of the models are given. In addition, the training-test accuracy graphs obtained as a 

result of training the ResNet models with the best performance are given in Figure 3 and the loss 

graphs are given in Figure 4. 

 

Table 3. Loss values and accuracy rates obtained as a result of 5 K-Fold cross-validations of ResNet 

models. 

Version Models Loss/Acc Model 1 Model 2 Model 3 Model 4 Model 5 

v1 

ResNet-50 
Loss 1.7374 2.2477 0.6678 5.6796 0.2476 

Acc (%) 56.42 53.22 78.41 50.00 93.19 

ResNet-101 
Loss 0.2004 0.6429 0.2499 5.5997 1.6313 

Acc (%) 93.73 87.28 91.87 50.02 64.31 

ResNet-152 
Loss 0.2755 0.7025 0.5807 0.2881 0.2301 

Acc (%) 90.04 74.66 79.70 91.23 91.79 

v2 

ResNet-50 
Loss 1.2799 0.2701 0.2623 0.4078 0.3315 

Acc (%) 65.87 93.89 93.23 94.03 94.13 

ResNet-101 
Loss 1.8249 0.3592 0.3199 1.1886 3.2701 

Acc (%) 65.77 92.40 90.38 73.45 54.03 

ResNet-152 
Loss 0.3638 3.7516 0.3132 1.7687 0.5809 

Acc (%) 86.47 50.45 92.40 62.90 77.92 

 

    
(a) 
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(b) 

    
(c) 

Figure 3. Training-test accuracy graphs of ResNet model structures (a) ResNet-50 v1 (left) – ResNet-

50 v2 (right), (b) ResNet-101 v1 (left) – ResNet-101 v2 (right), (c) ResNet-152 v1 (left) – ResNet-152 

v2 (right). 

 

    
(a) 
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(b) 

    
(c) 

Figure 4. Training-test loss graphs of ResNet model structures (a) ResNet-50 v1 (left) – ResNet-50 v2 

(right), (b) ResNet-101 v1 (left) – ResNet-101 v2 (right), (c) ResNet-152 v1 (left) – ResNet-152 v2 

(right). 

 

When Table 3, Figure 3, and Figure 4 were examined, it was seen that ResNet-101 v1 and ResNet-50 

v2 were the models with the best training-test success in classifying the malaria parasite in ResNet 

model structures. The model with the worst training-test success was found to be ResNet-101 v2 and 

ResNet-152 v1. 

 

Considering the rates in Table 3, the performance of the models was tested by choosing the best 

models with the lowest loss value as a result of the training of the models, and the results are given in 

Table 4. 

 

To test the validity of the ResNet models that showed the best success as a result of the 5-K Fold, the 

model was validated using 2756 images separated in the dataset. The final test accuracy rates and loss 

values obtained for these models are given in Table 5 and the confusion matrix graphics are given in 

Figure 5. 
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Table 4. Performance measures of the models with the lowest loss value obtained as a result of 5 K-

Fold cross-validations of ResNet models. 

Version Models Class Precision Recall F1-Score Support 

v1 

ResNet-50 
Parasitized 0.94 0.93 0.93 1407 

Uninfected 0.93 0.93 0.93 1349 

ResNet-101 
Parasitized 0.95 0.93 0.94 1407 

Uninfected 0.93 0.94 0.94 1349 

ResNet-152 
Parasitized 0.89 0.96 0.92 1407 

Uninfected 0.95 0.88 0.91 1349 

v2 

ResNet-50 
Parasitized 0.95 0.94 0.94 1407 

Uninfected 0.93 0.95 0.94 1349 

ResNet-101 
Parasitized 0.88 0.94 0.91 1407 

Uninfected 0.94 0.87 0.90 1349 

ResNet-152 
Parasitized 0.93 0.92 0.93 1407 

Uninfected 0.92 0.93 0.92 1349 

 

Table 5. The accuracy rates and loss values obtained using the validation dataset in the best. 

Version Models Accuracy (%) Loss 

v1 

ResNet-50 93.07 0.2568 

ResNet-101 93.83 0.2001 

ResNet-152 91.91 0.2338 

v2 

ResNet-50 94.09 0.2333 

ResNet-101 90.75 0.2999 

ResNet-152 92.53 0.2915 

 

    
(a) 
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(b) 

    
(c) 

Figure 5. Confusion matrix obtained using the validation dataset in the best model (a) ResNet-50 v1 

(left) – ResNet-50 v2 (right), (b) ResNet-101 v1 (left) – ResNet-101 v2 (right), (c) ResNet-152 v1 

(left) – ResNet-152 v2 (right) (0: Parasitized, 1: Uninfected). 

 

When Table 4, Table 5 and Figure 5 are examined, ResNet-50 v1 showed 93.07%, ResNet-101 v1 

93.83%, ResNet-152 v1 91.91%, ResNet-50 v2 94.09%, ResNet-101 v2 90.75%, and ResNet-152 v2 

92.53% success in classification of malaria parasite using the validation dataset. It was observed that 

the ResNet-50 v2 model with the least number of parameters reached the best success accuracy 

(94.09%). 
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4. CONCLUSIONS 

 

In this study, ResNet-50 v1, ResNet-101 v1, ResNet-152 v1, ResNet-50 v2, ResNet-101 v2 and 

ResNet-152 v2 models from ResNet architectural structures were compared in classification of 

malaria parasite. The National Library of Medicine dataset consisting of 27558 red blood cell images 

was used to compare the models. 90% of the total number of images in the data set was used for 

training and testing the models and 10% for validation. The images separated for training and testing 

were trained separately using the 5 K-Fold cross-validation method. 

 

The models were trained using the 5 K-Fold cross-validation method with the data in the training test 

dataset. The final test was conducted using the validation dataset on the best performing models from 

the trained models. It was seen that the best success accuracy among the models discussed in the study 

was obtained with the ResNet-50 v2 model with 94.09%. In conclusion, the results obtained with 

ResNet architectures are promising for the classification of malaria parasites in the field of medical 

imaging. In future studies, it is planned to carry out studies using different datasets and different 

model architectures in the field of health.  
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ABSTRACT 

 

Prediction of surface input motion is critical in seismic design of structures. Site response analysis through 

a Finite Element model can be useful in the prediction of surface input motion. The Finite Element 

modelling involves several uncertainties (e.g., shear wave velocity profile, shear strength, Standard 

penetration test values, friction angle) that will influence the predictions at the surface. This research 

considers the impact of shear wave velocity variability on the site response predictions under one strong 

and one weak input motions recorded at the Lotung site. The variability of shear wave velocity is 

characterized by means of Monte Carlo Simulations basing on the measured data at the site. Soil behavior 

is featured by Modified Cam-Clay model adapted in Finite element model, SWANDYNE. The results in 

terms of spectral acceleration, peak ground acceleration and shear strain profiles indicate that the stiffness 

variability can alter the predictions and level of this alteration depends strongly on the seismic intensity 

level of the input motion applied. The medians of Monte Carlo Simulation predictions are almost in line 

with the baseline predictions. In terms of spectral accelerations, the medians divert from the recorded data. 

In particular, when the strong input motion is applied, the predictions, at around the fundamental period of 

the soil deposit, are greater than the recorded ones. Nevertheless, the predictions express good indications 

to the actual values with respect to the peak ground acceleration and shear strain profiles and amplification 

factors. 

 

Keywords: Site response analysis, Stiffness variability, Monte Carlo Simulation, Spectral acceleration, 

Amplification factor 
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1. INTRODUCTION 

 

Propagation of seismic waves through the soil deposits can greatly alter its characteristics at the surface 

(e.g. peak ground acceleration, PGA, peak ground displacement, PGD, peak ground velocity, PGV, 

bracket duration, fundamental period). This interaction between soil and seismic waves eventually 

influence the impact of earthquake events to the urban areas [1]. It is therefore in utmost importance to 

take into account main characteristics of earthquake events and soil deposits in seismic designs, in 

particular in seismically active regions. 

 

One of the effective method to consider soil-seismic wave interaction is to simulate soil behaviour under 

earthquake input motions via analytical or numerical methods. While it is well-known that the analytical 

methods (e.g. EERA [2]) may lead to indicative predictions, they cannot be able to thoroughly replicate 

the real soil behaviours (i.e. capturing early soil nonlinearity, irreversibility, strain accumulations). In 

contrast, numerical methods (Swandyne [3], Plaxis [4], etc.) with soil models (Mohr-Coulomb, Modified 

Cam-Clay or some other advanced soil models) can be able to capture soil nonlinearity, permanent strain 

accumulations and built-up pore pressure. Besides, analytical methods require limited soil parameters, in 

use of numerical methods several sets of soil parameters may be needed, especially when advanced soil 

models are employed. 

 

Main features of soil deposits, namely stiffness profile (maximum shear stiffness at minimal shear strain 

levels, Gmax or shear wave velocity, Vs) and nonlinear curves or shear modulus degradation and related 

hysteretic damping (G/Go vs shear strain and D (%) vs shear strain) are two dominant factors in the 

alteration of seismic waves [5]. When the stiffness of soil deposits are measured via in-situ tests, such as 

cross-hole, down-hole, seismic cone, Spectral Aanalysis of Seimic Waves (SASW), suspension logging 

methods (e.g. [6, 7])). The nonlinear curves can be obtained up to a range of shear strains through 

laboratory testing of undisturbed soil samples (e.g. resonant column/torsional shear, cyclic triaxial and 

cyclic simple shear tests). The measured data from several studies shows that stiffness values and 

nonlinear curves for a site can indicate great variations, and therefore great uncertainty. For this reason, in 

the analysis of soil deposits these uncertainties should be taken into consideration in order to better assess 

the soil-seismic wave interaction. In this aspect, geotechnical arrays have become great tool in both 

obtaining the soil properties rigorously and analyzing the performance of the soil models by using the 

recorded data through the down-hole arrays.  The sites instrumented by geotechnical arrays, as Gilroy, 

Treasure Island, Lotung and KiK-net down-hole arrays [8-12], have been focus of many studies in 

verification of the models and in better understanding the interaction between soil and the seismic input 

motions.  

 

One way to include the variabilities is to conduct Monte-Carlo Simulation (MCS), by changing the 

stiffness values and nonlinear curves at each simulation within the level of variations. Li and Assimaki 

[13] conduct MCS at three well-investigated down-hole array sites located in the Los Angeles Basin. They 

use the synthetic earthquake records produced by Assimaki et.al. [14]. The results indicate that the 

influence of nonlinear curves variability shows huge dependency to the seismic intensity of the applied 

input motion, particularly in the case of soft soil profiles. In contrast, the uncertainty in stiffness 

demonstrates less dependency to the seismic intensity but more related to the stiffness contrast especially 
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at the near surface. Rathje et.  al. [15] also perform MCS in equivalent linear site response analysis. In the 

study, along with the stiffness and nonlinear curve variabilities, the variability in the bedrock motion is 

considered as well. The variations of shear wave velocity profile and nonlinear curves are achieved by 

using the statistical model developed by Toro [16]  and the model of Darendeli and Stokoe [17]. It is 

found that the inclusion of shear wave velocity variability causes the reduction in the median surface 

motions and amplification factors, pronounced strongly at periods less than the site period. Furthermore, 

variability of nonlinear curves has lesser impact on the surface motions. The study conducted by Guzel et. 

al. [18] also operates MCS for the geotechnical array site in Lotung by utilizing FE code with an advanced 

kinematic hardening clay model (Rouainia and Wood model [19].  The results point out that the influence 

of stiffness and nonlinear curve variabilities on the seismic motions depends strongly on the level of 

seismic motions applied. The importance of stiffness contrast near the surface on the prediction of spectral 

accelerations emphasized, too. 

 

In this study, geotechnical array site in Lotung is taken into consideration. The well-documented soil 

deposit is modelled in a Finite Element (FE) code, Swandyne [3]. Modified Cam-Clay soil model [20] is 

used and only the variability of stiffness is considered via MCS with the same methodology applied in the 

study of Guzel et.al. [18]. One weak and one strong motions recorded along the geotechnical array at the 

site are simulated. Different level of stiffness variability (i.e., different level of standard deviation) is 

considered and their impact on the spectral accelerations, shear strain and PGA is plotted. The detail of the 

site and considered seismic input motions is given in the next section, followed by the introduction of 

stiffness variability and the result sections. 

 

2. LOTUNG SITE AND INPUT MOTIONS 

 

The geotechnical array formed in 1985 is located in Lotung, Taiwan. From 1985 to 1990, 30 input motions 

with low, moderate and high seismic intensities are recorded by accelerometers positioned at different 

depth of the array. The site consist of soil layers until the depth of around 47 m, sit on top of a Miocene 

basement. The soil deposit includes different sublayers; 17 m thick silty sand layer above a 6 m thick layer 

of sand with gravel resting on a stratum of silty clay interlayered by an inclusion of sand with gravel 

between 29 m and 36 m, as indicated by the SPT log profile reported in Fig. 1b. The level of water table is 

assumed to be 1 m depth below the ground surface [21]. 

 

One strong (LSST7) and one weak (LSST11) input motions are employed in order to study the effect of 

interaction between seismic intensity and the stiffness profile on the surface input motions. For brevity, 

only the East-West (EW) components of the earthquake recordings at 47 m depth are considered. Main 

characteristics of the earthquake events including magnitude, epicentral distance, and PGAs at the 47 m 

depth and at the ground surface are presented in Table 1 [6]. Corrected acceleration-time histories and 

corresponding spectral accelerations are plotted in Figure 2.  As clearly seen, strong motion has seismic 

energy at long durations and thus at high periods while weak motion has relatively low energy and 

duration. This is typical features of strong and weak input motions. The frequency contents of earthquake 

input motions reflects the seismic waves within various frequencies and amplitudes. The strong input 

motion can have high amplitudes at lower frequencies when the weak input motion can have high 

amplitudes at lower frequency levels. 
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Figure 1. (a) Stratigraphy, (b) SPT log at the LSST site and c) measured shear wave velocity (Vs) profile 

along the depth of 47 m. 

 

Table 1. Earthquakes recorded by the LSST array and simulated in the analyses [18]. 

 

 

Event Date ML Epicentral 

distance (km) 

Focal 

depth 

(km) 

PGA (g) 

at 47 m depth 

PGA (g)  

at the surface 

E-W N-S V E-W N-S V 

LSST07 20.5.1986 6.2 66.0 15.8 0.080 0.093 0.030 0.160 0.210 0.040 

LSST11 17.7.1986 4.3 6.0 2.0 0.046 0.060 0.015 0.070 0.100 0.040 



 

 

Güzel, Y., Journal of Scientific Reports-A, Number 48, 55-78, March 2022. 

 

 

59 

 

 

Figure 2. Recorded input motions at the Lotung site in the East-West (E-W) direction: (a) strong 

earthquake event (LSST7), (b) weak earthquake event (LSST11) and corresponding spectral accelerations. 

 

3. SOIL PARAMETERS 

 

The Modified Cam-Clay (MCC) model has been implemented in SWANDYNE II, which is a full-coupled 

finite element code solving the wave propagation problem in the time domain and enabling to model the 

soil deposit in two or three-dimensional spaces. Linear or nonlinear dynamic analyses can be performed, 

using the Generalised Newmark method [22] for time integration. Compression and swelling index 

parameters of the soil model, λ and κ, are obtained from odometer test results [6] as presented in Table 2. 

The value of Poisson’s ratio is taken equal to 0.46 constant with depth due to the K0 value of 0.85, which 

is adjusted with respect to the predictions of the recorded pore water pressure during November 15, 1986 

earthquake event (proposed by Li et al. [23] and Berger et al. [24]).. M, the slope of the critical state line, 

is calculated from friction angle predictions obtained from measured SPT-N values by using the following 

empirical formulation [25]: 
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∅𝑑=(20𝑁)
0.5

+18                                                                                                                                             (1)                                                                                                   

𝑀=6(sin∅-3)/sin∅                                                                                                                                        (2)  

                                                                                                              

In this study, the well-known equation proposed by Viggiani and Atkinson [26] for the small-strain shear 

modulus has been used to reproduce the dependency of G0 on the mean effective stress and over-

consolidation ratio: 
𝐺𝑜

𝑝𝑟
= 𝐴 (

𝑝′

𝑝𝑟
)

𝑛

𝑂𝐶𝑅𝑚                                                                                                                                        (3) 

 

where 𝑝𝑟 is a reference stress taken as 1 kPa, 𝑝′ is mean effective stress, OCR is the over-consolidation 

ratio defined in terms of mean effective stress, A, m and n are the soil plasticity index (PI) dependent 

stiffness parameters. The best-fit G0 profile in Figure 3a is achieved with A, m and n parameters shown in 

Table 2. In addition, 𝑂𝐶𝑅 is considered 4 from 0 to 6 m depth and for the remaining soil profile a constant 

value of 2 is defined. These OCR values ensures that the calculated G0 profile fits well with the G0 values 

depicted from measured Vs  values. 3% of Rayleigh damping is introduced in order to dissipate energy at 

the small strain levels as suggested by Kwok et.al. [26]. 

  

Table 2. Soil model parameters for different soil layers. 

 

 

 

 

 

 

 

 

 

 

Depth   M ʋ A m n 

0-17 m 0.0066 0.0015 0.922 0.46 1000 0.36 0.82 

17-23 m 0.0066 0.0015 1.096 0.46 1900 0.36 0.82 

23-29 m 0.0066 0.0015 0.814 0.46 1350 0.36 0.82 

29-36 m 0.0066 0.0015 0.941 0.46 1900 0.36 0.82 

36-47 m 0.0066 0.0015 0.730 0.46 1150 0.36 0.82 
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4. VARIATION IN THE INITIAL STIFFNESS PROFILE 

 

The shear wave velocity values along the 47 m depth of the LSST site are attained from the in-situ test 

results (i.e. seismic cross-hole and up-hole tests) and presented in Figure 3. Recalling the Eq 3 adopted in 

the FE procedure for the small-strain shear modulus (G0) profile of the Lotung site: 

 

𝐺𝑜

𝑝𝑟

= 𝐴 (
𝑝′

𝑝𝑟

)

𝑛

𝑂𝐶𝑅𝑚 
 

For a  soil layer, p
’
, pr and OCR are regarded as constant, only the A, m and n parameters are options for 

the variation of the stiffness. In this respect, m and n parameters are costumed as determinant with values 

of 0.36 and 0.82, respectively, given the reason that they have relatively narrow scale of values and, thus, 

has minor effect on the stiffness computation. Therefore, only the randomisation of A parameter is 

considered in producing stiffness profiles for the MCSs. In particular, a point variability is considered 

here, i.e. the initial stiffness profile is truncated from the baseline profile with the specified levels of 

standard deviation. Assuming the A parameter (and so the G0 values) is lognormally distributed, 

reasonable fit with the measured values are attained for different soil layers, as shown in Figure 3a. 

Moreover, by using the lognormal distribution, stiffness values to being positive is assured  [27]. The 

average G0 profile with depth presented in Figure 3 represents the baseline profile used in the baseline 

predictions. It is important to note here that the formulation in randomization of the stiffness profile is the 

same with the one applied in the study of Guzel et.al. [18]. 

 

When only the A parameter is random, the mean and standard deviation of G0 are: 

𝜇𝐺𝑜
= 𝜇𝐴 (

𝑝′

𝑝𝑟

)

𝑛

𝑂𝐶𝑅𝑚 

 

   𝜎𝐺𝑜
= 𝜇𝐴𝐶𝑂𝑉𝐴 (

𝑝′

𝑝𝑟

)

𝑛

𝑂𝐶𝑅𝑚          

 

                                                                                                     

(4) 

Since the stress and overconsolidation ratio dependency of G0 is sustained in the calculation of the mean 

and standard deviation, the coefficient of variance (COV) of G0 can be computed as: 

𝐶𝑂𝑉𝐺𝑜
=

𝜎𝐺𝑜

𝜇𝐺𝑜

= 𝐶𝑂𝑉𝐴                                                                 (5) 

meaning that the COV is kept constant in the transformation of A into G0. 

 

After ensuring the consistency in the COV, it is necessary to calculate the statistical parameters of the 

lognormal distribution, e.g. the mean and standard deviation. The calculation of these parameters, along 

with the probability density function (PDF) of A, is given as: 

 

𝐴: ln (𝜇𝑙𝑛𝐴, 𝜎𝑙𝑛𝐴) =  𝑒𝑥𝑝(𝜇𝑙𝑛𝐴 + 𝜎𝑙𝑛𝐴 × 𝜉)                            (6) 
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where, 𝜉~𝑁(0,1) is a normally distributed random variable. 

 

𝜇𝑙𝑛𝐴 = 𝑙𝑛 (
𝜇𝐴

√1 + 𝐶𝑂𝑉𝐴
2

)  

 

𝜎𝑙𝑛𝐴 = √𝑙𝑛(1 + 𝐶𝑂𝑉𝐴
2) 

                                   (7) 

Once the PDF expression of A (i.e. Eqç 6) is substituted into Eqç 3, G0 can be written as follows: 

𝐺𝑜 =  𝑒𝑥𝑝(𝜇𝑙𝑛𝐴 + 𝜎𝑙𝑛𝐴𝜉)𝑝′ (
𝑝′

𝑝𝑟

)

𝑛

𝑂𝐶𝑅𝑚        (8) 

 

Reforming the expression given above: 

𝐺𝑜 =  exp (𝜇𝑙𝑛𝐴 + (1 − 𝑛)𝑝𝑟 + 𝑛𝑙𝑛(𝑝′)+𝑚𝑙𝑛(𝑂𝐶𝑅) + 𝜎𝑙𝑛𝐴𝜉)                  (9) 

From this formulation, the transformation of variability from A to G0 only affects the mean of lnG0 when a 

certain desired variability is given by the standard deviation [28]. Then, the log-normally distributed G0 

can be given as: 

𝐺𝑜: ln (𝜇𝑙𝑛𝐺𝑜
, 𝜎𝑙𝑛𝐺𝑜

)                 (10) 

and: 

 

𝜇𝑙𝑛𝐺𝑜
= 𝜇𝑙𝑛𝐴 + (1 − 𝑛)𝑝𝑟 + 𝑛𝑙𝑛(𝑝′) + 𝑚𝑙𝑛(𝑂𝐶𝑅)                                                                                       (11a) 

 

 

        (11b) 

𝜎𝑙𝑛𝐺𝑜
= 𝜎𝑙𝑛𝐴 

When, at the end of these steps, the G0 profile is randomized, the variation in the associated Vs profile with 

depth is ensured  with the assumption of a total unit weight of 20 kN/m
3
 (as proposed by Borja et al. [29]). 

One single realisation of shear wave velocity profiles adapted in this research is demonstrated in Figure 3. 
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Figure 3. Point variability of stiffness: (a) shear modulus (𝐺0) profile and (b) shear wave velocity profile 

(𝑉𝑠). 

 

5. RESULTS 

 

5.1. Influence of Stiffness Variability under Weak Input Motion 

The spectral accelerations of recorded input motions at bedrock and ground level are plotted in Figure 4 

along with the MCS their median and baseline responses. The presented baseline response is obtained by 

using the mean stiffness profile. 1_std, 2_std and 3_std truncations imply the results for Vs profiles 

produced within plus/minus one, two and three levels of standard deviation from the median profile.  

It is clear that the actual bedrock input motion experience great amplification and period elongation due to 

soil nonlinearity when it travels through the surface. MCS results also exhibit considerable increase of 
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spectral accelerations at 1std, 2std and 3std truncation levels (Figure 4a, b, and c, respectively). While the 

first peak is reasonably well captured, the main peak occurring around the fundamental period of the soil 

deposit (i.e., T1, equals to 0.85 second) is taken place at earlier periods. Nevertheless, in all cases predicted 

Sa between 0 and 0.12 period ranges overlaps almost fully with the recorded values. At medium period 

ranges (between 0.12 s and 1 s), baseline prediction and MCS predictions are bigger than the recorded 

ones. Over 1 s, predictions are always smaller than the actual spectral accelerations.  

 

Figure 4. Spectral acceleration predictions from MCSs, under LSST7EW earthquake input motion,  along 

with median, baseline and surface and bedrock input motions with; (a) 1std level of truncation, (b) 2std 

level of truncation and (c) 3std truncations and (d) comparison of medians from three cases of truncation. 

 

Variation in the spectral acceleration predictions are mainly happen at 0.12 s and 2.5 s period interval, 

while at lower and higher periods seems to be insignificant in all truncation levels observed. Introduction 

of stiffness variability causes inconsiderable changes in the median spectral response when 1std level of 

truncation is considered (Figure 4d). In contrast, when 2 or 3std levels of truncation are utilized, predicted 

median spectral response reduces, in particular at around T1. This can be attributed to the fact that the 

impact of soil behaviour on the input motion is pronounced more at T1. Because, the soil deposit tends to 

oscillate more at its period ranges, therefore the stiffness variability leads to more changes within that 

period ranges in spectral acceleration predictions than at other periods. This can be seen in the lognormal 

standard deviation levels of MCS predictions (the reason in considering lognormal standard deviation is 
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spectral acceleration at a single period is considered to be lognormally distributed as stated by Assimaki 

et.al. [5]. 

 

As can be seen in Figure 7, the levels of standard deviation at around T1 are higher than at other periods in 

all three cases. Besides, increasing the level of truncation from 1 to 3std, as expected, introduces more 

uncertainty, since the standard deviation at all periods become higher with the increment of truncation 

level (Figure 7a). The maximum standard deviation is 0.14 when the stiffness is varied at 1std level of 

truncation while it is 0.22 and 0.29 in 2std and 3std levels of truncation, respectively. Figure 5 and 6 

values. demonstrate the PGA and shear strain profiles of MCSs along 47 m depth, respectively). It is clear 

that the predicted PGA values are bigger than the recorded ones at 17 and 11 m depths. At 6 m and at the 

surface they are relatively matched well in all three truncation levels. Increasing the level of truncation 

from 1std to 2std and 3std has small effect on the predicted median profiles of PGA (Figure 5d and Figure 

6d) and shear strain but only introduce more variability as it leads to increase in the level of standard 

deviations (Figure 7b and 7c). In addition, median profiles of PGA and shear strain are in good agreement 

with the baseline predictions, especially at the near surface. From both PGA and shear strain profiles, 

different soil layers, characterised by different stiffness values, can easily be recognised. As the sand 

layers with gravel include relatively greater shear wave velocity, higher level of PGA and shear strains are 

developed. However, within these soil layers greater level of uncertainty is observed, in particular at the 

borders of the layers exhibiting dramatic changes of PGA and shear strain values. This may be attributed 

to the level of stiffness contrast between soil layers. While within a soil layer there is a tendency in both 

PGA and shear strain profiles showing smooth increments, the transition from one oil layer to another 

express large changes of PGA and strain. This becomes more explicit with the increment of the truncation 

levels.  



 

 

Güzel, Y., Journal of Scientific Reports-A, Number 48, 55-78, March 2022. 

 

 

66 

 

Figure 5. PGA profiles from MCSs, under LSST7EW earthquake input motion, along with median, 

baseline and recordings with ; (a) 1std level of truncation, (b) 2std level of truncation and (c) 3std 

truncations and (d) comparison of medians from three cases of truncation. 
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Figure 6. Shear strain profiles from MCSs, under LSST7EW earthquake input motion,  along with median 

and baseline with ; (a) 1std level of truncation, (b) 2std level of truncation and (c) 3std truncations and (d) 

comparison of medians from three cases of truncation. 
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Figure 7. Level of standard deviations in three different truncation levels for; (a) spectral acceleration, (b) 

PGA profile and (c) shear strain profile predictions, under LSST7EW earthquake input motion. 
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5.2. Influence of Stiffness Variability under Weak Input Motion 

In contrast to the strong input motion cases, where small effect of stiffness variability is observed at 

periods other than the 0.12 s and 0.25 s ranges, the stiffness variability tends to affect considerably the 

spectral accelerations at periods from 0 s to 1.6 s (Figure 8). Introduction of higher level of std (or 

truncation), leads to trivial changes in the median spectral accelerations until 0.2 s, where predicted values 

are always below the baseline and actual spectral accelerations, as can be seen in Figure 8d. From 0.2 s to 

1.6 s, medians at three different truncation levels are always greater than the baseline and real spectral 

accelerations.  

 

Increase of truncation levels from 1std to 2std and 3std, at this period range, causes medians to be closer to 

the real spectral accelerations while baseline prediction suits well with the actual ones. Again, the increase 

of truncation levels tends to raise the level of standard deviations of MCSs up to 1.6 s and above 2 s (see 

Figure 11a), between these two periods, the level of standard deviations induced by the level of truncation 

become mostly identical. In respect to the PGA and shear strain profiles, the medians of MCSs, presented 

in Figure 9 and 10, are almost the same at all three truncation levels and they are also in good agreement 

with the recorded PGA values at 17 m, 11 m, 6 m and at the surface level (Figure 9d and 10d). The rise in 

the level of standard deviations over the soil profile exhibit, similarly, rising trend of standard deviations 

for PGA, especially at the near surface as can be observed in Figure 9. This is due to the fact that the soil 

induces relatively greater nonlinearity at the near surface, hence the PGA values tends to show more 

sensitivity to the level of stiffness uncertainty. This is not valid for the shear strain profile as the standard 

deviation levels are similar from bottom to the 17 m depth (Figure 11c). At the top 17 m, 2std level of 

truncation expresses the least standard deviation; while it is lesser in case of 3std level of truncation than 

in case of 2std level of truncation. 
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Figure 8. Spectral acceleration predictions from MCSs, under LSST11EW earthquake input motion,  

along with median, baseline and surface and bedrock input motions with; (a) 1std level of truncation, (b) 

2std level of truncation and (c) 3std truncations and (d) comparison of medians from three cases of 

truncation. 

 

 

 

It is important to note here that the soil layers are clearly differentiated between each other when the shear 

strain profiles are seen in Figure 10a-b-c, similar to the case under the strong input motion. However, the 

PGA profiles do not particularly show such trend as the PGA values along the soil deposit are smoothly 

transmitted from one layer to the other. This might be the indication of lesser effect of stiffness contrast on 

the PGA values when the weak input motion is involved.  
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Figure 9. PGA profiles from MCSs, under LSST11EW earthquake input motion, along with median, 

baseline and recordings with ; (a) 1std level of truncation, (b) 2std level of truncation and (c) 3std 

truncations and (d) comparison of medians from three cases of truncation. 
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Figure 10. Shear strain profiles from MCSs, under LSST11EW earthquake input motion,  along with 

median and baseline with ; (a) 1std level of truncation, (b) 2std level of truncation and (c) 3std 

truncations and (d) comparison of medians from three cases of truncation. 
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Figure 11. Level of standard deviations in three different truncation levels for; (a) spectral acceleration, 

(b) PGA profile and (c) shear strain profile predictions, under LSST7EW earthquake input motion. 

 

 

 

 

 

 

 

 

5.3. Amplification Factors for Strong and Weak Input Motions 

Amplification factor plots for medians of MCSs, baseline and actual one (under strong input motion) 

shows good agreement from 0 s to 0.18s while between 0.18s and 0.9s predicted values are almost 
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Figure 12. Comparison of amplification factors for medians of MCSs at three different level of 

truncations along with baseline and real amplifications over the period of interest under; (a) strong input 

motion (b) weak input motion. 

 

 

 

 

 

 

identical and higher than the actual values (see Figure 12a). Above 0.9 s, the trend inverses by predicted 

values becoming smaller than the actual ones. Amplification factors presented in Figure 12a for medians 

of MCSs and baseline profile cannot be able to capture the time of the spectral peak of strong input motion 

as it is previously observed in their spectral acceleration plots (i.e., Figure 4). Nevertheless, the magnitude 

of maximum amplification factors, from baseline profile, 1std and 2std truncation levels, agree well with 

the actual one, which is around 3.5 (Figure 12a).  In the case of 3std truncation level, the value of 

maximum amplification factor is only 3.15. 

 

 

 Figure 12b represents the same plots under the weak input motion. When the real amplification factor plot 

is relatively smooth (due to characteristics of a weak motion carrying seismic energy at high frequencies), 

the ones for baseline and 1std truncation level have sharp spectral peaks with greater level of 

overestimations, precisely 3.51 for actual maximum amplification followed by 13.5 and 10.1, respectively. 

In case of 2 and 3std truncation levels, figures become smoother with the maximum magnitudes of 6.9 and 

6, and get closer to the actual value of 3.51. Hence, it can be said that the increment in the level of 

truncation leads to better estimation of the spectral amplification, but still two times greater than the actual 

value. 

 

6. CONCLUSIONS 

 

This study focuses on the impact of stiffness (i.e., shear wave velocity) variability on site response 

predictions at the downhole array site in Lotung, Taiwan. Well-documented site is modelled within the FE 

model (SWANDYNE) by employing Modified Cam-Clay model. One strong and one weak input motions 

recorded at the bedrock level of the site are considered. Stiffness variability is introduced through the 

Monte Carlo Simulations based on the shear wave velocity data measured at the site. The spectral 
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accelerations and amplification factors at the surface, PGA and shear strain profiles are the interested 

results of discussions. The results can be outlined as followings; 

 

 Stiffness variability shows considerable effect on the spectral acceleration predictions at around 

T1 when the strong input motion is applied. In case of the weak input motion, such effect is observed over 

the ranges of periods. Therefore, the impact is dependent of the level of the input motion. 

 

 Secondly, medians of MCSs under strong input motion does not clearly distinguish from each 

other and from baseline prediction, apart from around T1. In addition, predicted spectral peaks occur at 

around T1 and are greater than the actual peak. When the weak motion is in place, the medians are also 

closely matched. 

 

Increasing the level of truncation leads to more uncertainty but does not necessarily improves the 

results of spectral accelerations and PGA and shear strain profiles. 

 

While the effect of stiffness contrast between the soil layers are obvious in the case of strong 

input motion, such impact is not observed under the weak input motion. 

 

 Predicted amplification factors indicate sufficient proxy to the actual one for the strong input 

motion. While this is not valid for the weak input motion, increasing the truncation level improves such 

prediction, though still not good enough. 

 

Overall, the performance of MCC model is satisfying in the sense that it leads to good indication of 

spectral accelerations and, particularly, amplification factors. Involvement of stiffness variability through 

the MCSs is not necessary. Based on this study, further research is needed to characterize stiffness contrast 

between soil layers leading to better understanding of transformation of the input motions towards the 

surface. 
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ABSTRACT 

 

In nature, copper silicate minerals generally have a turquoise color between the blue and green color 

spectrum. Turquoise color tones may vary depending on the stoichiometry and crystal structure in 

these minerals. In this study, the variation of color tones in copper silicate mineral with different 

turquoise colors was investigated. The causes of color change were investigated by chemical and 

mineralogical analyzes of copper silicate mineral in four different tones. Turquoise color becomes 

more vivid visually with increasing CuO and decreasing SiO2 ratios. With changing stoichiometry, the 

crystal lattice parameters also change. The turquoise color of the minerals containing the highest 

(~16%) CuO and the lowest (~70%) SiO2 has the best visual appearance compared to the others. For 

the same sample, the crystallite size was observed as 171 Å, which is the smallest crystallite size 

among the samples. In addition, SEM images and EDX analyzes of these samples were made and they 

were found to be consistent with mineralogical analyzes. 

 

Keywords : Copper Silicate, Turquoise, Color, Mineral. 

 

1. INTRODUCTION 

 

Turquoise in copper silicate minerals can be considered as ornamental stones with their aesthetic 

structures. Turquoise color corresponds to different wavelengths between the blue and green spectrum 

[1]. The color tones of the turquoise copper silicate minerals found in nature also differ. Natural 

turquoise is a precious mineral known and used since early times with its unique color. The colors of 

the natural turquoise mineral can vary according to the elements it contains and their ratios. It is 

generally turquoise blue and bluish green in nature. Turquoise has a distinctive color. Its general 

formula is CuAl6 (PO4)4 (OH)8.4(H2O). It contains about 10% CuO and 35% P2O5, 38% Al2O3 [2]. 

 

Some minerals with similar color but with a totally different chemical composition are often mistaken 

for turquoises. This is the case of chrysocolla (Cu2.Alx(H2xSi2O5)(OH)4.nH2O with x < 1), a hydrated 

copper silicate and, more recently, faustite ((Zn,Cu)Al6(PO4)4(OH)8.4H2O) and blue prosopite (Cu, 

Al2)(F,OH)8 [3-4]. 
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Chrysocolla, a turquoise- like mineral, is harder than turquoise. The general formula of Chrysocolla 

can be defined as (Cu, Al)2 H2 Si2O5 (OH)4•n(H2O) [5]. 

In turquoise structure, iron ions show antiferromagnetic behavior at low temperatures and copper ions 

show paramagnetic behavior. In many turquoise structures, Fe
2+ 

instead of Cu
2+ 

and Fe
3+ 

instead of 

Al
3+ 

occur at varying rates. The characteristic spectrum and basic color (light blue) of turquoise is 

related to the presence of octahedral iron [6]. 

 

Crespo-Feo et al. determined the cathoduluminescence and thermoluminescence properties of 

turquoise. They stated that they gave weaker band emission between 260-650 nm and 750 nm in dense 

wide scattering in bulk samples. At the same time, they determined that there are apatite, monazite 

and xenotime minerals in the turquoise matrix [7]. 

 

Huifen et al. studied the magnetic properties, characteristic spectrum and color tones of turquoise. The 

basis of the studies is based on chemical data, magnetic susceptibility, absorption and Mössbauer 

spectrum. In their studies, it has been determined that the basic color of turquoise (light blue) is due to 

the presence of octahedral iron [8]. 

 

Three types of mechanisms work in the color change of minerals. These, molecular orbital transitions, 

crystal area and atomic point faults called color center are the main reasons for the formation of 

mineral colors. There are color changes during the production of turquoise colored ornamental stones 

produced synthetically, which spoils the aesthetic feature. For this purpose, turquoise colored copper 

silicate minerals found in Turkey were selected and separated according to different tonal colors and 

the factors causing color differences were investigated. In this study, natural turquoise was 

characterized as a preliminary research on the use of naturally occurring turquoise mineral as an 

alternative to synthetic pigment. 

 

2. MATERIALS AND METHOD 

 

The raw materials used in the study, copper silicate minerals, were obtained from Malatya Region in 

Turkey. Samples were separated by color and characterized. In order to determine the oxide content of 

the samples, chemical analyzes were carried out with PANalytical Brand AXIOS Model XRF device. 

Mineralogical content and phase analysis of the samples were made on the Rigaku X-ray 

Diffractometer model Rint 2000 device. Phase analysis was carried out at 30 kV and 15mA (Cu-Kα, 

λ=1,541 A
0
, 2θ 5-70º, 2º/min.) conditions. In the analysis of XRD data for mineralogical and phase 

analysis, the JADE 6 software used with the device was scanned through PDF databases. For color 

measurements, measurements were made with the CIE system, which can quantitatively detect the 

differences in the material. Color analyzes of the samples were obtained by measuring L*, a*, b* 

values with a Konika Minolta 3600d spectrophotometer. The microstructural observations and 

qualitative chemical properties of samples were carried out using a field emission gun SEM (Zeiss 

Supra 50 VP) equipped with EDX system (Inca software), operated at 0-20 kV acceleration voltage 

under variable pressure without coating by using secondary and Back scattered electron imaging 

(SEI/BSEI) techniques. 

 

3. RESULTS AND DISCUSSION 

 

Photographs were taken to examine the color differences of the samples. The images of copper silicate 

minerals separated according to their colors are given in Figure 1. The samples are given in color 
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order from dark turquoise to light turquoise in Figure 1a (sample name T1) and in Figure 1d (sample 

name T4), respectively. 

 

 

Figure 1. Copper silicate minerals listed according to their colors a) T1, b) T2, c) T3 and d) T4 

sample. 

 

Chemical analyzes of the samples were carried out in order to investigate the effect of chemical 

content on color change. The XRF analysis results of the samples are given according to their weight 

percent composition in Table1. SiO2, CuO, MgO, CaO, Al2O3, Fe2O3 and PbO oxides were found in 

different proportions in all of the analyzed samples. From dark to light turquoise, the CuO ratios of the 

samples increased and SiO2 decreased. Turquoise color changed according to copper oxide and silicon 

dioxide ratios. Turquoise colored samples vary between 6% and 16% CuO and 70% and 87% SiO2 as 

the major oxide. The copper silicate mineral containing approximately 16% CuO and 70% SiO2 has 

the most visually vivid turquoise color. 

 

In the XRF analysis, it is seen that the Loss on ignition (LOI) in the samples have a very important in 

the content of the materials. This indicates that one or more of the minerals in the raw material contain 

water. The amount of LOI is lowest in T1, higher in T2, T3, and highest in T4 sample, respectively. 

This situation indicates that the mineral content of the T4 coded sample is the highest and the mineral 

content of the T1 sample is the lowest. 

 

Table 1. Chemical analysis of turquoise colored minerals. 

Sample 

No. 

Oxide Ratios by Weight (%) 

SiO2 CuO MgO CaO Al2O3 Fe2O3  PbO LOI 

T1 86.73 5.62 0.32 0.42 0.20 1.33 0.10 5.28 

T2 80.06 11.40 0.28 0.22 0.23 0.60 0.04 7.17 

T3 75.85 14.59 0.22 0.23 0.13 0.43 0.03 8.52 

T4 69.49 15.60 0.34 0.57 0.14 0.50 0.10 14.01 

 L.O.I: Lost on ignition 

 

X-Ray analysis was performed and the Rietveld method was used to determine the crystal parameters 

of copper silicate minerals. X-ray diffractograms of the samples are given in Figure 2. In X-Ray 

diffractograms of copper silicate minerals from dark color to light color, broadening peaks in the form 

of amorphization and humpback were observed. It has been determined that the XRD peaks of T4, 

which has the best turquoise color vividness, are in the amorphous phase formation, and its 2ϴ value 
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is determined to widen the peaks between 20-27°. The peaks of T4 with turquoise color vividness are 

widened in the formation of amorphous phase and the peaks with two-theta value between 20-27°. 

The fact that the color of the same sample is more vivid is due to the higher ratio of dioptase and 

chrysocolla phases, which have amorphous-glassy structure. When the XRD diagram of T4 sample is 

examined, it is seen that the ratio of copper silicate phases is higher than the other 3 samples. It can be 

interpreted that the peak intensity of these minerals is high, and the amount of phase is high. In 

addition, the high amount of LOI in the XRF data also showed that the amount of copper silicate 

phase was high. These datas overlap with XRF, spectrophotometer and other analyses. 

 

 
Figure 2. X-Ray diffractograms of minerals by color. 

 

The lattice parameters calculated according to the Rietveld method are given in Table 2. The change 

rates of the smallest and largest axis values of the crystal parameters of the copper silicate minerals 

separated according to their colors were determined as 3.74% for the a-axis, 0.85% for the b-axis and 

6.46% for the c-axis. The crystal parameters of T4, where the turquoise color is the most vivid, are at 

the highest values compared to the others. However, the crystallite sizes are the smallest with 

170.76Å. The crystallite sizes decrease from about 746 Å to 171 Å from dark turquoise to light vivid 

turquoise. The color values of the samples were measured using a spectrophotometer and the obtained 

values are given in the same table (Table 2). In the system, which is defined as a three-dimensional 

coordinate axis, three values consisting of L* (brightness axis), a* (red-green) and b* (yellow-blue 

axis) were measured. The purpose of this analysis is to show by numerical measurement of color 
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values that minerals have effective mechanisms such as absorbing certain energies of light or exposing 

them to direct emission, based on Kurt Nassau's work in 1978. In this way, it guides the determination 

of the change in the color values of atoms excited to high energy levels by the incoming light energy 

[9,10]. The crystal parameters of the T4, which have more vivid colors compared to the others, are 

larger than the others, and their color coordinates are at the highest values. The color differences of 

the samples, as well as shown in Figure 1, were also confirmed by spectrophotometer measurement. 

 

Table 2. Lattice parameters and color values according to colors. 

Sample 

No. 

Crystal Parameters Color Coordinates 

a-axis b-axis c-axis Crystallite Size L* a* b* 

T1 21.887 21.193 16.036 745.895 -76.19 -19.46 1.03 

T2 21.936 21.144 15.962 415.827 -69.48 -16.76 5.40 

T3 21.897 21.131 16.047 388.289 -67.65 -15.45 3.22 

T4 22.705 21.310 16.993 170.76 -54.88 -14.79 6.77 

 

In the chemical analyzes of copper silicate minerals in four different turquoise tones, CuO increases 

while SiO2 decreases. Microstructure examinations of the same samples were made and their images 

are given in Figure 3. In the analysis, it was determined that the SiO2 ratio was higher in 

morphological crystals with large grains (Figure 3a and b). It was determined that small crystallite 

particles were collected on the large particles and that the small particles were dioptase and 

chrysocolla copper-silicate based particles. Average values of EDX analyzes taken from selected areas 

1, 2, 3 and 4 areas in Figure 3 are given in Table 3. Likewise, SiO2 decreased and CuO ratios 

increased in the EDX analyzes of the samples in which the turquoise color changed from dark to light. 

Crystal particles are not in micrometer size, but rather in nanometric size. 
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Figure 3. Microstructure images of samples in different colors 

 

EDX analyzes from the surfaces of copper silicate minerals showed that SiO2 was higher in dark 

colored minerals and CuO was higher in light colored minerals (Table 3). It was determined that the 

turquoise color would be more vivid with the increase in the CuO/SiO2 ratio. Accordingly, the 

CuO/SiO2 ratio of copper silicate minerals in the range of 1.4 to 2.7 is important in the visuality of the 

turquoise color. The chemical content of the samples obtained as a result of XRF analysis coincides 

with the data obtained as a result of EDX analysis. 

 

Table 3. EDX analyzes of copper silicate minerals in four different colors. 

Oxides T1 (%wt) T2 (%wt) T3 (%wt) T4 (%wt) 

SiO2 92.64 80.23 70.37 53.65 

Fe2O3  2.31 - - - 

CuO 6.04 19.78 29.63 46.35 
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4. CONCLUSION 

 

The results obtained in the study can be listed as follows: 

 

 Samples were separated by color and characterized. 

 Turquoise colored copper silicate minerals are more vivid in color with increasing CuO and 

decreasing SiO2 ratios. In addition, it was determined that the change of turquoise color from light 

to dark tones in turquoise pigments depends on CuO and SiO2 changes. 

 The crystal lattice parameters of the copper silicate mineral changed with the change of oxide 

ratios. With increasing CuO ratio, the lattice parameters were the highest at a-axis 22.705 Å, b-

axis 21.310 Å and c-axis 16.993 Å. 

 The crystallite sizes decreased with increasing CuO ratio and decreasing SiO2 ratio. Turquoise 

color appearance has a more vivid appearance with decreasing crystallite size. 

 The smallest crystallite size was determined as 171 Å in the most vivid turquoise colored copper 

silicate mineral. As the crystallite size decreased, the turquoise color appearance was visually 

better. 

 The starting raw material used is not the copper silicate sample turquoise mineral. The samples 

contain predominantly SiO2 and less dioptase and chrysocalla minerals. Because turquoise is a 

semi-precious stone, it is costly. Since copper silicate-based specimens are less costly to extract 

and process, they can be used to make ornamental stones or tiles. 
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ABSTRACT 

 

Black ceramic colorants were prepared from mixing Ni-Co composite, chromite and magnetite 

mineral as raw materials. The colorant mixture prepared for this purpose was added to stoneware 

ceramic glazes at 10%,15% and 20%   respectively. The prepared colorant added glazes were ground 

in the jet mill for 15 minutes and sieves. Glazes applied to the stoneware bodies and then fired at 1200 

°C in an industrial ceramic kiln. Color values of colorants and colored glazes were measured L*a*b* 

with a spectrophotometer device. It has been observed that this prepared colorant has similar 

properties with the color values of the black colorants used in the sector. As a result, it has been 

shown that the black colorant obtained can be used as a colorant in Stoneware glaze recipes without 

causing any problems or defects in the final product. 

 

Keywords: Stoneware, Glaze, Materials, Characterization, Colorant 

 

1. INTRODUCTION 

 

Stoneware tableware has a wide range of uses today because it has a wide range of colored glazes and 

is durable. Pure metal oxides can be used in the production of stoneware glazes with different colors, 

as well as in colorants obtained by mixing raw materials containing appropriate elements in certain 

proportions and passing them through standard color preparation processes [1,2]. 

 

Black colorant is the most preferred color among the colorants used in ceramics. Black colorants have 

a use of approximately 25% in the ceramic industry [3]. The black color used in ceramics is obtained 

with two kinds of colorants. First, escolaite—hematite solids (Cr, Fe)2O3 and secondly, Fe—Cr—Ni—

Co—Mn—(Cu—V) system complexes appear as spinel compositions. [4,5]. Eskolait—hematite 

colorants used in glazes for black color are less stable [6,7]. Therefore, black colorants used in 

ceramic glazes are mostly preferred in spinel structure [8, 9]. 

 

Pure oxides are used to obtain valuable elements such as iron, cobalt, chromium, magnesium, nickel 

and copper in the spinel structure of black colorants. This increases the final product cost 

considerably. While the first consideration in colorant production is the selection of suitable raw 

materials, current trends are towards alternative and cheaper raw materials. In the ceramic industry, 
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there are studies on the use of different raw materials and wastes to reduce the cost of black color 

production [10-16]. 

The aim of this study is to synthesize black color for stoneware ceramic glazes from relatively cheaper 

raw materials, to determine the color properties and to reveal possible interactions between colorant 

and stoneware glazes using various ratios of Ni-Co composite, chromite and magnetite mixtures. 

 

2. EXPERIMENTAL METHOD 

 

2.1. Raw Materials 

In the production of colorants; Chromite mineral as chromium oxide source was provided from Hayri 

Ogelman mining company in Bursa Harmancik. Magnetite mineral as iron oxide source was provided 

from Ferromad mining company in Kütahya Hisarcık district. In addition, the Ni-Co composite, which 

guides the study differently; it was used as source of nickel and cobalt oxide and supplied as raw 

material from Meta Nickel Cobalt company in the Manisa Gördes.  

 

Ni-Co composite is preferred in the study because it contains valuable elements for black color 

production such as high amounts of nickel, mangan and cobalt oxide. The Ni-Co composite used in 

the study is produced by acid dissolving (HPAL) method under high pressure, which is the state-of-

the-art application of the most efficient hydrometallurgical acquisition method [17]. 

 

Stoneware glazes and their bodies used for colorant trials were obtained from Tulu porcelain 

company. The commercial black pigments CK13074 (Ferro Corporation), CP 30 (Itaca S.A.) used in 

stoneware ceramic coloring are chosen as a reference colorant in this study. 

 

The samples of the raw materials used, was melted out in panalytical Wagon 2 model device and XRF 

(chemical analysis) was carried out on Panalytical brand Axios MAX model device (Table 1). 

 

Table 1. Chemical composition of raw materials. 

 

Oxides (%) Chromite Ni-Co  

composite 

Magnetite 

SiO2 10.61 0.6 2.98 

Al2O3 5.22 0.34 0.95 

Fe2O3 20.57 0.3 89.93 

CaO 0.23  1.51 

MgO 20.64 3.91 3.91 

Co3O4 - 3.97 - 

CuO - 0.34 - 

Na2O - 0.07 - 

TiO2 0.14 - 0.03 

Cr2O3 39.56 - - 

As2O3  - 0.43 

V2O5  - 0.27 

P2O5 - - 0.09 
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L.O.I*:  Loss on ignition  

 

2.2. Preparation of Black Colorants 

For the study, black colorant synthesis was made mixing Ni-Co composite, magnetite, chromite and as 

raw materials.  The colorant raw materials used in the study was subjected to wet milled and then 

dried. In the study, it was determined that 40% chromite, 40% magnetite and 20% Ni-Co composite 

mixtures. 

 

3. RESULTS and DISCUSSION 

 

3.1. Color Analysis 

Black colorant made for this study, were added to the stoneware glazes proportions of 10%, 15 and 

20% and mixed and homogenized for 15 minutes using alumina balls in the jet mill. The results 

obtained by adding 10%, 15%, 20% colorant to the stoneware glaze composition are given in Figure 

1. Stoneware glaze is taken from Tulu Porcelain company. 

 

The color characteristics of all stoneware glazes were measured. Color measurements of colorants in 

stoneware glaze were made with Konica Minolta–Spectrophotometer CM-700d device. The results 

obtained are shown in Table 2 as L* a * b* parameters. Table 2 is included commercial black pigment 

of stoneware glaze, Ferro CK13074, for compare colorants. 

 

ZnO 0.12 0.76 - 

MnO 0.26 7.21 - 

NiO 0.17 82.5 - 

SO3 0.02 - 0.11 

L.O.I
*
 0.98 - 0.57 
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Figure 1.  Color effects of 10%, 15% and 20% non-calcinated colorants addition on stoneware  

glaze, respectively 

 

The results obtained are shown in Table 2 as L* a * b* parameters. Based on the L*, a*, b* values of 

commercial black pigments, it is seen in Table 2 that the black colorant in stoneware glazes to be 

produced must have L*˂30, a* ˂1, b* ˂1 values. 

 

In the Table 2. L a, b values of black colorants in stoneware glazes were measured.  It can be seen 

from the images at the  Figure 1, (S-20) that the color turns gray with the addition of 20% colorant in 

stoneware glaze and the L value increases from (28.18) to (31.54) towards white. The appearance of 

black color in 15% colorant addition was determined visually and with L,a,b values. Therefore, it is 

thought that 15% mixture is sufficient. Since it is thought that the use of excess colorants will lead to a 

cost increase, in the study were continued with the addition of 15% colorant.  
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Table 2. L a, b values of black colorants in stoneware glazes. 

Colorants in stoneware glaze L a b 

Ferro-CK13074 29.9 0.11 -0.23 

S-10 28.03 0.11 2.39 

S-15 28.18 0.46 0.25 

S-20 31.54 0.09 0.82 

 

In the Figure 2, there are images of the pressed samples of black colorant powders that were not heat 

treated (without calcination), calcined at 1100 and 1200 ºC. L a, b values of black colorant, colorants 

calcined at 1100°C and 1200°C are given in Table 3. 

 

 
 

Figure 2. Pressed form of the prepared black colorant powders a) colorant (non-calcinated) 

b) Colorant calcined at 1100 ˚C for 1 hour c) colorant calcined at 1200 ˚C for 1 hour. 

 

The colorant used in this study was calcined in the electric kiln for 1 hour at a temperature of 1100 ºC 

and 1200ºC respectively. Porcelain crucibles were used for the calcination process and wet grinding 

was applied again to the colorants that solidified after calcination. The colorants were sieved and 

dried. 

 

The colorant was stabilized by applying heat treatment (calcination) to the colorant, which has a 

certain chemical composition and crystal structure. When heat is applied, the materials used in the 

formation of colorants react with each other, forming new chemical compounds and structures. 

Sometimes the resulting unstable color table is due to the inability to adequately complete of the 

reactions required for color formation. This instability is completed by the calcination process.  

 

Table 3. L a, b values of  Ferro-CK13074, produced black colorant and  black colorants calcined at 

1100°C and 1200°C .  

Colorants  L a b 

Ferro-CK13074 25.54 -2.75 -4.85 

Produced black colorant 28.58 2.05 3.99 

Calcinated black colorant 1 hour 

at 1100°C 
29.39 2.13 1.73 

Calcinated black colorant 1 hour 

at 1200°C 
24.18 0.63 -0.80 
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The viscosity of the glazes was determined with using the ford cup viscometer. The viscosity of the 

prepared glazes is set to 15 sec and litre weights to 1450 g/l. These glazes were then applied on the 

ceramic bodies by dipping method and fired in the industrial kiln at 1200 ºC. Figure 3 shows the 

calcinated colorants applied to stoneware glazes and their effect on the bodies and L,a,b values are 

given in Table 4. 

 

 
 

Figure 3.  Color effect of the calcined colorants at 1100 ºC and 1200 ºC on the stoneware ceramic 

glaze respectively. 

 

Table 4. L,a,b values of stoneware ceramic glazes containing Ferro- CK13074 pigment, black 

colorants calcined at 1100 ºC and 1200 ºC. 

 L a b 

Ferro-CK13074 29.90 0.11 -0.23 

S-15 (calcinated 1100 ºC) 26.71 0.61 -0.24 

S-15 (calcinated 1200 ºC) 25.94 0.59  0.45 

 

The whiteness value of L was measured as (29.90) in stoneware glazes using commercial black 

pigments. This whiteness value was measured as (26.71) and (25.94) respectively, by using black 

colorants calcined at 1100°C and 1200°C in stoneware glazes. The L* value of the black colorants 

produced by the calcination process decreased compared to the commercial black pigments. This 

shows us the success of the colorants obtained as a result. 

 

3.2. Microstructure Analysis 

The microstructure analysis resulting use of in the glaze the produced colorants was determined with 

the FEI NANO SEM 650.  EDS analysis was performed with the EDAX-EDS device connected to a 

scanning electron microscope. In the S-15-1100 glaze the occurring crystals and the microstructural 

appearance are given in Figure 4. In the Figure 5.  EDS analysis of crystals in S-15-1100 glaze. 
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Microstructural appearance of the distribution of S-15 (calcinated 1100 ºC) crystals in stoneware glaze 

are given in Figure 4a and b.  In the microstructure images have detected crystals similar to pine leaf. 

Image of pine leaf shaped of crystal and EDS analysis of crystal is given in Figure 5 and an average 

oxide composition of the crystals  according to EDS in Table 5. 

 

 

 
(a)                                                                                               (b) 

 

Figure 4.  SEM microstructure image and distribution of crystals in stoneware ceramic glaze of S-15-

1100. (5000X magnification). 

 

S-15 EDS patterns taken from the glaze crystals of the colorant calcined at 1100 ºC, Fe, Cr, Ni, Co 

amounts on the glaze surface. 

 

 

Figure 5.  EDS analysis of S-15 (calcinated 1100 ºC) crystals in stoneware glaze at 8000X 

(Fe, B, Na, Cr, Ni, Si and Mn quantities on the glaze surface). 
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Table 5. Average oxide composition of the crystals according to EDS in Figure 5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Microstructural appearance of the distribution of S-15 (calcinated 1200 ºC) crystals in stoneware glaze 

are given in Figure 6a.  In the microstructure images have detected crystals similar to pine leaf. Image 

of pine leaf shaped of crystal in Figure 6a and 6b. EDS analysis of crystals in glaze is given in Figure 

7. 

 

 

            (a)                                                                                        (b) 

  

Figure 6. SEM microstructure image and distribution of crystals in stoneware 

ceramic glaze of S-15-1200. (5000X magnification). 

 

Element Weight 

(%) 

B2O3 17.42 

Na2O 5.02 

MgO 0.61 

Al2O3 1.61 

SiO2 38.61 

K2O 0.51 

CaO 6.34 

Cr2O3 5.74 

MnO 0.66 

Fe2O3 10.56 

NiO 12.91 



 
 

 
 

Yıldızay, H. and Aydoğdu, F.,  Journal of Scientific Reports-A, Number 48, 87-97, March 2022. 
 

 
 

95 
 

 
 

Figure 7.  EDS analysis of S-15 (calcinated 1200 ºC) crystals in stoneware glaze at 8000X 

(Fe, B, Na, Cr, Ni, Co, Si and Mn  quantities on the glaze surface). 

 

Table 6. Average oxide composition of the crystals  according to EDS in Figure 7. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. DISCUSSION 

 

As a result of this study, it has been determined that using industrial products such as a mixture of Ni-

Co composite, magnetite and chromite as a colorant in glazes in which black tones are used in the 

production of ceramic stoneware glazes, stoneware glazes can be produced without deteriorating their 

properties and it will contribute economically. The improvement of black tones when the colorant is 

subjected to heat treatment at different temperatures (1100℃- 1200℃), has created an advantage in the 

use of this mixture as black color. The obtained colorant and calcination applied to this colorant 

positively affected the color parameters in the glaze compositions where the colorants were used. The 

color parameters similar to commercial black pigments were found. The colorants added to the glazes 

Element Weight (%) 

B2O3 6.99 

Na2O 0.16 

MgO 1.04 

Al2O3 1.04 

SiO2 1.55 

K2O 0.28 

CaO 1.04 

Cr2O3 41.88 

MnO 1.53 

Fe2O3 28.42 

CoO 1.34 

NiO 14.72 
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covered the body surface perfectly. As seen in the SEM-EDX results; the presence of chromium, iron, 

nickel and cobalt oxide ensured the acquisition of very good black tones in stoneware glazes.  
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ABSTRACT 

 

The constant development of technology has resulted in virtual reality being included in almost every 

aspect of our lives. Today, the opportunities offered by technology have made many conventional 

methods redundant, which is especially the case in the field of architecture. The sophistication of 

software and hardware customised for architecture means that computer literacy and keeping a close 

eye on technological progress has become a prerequisite for actors in the profession. The undeniable 

role of computer skills in professional development also presents itself in academic environments. 

Virtual reality is now integrated into all areas of education while the share of computer-aided design 

in architecture is growing steadily. These developments bring on the need to introduce different 

perspectives in architectural education. Computers have made it possible for students to transform 

abstract thoughts in their designs into concrete data much more quickly and easily with the assistance 

of custom hardware and software. This study aims to bring a different perspective to architectural 

education by explaining how virtual reality can be employed in computer-aided designs in 

architectural education and the new potentials it offers. In this context, the situations created by the 

processes before and after the use of technology in architecture were examined in detail. As a result of 

the examinations, it is understood that it is necessary to follow and use the developing technology in 

architecture, but it should also be used in the traditional method. 

 

Keywords: Virtual Reality, Architecture, Architectural Education, Design, Computer 

 

1. INTRODUCTION 

 

A retrospective examination confirms the continuous change and evolution of technology. The 

introduction of machines in our lives, especially in the post- industrial revolution period, has led to 

great changes in the field of architecture. During this process, in which the use of computers increased 

exponentially, architectural designs have rapidly migrated to digital platforms while many basic 

components such as the design process have gone through significant changes. 

 

Information technologies have been used for the purpose of architectural education for more than 20 

years. The use of digital design methods is on the rise around the world and in Turkey. Information 

technologies have been adopted by architecture schools in Turkey parallel to the rest of the world. The 

use of such technology has accelerated as greater numbers of academicians and architecture students 

mailto:hacermutlu@gmail.com
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have got accustomed to using computers [1]. The development of architectural design software has 

also meant that these applications now have an important place in the field of education. Learning 

these programs during education also give students an advantage in their professional lives [2]. 

 

Currently, a combination of conventional methods and digital technologies is used in architectural 

education. Conventional methods in architectural education, which rely on paper, pencil and models, 

are still used extensively. Digital technologies are used as complimentary instruments to the former. 

However, this can be considered as a transition phase to digital technologies [3]. Architectural 

education programmes start with the conventional method and then move on to two-dimensional 

drawing with digital software before progressing to visualisations with three-dimensional models. 

Computers should be considered as a tool that provides architecture students the opportunity to 

experience different aspects of their designs. While conventional methods allow architecture students 

to get hands-on experience with tangible objects, computer programmes make it easier to access 

processes and resources related to design [2-4]. 

 

Computer technologies in architectural education originally started with two-dimensional drawings 

using CAD applications. Today, it is used for basic designs in applied projects. However, with the 

introduction of three-dimensional modelling techniques around the mid-1980s, the focus shifted 

towards visual expression [2-5]. Computer software helps designers evaluate spatial relations and 

develop their designs [6]. 

 

Visual communication improves dialogue between professionals and the general public, increases 

understanding and improves decisions, which explains why it has become an increasingly common 

practice in environmental decision making [7]. We perceive the world three-dimensionally, so there is 

a growing need for three-dimensional images generated by computers or similar implements [8]. 

 

In the face of technological progress, the development of societies relies on keeping up with changes 

and adopting new technology into their lives. To do so, modern societies carry out studies on the use 

and development of new techniques and methods in the field of academic teaching and learning. 

Known methods and techniques in education gradually become inadequate and even invalid as 

technology develops. As one of the many innovations introduced with new technology, virtual reality 

has brought a new perspective to education and training methods [9]. “It is claimed that the virtual 

educational environment model is an important tool for architectural education to adapt to current 

technological developments and ideational changes” [10]. 

 

The introduction of computer technologies in the field of architecture has also brought a new 

perspective to design. Computers have made it possible to realise design forms that would be 

considered difficult or uncalculatable with conventional methods. Architectural design has also 

evolved with the technology-based development of previously limited materials and construction 

methods. Collectively, these changes and developments have led to the emergence of a new design 

concept. 

 

Considering the very broad topics of technology and virtual reality, this study has been limited to the 

investigation of computer-aided design processes in architecture and the introduction of virtual reality 

in architectural designs. The aim of the study is to identify the contributions of computer-aided design 

to architectural education. 
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2. MATERIAL and METHOD 

 

Conventional methods are quickly being replaced by computer technologies in architectural education. 

It is very likely that conventional methods will be abandoned completely in the near future. This study 

will first provide a brief overview of the evolution of architectural design education; second, evaluate 

changing phenomena and concepts in design following the introduction of computer-aided designs; 

and third make predictions on the future of architectural design. Subsequently, the existing academic 

system will be evaluated in conjunction with vocational experience before making forecasts about the 

nature of the education system in the future. 

 

In order to make it easier to understand the place of virtual reality in computer-aided design in 

architectural education, the method of the study has focused on addressing the historical evolution 

from the origins of architectural design, especially the point where the concept of computer-aided 

design became adopted into the design process in the form of a literature review based on 

publications, theses and articles. In this context, changes in architectural designs were examined 

before, when and after computer technologies were included in this process. The positive and negative 

effects of each new method introduced to design education in architecture have been examined and 

evaluated periodically in terms of students, academicians, architects and customers. The data and 

experiences acquired during this research have been presented in the conclusion in order to shed light 

on future architectural education and training. 

 

3. THE HISTORIC DEVELOPMENT ARCHITECTURAL EDUCATION and DESIGN 

 

Architecture is structurally complex, contradictory and intertwined with abstract concepts. 

Architecture involves tangible elements such as material, structure, building; quantifiable elements 

such as mechanics, static and topography; as well as unpredictable factors such as nature, experience, 

existence, and human beings. According to Cook (1996), these quantifiable and unquantifiable factors 

are both the most enjoyable and most daunting aspect of architecture [11]. The numerous, constantly 

evolving variables of architecture have forced changes in architectural design education. Design 

education is based on lectures and conventional teaching. It also aims to build on student creativity 

and provide the knowledge which allows non-verbal expression as the source of actions based on 

capabilities [12-13]. Design studios and basic design courses complement students’ aesthetic and 

artistic talents by building on their sensory, perceptual, critical, mental and visual aspects. Certain 

courses such as concepts, theory, and design knowledge aim to improve the design theory foundations 

of students. Courses like technical drawing, structural knowledge, and narrative techniques, support 

the expressive style and technical design knowledge [13]. 

 

Architecture requires making designs that consider predictions about the future. Thus, approaches to 

design must be based on an inquisitive perspective rather than stereotyping. The most important 

transformation in architectural education is introducing architecture students a perspective that 

embraces change. The architectural education system must be open to new methods [11]. 

Unquestioned knowledge hinders imagination. This is why, conventional rote education must be 

avoided at schools. There is a need to provide environments that give students hands-on experience; a 

setting where they can question freely, learn from practice and even from mistakes [14]. Unlike many 

other degrees, architectural education is based on learning by practice and gaining experience [13-15]. 

The studio tradition in architectural education provides students with the main design experience and 

can be regarded as the core of the education programme. Architecture must keep a close eye on the 
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changes and developments of the time. Architectural education and design studio curricula must keep 

up with the changes taking place in the world. Design studios have constantly evolved from the past to 

the present and will continue to do so. Historically, architecture education and studios can be 

examined in three periods [13-16]. In the first period there was no structured architectural education, 

design education or studios. During this period, knowledge was transferred in context of a master-

apprentice relation. An apprentice would learn architecture by observing and helping his master at 

work [17]. The unconditional superiority of the master was emphasised [13]. The master-apprentice 

relation continued into the second period of architectural education however, the theoretical aspect of 

education was provided in a school setting while the applied side took place in offices [17]. The 

beginning of the second period corresponds to the establishment of the French School, the first 

independent architectural school, which was followed by a turning point which saw the discipline of 

architecture breaking away from the traditional architectural education practice. The second period 

triggered a new era in architectural education. In the third period the Ecole des Beaux-Arts education 

system was adopted which led to the integration of practical work in the academic curriculum and the 

studio concept being an integral part of architectural education. This is also when the first studio 

system was implemented [15-18]. During this period, students also experienced an intensive design 

process, investigating problems with their peers and instructors [19]. Bauhaus brought another 

perspective in this period. In contrast to the Beaux-Arts model, the Bauhaus system focused on freeing 

students from conditionings, allowing them to expresses creativity and imagination individually [18]. 

Although the Beaux-Arts model had existed in architectural education for a long time, its prominence 

was weakened with the emergence of the modernist movement. Architectural education was 

influenced by Bauhaus throughout the first half of the 20
th

 century and the number of design schools 

increased [13]. In the master-apprenticeship method, the master simultaneously transferred all his 

theoretical design and application knowledge to the apprentice. However, this system became 

inadequate as demand for architectural solutions increased. Academies started to provide theoretical 

education. The applied part of the education continued in architecture offices outside the school [17]. 

 

As shown in Figure 1, considering the evolution of the approach to architectural education and its 

modern version practiced today, design in architectural education can be examined in three different 

ways. The first is the approach dominated by the master-apprentice relation. This approach is 

instructor-centred and information transfer is one-way, from instructor to student. This method does 

not allow students to ask questions and the instructor’s knowledge is undisputed. The environment, 

the problem and the finished product are completely physical in this approach. The second approach is 

the empathic student-teacher relation. There are more students and the transfer of information is two-

ways. This method practiced in design studios. The studio and problem are physical. The student 
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develops the design problem in the studio and works with the contributions of fellow students and 

instructors. During this process students learn design education. The student has more say in this 

method compared to the master-apprentice relation. The third is the post-IT approach. In this method, 

the architecture studio puts the student in the centre. Students can interact with peers in another studio 

through electronic communication. The virtual network provided by computer technology makes it 

possible for students to collaborate with users from all over the world. In addition to physical 

problems, hybrid and virtual problems are in the forefront and emerge as the subject of the 

architectural design studio. The virtual environment has also altered the limitations on accessing 

information. In this context, schools should follow developments and constantly revise curricula in 

order to keep up-to-date and provide a sound education [17]. In an age where designs concepts are 

changing constantly, it is extremely important to effectively benefit from new media and technologies 

to ensure the continuation of a design discipline [20]. 

 

4. COMPUTER AIDED DESIGN and VIRTUAL REALITY in ARCHITECTURE 

 

The first computer drawing was made in the 1960’s. This was also when designers were introduced to 

computer technologies. The hardware and software made available by technological progress has 

meant that computers have become important auxiliary tools in architecture. Computers are mostly 

used to present the stages of architecture and interior architecture. Such presentations often use a large 

number of computer-generated perspective images and animations based on the designs. The use of 

hand-drawn perspective sketches is now mostly limited to traditional presentations. Today, images 

from different angles of the modelled image are used in the presentations [21]. 

 

Today, technology makes it possible to reflect everything that can be physically perceived in a 

different medium. Real environments can be created with three-dimensional imaging and simulation 

techniques [21]. As shown in Figure 2, the virtual space designed with computer-aided design systems 

is first drawn in two dimensions before a three-dimensional model is created. It is a process that 

requires simultaneously considering two and three dimensions. In some software, the space is initially 

drawn in two dimensions after which it progresses to three dimensions. Some software creates two 

and three dimensions simultaneously. 

Figure 2. Visualisation of architectural design in CAD software [22]. 

 

As shown in Figure 3, models based on computer-aided designs can deliver the appearance of a real 

image with the help of other software. Material and lighting are assigned to the model in the last stage. 

These settings are the most important details that make the model give the impression of a real image. 
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Life-like images can be created by superimposing the model with a particular environment using 

template objects or created objects. 

 

 

              

(a)modelling                              (b) material                                 (c) lighting 

Figure 3. Visualisation of the Ayasofya Model [23]. 

 

Virtual environments created with three-dimensional models can be used for virtual reality 

simulations. This allows the user to move freely inside the model. Stimulating our audio-visual senses, 

it is possible to create spaces that can be experienced and interacted. Virtual spaces can become 

spaces that can be experienced with multiple senses [23]. Users can move around within the simulated 

models. The nature of mutual interaction comforts the users [21]. 

 

Figure 4. A Virtual Reality Museum [23]. 

 

Architecture is the visual realisation of human imagination. These ideas are functionally made real 

with computer technology. Following the emergence of the “immateriality” concept, the foundation 

has been laid for merging the relation between the physical material dependence of architecture and 

computer technologies. Immateriality is replacing the physical material required for architecture with 

images and interactions provided by computer technology [24]. 
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According to Anders (1999) all architectural projects in the future will be designed virtually. Cybrid is 

the physical and cyberspace community. Cybrid can involve virtual additions to real buildings or real 

spaces incorporated in cyberspace [25]. It appears that the future will be about cybrid (hybrid) designs 

using a combination of immateriality, physical space and virtual spaces [21]. 

 

“Virtual Reality can be defined as computer-generated 3D simulations in which users can physically 

interact with virtual environments and objects by means of custom electronic equipment such as 

headsets equipped with screens and various sensors, gloves and remote controllers. The most 

important feature of these simulations is that it creates real feeling of being there. This is made 

possible by interaction with immersive images that stimulate audio-visual senses, as well as giving 

users the ability to interact with virtual formations using various physical movements” [10]. 

 

According to Franck (2002), the concept of virtuality is not the opposite of reality, it is rather one of 

the layers of reality. Franck argued that the concept of virtual is real and refers to the intangible. 

Franck claimed that virtuality is “the ability of revealing the essence of something that actually exists 

inherently - that is, without transforming it into an object” [26]. The author noted that virtual 

architecture is “real and potential architecture and finds application in the digital world’s laboratory 

and sheltered living spaces. Architects are also cyber architects” [26-27]. Önder believes that 

designers of virtual spaces do not have artificial intelligence, and that they may be dreams based on 

people’s experiences. This is why the author thinks that images of the physical world will find a place 

in a virtual space setup [28]. Önder states that virtual spaces actually create images of the real world. 

In virtual architecture, real events, time and space are presented with the help of digital technologies, 

whereas traditional architecture relies more on fixed forms and precise geometries [17]. 

 

Virtual education applications of universities in the fields of architecture are very diverse. Özlem 

Ünkap (2006) examined virtual reality applications applied with different methods in architectural 

design studios. Studio studies have been made in cyberspace where the object is a physical or physical 

concept. In his other study, studies in which the entire environment of the design is cyberspace and the 

object is virtual were examined. In another study, workshops using cyberspace as a tool were 

examined. As a result of all these studies, it has been observed that a person can participate in the 

design and application method in different disciplines. It has been observed that the design process 

feeds on itself and new creative opportunities are provided to the designer. The application area of 

virtual architecture is cyberspace. Cyberspace is a universe consisting of communication networks and 

computers and supported, in which global information is transformed into form [17]. 

 

Virtual reality technology allows architecture students to observe every stage of space design from a 

critical and different perspective. Proficiency in using virtual reality and effective time management 

are important. This technology might also improve student motivation for design. Students can create 

a social atmosphere and also bring different and new approaches to designs. Since virtual reality can 

be remotely accessed, physical locations are irrelevant. This technology has become extremely 

important for students to be able to acquire a more realistic perspective to their designs [29]. In a 

sense, virtual reality technology has made it easier to perceive. Thus, the solution to previously 

complex concepts has become easier. In this context, architecture students develop on their design 

motivation and creativity. In the course follow-up, students who were independent of place and time 

were seen to gain flexibility in design [21]. It would be positive to include virtual reality in 

architectural design environments as it develops 3D thinking, allows existence in the design process, 

and provides different perspectives [20]. 
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5. APPROACHES to DESIGN EDUCATION in CONTEMPORARY ARCHITECTURE  

 

A finely designed product is no longer adequate in the current approach to architectural design. It is 

important to create a behaviour on how design can be done. In this context, questions such as “What is 

design education? How is it given and how should it be given?” are becoming increasingly important 

in design schools [18]. In this evolving process, the question of “How can we teach better?” has 

changed to “How do people learn” [13]. Regarding the design process, it is of great importance in 

terms of architectural design education that the student tries and fails the design during education and 

is actively involved in all stages of the process. 

 

The biggest problem of students starting architectural education is to interpret and visualise the spatial 

relations of the products they create with the abstract sketches of their imagination. Students initially 

visualise these abstract sketches with tangible tools such as pencil, paper and model [30]. In 

architecture, all products designed from the equipment inside the building to the structural and urban 

scales should be defined with technical expressions and according to architectural standards. These 

expressive techniques are two-dimensional drawings. The technique of expressing design idea by 

drawing is regarded as the main method of visualisation since the Renaissance [31]. The perspective 

and models created facilitate the presentation and perception. This is why, it will be more effective to 

use conventional methods in the early stages of an architecture student’s development when they lack 

concepts and cannot establish a relation with objects. It is thought that this will help create better 

design awareness. 

 

In the traditional method, the student is seen to have a passive role limited to receiving information; an 

empty object that needs to be loaded with information. During some aspects of architectural 

education, students can become more involved, especially in applied courses and field studies. 

Occasions that activate the student can be diversified with hyper-media tools. Considering 

technological developments and the requirements of the age, hyper-media must take a leading role in 

abandoning passive practices that merely load students with information. Most of the problems related 

to architectural education can be solved with the help of computer technologies [14]. However, while 

it is necessary to expose students to these technological processes, it is equally important to rely on the 

conventional method in which abstract ideas are rendered tangible with touch and feel in the initial 

stages of design in architectural education. 

 

Computers were first used to carry out analytical calculations in engineering designs. “Computer-

aided design (CAD) began with the development of the SKETCHPAD system in 1962-1963 by Ivan 

E. Sutherland in the laboratory of the Massachusetts Institute of Technology (MIT).” With the help of 

light and pencil (ligh-pen), designers using SKETCHPAD were able to design directly on a screen for 

the first time. The system developed by T. E. Johnson in 1963 made three-dimensional modelling 

possible [32-21]. The CNC (Computerized Numerical Control) system was introduced in the late 

1960s to use in the production of designed objects [33]. Due to economic constraints, computer-aided 

design was not used widely in architecture until the 1970s. In 1970, only 50 companies in the world 

were using CNC machines in the design and production of complex surfaces [33-34]. AUTOCAD 1.0 

was launched in 1980, and software witnessed a rapid development, making it possible to make most 

of the drawings of conventional architecture. AUTOCAD R9 and Autoshade 1.0, allowing CAD 

versions, curved 3D visualisation, wiremesh technique, and shading, were released in 1987. The 

unbelievable software development between 1990 and 2000 was made computer modelling possible to 

common users. The first version of 3d studio max was released in 1990 and its use became widespread 
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in a short time. In 1991, the Adobe Photoshop suite was released bringing success in computers-aided 

visualisations. 1992 saw the release of the Form-Z programme which has been crucial in creating free 

curves in modelling [35]. Collectively, these developments demonstrate that there has been a shift in 

the concept of design which now relies significantly on computers. Computers became widespread in 

architectural offices in 2000 and CAD software was used for different stages of design. With the 

development of computer-aided design, computers are now used as the primary drawing tool in 

architectural design. Computers also serve different functions such as presentation, communication, 

quantification, simulation and engineering calculations [21]. 

 

With the help of computers, architectural design has abandoned the traditional paper, pen and model 

and embraced a new, digital medium. The digital age has shortened the time needed for the design 

processes and made it possible to collaborate and work simultaneously. The internet provides a global 

working environment and the opportunity to gather on a common ground. Creating a digital space that 

does not exist physically has enabled the building or object to be formed and experienced in three-

dimensional space [36]. 

 

Studies carried out by Işık have revealed the importance of using architectural drawing software in 

architectural education. Students are aware effective use of architectural drawing programs will also 

be an advantage in their professional lives. However, although design software abilities are important 

in professional life and architectural education, students need to make hand-drawn sketches and 

improve their skills. In this context, it seems more appropriate for four-year undergraduate degrees in 

Turkey to start education with conventional methods [2]. 

 

6.  DISCUSSION 

 

It is important to evaluate the dimensions of a place in architectural designs, as is to select the 

assessment approach for design technique. Each architect employs different techniques in developing 

designs. However, the development and dissemination of computer-aided design techniques also 

offers new opportunities. Modelling the space in three dimensions considering space limitations and 

experiencing virtual tours quickens the decision-making process during the construction phase of the 

building. Virtual reality has been criticised by many circles based on concerns that VR disconnects 

humans from reality, that the experience is socially insufficient, and that architects are losing a battle 

against technologies. These expectations have not materialised yet. On the contrary, it is important to 

understand that computer technology has enabled architecture to establish new relations with different 

disciplines. In modern architecture, interdisciplinary interaction is inevitable in creating an 

environment that is in harmony with social, economic and technological forces [37]. 

 

The fact that current computer-aided architectural modelling and presentation techniques create 

realistic images has led to a perception that architecture is a virtual image. This technology is now 

used extensively by investment and real estate companies as a major marketing tool. For this reason, 

the current market expectations are more in favour of quickly completing a design that is visually 

appealing. Today’s market has made the use of computer technology compulsory. Computer 

technology has emerged as a design method rather than being an auxiliary tool in the design process.  

 

Providing visually stimulating three-dimensional objects in two-dimensional planes have largely 

removed tactile stimulation from the process. Pallasmaa expresses his concerns about computer 

technologies: Computers are often seen as a useful invention, as they liberate human thought and offer 



 
 

 
 

 
Danacı Mutlu, H., and Çakmak, A.,  Journal of Scientific Reports-A, Number 48, 98-112, March 2022. 

 

 

 

107 
 

efficient design possibilities. Computers create distance between the designer and the object. Whereas 

Designers have a tactile contact when they draw and model by hand. The imagined design is 

physically modeled. You can be inside and outside the object at the same time. Creative design is 

formed by physical and mental identification and empathy. Computers turn this design process into a 

visual manipulation [38-39]. 

 

As one of the leading theoreticians and important architects of our time, Steven Holl, creates his 

designs by drawing numerous sketches in the design process, and relies on the model-making 

technique for three-dimensional expression. Holl experiences the tactile properties of the materials 

that make up his designs, the use of light as a material, and the relation between design and place. The 

architect turns to computer technology in the final stage of the design. Conventional methods play an 

important role in Holl’s design process [39]. 

 

As technology made a stronger presence in the field of architecture, digital programmes and software 

gained significance in architectural education mainly due to market conditions and the ease of tackling 

labour-intensive, difficult projects. In this respect, architectural education must be open to progressive 

design programmes and students should be informed about such developments [2]. 

 

Schoon (1992) and Moloney (2001) reported that creative architectural design solutions often come 

from students who repeatedly work on their sketches and who critically examine designs. Computers 

provide easy access to sketches stored on the system as well as a wide range of solutions which 

expands student interest in architectural drawing programs. It appears that the three-dimensional 

thinking abilities and model-making skills of students have increased with the growing use of three-

dimensional drawing programmes [2]. However, the current tendency is to introduce computer aided 

design training after the student has acquired a theoretical foundation in architecture and gained a 

certain degree of experience in conventional architectural design methods.  

 

Sketching is very important in the architectural design process. However, the computer is a very 

powerful tool, which is very effective in modeling sketches, making models, making fine calculations, 

realizing details, starting production and most importantly, expressing designs. In today's conditions, 

it becomes impossible to stay away from computer technology, which enables the design and 

implementation process to work together in a very short time, with minimum error and maximum 

efficiency [40]. With the development of computers as well as technology, architecture has begun to 

exist even before it is built [41]. . Leach stated that the success in architectural designs affects the 

dominance of the tools used. Thus, he stated that computers are the most powerful tool in designs 

[42]. In terms of design contribution, parametric designs using computers can be one of the most 

successful design methods. Parametric design is a computer aided (CAD) design method using 

parameters. In architectural designs where parametric design is used, environmental data such as 

density in human flow, wind intensity, and sea salinity can be defined as parameters used in the design 

process. These data cause the form, detail and structure of the design to change. Changing one 

parameter affects all parameters. Thus, designers will be able to easily identify the source of the 

problems, their relationship and interaction with other elements [43]. Although parametric designs are 

mostly used to create forms, they provide great convenience in giving the details of the building units 

during the application phase of the form. Thus, interdisciplinary work will be facilitated and the 

construction process will be carried out with minimum error and important details [44]. It would be 

very wrong to prepare architecture students for the profession with only traditional methods in a time 

when designs are rapidly made with these methods. 
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Today, there is a clear shift from conventional design studios towards digital and open source design 

studios that rely on two- and three-dimensional expression techniques, electronic libraries, online 

video supported collaborations, and web archives. It is very likely that information technologies will 

contribute to a global common virtual design studio and joint project teams in an environment of 

intercultural interaction [17].  

 

Considering the information provided, challengers of architectural education agree that architectural 

education should not be limited to studios and schools. The real world is a place of observation for 

architecture students that becomes a part of the environment in education [11]. 

 

7. CONCLISIONS 

 

Research results suggest that computer technologies contribute significantly to the fields of 

architecture and interior architecture. Architecture does not rely on verbal expression, so it is crucial 

to present the created product before the application. In this context, many design problems can be 

solved efficiently with computer technologies. Computers make it possible to quickly and cheaply 

prepare presentations. It is easy to capture images and details from the relevant parts of the designs. 

Once created, these objects can be used in other designs, too. Users can virtually wander around the 

model for a full experience of the design. Computer-aided modelling is much easier than physical 

model-making. In addition, current computer technology creates very realistic images that feature 

different material options and lighting configurations to provide the user a realistic impression of the 

end result.  

 

Advanced computer technology has found applications in various sectors. Students gaining 

professional experience in these sectors have also introduced technological developments to 

architectural education. In an age where time and efficiency are priorities, it is necessary to migrate 

from conventional methods to computer technology. Hand-drawing plans, sections, views and 

perspectives, calculations followed by model-making previously took days to complete using 

conventional methods but computers allow the simultaneous progress of all these aspects. A change 

made on a computer design will modify and/or correct all related drawings and plans, a problem that 

would require complete re-drawing in the conventional method as well as delays and additional costs.  

 

Modern technology also makes it possible to use a combination of conventional methods and 

computer technology. Designers can also integrate different handmade components of the design with 

computers. At the same time, traditional methods can be used on computers. The best example is 

graphic tablets. Digital drawings can be made with the special pen that come with the tablets; stored 

on the system, changes in designs can be made when necessary. However, sometimes these methods 

can be misleading in designs. A product that is visually appealing in the model may not give the same 

result in real life. This is mainly associated with poor design awareness and the resulting inadequate 

use of technological means. In the initial stage, design awareness can be improved by touching and 

feeling after which, it could be developed with auxiliary tools. This is why it seems more feasible to 

practice traditional methods in the first years of architectural design education. Computer technologies 

could be more beneficial while still using some conventional methods in design. 

 

Many of today's architectural designs are realized with virtual reality and parametric design methods 

due to the many advantages it provides. It is observed that its works related to this continue rapidly. In 

practice, it is very important to use tools that provide solutions with the least time, the most 
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economical way and the least error. For this reason, the use of technology in architectural designs 

becomes mandatory. The advancement of technology, which is constantly renewed and developed 

according to the needs, simultaneously affects the architectural design methods. These advances in 

architectural designs should be given to students who will become architects at the education stage. 

 

The access to the endless opportunities offered by computer technology has affected all sectors 

including architecture. Architecture students should also be educated outside school settings.  Students 

must follow global developments to provide critical and inquisitive thinking. This necessitates 

changes in the existing education systems. Traditional methods should be given at the beginning of 

architectural education. immediately afterwards, the most preferred methods in designs, where 

technology can be used, should be included in the training. Students should be introduced to virtual 

reality and parametric design methods during the architectural design education process. Designers 

design something that is known only vaguely. Designing the unknown based on predictions is only 

possible by questioning knowledge. Instead of being confined to current knowledge, transforming 

knowledge in line with the predictions will provide to a more accurate results in the making of an 

unknown design. 
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