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Herein, the molecular recognition sites on the surface of the chip were created by the 
molecular imprinting method to produce the surface plasmon resonance (SPR) based 

nanosensor for the real-time kanamycin (KAN) detection.
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Kanamycin (KAN) indicates two forms of ami-
noglycoside, a crystalline monosulfate monohy-

drate, and salt with a higher sulfate content [1]. Due 
to their low cost of production, these compounds are 
widely used in the treatment of narrow therapeutic 
indexes, especially in veterinary medicine [2-5]. Des-
pite its widespread use in the form of injections and 
capsules as a second-line antibiotic, there is increa-
sing concern about KAN overuse, as well as overcon-
sumption of KAN-containing animal-derived food 
because it could induce accumulation in an animal 
body and transferred into the food chain [3, 5, 6]. Re-
sidues of kanamycin were found to imperil people's 
health, causing severe side effects such as hearing loss, 
kidney damage, and allergic shock [3, 7]. In this sense, 
there are effective strategies accessible for kanamycin 
detection in various mediums. Until now, numerous 
analytical methods have been applied for the KAN 
detection such as spectrophotometry [3, 6], cantilever 
array sensor [5], high performance liquid chromatog-
raphy (HPLC) [8, 9], solid-phase extraction (SPE) [9], 
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electrochemical [4, 7, 10], mass spectrophotometry 
(MS) [9], capillary electrophoresis [11, 12]. While 
substantial contributions and recompensing results 
have been provided to the KAN detection, the majo-
rity of these methods are time-consuming, laborious, 
and complicated [2, 6, 7]. Furthermore, they often en-
tail a significant amount of raw material, professional 
personnel, and costly equipment [2, 6, 10]. Therefore, 
rapid, simple, and low-cost methods for sensitive and 
selective KAN detection need to be developed. The 
molecular imprinting technique (MIT) is a powerful 
tool to create selective recognition regions on the sur-
face of interest [7, 13-16]. There are many applications 
such as drug delivery [17], diagnostics [18], biosensors 
[19], forensic science [20], regenerative medicine [21], 
tissue engineering [22], etc. that is used effectively 
and successfully to obtain high sensitivity, specificity, 
and accuracy. Surface plasmon resonance (SPR) with 
undeniable advantages is a suitable platform to ob-
tain a low detection limit for the sensing application 
of MIT [23-25]. The sensing system produced by the 

A B S T R A C T

Herein, the molecular recognition sites on the surface of the chip were created by the 
molecular imprinting method to produce the surface plasmon resonance (SPR) based 

nanosensor for the real-time kanamycin (KAN) detection. Firstly, kanamycin imprinted 
nanofilm, which has specific recognition cavities for kanamycin were synthesized by in-
situ radical polymerization. Fabricated nanofilm for the detection of kanamycin was char-
acterized with FTIR, ellipsometer, and atomic force microscope by the means of structur-
ally and morphologically. The mean thickness values were determined for the imprinted 
and non-imprinted nanofilms as 102.4±3.1 nm and 101.8±4.7, respectively. The sensitivity 
performance of imprinted nanosensor was investigated by using the KAN solutions at dif-
ferent concentrations (25-200 ng/mL). The refractive index and the KAN concentration 
were found to be in perfect agreement with a regression coefficient (R2, 0.992). The detec-
tion limit was calculated as 0.40±0.05 ng/mL by using the equation in the calibration curve. 
The response of imprinted and nonimprinted nanosensors towards the chemical analogs 
of KAN (NEO and SPM) were investigated to prove the selectivity of KAN imprinted 
nanosensors. The reusability performance of imprinted nanosensor was investigated by 
spiking 25 ng/mL KAN solution with three replicates. When the kinetic analyzes were 
examined, high sensitivity real-time kanamycin analysis was performed at very low con-
centrations with good reusability.

INTRODUCTION 
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Kanamycin; Surface plasmon resonance; Molecular imprinting; Nanosensor.
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selective molecularly imprinted nanofilm was obtained 
from the polymerization of MAA-KAN pre-complex 
towards EGDMA as a crosslinker and HEMA as a co-
functional monomer. For the preparation of MAA-KAN 
pre-complex, 2 mg of KAN was complexed with 7.25 μL 
of MAA by providing a 1:5 (mmol) template molecule 
and functional monomer ratio. The pre-complex was dis-
solved by mixing 41 µL of toluene and 164 µL of ACN to 
obtain a homogeneous solution of the pre-complex. 13.4 
µL of HEMA monomer and 27.7 µL of EGDMA crosslin-
ker were added to the pre-complex solution. After adding 
AIBN (10 mg) as initiator, the final solution (5 µL) was 
dripped on the pre-vinylated chip. The prepared chip 
was placed under a UV lamp and polymerization was ac-
hieved by photopolymerization for 75 minutes. The un-
reacted monomer was removed with ethyl alcohol. The 
ratio of the crosslinker, monomer, and template molecule 
is 20:14:1, respectively. The percentage of monomer in 
solution was determined as 25 % (w/v).  After the poly-
merization steps, the imprinted nanofilm-coated SPR 
chip was washed with methanol and acetonitrile solution 
(4:1, MeOH:MeCN) to extract the template. The KAN 
imprinted nanofilm was washed with this desorption so-
lution at room temperature for one hour, renewing the 
desorption solution every ten minutes. This process was 
repeated until KAN could not be detected by UV spect-
rophotometer at 276 nm. To prove the selectivity of KAN 
imprinted nanofilm, the non-imprinted nanofilm was 
also fabricated in the same manner as described earlier 
without adding KAN.

Characterization of nanofilms

The thickness measurements on the surfaces of the 
prepared sensors were characterized by Nanofilm EP3-
Nulling Ellipsometer (Göttingen, Germany). The laser 
with the wavelength of 532 nm at an incidence angle of 
62° was used to perform thickness measurements. The 
SPR sensor is positioned beneath the laser light source. 
The average of the kinetic measurement results repeated 
three times in six different regions is reported. The con-
tact angles of nanofilms were measured using a KRUSS 
DSA100 (Hamburg, Germany) instrument. The contact 
angles were determined by pouring water on the SPR chip 
surfaces using the Sessile Drop technique. For each drop, 
five independent photographs were taken from different 
regions of the chip surface to calculate contact angle data. 
Five independent photographs were recorded from vari-
ous regions of the surface of the chips, and the contact 
angle data were calculated for each drop. The structural 
characterization of the nanofilm surfaces was carried out 
using Fourier transform infrared spectrometer (Thermo 
Fisher Scientific, Nicolet iS10, Waltham, MA, USA).

combination of SPR and MIT is widely used in the detec-
tion of cells [20], pathogens [21, 26], biomolecules [27, 28], 
drugs [29], antibiotics [30-32], etc.

Herein, the nanosensor fabricated via MIT was develo-
ped to detect KAN with sensitivity and selectivity by using 
SPR. The KAN imprinted nanofilm which has specific 
recognition cavities for KAN were synthesized by in-situ 
radical polymerization on the chip surface. Before kinetic 
measurement of SPR chip surfaces with KAN imprinted 
nanofilms, FTIR, Ellipsometer, and AFM were used for the 
characterization of nanofilms on the surface of chips. The 
responses of nanosensors against KAN and competitors 
were investigated for selectivity studies. The KAN detecti-
on using the assay was successful, with high selectivity and 
sensitivity.

MATERIAL AND METHODS

Materials

Kanamycin (KAN), neomycin (NEO), spiramycin (SPM), 
allyl mercaptan, ethylene glycol dimethacrylate (EGD-
MA), methacrylic acid (MAA), and 2-hydroxyethyl met-
hacrylate (HEMA), were obtained from Sigma Chemical 
Co (St. Louis, USA). Gold SPR chips were supplied from 
Horiba (UK). All other chemicals were of reagent grade 
and supplied from Sigma Chemical Co (St. Louis, USA) 
and Merck A.G (Darmstadt, Germany). All kinetic mea-
surements were carried out with the SPR system (GenOp-
tics, SPRi-Lab, Orsay, France). Barnstead D 3804 NANO-
pure cartridge with cellulose-containing Barnstead (Du-
buque, A) RO pure LP reverse-osmosis unit was utilized 
for the purification of water used in all experiments.

Functionalization of the chip surface

The chip surface was functionalized with allyl mercaptan 
(CH2CHCH2SH). Before the modification, acidic piran-
ha solution (3:1, H2SO4 / H2O2) was utilized to clean the 
gold surface. Then, ethyl alcohol was used as a washing 
solution for the cleaned chips, and the chips were placed 
to dry in a vacuum oven (200 mmHg, 40°C) for 3 hours. 
10 μl of allyl mercaptan was applied to the cleaned SPR 
chip surface and allowed to stand for 12 hours. Following 
this, the final chips were washed with ethanol and dried 
in a nitrogen atmosphere. The modification resulted in 
the functionalization of the chip surface with allyl groups.

In situ synthesis of nanofilms

The following process was carried out for the fabrication 
of nanofilm on the surface of chips. The KAN 
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SPR measurement

Kinetic measurements by the KAN imprinted nanosen-
sors were carried out by surface plasmon resonance. The 
kanamycin solutions at different concentrations (25-200 
ng/mL) were interacted with SPR nanosensors by a peris-
taltic pump and kinetic data were obtained using SPRvi-
ew software. 

The following steps were applied for the real-time SPR 
analysis: first equilibrium buffer (Phosphate buffer, 10 mM, 
pH 7.5) then KAN solution was passed through the system 
until the system reached equilibrium again, and the desorp-
tion solution (2.0 M NaOH) was used in the last step. In all 
measurements, the equilibrium buffer waited for 5 minutes 
and kanamycin solution was waited for 10 minutes for the 
system to reach equilibrium. Desorption and regeneration 
processes were carried out in about 15 minutes. The isot-
herm models can be applied to examine the interaction 
between the imprinted nanosensor and KAN in the graphs. 
The response of imprinted and nonimprinted nanosensors 
towards the chemical analogs of KAN (NEO and SPM) 
were investigated to prove the selectivity of KAN imprinted 
nanosensors. The molecular structures of KAN, NEO and 
SPM were given in Figure 1. The reusability performance of 
imprinted nanosensor was investigated by spiking 25 ng/mL 
KAN solution with three cycles.

RESULTS AND DISCUSSION

Characterization

The average surface thickness of the nanofilm was inves-
tigated through spectroscopic ellipsometry. As seen in 
Figure 2, the mean thickness values were determined for 
the imprinted and non-imprinted nanofilms as 102.4±3.1 
nm and 101.8±4.7, respectively.

The surface hydrophobicity of the SPR chip surface was 
investigated by taking the contact angle measurements. The 
contact angles of imprinted, nonimprinted, and unmodified 
SPR chips were measured as 60.5°, 62.2°, and 76.4°, respecti-
vely (Figure 3). The decreasing of contact angle values indi-
cates an increment in wettability as a result of the decrease 
in hydrophobicity. The imprinted and nonimprinted na-
nofilms synthesized on the chip surface have a hydrophilic 
character originating from the monomers (HEMA, EGD-
MA, and MAA) used, therefore, as expected, the contact 
angles are lower than the unmodified SPR chip.

FTIR-ATR spectroscopy analysis was carried out for 
the structural characterization of nanofilms. The simi-
larities in the chemical structures of nanofilms caused by 
crosslinker and functional monomers are clearly visible in 
FTIR-ATR spectra (Figure 4). The most prominent bands 
in the spectra, as shown in Figure 4, were O–H stretching 
bands, which correspond to the hydroxyl group of HEMA 
at about 3200–3300 cm-1; aliphatic C–H stretching bands, 
which correspond to the methyl group of MAA and EGD-
MA at about 2900–3000 cm-1; and C=O stretching bands, 

Figure 1. The molecular structures of KAN, NEO and SPM.

Figure 2. The molecular structures of KAN, NEO and SPM.

Figure 3. Contact angle measurement of SPR chips: imprinted (a), no-
nimprinted (b), and unmodified (c).
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which correspond to the carbonyl group of MAA, HEMA 
and EGDMA at about 1700–1750 cm-1; aliphatic C–H ben-
ding bands corresponds to the methyl group of MAA and 
EGDMA at about 1400– 1500 cm-1; C–O stretching bands 
corresponds to the carboxyl group of MAA, HEMA and 
EGDMA at about 1150–1250 cm-1. These bands in both 
spectra demonstrated the presence of MAA and HEMA in 
the structure of nanofilms.

Kinetic and Equilibrium Analysis

To evaluate the relationship between SPR signal and ka-
namycin concentration, kanamycin solutions at various 
concentrations (25-200 ng/mL) were analyzed by the 
KAN imprinted nanosensor (Figure 5). The changes in 
the refractive index versus time were given in Figure 4a 
by applying the KAN solutions at the different concentra-
tions to the imprinted nanosensors. As can be seen from 
the figures, the % refraction value increases with the app-
lication of kanamycin to the imprinted SPR nanosensor. 
The reason for this can be shown as the increase in the 
concentration difference, which is the driving force bet-
ween the kanamycin solution and the surface. As seen in 
Figure 5, the % refraction value increases with the appli-
cation of kanamycin to the surface. In a standard mea-
surement; equilibrium solution was passed through the 
system first, then kanamycin solution until the system 
reached equilibrium again, and desorption solution was 
used in the last step. In all measurements, approximately 
20 minutes were waited for the system to reach equilib-
rium. Desorption and regeneration processes were car-
ried out in about 15 minutes. It was observed that the % 
refraction value increased greater with increasing the 
concentration. The reason for this can be explained as 
the increase in the concentration difference, which is the 
driving force between the KAN solution and the surfa-
ce of imprinted nanofilm. The amount of KAN can be 
determined by using the calibration plot giving the rela-
tionship between SPR signal and KAN concentration in 
Figure 5b. The refractive index and the KAN concentra-

tion were found to be in perfect agreement (R2, 0.992). 
The detection limit was calculated as 0.40±0.05 ng/mL 
by using the calibration curve. When the kinetic analy-
zes were examined, high sensitivity real-time kanamycin 
analysis was performed at very low concentrations. Con-
sidering the importance of detecting residues of kanamy-
cin for human health even at low concentrations, this 
method is thought to be a very successful technique for 
kanamycin analysis compared to literature (Table 1).

It is required to determine the binding parameters 
from the measurements of the process to quantify binding 
features. For the determination of constants, the models, 
whose equations are given below, are applied to the data [37-
39].

Associationkineticanalysis d R
dt

k C R R k Ra d� � ( )
max

∆
= ∆ − ∆ − ∆ (1)

Scatchard R
C

K R Rex
A eq

∆
[ ]

= ∆ − ∆( )
max (2)

Freundlich R R C n ∆ = ∆ [ ]max

1

   (3)

Langmuir R
R C
K Cd

 ∆ =
∆ [ ]

+ [ ]












max   (4)

Langmuir Freundlich
R C

K C

n

d
n

− ∆
∆ [ ]

+ [ ]

















 R=
max

1

1
(5)

where dR/dt is the change of the refractive index in unit 
time, R and Rmax are experimental sensor responses measu-
red during analyte molecule binding (Reflectivity %/s) and 
theoretical maximum sensor response, C is the concentra-
tion (M), ka is the association rate constant (L/mol.s), kd is 
the dissociation rate constant (1/s), and 1/n is the Freund-
lich heterogeneity index. The association constant, Ka, can 
be computed as Ka = ka/kd (L/mol), while the dissociation 
constant, Kd (mol/L), is equal to 1/Ka.

The rate and equilibrium parameters reveal the inten-
sity of association and dissociation tendency for the interac-
tion of surface and molecule. As shown in Table 2, the asso-
ciation rate constant and s for (ka) and the dissociation rate 
constant (kd) were calculated as 2.2x102 M.s-1 and 2.8x10-3 s-1, 
respectively, while the association (Ka) and dissociation (Kd) 

Figure 4. FTIR analysis of imprinted (imprinted) and nonimprinted 
(nonimprinted) nanofilms.

Technique Method LOD (nM) [R]

SPR Aptamer based sensing 285 31

SPR Molecular imprinting 12 32

Colorimetric Aptamer based sensing 25 33

Fluorometric Oligonucleotide 0.37 34

Electrochemical Aptamer based sensing 2.37 35

Colorimetric Chitosan-wrapped 
gold nanoparticles 8.0 36

SPR Molecular imprinting 0.8 T h i s 
study

Table 1. The comparison of studies for the detection of KAN in litera-
ture.
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constants were 7.7 x 105 M-1 and 1.3 x 10-6 M. As can be seen, 
the interactions between the nanosensor and KAN have a 
high affinity according to the association (Ka) and dissoci-
ation (Kd) constants.

Adsorption isotherm models were utilized to examine 
the surface heterogeneity and binding behaviours of imp-
rinted nanosensors. The binding characteristics were in-
vestigated by using the Langmuir and Scatchard models for 
the imprinted nanosensor (Table 3). The Langmuir model 
supposes that the surface has homogeneous binding sites 
with the same binding affinity coefficient. The Freundlich 
model describes the heterogeneous binding behavior of 
surfaces. This model is useful for estimating adsorption on 
the heterogeneous nature of surfaces and thus avoiding the 
limitation of higher concentration related to the Freundlich 
model. Therefore, this model has been explained by Freund-
lich Isotherm at low concentration and the Langmuir model 
at high concentration.

The Freundlich model was used to match the experi-
mental binding isotherms based on correlation coefficient 
and linearity data, as shown in Table 3. According to the 
Freundlich model, Rmax and the Freundlich constant, 1/n, 
were calculated to be 1.87 and 0.947, respectively. Although 
the binding sites on the kanamycin imprinted nanosensor 
are diverse, the population of high-affinity binding sites is 
greater. Consequently, the Freundlich model is best suited

 to elucidate the binding behaviors of imprinted polymers.

Selectivity of nanosensor

The response of imprinted and nonimprinted nanosen-
sors towards the chemical analogs of KAN (NEO and SPM) 
were investigated to prove the selectivity of KAN imprin-
ted nanosensors. The assay for the detection of KAN was 
separately applied to the chemical analogs solutions onto 
the imprinted and nonimprinted nanosensor and the sen-
sograms are shown in Figure 6. As seen in Figure 6b, the 
nonimprinted nanosensor is non-selective and has a poor 
sensitivity to detect KAN. However, the imprinted nano-
sensor produces a strong signal with good selectivity for the 
detection of KAN (Figure 6a). The selectivity results prove 
that the imprinted nanofilm has specific cavities to recogni-
ze the KAN with high sensitivity and selectivity.

Reusability of nanosensor

The reusability performance of imprinted nanosensor 
was investigated by spiking 25 ng/mL KAN solution with 
three cycles. As seen in Figure 7, the change in the response 
of nanosensor after a three-cycle is not significant to de-
tect kanamycin. Consequently, the developed nanosensor 
system indicates good repeatability to recognize kanamycin 
in an aqueous solution.

Figure 5. Real-time analysis of KAN with ERY via imprinted nanosensor: effect of concentration on the signal of imprinted SPR nanosensors (a) and 
the calibration curve obtained by plotting KAN concentration versus. ΔR (b).

Association Analysis Scatchard Analysis

ka (M.s-1) 2.2 x 102 ΔRmax 9.78

kd (s
-1) 2.8 x 10-3 Ka (M-1) 4.1 x 105

Ka (M-1) 7.7 x 105 Kd (M) 2.4 x 10-6

Kd (M) 1.3 x 10-6 R2 0.607

R2 0.9743

Table 2. The comparison of studies for the detection of KAN in lite-
rature.

Freundlich Langmuir Langmuir-Freundlich

ΔRmax 1.870 ΔRmax 2.508 ΔRmax 18.018

1/n 0.947 Ka (M-1) 7.40 x 104 1/n 0.947

R2 0.996 Kd (M-1) 1.35 x 10-5 Ka (M-1) 1.40 x 104

R2 0.958 Kd (M) 7.20 x 10-5

R2 0.936

Table 3. Isotherm parameters.
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CONCLUSION

In this research, the KAN imprinted nanofilm for the 
SPR sensor was constructed and successfully synthesized 
by in-situ radical polymerization. Various methodologies 
were used to characterize the constructed system, and the 
refractive index changes were analyzed depending on the 
relation between the KAN concentrations and the signal 
enhancements. the refractive index changes depending 
on the relationship between kanamycin concentrations 
and signal enhancements were analyzed. The responses 
of imprinted nanosensors were found to be effective for 
detecting analytes of interest, whereas non-imprinted 
nanosensor responses were ineffective. For the detecti-
on of kanamycin, numerous analytical approaches have 
been used, including solid-phase extraction (SPE), spect-
rophotometry, electrochemical, high-performance liquid 
chromatography (HPLC), mass spectrophotometry (MS), 
cantilever array sensor, and capillary electrophoresis [3-
12]. Such systems, in contrast to the suggested sensing 
system, are arduous, expensive, time-consuming, and 
difficult. Based on these findings, the imprinted nano-
sensors are capable of selectively capturing KAN from 

aqueous media. The imprinted nanofilms appear to be 
a promising tool for sensing applications in this area. 
Based on this successful approach and ease of extension 
to the analysis of additional analytes, the SPR system in 
combination with the MIP method is envisioned as a po-
tential technique for detecting residues.
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Diabetes is a lifelong illness that occurs when the 
pancreas secretory gland does not produce suf-

ficient hormone insulin levels or when the hormone 
insulin it produces cannot be used effectively. The 
patient cannot efficiently use the glucose that has 
been taken from the foods they have eaten, and as a 
result, the blood sugar level increases [1]. The chronic 
hyperglycemia of diabetes is associated with critical 
complications such as long-term damage, dysfuncti-
on and failure of the eyes, kidneys, nerves, heart and 
blood vessels and other different organs [2]. Failure to 
regularly intervene to maintain blood glucose levels 
at normal levels can cause many problems. Early di-
agnosis of diabetes is extremely important for effec-
tive treatments. However, some patients are unaware 
of their condition until complications occur [3]. The-
re are three types of diabetes: type I diabetes, type II 
diabetes, and gestational diabetes [4]. Insulin-depen-
dent Diabetes Mellitus (IDDM), which requires the 
injection of insulin to the patient as a result of the 
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human body's inability to produce enough insulin, is 
classified as type I. Type II, which occurs when body 
cells cannot use insulin properly, is known as Non-
Insulin Dependent Diabetes Mellitus (NIDDM). Type 
III Gestational Diabetes occurs with increased blood 
sugar in pregnant women where diabetes is not de-
tected earlier [5]. Type 2 diabetes accounts for about 
90% of cases of diabetes. The most common type 2 
diabetes is considered a "silent disease," and disease 
indications may not be noticed for many years [6]. 
Obesity is considered the main cause of Type 2 dia-
betes in people genetically predisposed to the disease 
[7]. Early diagnosis and lifestyle changes or medical 
interventions can help prevent type 2 diabetes in 
many high-risk individuals [8]–[10]. For this reason, 
early diagnosis of diabetes is a crucial step to taking 
the necessary precautions.

Along with the increase in the world population, 
the number of patients with diabetes is increasing sig-

A B S T R A C T

The rate of diabetes is rapidly increasing worldwide. Early detection of diabetes can 
help prevent or delay the onset of diabetes by initiating lifestyle changes and taking 

appropriate preventive measures. Prediabetes and type 2 diabetes have proved to be early 
detection problems. There is a need for easy, rapid, and accurate diagnostic tools for the 
early diagnosis of diabetes in this context. Machine learning algorithms can help diagnose 
diseases early. Numerous studies are being conducted to improve the speed, performance, 
reliability, and accuracy of diagnosing with these methods for a particular disease. This 
study aims to predict whether a patient has diabetes based on diagnostic measurements 
in a dataset from the National Institute of Diabetes and Digestive and Kidney Diseases. 
Eight different variables belonging to the patients were selected as the input variable, and it 
was estimated whether the patient had diabetes or not. Of the 768 records examined, 500 
(65.1%) were healthy, and 268 (34.9%) had diabetes. Ten different machine learning algo-
rithms have been applied to predict diabetic status. The most successful method was the 
Random Forest algorithm with 90.1% accuracy. Accuracy percentages of other algorithms 
are also between 89% and 81%. This study describes a highly accurate machine learning 
prediction tool for finding patients with diabetes. The model identified in the study may 
be helpful for early diabetes diagnosis.
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achieved 98.8% accuracy using the AdaBoost classifier in 
their study. Faruque et al. [19], with the C4.5 decision tree, 
achieved an accuracy of 73.5% to predict diabetes. On the 
other hand, Sonar and Jaya Malini [19] achieved an accu-
racy of 85% with the Decision Tree in their research. Zou 
et al. [28] showed that the accuracy of diabetes prediction 
could be 80.8% with random forest. In their study, Kaur and 
Kumari [21] achieved the best 89% accuracy for diabetes 
prediction with the SVM-linear model. Acar et al. achieved 
a performance of 87.06% with the LS-SVM method in the-
ir study in which they presented the estimation of diabetes 
mellitus with biometric measurements [29]. 

Clinical records of the National Institute of Diabetes 
and Digestive and Kidney Diseases were used in this study. 
Vincent Sigillito of Johns Hopkins University is the database 
donor. These data include age, pregnancies, glucose, blood 
pressure, skin thickness, insulin, body mass index, and dia-
betes lineage function variables associated with diabetes in 
women with suspected diabetes. This study aimed to create 
an effective predictive model with high sensitivity and se-
lectivity to better identify patients at risk for diabetes based 
on patient measurements. In the study, patients with diabe-
tes were tried to be determined with ten machine learning 
algorithms. These are, in order of accuracy: Random Forest, 
Gradient Boosting, XGB, LGBM, Decision Tree, AdaBoost, 
Support Vector Machine, Logistic Regression, kNN, Naive 
Bayes algorithms. Accuracy percentages and experimental 
performances of all algorithms were compared. Compared 
to the previous ones, this study is a more comprehensive 
study that includes many algorithms used in diabetes di-
agnosis, aiming to compare their performance and find the 
best among them.

EXPLORATORY DATA ANALYSIS

The approach to analyzing datasets using visual methods 
to summarise their key features and seeing what the data 
can say beyond the task of modelling or hypothesis tes-
ting is often called Exploratory Data Analysis (EDA) [30]. 
EDA aims to perform initial investigations on data be-
fore formal modelling and graphical representations and 
visualizations to discover patterns, review assumptions, 
and test hypotheses. Data visualizations contain expla-
natory and comparative charts to effectively illustrate 
abstract and concrete ideas. Summary information about 
key features and hidden trends in data can help identify 
problems, and their resolution can improve accuracy in 
diagnosing diabetes.

Understanding and Visualizing Data

In this study, the diabetes dataset in Kaggle was used to 
model and test the proposed method [31]. The selected 

nificantly. The main causes of increased diabetes are mal-
nutrition, overweight, ageing, ease of transportation, inacti-
vity, introducing computers into everyday life, the Internet, 
smartphones, tablets, and constant stress in business life. In 
the world, 450 million people are fighting against diabetes 
[11]. In Turkey, there are over 10 million diabetics. Diabetic 
patients in Turkey is almost two times the world average in 
terms of population. Turkey is the country with the fastest 
increase in diabetes in Europe. According to data from 2015, 
in Turkey, it is stated that one out of every six people is figh-
ting against diabetes [11]. A large amount of money is spent 
on treating diabetes mellitus, seen in a wide variety. In ad-
dition, the treatment process requires severe care and work.

Data mining techniques are preferred in all areas, as 
computers' data processing and computing capacities inc-
rease rapidly. Health is one of the areas that makes the most 
use of its support in the diagnosis and treatment process. 
Medical diagnosis is a complex and important process 
requiring actual patient data, accurate medical literature 
knowledge, and clinical experience. The medical diagnosis 
process is much more complicated than the identification 
processes in other sectors because it includes many unex-
pected situations. Clinical decisions are often made based 
on physicians' perceptions and experiences [12]. However, 
patients may not always express their complaints correctly. 
The rapid increase in the amount of data also causes diffi-
culties in decision making. 

Data mining and machine learning techniques are 
widely used in diabetes studies [5], [13]–[22]. The number 
of studies that predict disease diagnosis with machine lear-
ning is increasing. Researchers for the diagnosis of diabetes 
conduct many studies. Sowjanya et al. [23]: developed an 
android-based application to raise awareness of diabetes. In 
application, machine learning techniques have been used 
to predict diabetes among users. The system also provides 
information about diabetes and some suggestions about the 
disease. Orabi et al. [24] designed a system for estimating di-
abetes. While the proposed system achieved high accuracy 
using the decision tree algorithm, the results were satisfac-
tory. Nongyao et al. [25], in their study "Comparison of Clas-
sifiers for the Risk of Diabetes Prediction Diabetes Mellitus," 
applied an algorithm that classifies the risk of diabetes mel-
litus. The model is designed with Decision Tree, Artificial 
Neural Networks, Logistic Regression, Random Forest, and 
Naive Bayes algorithms. Findings show that the best perfor-
mance of the disease risk classification is the Random Forest 
algorithm. According to Humar et al. [26] proposed a hybrid 
Neural Network System with Artificial Neural Network 
and Fuzzy Neural Network with 79.16% accuracy for Diabe-
tes diagnosis. Mohammed et al. [27] proposed SVR, a hybrid 
method with the NSGA-II method, for diabetes detection 
and achieved 86.13% accuracy. Mujumdar and Vaidehi [5] 
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dataset is part of a larger dataset maintained by the Nati-
onal Institutes of Diabetes and Digestive and Kidney Di-
seases. This data set has been used by many researchers 
in predictive analyses [14], [17], [21], [22], [28]. The dataset 
consists of data used for diabetes research on women of 
Pima Indian heritage, aged 21 and over, living in Phoenix, 
the 5th largest city of the State of Arizona in the USA. 
The data set consists of 768 observations and eight inde-
pendent numerical variables. The target variable is spe-
cified as "result"; 1 indicates positive diabetes test result, 
0 indicates negative. The name of the data, the data type 
definition, and its role are shown in Table 1.

Table 2 shows summary statistics, including measures 
of central tendency such as mean and median and measures 
of distribution such as standard deviation, which are useful 
in providing a quick and simple description of the dataset 
and its characteristics. Pregnancies appear in a realistic ran-
ge from 0 to 17. Some other attributes in the data (Glucose, 
BloodPressure, SkinThickness, Insulin, BMI) include the 
value 0, which is not possible in practice. In this case, the 
impossible 0 values need to be corrected. All impossible va-
lues were corrected by replacing them with mean values at 
the pre-processing stage. The 'DiabetesPedigreeFunction' is 
a function that scores the probability of diabetes based on 
family history, with a realistic range of 0.08 to 2.42. Age has 
a realistic range from 21 to 81. The Outcome, in the target 
variable, 0 represents healthy people, and 1 represents those 
with diabetes.

The visual representation of quantitative data for com-
munication and analysis is called data visualization [32]. 
With the increase in data types and diversity, there is a need 
for more analysis and presentation types that reveal the 
relationships between variables and summarise complex 
data with simple and easy-to-understand visuals [33]–[35]. 
Visualization of data is often performed without a model or 
hypothesis testing. Analysts can quickly and easily identify 
patterns, trends, and outliers from charts and charts [35]. 
The following visualizations were made in the data set to 
summarise complex data with simple and understandable 
visuals, reveal the relationships between variables, and iden-
tify patterns, trends, and outliers. Of the 768 clinical records 
analyzed according to Fig. 1, 500 (65.1%) were healthy, and 
268 (34.9%) had diabetes.

Heatmaps can be used to cross-examine multivariate 
data, show variance between variables, show whether any 
variables are similar to each other, and detect whether there 
is a correlation between variables. Fig. 2 shows the heatmap 

Figure 1. Count of diabetes Outcome.

Table 1. Dataset description

Name Type Description Role

Outcome Categorical 0(no diabetes) / 1(diabetes) Target
Pregnancies Numerical Number of times pregnant Input

Glucose Numerical
Plasma glucose concentration 

is an oral glucose tolerance test.
Input

BloodPressure Numerical
Diastolic blood pressure (mm 

Hg)
Input

SkinThickness Numerical Triceps skin fold thickness (mm) Input
Insulin Numerical 2-Hour serum insulin (mu U/ml) Input

BMI Numerical Body mass index Input
DiabetesPedigree 

Function
Numerical Diabetes pedigree function Input

Age Numerical Age (years) Input
Categorical: Data that can be grouped and cannot be expressed numerically. 
Numerical: Data expressed as numbers, not letters or words that cannot be 
grouped. Target: Estimated output variable Input: Attribute, predictor, feature

Table 2. Basic descriptive statistics

Count Mean Std Min 25% 50% 75% Max

Pregnancies 768 3.85 3.37 0 1 3 6 17
Glucose 768 120.89 31.98 0 99 117 140.25 199

BloodPressure 768 69.10 19.36 0 62 72 80 122
SkinThickness 768 20.54 15.95 0 0 23 32 99

Insulin 768 79.79 115.24 0 0 30.5 127.25 846
BMI 768 31.99 7.88 0 27 32. 36.60 67.1

DiabetesPedigree 
Function

768 0.47 0.33 0.078 0 0.37 0.62 2.42

Age 768 33.24 11.76 21 24 29 41 81
Outcome 768 0.34 0.47 0 0 0 1 1

Count: Number of values in the dataset. Mean: The average of 
values. Std: The standard deviation of values. Min: The smallest value. 
25%: The value at the 25% percentile. 50%: The value at the 50% 
percentile. 75%: The value at the 75% percentile. Max: The largest value. Figure 2. Heatmap
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of the attributes in the data set. Accordingly, almost all attri-
butes have weak linear correlations. This indicates that most 
variables are more likely to have nonlinear relationships.

To obtain accurate predictions in classification, mostly 
focused on the relationship between diabetes features in 
the dataset and the target feature resulting from diabetes. 
For example, when Glucose and BMI increase by 1 unit ac-
cording to the heatmap, the positive Outcome of diabetes 
increases by 0.5 units and 0.3 units, respectively. The graph 
shows cases where diabetes patients generally have a higher 
number of Glucose, BMI, Age, Pregnancies and Diabetes-
PedigreeFunction. Glucose is the best indicator of diabetes 
outcome in this situation. It is seen that with strongly corre-
lated features, the target class can be predicted more easily, 
and more meaningful results can be drawn.

MATERIALS AND METHODS

In the study, exploratory data analysis was performed 
to understand the data better. The dataset was pre-
processed to provide reliable and acceptable results for 
estimating diabetes classifications. The modelling pro-
cess was analyzed and evaluated with various classifier 
models, accuracy, precision, recall, and F1 score perfor-
mance metrics. Data analysis in the research was carried 
out using the Python (3.8) programming language.

Pre-processing

Before analysis, pre-processing consists of steps to trans-
form the raw data into a clean and organized dataset. 
Databases can have many quality control issues. Pre-
processing aims to evaluate and improve data quality to 
allow reliable analysis [36]. Preprocessing refers to the 
transformations applied to the data before analysis. In 
this process, raw data is converted into an understandab-
le dataset. Various techniques such as min-max, variance, 
deviation, standardization, mean scaling and elimination 
of missing values in the data set were applied in the pre-
processing process [37]. In addition, outliers were also 
removed from the dataset. 

In the pre-processing stage, it was observed that some 
records of the attributes in the data set contain the '0' value, 
which is not possible, some records contain outliers, and 
some records have missing values. Data containing missing, 
outlier and not possible value '0' were replaced with mean 
values. Thus, a data set without other noises with impossible 
values was obtained.

Feature Engineering

Feature engineering is the task of improving predicti-
ve modelling performance by transforming the feature 
space in a dataset. [38]. They are methods that enable to 

extraction of new features for machine learning models 
from raw data. Thus, better results can be obtained in 
terms of model performance. Feature engineering either 
changes the form of the variables in the data set or gene-
rates new and different variables in a machine learning 
process. Feature engineering was used in the study to 
improve the analyzability of the dataset further. In addi-
tion to generating new variables, the form of the variables 
has also been changed with the One-Hot Encoding and 
Robust Scaler methods. In this study, while nine variab-
les were included in the original data set, the number of 
variables resulted in 17 with feature extraction. 

Table 3 contains a cross-section showing the first five 
records of the data set. In addition to the new variables pro-
duced by feature extraction, it is seen that the form of the 
variables in the data set has changed. As such, the data is 
ready for analysis.

The architecture of the proposed model

The data set was estimated by algorithms of Random 
Forest, Gradient Boosting, XGB, LGBM, Decision Tree, 
AdaBoost, Support Vector Machine, Logistic Regression, 
kNN and Naive Bayes algorithms. The reason for choo-
sing these algorithms was that they are widely used in the 
literature and give relatively better results in the existing 
data set.

Random Forest

Random forest algorithm is based on combining Decisi-
on trees and Bagging methods and falls under Ensemble 
methods [39]. Random forest is a flexible machine lear-
ning method used for regression or classification prob-
lems. In its simplest form, a random forest combines a 
large number of generated decision trees to obtain a more 
accurate prediction.

Table 3. Samples of the dataset

0 1 2 3 4

Pregnancies 0.600 -0.400 1.000 -0.400 -0.600
Glucose 0.765 -0.790 1.630 -0.691 0.494

BloodPressure 0.000 -0.375 -0.500 -0.375 -2.000
SkinThickness 1.000 0.143 0.571 -0.714 1.000

Insulin 1.000 0.000 1.000 -0.127 0.978
BMI 0.170 -0.599 -0.962 -0.434 1.214

DiabetesPedigreeFunction 0.230 -0.019 0.271 -0.186 0.749
Age 1.235 0.118 0.176 -0.471 0.235

Outcome 1.000 0.000 1.000 0.000 1.000
New_Glucose_Class_

Prediabetes 1.000 0.000 1.000 0.000 0.000

New_BMI_Range_Healty 0.000 0.000 1.000 0.000 0.000
New_BMI_Range_

Overweight 0.000 1.000 0.000 1.000 0.000

New_BMI_Range_Obese 1.000 0.000 0.000 0.000 1.000
New_BloodPressure_HS1 0.000 0.000 0.000 0.000 0.000
New_BloodPressure_HS2 0.000 0.000 0.000 0.000 0.000

New_SkinThickness_1 0.000 0.000 0.000 0.000 0.000
NewInsulinScore_1 0.000 1.000 0.000 1.000 0.000
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Gradient Boosting

Gradient Boosting is a powerful machine learning tech-
nique used for regression or classification problems, one 
of the ensemble methods. Each tree is grown using infor-
mation from previously grown trees. The basic idea is to 
minimize the error and determine the target outputs for 
the next model. This technique relies on the progress of 
subsequent forecasts by learning from previous forecast 
errors [40].

 XGB

The XGB (eXtreme Gradient Boosting) algorithm, which 
was brought to the literature by Chen and Guestrin, is an 
effective algorithm that has been frequently used in su-
pervised machine learning applications such as regressi-
on and classification [41]. It is an efficient optimization of 
the gradient boosting technique [42]. It uses an approach 
to find the best decision tree model to achieve higher spe-
ed and better performance. XGBoost is one of the most 
successful machine learning algorithms [43].

LGBM

It is a machine learning algorithm with a decision tree 
approach that emerged late 2017 [44]. The algorithm re-
leased by Microsoft has the advantages of low memory 
consumption and providing high accuracy. LGBM is an 
optimized ensemble learning algorithm based on the 
Gradient Boosted Decision Tree. This model uses a his-
togram-based algorithm on high-dimensional data to 
speed up the computation time and avoid overloading the 
prediction system [45], [46].

Decision Tree

Decision Trees are a type of supervised machine learning 
where data is continuously divided according to a certain 
parameter. A decision tree is a method used to divide a 
data set into smaller clusters by applying rules. In other 
words, it is based on the principle of dividing large amo-
unts of data into smaller data groups [47]. The decision 
tree contains the concepts of nodes and leaves. Nodes 
represent where data is divided, and leaves represent de-
cisions. The tree structure used is easy to understand and 
interpret as it can be visualized.

AdaBoost

AdaBoost is a machine learning approach that combines 
many relatively weak and erroneous rules to create an ac-
curate prediction rule. Freund and Schapire's AdaBoost 
algorithm was the first practical boosting algorithm and 
remained one of the most widely used. [48].  The Ada-
Boost algorithm produces strong classifiers with weak 
classifiers. In each cycle, the weights are adjusted, and a 
committee of weak classifiers is formed. While the we-
ights of the training samples incorrectly classified by the 

existing weak classifier are increased, the weights of the 
correctly classified training samples are decreased. The 
AdaBoost algorithm has good performance due to gene-
rating expanding diversity [49]. 

Support Vector Machine

SVM (Support Vector Machine) is one of the machine 
learning methods used for classification. The high accu-
racy of SVM, which is widely used in classification prob-
lems, has made this method widespread. This method 
differs because the number of operations and algorithm 
complexity is low. SVM is divided into two as linear or 
nonlinear [50]. The algorithm proposed by Vapnik in 
1963 was a linear classifier model [51]. However, in 1992 
Bernhard E. Boser, Isabelle M. Guyon, and Vladimir N. 
Vapnik proposed a way to construct nonlinear classifiers 
[52]. In linear cases, there is a separation of classes with 
the help of a decision function obtained from the trai-
ning data. The line that divides the data set into two is 
called the decision line. The main purpose of this model 
is to determine the hyperplane that will best separate the 
classes from each other. In the case of a nonlinear dataset, 
the kernel method is used because SVMs cannot draw a 
linear hyperplane. The kernel method greatly increases 
the classification accuracy for nonlinear data.

Logistic Regression

Logistic regression is a statistical method used to analyze 
a data set that determines an outcome and has indepen-
dent variables. Although it is called regression, there is a 
classification here. Recently, logistic regression has come 
to the forefront and has become an intensively used met-
hod due to its ease of use and interpretation of numerical 
data. It is generally used in medicine, biology, and eco-
nomics [53].

kNN

kNN (K Nearest Neighbor) is one of the machine lear-
ning methods used for classification. The k value deter-
mines the number of elements in the classification. It 
searches for the nearest neighbours in the dataset while 
estimating. Euclidean, Manhattan, Minkowski and Ham-
ming functions can be used in distance calculations [40].

Naive Bayes

The Naive Bayes algorithm is a supervised learning al-
gorithm based on Bayes' theorem, used in solving clas-
sification problems. Naive Bayes classification assumes 
that the variables are independent of the classes. It is a 
probabilistic classifier; that is, it makes predictions based 
on the probability of an object. The Naive Bayes Classi-
fier is a simple and effective classification algorithm that 
can make fast predictions that help build fast machine 
learning models. The traditional Naive Bayes classifier is 
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still widely used as a popular learning algorithm for data 
mining applications due to its simplicity [54]–[56]. 

Table 4 lists the parameters used in ten machine lear-
ning techniques.

In the study, calculations were made using hold-out 
and cross-validation methods. Similar results were obtai-
ned in both methods. Since the data set is large enough, the 
hold-out method, which is faster and requires less compu-

tational power, was preferred. Some of the data (75%) were 
used in training the model and some of it (25%) in testing. 
The proposed method is shown in Fig. 1.

According to the architecture shown in Fig. 3, the col-
lected data are subjected to pre-processing by the researc-
hers. The fact that the quality of the data greatly influences 
the prediction result means that pre-processing plays an 
important role in the model [24]. 

Measurement

The following metrics were used to measure classificati-
on performance [57]. (TP: true positives, TN: true negati-
ves, FN: false negatives, FP: false positives.)

Accuracy: Expresses the total accuracy rate.

Accuracy TP TN TP TN
TP FP TN FN P N

+ +
= =

+ + + +

AUC: The AUC value measures the accuracy of a diag-
nostic test. It is calculated according to the area under the 
ROC curve.

Precision: It expresses the ratio of correctly detected 
Positive classes to all positives.

Precision TP TP
TP FP P

= =
′+

Recall: It expresses the ratio of correctly detected Posi-
tive classes to true positives.

Recall TP TP
TP FN P

= =
+

F1-score: The F1-score is the harmonic mean of the 
sensitivity and precision.

2 Precision RecallF1-score=
Precision Recall
⋅ ⋅

+

RESULT AND DISCUSSION

Table 5 shows the results of the ten machine learning 
methods used in the study. Accordingly, the Random Fo-
rest algorithm is the most accurate conclusion.

Table 4 shows the Accuracy percentage, F1, Precision 
and Recall values of each model. Also, the most successful 
method according to the percentage of accuracy is found 
as Random Forest. In the algorithms selected according to 
Table 6, the complexity matrix is seen for the Random Forest 
method. This method gives the most accurate result with 
90.1%.

According to Table 6, the model correctly predicted 
those with diabetes to be 90.1%. The rate of healthy people 
defined as ill (Type I error) was 11.8%, while the proportion 
of patients diagnosed as healthy (Type II error) was 9.2%.Figure 3. The proposed model

Table 4. Parameters in algorithms

No Algorithm Parameters

1 Random Forest {'criterion': 'gini', 'n_estimators': 100, 'max_depth': 
10}

2 Gradient Boosting
{'criterion': 'friedman_mse', 'learning_rate': 0.1, 

'max_depth': 3, 'n_estimators': 100, 'subsample': 
1.0 }

3 XGB {'booster': 'gbtree', 'learning_rate': 0.3,  'max_
depth': 6, 'n_estimators': 100}

4 LGBM {'boosting_type': 'gbdt', 'learning_rate': 0.1, 'max_
depth': -1, 'n_estimators': 100, 'subsample': 1.0}

5 Decision Tree {'criterion': 'gini', 'max_depth': 10, 'min_samples_
leaf': 1, 'min_samples_split': 2, }

6 AdaBoost {'learning_rate': 1, 'n_estimators': 100, }

7 SVM {'C': 1.0, 'cache_size': 200, 'coef0': 0.0, 'kernel': 'rbf', 
'max_iter': -1}

8 Logistic 
Regression {'C': 1.0, 'max_iter': 1000, 'tol': 0.0001}

9 kNN {'leaf_size': 30, 'metric': 'minkowski', 'n_neighbors': 
5}

10 Naive Bayes {'var_smoothing': 1e-09}
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The Receiver Operating Characteristic (ROC) curve is 
expressed as the ratio of sensitivity to specificity. ROC can 
also be expressed as the fraction of true positives, false posi-
tives. The ROC curve provides the opportunity to compare 
different tests and diagnostic activities of different practi-
tioners, monitor practitioners' development, determine the 
test's discrimination power, and monitor the quality of the 
laboratory results [58]. A diagnostic test is useful to the ex-
tent that it distinguishes patients well from their health. In 
the case where the diagnostic test has no separation charac-
teristics, the value of the area under the ROC curve is 0.50. 
In the case of an excellent diagnostic test, this value should 
be 1. The test should have a value between these two. The 
area under the ROC curve is called AUC (Area Under Cur-
ve). The larger the AUC value, the better the diagnostic test 
can discriminate it.

Fig. 4 shows the area under the curve and ROC curve 
(AUC) for the Random Forest algorithm. The area under the 
ROC curve is close to 1. Accordingly, it can be said that the 
analysis is close to perfect distinctiveness.

In Table 7, it is possible to see some studies on diabetes 
prediction in the literature. Differences in prediction per-
centages are due to the data set, the algorithms used, and the 
methodological differences in the studies.

Researchers have made comparative analyses using dif-
ferent machine learning algorithms to evaluate their predic-
tive performance and select the most efficient ones in many 
studies. In studies reviewed, it is seen that the prediction ac-
curacy is over 80%. However, factors such as the size of the 
data set and the number of features can significantly affect 
the algorithm's performance. For this reason, an algorithm 
with the best performance in a dataset may have a lower 
prediction accuracy in different data sets [59]. Because dia-
betes is a disease that can cause many complications, how to 
predict exactly this disease using Machine learning is worth 
studying. Early prediction of such diseases can be controlled 
and save human life. The type of diabetes cannot be predic-
ted from the data set. Therefore, future work may predict 
the type of diabetes and increase the percentage of accuracy.

CONCLUSION

In this study, machine learning algorithms were used to 
predict the diagnosis of diabetes. All 768 patients studi-
ed were female, and the mean age was also 33 (21-81 ye-
ars). Of the individuals in the data set, 268 (34.9%) were 
patients, and 500 (65.1%) were healthy individuals. Ten 
different machine learning algorithms have been appli-
ed to predict diabetic status. The estimation accuracy is 
considered the most important factor in the study. It has 
been determined that the Random Forest algorithm achi-
eves the best success rate with a 90.1% correct prediction 
rate. Accuracy percentages of other algorithms are also 

Table 5. Accuracy values of models using data set

Method Accuracy (%) F1 Precision Recall

Random Forest 90.1 0.90 0.90 0.90
Gradient Boosting 89.5 0.89 0.90 0.90

XGB 88.5 0.88 0.88 0.89
LGBM 88.5 0.88 0.88 0.89

Decision Tree 86.4 0.87 0.87 0.86
AdaBoost 86.4 0.86 0.86 0.86

Support Vector Machine 86.4 0.86 0.86 0.86
Logistic Regression 85.9 0.86 0.86 0.86

kNN 85.4 0.85 0.85 0.85
Naive Bayes 81.7 0.82 0.83 0.82

Accuracy: Total accuracy rate. F1-score: The F1-score is the 
harmonic mean of the sensitivity and precision. Precision: Ratio 
of correctly detected Positive classes to all positives. Recall: 
Ratio of correctly detected Positive classes to true positives.

Table 6. Results of Random Forest

Accuracy:90.1% True 1 True 0 Total Class Precision

Pred. 1
45 (TP)
Correct 

Decision

6 (FP)
Type I error

51 (P’) 88.2% 90%
(weighted

avg)Pred. 0
13 (FN)

Type II error

128 (TN)
Correct 

Decision
141 (N’) 90.8%

Total 58 (P) 134 (N) 192 

Class Recall
77.5% 95.5%

90% (weighted avg)
TP: true positives, TN: true negatives, FN: false negatives, FP: false 
positives. Precision: Ratio of correctly detected Positive classes to all 
positives. Recall: Ratio of correctly detected Positive classes to true positives.

Figure 4. Receiver Operating Characteristic Curve (ROC AUC)

Table 7. Classification accuracies of other classifiers in the literature

Authors Year Method Best Accuracy

1 Mujumdar and Vaidehi [5] 2019 Logistic Regression 96%
2 Iyer et. al. (2015) [13] 2015 Naive Bayes 79.5%
3 Hasan et. al. [14] 2020 Ensembling AB+XB 95%
4 Meng et. al. [15] 2013 Decision Tree 78%
5 Lai et. al.  [16] 2019 GBM 84.7%
6 Sarwar et. al.   [17] 2018 SVM and KNN 77%
7 Faruque, et. al.  [19] 2019 C4.5 Decision Tree 73.5%
8 Sonar and JayaMalini [20] 2019 Decision Tree 85%
9 Wei et. al.  [21] 2018 Deep Neural Network 77.8%

10 Kaur and Kumari [22] 2020 Linear Kernel SVM 89%

11
Nai-arun and Moungmai 

[25]
2015 Random Forest 85.5%

12 Zangooei et. al.   [27] 2014 SVR using NSGA-II 86.1%
13 Zou et. al. [28] 2018 Random Forest 80.8%
14 Acar et. al. [29] 2011 LS-SVM classifier 87.06%
15 Akmeşe (This study) 2022 Random Forest 90.1%
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between 81% and 89%. New patient data can be added to 
train the model in future studies. It is thought that a bet-
ter result can be obtained for estimation as the number 
of data increases.
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The phthalocyanine metal complexes have distinct 
pharmacologic and biologic activities such as 

anticancer, enzyme inhibition, and antimicrobic ac-
tivities [1-7]. Currently, the investigations over the at-
tachment activities of metallic phthalocyanine comp-
lexes by DNA have gotten great attention to develop 
new anticancer medicines [8,9]. Due to their unique 
pharmacologic and biologic activities, the metal 
complexes of phthalocyanines are used as anticancer 
medicines because of their very large п-delocalized 
surface area that are easily changed depending on bi-
ological system [10-13]. 

Carcinoma infection is an important healthiness 
issue around the globe and many people die because 
of this health problem. Nowadays, cancer treatment 
scientists concentrate their studies on aiming cell cycle 
and DNA interaction mechanisms. Therefore, DNA has 
been considered to be cellular target for therapeutic mo-
lecules. The interaction characteristics of transition me-
tal complexes with DNA had been studied understan-
ding how the acting of their tumor prevention activities 
of new anticancer medicine for cancer therapy [14,15]. A 
substantial part of cancer therapy comprises of metal 
complexes which bind to DNA or inhibit the
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DNA relaxation [16, 17]. The interaction of drugs 
with DNA molecule may modify the building of 
DNA [18]. Therapeutic drugs also binding to DNA 
can cause in difference in replication of DNA mo-
lecule and expression of gene [19, 20]. It is thought 
that there are fundamental interaction modes of tiny 
compounds with DNA molecule are intercalative and 
non-intercalative binding mechanisms [19, 21]. The 
physicochemical activities of metal phthalocyanine 
complexes may be arranged by altering the transiti-
on metal ions and the environmental substituent [22]. 
Studies in recent years, the binding characteristics of 
the phthalocyanine compounds to DNA because of 
preventing of direct or indirect growth of cancerous 
tumor had accelerated in the literature.

In this current study, the complex of 2,10,16,24–
tetrakis (phenoxy-3-methoxybenzoic acid) phthalocya-
ninato) Zn(II) (Pc4) had been studied via NMR, FT-IR, 
UV/Vis techniques. The interaction properties of Pc4 
with DNA (Calf Thymus DNA) had been analyzed by 
carrying out electronic spectra titration, fluorescen-
ce spectra, the melting temperature, viscosity and the 
electrophoresis methods. The obtained findings from 
this study could be a revelation for new investigation 
regarding cancer medication.

A B S T R A C T

The tetra substituted Zn(II) phthalocyanine complex having the dicyanophenoxy)-
3-methoxybenzoic acid group had been obtained from 4-(3, 4-dicyanophenoxy)-

3-methoxybenzoic acid and analyzed with the application of FT-IR, NMR, UV/Vis 
techniques in compliance with reported literature. The interacting property of 2,10,16,24–
tetrakis (phenoxy-3-methoxybenzoic acid) phthalocyaninato) Zn(II) by CT-DNA was ex-
amined with absorption bands, emission titrations, melting temperature, viscosity, and gel 
electrophoresis procedures. The obtained findings from these techniques demonstrated 
that the complex containing the dicyanophenoxy)-3-methoxybenzoic acid binds to the 
DNA by means of intercalation attachment mechanisms.
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CT-DNA; Zinc phthalocyanine; Absorption spectra; Gel electrophoresis
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DNA binding experiments

The binding of Pc4 to CT-DNA was investigated by 
UV/vis, emission titration, melting point viscosity and 
gel electrophoresis experiments to analyze its binding 
activities with DNA. CT-DNA samples were prepared 
in the Tris-HCl buffer solution. UV absorbance of CT-
DNA stock solution in buffer at 260 nm was measured 
and it was found that CT-DNA stock solution was free of 
protein. CT-DNA sample was kept at 4 oC overnight and 
used within 2 days. The solutions of the complex were 
prepared in DMF solvent and diluted in the Tris-HCl/
NACl buffer solution at pH 7.03. The UV/vis absorption 
spectra titrations were carried out between 260 and 800 
nm at 25 oC. Absorption spectra, emission titrations were 
performed fixed concentrations of the complex (20 µM) 
and spectra were recorded after each adding. For the all 
experiments, the solutions were incubated for 5 min for 
each run. Melting point study, the certain amounts of 
CT-DNA and Pc4 were heated up through 25 oC to 95 

oC. The mixture of CT-DNA + Pc4 was incubated at the 
certain time for each 5 oC and the values of absorption 
titration were recorded.

For agarose gel electrophoresis studies was performed 
using Thermo Scientific Owl Electrophoresis System and 
for the viscosity measurements, Ubbelohde viscometer ap-
paratus was used.

RESULTS AND DISCUSSION

The chemical synthesis route of Zn(II) phthalocyanine 
complex is indicated in Figure 1. The four peripheral 
substituted the Zn(II) complex was synthesized via cyclo-
tetramerization of the compound by refluxing to ZnCl2 
at certain temperature and underneath nitrogen gas. The 
Pc4 complex was qualified with UV/Vis, FT-IR and the 
NMR measurements. The obtained findings were consis-
tent with the prospective molecular structure. The cha-
racterization of the complex was reported in literature 
[23].

The characterization of the compound including a 
combining of techniques, involved elemental analysis, FT-
IR, UV/Vis, and 1H NMR spectroscopy. The spectroscopic 
data of the complex consistent with its proposed chemical 
structure. In the 1H NMR spectrum, the expected aromatic 
protons for Pc4 are observed at 8.53, 7.78 and 7.22 ppm, whi-
le aliphatic CH3 groups are observed at 3.85 and 1.13 ppm. 
IR spectral data of the compound as expected, OH groups 
at 3525 cm-1, Ar-H vibrations at 3078 cm-1, CH3 vibrations at 
2935 cm-1, C=C vibrations at 1691 and 1591 cm-1, Ar-O-Ar 

MATERIAL AND METHODS

Acetonitrile, DMF, DMSO, 4-hydroxy-3-methoxybenzoic 
acid, K2CO3, methanol, THF and ZnCl2 reagents were 
commercially purchased from the commercial company 
and also the chemicals such as DNA, Tris-HCl and NaCl 
were supplied by Sigma Aldrich commercial company. 
The NMR experiments were carried out using Agilent 
Spectrometer and for IR measurements, Thermo Scienti-
fic FT-IR spectroscopy was conducted at room tempera-
ture. For the UV/Vis analyses, Cary UV/Vis spectroscopy 
was used and fluorescence spectroscopic measurements 
were recorded by a Perkin Elmer LS Fluorescence Spect-
roscope. In this study, for the electrophoresis measure-
ments, Thermo Scientific owl electrophoresis instrument 
was used in a buffer solution at room temperature. Ubbe-
lohde viscometer system was used for the viscosity mea-
surements. 

The Synthesis of 4-(3,4-dicyanophenoxy)-3-
methoxybenzoic acid compound (3)

The compound of 4-(3, 4-dicyanophenoxy)-3-
methoxybenzoic acid was synthesized in conformity 
with the published literature [23].

The synthesis of 2,10,16,24–tetrakis (phenoxy-3-
methoxybenzoic acid) phthalocyaninato) Zn(II) 
complex (4)

The phthalocyanine complex of zinc (II) was synthesi-
zed by means of interaction of 4-(3,4-dicyanophenoxy)-
3-methoxybenzoic acid compound in the presence of 
ZnCl2 according to reported literature [23]. A mixture of 
4-(3,4-dicyanophenoxy)-3-methoxybenzoic acid 3 (0.050 
g, 0. 17 mmol) and ZnCl2 (0.022 g) was powdered in a 
quartz crucible and heated in a sealed glass tube for 6 
min under nitrogen at 270 ºC. The reaction was termi-
nated by pouring the solution into an aqueous solution of 
2 M HCl followed by overnight storage. The precipitates 
were filtered and washed with water and acetic acid to a 
neutral pH. The product was washed with cold and hot 
methanol. The THF soluble were taken, and final product 
was obtained by solvent THF removal. The product is so-
luble in THF, DMF and DMSO. The yield was 0.019 g (38 
%). MALDI-TOF MS: m/z[M]+ Calcd. for C64H40N8O16Zn: 
1242.43; found 1241.23[H]+.  IR spectrum (cm-1):3525, 
3078, 2935, 1691, 1591, 1467, 1400, 1267, 1213, 1176, 
1112, 1093, 1029, 945, 881, 742. UV-Vis (THF) λmax (log 
ɛ): 674 (5.24), 608(4.65), 348(5.04). 1H NMR (400 MHz, 
DMSO-d6) δ ppm: 8.53, 7.78, 7.22, (Ar-H), 3.85(CH3), 
3.33(DMSO-d6) 2.48(DMSO-d6), 1.13 (CH3) [23].
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vibrations at 1267 cm-1 is also observed. The UV-Vis ab-
sorption spectrum data of the zinc phthalocyanine com-
pound give the characteristic absorption bands of the 
phthalocyanine compound, Q and B bands, at 674 and 
348 nm, respectively. It yields the shoulder band at 608 
nm as expected.

The binding study of Zn (II) phthalocyanine 
complex with the DNA

UV/Vis titrations were conducted by increasing concent-
ration of the DNA with a constant concentration (20 µM) 
of Pc4 and electronic spectra had been recorded 

Figure 1. The chemical synthesis route of Zn(II) phthalocyanine complex.
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afterward adding of the DNA sample. In this study, also 
the binding constant (Kb) was computed by using Wolfe- 
Schimer equation [24]. With increases in amount of the 
DNA, the absorbance values of Pc4 gradually dropped. 
The dropping of absorbance values demonstrated that 
the complex Pc4 interacts with CT-DNA and also three 
main absorbance bands were observed with hypochro-
mism, and these bands were located at around 362, 625 
and 682 nm related to the red shift as illustrated in Figure 
2. The complex showed hypochromism, which reducing
in absorption spectra is called as a hypochromism and
incrementing in absorbance values is defined as a hyperc-
hromism. Hypochromicity is related to a mild bathoch-
romic shifting generally originated from the intercalation 
binding mechanism, comprising a packing interaction
among a chromophore compound and DNA base pairs
[13]. The Pc4 complex is quite planar central part and
it can likely interact with the DNA by an intercalating
binding mechanisms. The obtained results from absorp-
tion titration method showed that Pc4 complex binds to
the DNA molecule through an intercalative mechanism,
and the Kb value for Pc4 was obtained as 2. 17 x 10 6 M-1

as indicated in Figure 2. The calculated Kb value for the
complex also demonstrated that Pc4 binds to the DNA
with the intercalation mechanisms.

The emission titration studies

The emission study is frequently used to determine the 
investigating of DNA-drug binding activity because this 
technique is a very sensitive to explain DNA interaction 
probes and it can provide further information about the 
intercalation of molecular compounds [25]. In this pre-
sent study, the DNA binding activity of Pc4 to the DNA 
was investigated using emission titration spectra. When 
the complex Pc4 was interacted with the DNA, it was 
seen that the intensities of emission spectra were drop-
ped gradually as indicated in Figure 3. The dropping in 

emission intensity demonstrated that the complex binds 
to the DNA using hypochromic mechanism. It is seen 
in Figure 3 that the complex Pc4 gave a strong emission 
spectra in the absence of CT-DNA at pH 7.03 at around 
457 nm. The strong fluorescence spectra could be origi-
nated from the ligand [25]. On the adding of the DNA, the 
decreases in intensity of emission spectra for Pc4 were 
illustrated in Figure 3. The findings from this technique 
demonstrated that Pc4 interacts with the DNA via the 

mechanism of intercalative binding.
The viscosity studies for DNA Binding

In addition, the above methods, the viscosity technique 
was also applied to search DNA binding activity of Pc4. 
The viscosity method could supply more information 
about DNA interaction mechanisms that is very precise 
to change in length of DNA molecule. Generally, when 
a chemical complex inserts into the base pairs of DNA, 
DNA molecule elongates because the base pairs of DNA 
are decomposed to adapt the attached ligand, which ca-
uses to increases in the DNA viscosity [25]. On the ot-
her hand, chemical compounds react with DNA by non-
intercalative binding mode may decrease the length of 
DNA by twisting the DNA [26] but, non-intercalative and 
electrostatic binding mechanisms cause to very a little 
impact upon DNA viscosity. 

In the present study, the changing in the DNA viscosity 
in the presence of Pc4 was monitored. When the complex 
reacts with the DNA molecule in an intercalative binding 
mechanisms, it has an impact upon the DNA viscosity. It is 
indicated in Figure 4 that on the adding of Pc4 to the DNA, 
the surge in the DNA relative viscosity was observed. The 
increasing in CT-DNA viscosity that could relate to the re-
acting of Pc4 with the DNA molecule.  The obtained fin-
dings proved that Pc4 attaches to the DNA via intercalative 
binding mechanisms with a strong affinity.

Figure 2. Electronic titrations of Pc4 in the buffer system on addition of 
calf thymus DNA. [Pc4] = 20µM and [CT-DNA] = 0–3.5μM. The arrows 
represent the dropping in absorption intensities on increasing the calf 
thymus DNA amount.

Figure 3. Fluorescence titrations of Pc4 in the buffer solution in the 
absence and presence of the DNA. [Pc4] = 20µM and [CT-DNA] = 0 – 
3.5μM. The arrow displays the intensity change on mounting the DNA 
concentration.
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Thermal denaturation studies for DNA binding

The solution of CT-DNA + Pc4 was incubated at the 
certain time for each 5 oC and the values of absorption 
titration were recorded. The recorded absorbance values 
versus temperature chart were plotted as illustrated in 
Figure 5. It is observed in Figure 5 that thermal melting 
temperature of CT-DNA was recorded as approximately 
70.40 ºC, and the Tm value of CT-DNA + Pc4 was obser-
ved as 78.63 ºC. Mostly, if the thermal melting variation 
of the DNA sample and CT-DNA + Pc4 is great, the DNA 
binding activity is believed to be an intercalation. If this 
value is not great, the DNA binding mechanism is con-
sidered as a non-intercalation. The obtained result from 
the viscosity measurement demonstrated that Pc4 reacts 
with the DNA by an intercalative binding mechanism.

The agarose gel electrophoresis study for DNA 
binding 

In the literature, the binding activities of the compounds 
to CT-DNA were studied using agarose gel electrophore-
sis technique analyzing of the impact of different amo-
unts of the Pd(II) compounds on CT- DNA. In this study, 

results showed that the intensities of CT-DNA bands ob-
tained for the compounds after interacting with CT-DNA 
were dropped, as compared with control CT-DNA band. 
The drop in the intensities of the DNA bands observed 
after interacting of the compounds with the DNA is tho-
ught to be damage deformation of CT-DNA [27].

In addition to above studies, DNA binding activity for 
Pc4 complex was studied using agarose gel electrophoresis 
technique. First of all, the migrating of CT-DNA + Pc4 was 
recorded afterwards GelRed staining as shown in Figure 6. 
The lane M refers the ladder of DNA, and the lanes 1, 2 and 
3 refer the compound Pc4, respectively with varied amounts 
of the DNA. The amount of DNA surged from the lanes 1 to 
3. The concentration of Pc4 was hold fixed at 25 µM, whe-
reas the amounts of DNA was changed from 15 to 25 µM.
Then, the intensity of the DNA band was recorded in the
absence of Pc4 and also the band intensity of the DNA was
monitored in the presence of Pc4. It is clearly seen that in
Figure 6, the DNA bands intensities were dropped and the
migrating of CT-DNA bands were slightly vanished because 
of the DNA neutralization. The results demonstrated that
Pc4 interacts by the DNA.

CONCLUSION

In the present study, the objective of the study was to exp-
lain the binding activity of the metal complex to CT-DNA 
for potential use of an anticancer medicine. First of all, 
the zinc (II) phthalocyanine compound was synthesized 
and analyzed with electronic spectra, FT-IR and NMR 
instruments according to the reported procedure in li-
terature. The DNA binding activity of the complex was 
evaluated using with various methods such as absorption 
spectra, fluorescence titrations, melting point, viscosity 

Figure 4. The viscosity study of Pc4 indicating the impact of surging 
amounts of the complex upon the DNA viscosity.

Figure 5. Tm study of the DNA showing impact of the compound on 
melting temperature of the DNA. The Tm measurements of the DNA 
(blue line) and DNA + Pc4 (red line).

Figure 6. Agarose gel electrophoresis studies for Pc4 complex at pH 
7.03 on surging the amount of CT-DNA. Lane M: DNA ladder, Lane C: 
control CT-DNA, Lanes 1 to 3: (Pc4 (20 µM) + CT-DNA (15, 20, 25 µM), 
respectively.
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and the electrophoresis experiments. The obtained fin-
dings from these methods demonstrated that the metal 
complex binds to the DNA through the intercalative bin-
ding mechanisms. In addition to above techniques, the 
electrophoresis study was also studied to evaluate the 
DNA binding to mode for this compound. The results 
from gel electrophoresis method showed that the com-
pound interacts with the DNA. The obtained results de-
monstrated that the complex can be evaluated as a poten-
tial candidate of anticancer medicine due to its binding 
activity to DNA molecule.
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Aerial refueling is the process of transferring fuel from 
a tanker aircraft to a receiving aircraft when both airc-
rafts are flying [1]. The purpose of this operation is to 
extend the operation time and range of aircrafts. There 
are mainly two types of refueling systems used in mo-
dern aircrafts. One is the probe-and-drogue type [12] 
and the other is the flying boom type [13]. In probe-and-
drogue type refueling system, there is a flexible hose on 
the tanker aircraft and a probe on the receiving aircraft 
that is inserted to the hose through the drogue for re-
fueling. In the flying boom type refueling system, there 
is a rigid telescopic tube that extends from the tanker 
aircraft to the receiving aircraft and the tube is inser-
ted to a receptacle on the receiving aircraft. In most of 
the modern aircrafts and in this paper, due to faster fuel 
transfer, flying boom type refueling system is used.

In the flying boom type refueling system, there 
is a receptacle that receives the fuel and this receptac-
le is protected by the in-flight refueling door. Before 
refueling, the door, mostly made in two parts, opens 
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symmetrically so that the telescopic tube engages with 
the receptacle on the receiving aircraft. Different door 
opening mechanisms in different contexts have been 
studied in the literature. One of them was the swing 
plug door [2]. It had a four-bar mechanism that opened 
laterally and occupied small space when fully opened. 
The same mechanism was also used for luggage door 
mechanisms on commercial vehicles [3]. It was menti-
oned that the parallel-hinged system has a narrow and 
safe trajectory and takes up less space when fully open. 
Several different door hinge mechanisms have been de-
signed for different applications such as cabinet doors 
[14] and garage doors [4]. Another multi-link door mec-
hanism was the invisible hinge [5]. The design allowed
the door to open up to 180° and did not show the hinge
externally when the door is in the closed position. To-
ropov and Robertis [6] proposed an analytical approach 
for the design of invisible hinge mechanisms.

To obtain symmetric motion [15] as in the case 
of two-part refueling doors, different types of mecha-

A B S T R A C T

In this study, the preliminary design of an in-f light refueling door mechanism is performed. 
A systematic design methodology is introduced and used in the design of the refueling 

door mechanism. The design is divided into two sub-functions: door opening and actuation. 
Nine different mechanism concepts are created for the door opening function and eight 
different concepts are created for the actuation function. Pugh decision matrix method is 
used to evaluate and select the most feasible options. Six experienced engineers scored the 
option set, resultantly two concepts for the door opening and three concepts for the actua-
tion sub-function are selected. Kinematic synthesis of these concepts is performed and used 
to determine the upper and lower bounds during optimization. Kinematic and force analysis 
of the concepts are performed and utilized for the constraints and cost function calculations 
of the optimization algorithm. Multi-objective Genetic Algorithm optimization technique is 
used to optimize the parameters of the selected mechanisms. The best mechanism for each 
sub-function is selected and combined to reach the final design. It was shown that through 
optimization, the required input torque decreased approximately 20% for the door opening 
mechanism and the required input force decreased approximately 42% for the actuation 
mechanism when compared to the graphical synthesis results. 
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Optimal design; Door mechanism; Genetic algorithm; Four-bar linkage; Six-bar linkage; Multi-objective optimization
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nisms are used. Gripper mechanisms are one of the examp-
les of this type of mechanism. Lanni and Ceccarelli used an 
industrial two-finger gripper, which was powered and cont-
rolled by one actuator. A prismatic joint and revolute joint 
were combined to actuate the gripper mechanism symmet-
rically [7]. Another two-finger gripper mechanism was 
introduced by Nuttall and Breteler [8]. One inverted-crank 
mechanism was used in a piston-cylinder arrangement, and 
two four-bar mechanisms were used to transmit the motion 
to two sides of the gripper.

Different methodologies have been employed in the 
design of mechanisms. In [16] different mechanisms are 
created based on degree of freedom requirements and eva-
luated systematically based on the functional requirements. 
Automatic synthesis of three degrees of freedom closed-lo-
op mechanisms are performed based on contracted graphs 
and topological graphs in [17, 18]. In [19] functional require-
ments, structural requirement, and design constraints are 
considered. Atlas of mechanism is used to find the compa-
tible kinematic structure in a systematically.

The aim of this study is to synthesize an optimal in-
flight refueling door mechanism for a flying boom type 
refueling system with a systematic design methodology as 
in [16, 17, 18]. The mechanism should provide the required 
clearance when refueling door is open, should close firmly 
in its place and should occupy as small space as possible.

Different studies have been performed to optimize 
mechanism with Genetic Algorithm [20, 21]. In this study, a 
design methodology is introduced to synthesis mechanism 
for different problems and optimize these mechanisms with 
Genetic Algorithm. Therefore, contribution of this study is 
developing a design methodology, which is combination of 
a systematic way of mechanism synthesis and optimization 
with using Genetic Algorithm.

METHOD
Design Methodology
In this paper, a systematic design methodology is propo-
sed and followed in the design of the in-flight refueling 
door mechanism as illustrated in Fig. 1.

First, the problem is defined, and the main function is 
subdivided into sub-functions. Following that concepts are 
created for each sub-function. Then, the concepts are evalu-
ated based on the evaluation criteria by experienced desig-
ners such that two or three best mechanisms are selected 
for each sub-function. Kinematic synthesis for each mecha-
nism is performed and these results are used to determine 
the upper and lower boundaries of design parameters for 
the optimization. Following that, position and force analysis 
of each concept is performed and used during optimization 
for the constraints and cost function. Each concept is then 

Figure 1. The systematic design methodology.

optimized using Genetic Algorithm (GA) method [20, 21]. 
Finally, based on the optimization results, the best mecha-
nism for each sub-function is selected and then combined to 
form the final design.

Design of the Refueling Door Mechanism
In this paper, the problem is to design an in-flight refu-
eling door mechanism for a flying boom type refueling 
system. The design of the door actuation mechanism is 
performed based on the design methodology presented. 
The main function is divided into two sub-functions: 
door opening, and actuation as shown in Fig. 2. The door 
might open later-ally or 180o and the actuation might be 
via a rotary actuator or a linear actuator. Different con-
cepts are created for each sub-function they are evalu-
ated by weighted decision matrix method. The selected 
concepts are synthesized using graphical methods [9-10]. 
After synthesis of the mechanisms, position and force 
analyses are performed. Each mechanism is then optimi-
zed using multi-objective GA method. The best concepts 
for each sub-problem is combined to form the final de-
sign.

THEORY/CALCULATION
Conceptual Design
In the conceptual  design,  different  concepts  are  created for 
the door opening and actuation sub-functions.

Figure 2. In-flight refueling door sub-functions and different ways of 
satisfying these functions
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Door Opening Mechanism Concepts
Due to aerodynamic effects and space limitations, the 
door is designed such that it has two parts and opens 
symmetrically outwards. For the sake of convenience, 
only one part of the door and its opening mechanism is 
shown here. Nine different concepts are developed (only 
five of these concepts are depicted in Fig. 3); some ope-
ning the door laterally and some opening 180°. These 
concepts are: D1: A four-bar mechanism. The door opens 
laterally, and it is rigidly connected to the coupler link 
(Fig. 3a). D2: A Watt I type six-bar mechanism. The door 
opens laterally (Fig. 3b). D3: A Stephenson III type six-
bar mechanism (Fig. 3c). The door opens laterally. D4: A 
four-bar mechanism. The door opens up to 180° and con-
nected to the follower link. D5: A four-bar mechanism. 
The door opens 180o and connected to the coupler link 
(Fig. 3d). D6: A Watt I type six-bar mechanism. The door 
opens up to 180°. D7: A Watt I type six-bar mechanism. 
The door opens up to 180°. D8: A Watt II type six-bar 
mechanism. The door opens up to 180°. D9: An invisible 
hinge mechanism [5, 6]. Revolute and sliding joints are 
used. The door opens up to 180° (Fig. 3e).

Actuation Mechanism Concepts
Eight different concepts (one with rotary actuator and 
the rest with linear actuators) are developed for the actu-
ation mechanism (five of these concepts are depicted in 
Fig.4). Some of these concepts are designed to be 1-DOF 
and the others are 2-DOF.

Those optional concepts are A1: A slider-crank mec-
hanism actuated by two linear motors. The followers are 

connected to the door opening mechanism (Fig. 4a). A2: 
A planar mechanism actuated by single linear motor as in 
[7]. The followers are connected to the door opening mec-
hanism as in A1. The slider-crank is in the form of piston-
cylinder arrangement. A3: A planar mechanism actuated 
by a linear motor formed by two four-bar and an inverted 
slider crank mechanism as in [8]. The slider-crank is arran-
ged as in A2. The followers of the four-bar mechanism are 
connected to the door opening mechanism and cranks are 
used to transmit the motion as in A2 (Fig. 4b). A4: A planar 
mechanism actuated by a single linear motor formed by a 
Watt II type six-bar and an inverted slider-crank mecha-
nism. The six-bar mechanism transmits the motion to the 
other side to provide symmetrical motion. The followers are 
connected to the door opening mechanism as in A1 (Fig. 4c). 
A5: A planar mechanism actuated by a single linear motor 

Figure 3. Optional concept sets for door opening mechanism. Only five 
concepts are shown. (a) D1, (b) D2, (c) D3, (d) D5 and (e) D9.

Figure 4. Optional concept sets for the actuation mechanism. Only five 
concepts are shown. All concepts are integrated to D5 for demonstration 
without the loss of generality. (a) A1, (b) A3, (c) A4, (d) A6, (e) A8.
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formed by a four-bar, a Watt II type six-bar, and an inverted 
slider-crank mechanism. The symmetrical motion is obtai-
ned by the six-bar mechanism as in A4. The followers of the 
four-bar and six-bar mechanisms are connected to the door 
opening mechanism. A6: A planar mechanism actuated 
by a single linear motor formed by two double slider-crank 
mechanisms. Symmetrical motion is provided by the two si-
des of the slider-crank mechanisms. The output links of the 
slider-crank mechanism is connected to the door opening 
mechanism (Fig. 4d). A7: A planar mechanism actuated by 
two motors using a rack-pinion arrangement. Two motors 
are synchronously driven. A8: Two rotary actuators are di-
rectly coupled to the door opening mechanism (Fig. 4e).

Evaluation of Concepts
The door opening and actuation concepts are evaluated 
separately based on different evaluation criteria. Weighting 
factors of these evaluation criteria are determined according 
to problem needs. These weighting factors can be changed 
for different problems. The evaluation is performed by six 
experienced engineers based on a value scale from 0 to 10. 

The criteria for the door opening concepts are simplicity, 
maintainability, simplicity of assembly, reliability, rigidity, 
mobility and design flexibility, space utilization, and force 
characteristics. After the evaluation, shown in Table 1, D1 
and D5 are selected as the best concepts.

The evaluation criteria for the actuation concepts are 
simplicity, maintainability, cost, long life, simplicity of as-
sembly, reliability, rigidity, design flexibility and space uti-
lization. After the evaluation, as shown in Table 2, A1, A3, 
and A8 are chosen to be the best concepts.

Kinematic Synthesis and Analysis
Kinematic synthesis, kinematic analysis and force analy-
sis of all the best concepts D1, D5, A1 and A3 are per-
formed (kinematic synthesis and analysis have not been 
performed for A8 since it only consists two rotary ac-
tuators directly coupled to the driving link of the door 
mechanism). Since the procedure is the same for all the 
mechanisms, only the kinematic synthesis and the analy-
sis of concept D1 are presented in this paper.

Kinematic Synthesis of D1
D1, shown in Fig. 5, is designed using two position 

graphical synthesis method [9].

First, the initial and final positions of the door are se-
lected then two moving points are determined as A1, A2, B1, 
and B2. Then these points are connected, and two perpen-
dicular lines are drawn at the mid-points of A1A2 and B1B2 
as shown in Fig. 6. Two fixed pivot points, A0 and B0 are 
selected at any place on the perpendicular lines. The mec-
hanism is then synthesized joining A0, B0, B1 and A1. The 
parameters found after the synthesis are shown in Table 3.

Table 1.Weighted decision matrix of the door opening concepts. Simplicity, main-
tainability, simplicity of assembly, reliability, rigidity, mobility and design flexibi-
lity, space utilization, and force characteristics are used as the evaluation criteria. 
Weighting factors are given in the second column. The other columns represent the 
average score of six engineers for the corresponding evaluation criteria.

Evaluation 
Criteria Wgh. D1 D2 D3 D4 D5 D6 D7 D8 D9

Simplicity 0.161 8.7 6.0 5.5 7.5 8.1 5.3 5.1 4.7 3

Maintain. 0.125 8.8 5.3 6.3 7.8 8.2 5.7 5.3 4.6 3.3

Simp. of 
Assembly 0.089 8.8 5.3 5.7 8.3 8.1 5.1 5.2 5.2 4.0

Reliability 0.143 8.8 7.0 6.7 8.7 7.9 5.8 6.3 6.0 4.6

Rigidity 0.125 8.2 5.9 6.1 7.0 6.8 5.8 5.5 5.5 3.8

Mob./Flex. 0.089 5.3 7.7 7.4 5.7 5.8 7.6 7.8 7.2 6.3

Space Util. 0.107 2.1 3.9 8.4 4.7 2.8 8.3 9.4 1.0 10

Force Cha. 0.161 9.1 9.9 1.0 6.1 7.7 10 7.8 2.4 9.8

TOTAL 1 7.8 6.5 5.6 7.0 7.1 6.7 6.5 4.5 5.6

Table 2.Weighted decision matrix of the actuation concepts. Simplicity, maintai-
nability, cost, long life, simplicity of assembly, reliability, rigidity, design flexibility 
and space utilization are the design criteria. Weighting factor is given in the second 
column. The following columns show the average scores of six engineers for the 
corresponding evaluation criteria.

Evaluation 
Criteria Wgh. A1 A2 A3 A4 A5 A6 A7 A8

Simplicity 0.148 8.5 8 7 5 5.2 5.2 6.3 9

Maintain. 0.115 7.8 7.3 7 5.2 5.3 4.7 4.2 8

Cost 0.098 6.5 6.5 7.4 5.5 5.5 4.7 3.2 6.2

Serv. Life 0.131 8.2 7 7.7 5.7 5.7 4.8 4.5 7.3

Simp. of 
Assembly 0.082 8.2 7.8 7.3 4.8 4.8 4.5 4.8 8.8

Reliability. 0.131 8.2 7.2 7.2 6 6 4.8 5.2 8.5

Rigidity. 0.115 8.2 6.5 6.8 5.2 5.2 5.5 5.5 9

Flex. 0.082 7.3 6.5 6.7 6 6 5.7 6 8

Space Util. 0.098 7.3 5.7 6.3 5.2 5.2 4.7 7.3 9.2

TOTAL 1 7.9 7 7.1 5.4 5.4 4.9 5.2 8.2

Figure 5. Schematic drawing of concept D1.

Figure 6. The two-point synthesis of concept D1

Table 3.Calculated parameters for concept D1.

1 2 3 4 5 6

r1 (mm) r2 (mm) r3 (mm) r4 (mm) Q12(deg) Q11(deg)

39.05 142.24 35.32 146.65 -52.73 219.81
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Kinematic Analysis of D1
Freudenstein’s equation is used to perform the kinematic 
analysis. The loop closure equation in complex notation 
is given by:

1312 14
2 3 4 1 0ii ir e r e r e rθθ θ+ − − =          (1)

By solving Eq. (1), the unknown joint variables are fo-
und as:

2

13
( 42 ( )

2
B B ACatan

A
θ σ− + −

= ⋅
  (2)

2 12 3
1

13

2 12 3 13
4
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r ratan
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θ θ θ

θ θ
+

= ⋅
+ −

       (3)

where

1 2 12 3 12( cos cos )A K K Kθ θ= + − +                      (4)

12( 2 sin )B θ= − ⋅ (5)

1 2 12 3 12( cos cos )C K K Kθ θ= + + −                                     (6)
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3 22
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r r

− − −
= (7)

1 1
2 3

3 2

, , 1r rK K
r r

σ= = = −  (8)

Eq. (2) and (3) are used to find the joint variables for 
every crank angle.

Force Analysis of D1
In the refueling applications high accelerations are not 
required, furthermore link masses are relatively small. 
Therefore, inertial forces are ignored, and quasi-static 
force analysis is performed to calculate the required 
driving force. An approximate value is taken for the ex-
ternal force and the same external force is applied to all 
the door opening mechanisms. The free-body diagram of 
each link is drawn (not shown), and unknown forces are 
found. The system is assumed to be in equilibrium under 
the action of the external force, F, and the driving torque, 
Tinput as shown in Fig. 7.

The equilibrium equations for each link are not presen-
ted here (refer to [11] for details). Only the final results are 

given. In matrix form to find the forces:

[ ] [ ] [ ]1x A b−= ⋅ (9)

where
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23

23

43

x

y

input

F
F

x
F
T

 
 
 =  
 
  

(10)

[ ]

11 14

11 14

3 3

2 11 12 2 11 12

1 0 cos( ) 0
0 1 sin( ) 0

sin( ) sin( ) 0 0
2

3sin( ) sin( ) 0 0
2

A r r

r r

θ θ
θ θ

πγ γ

ππ θ θ θ θ

+ 
 + 
 = − − 
 
 − − − − − −  

    (11)

[ ] 3

cos( )
sin( )

sin( )
2
0

f

f

f

F
F

b rM F

θ
θ

θ γ

− 
 − 

=  
− − − 
 
  

  (12)

The variable vector, [x] can be calculated using the 
known [A] matrix and [b] to find the unknown forces 
and the required driving torque.

Kinematic Synthesis of A1
An iterative graphical approach [10] is used to synthesi-
ze the concept A1, as shown in Fig. 8.

The required rotation of the output link should be 
equal to the rotation of the drive link of the door opening/
closing mechanism. Therefore, without loss of generality
concept D1 is used for the synthesis of A1. The requi-
red driving link rotation is calculated as -131.96o. After 
using the graphical synthesis as in Sect. 4.1, the para-
meters of A1 are found as in Table 4.

Figure 8. Schematic drawing of Concept A1.

Figure 7. External force and the driving torque acting on D1.
Table 4.Calculated parameters for concept A1.

1 2 3 4 5

r1 (mm) r4 (mm) s1 (mm) Q11(deg) ∆
stroke (mm)

230.00 70.00 174.00 132.50 123.70
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Kinematic Analysis of A1
Freudenstein’s equations are used to perform the kinema-
tic analysis of A1. The loop closure equation in complex 
form is given by:

12 14
1 1 4 0i is e r r eθ θ− − =          (13)

Solving the loop closure equation yields:

12 2 atan C
A

θ σ
 

= ⋅ −  
 

        (14)

1 1
14

1 1 1

sinatan
cos
s

s r
θθ

θ
 

=  − 
(15)

where all the required variables are defined in Eq. 4-8.

Force Analysis of A1
Quasi-static force analysis is performed to find the requ-
ired driving force. The freebody diagram of each link is 
drawn (not shown, refer to [11]), and all the unknown
forces acting on the links are calculated. The external 
torque is assumed to be acting from the door opening 
mechanism as shown in Fig. 9.

The forces can be calculated as in Eq. 9 using:

[ ]

14

14

34

12

12

x

y

actuator

x

y

F
F
F

x
F

F
F

 
 
 
 

=  
 
 
 
  

(16)

[ ]

11 12

11 12

4 12 14

12 11

12 11

1 0 cos( ) 0 0 0
0 1 sin( ) 0 0 0
0 0 sin( ) 0 0 0
0 0 1 1 0 0
1 0 cos( ) 1 0 0

0 1 sin( ) 0 0 0

r
A

θ θ
θ θ
θ θ

θ θ π
θ θ π

+ 
 + 
 −

=  
− 

 − − + +
 

− + +  

(17)

[ ]

0
0

0
0
0

inputT
b

 
 
 
 −

=  
 
 
 
  

(18)

Optimization of the Mechanisms
All the door opening (D1, D5) and actuation mechanisms 
(A1, A3, A8) are optimized using the GA method with 
MATLAB software using the parameters shown in Table 
5. These GA parameters are determined by using trial-
error method after several iterations. Best results are ob-
tained by using GA parameters, which are given in the
Table 5. Different parameters can be used for different
problems.

Only the optimization of D1 and A1 are presented in 
this paper (refer to [11] for the rest).

Optimization of D1
The door opening/closing mechanism, D1 is optimized 
based on a cost function and several geometric constra-
ints

Variables: r, r, r, r, θ12, initial, Δθ. Δθ is the angle per 
step and the other variables are shown in Fig. 5.

Cost Function: (a) A laterally opening and closing 
door is desired, therefore the first cost function is:

3, 3,(1) initial finalf Gθ θ= − ⋅     (19)

(b) In order to minimize the input torque, the second
cost function is defined as:

(2) max( )inputf T G= ⋅                                                                         (20)

Where G is a parameter set to 1 if the constraints are 
satisfied, if not it is set to a very large number to increase the 
cost and penalize the solution.

Constraints: (a) The first constraint is related to the 
initial orientation of the mechanism given as:

11 1,2,175 165initialθ θ° ≥ + ≥ °   (21)

12, 13,( ) 5initial initialabsolute θ θ− > ° (22)

(b) The second constraint is related to minimum clea-
rance being greater than 200mm when the door is open. It 
is defined as:

Figure 9. External torque and input force acting on A1

Table 5.GA parameters used during optimization

Population
Size

Maximum
Generation

Crossover
Function

Crossover
Fraction

Mutation
Function

2250 500 Heuristic 
1.2 0.8 Uniform 

0.1
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2 11 12, 2 11 12,cos( ) cos( ) 200 0final initialfr r mmθ θ θ θ⋅ + − ⋅ + − >   (23)

(c) The third constraint is related to the maximum al-
lowable space envelope that is a rectangle having a width of 
300mm and a height of 100mm. The point A0 is fixed in 
space. The constraint about the initial position of the fixed 
point B0 is given by:

1 11sin( ) 50r mmθ⋅ > − (24)

Constraints related to the initial and final position of 
point A to prevent collisions are:

2 11 12,sin( ) 30initialr mmθ θ⋅ + < (25)

2 11 12,120 sin( ) 70finalmm r mmθ θ> ⋅ + > (26)

Constraints related to initial and final position of point 
B to prevent collisions are:

1 11 4 11 14,sin( ) sin( ) 30initialr r mmθ θ θ⋅ + ⋅ + < (27)

1 11 4 11 14,cos( ) cos( ) 180initialr r mmθ θ θ⋅ + ⋅ + > − (28)

1 11 4 11 14,170 sin( ) cos( ) 70initialmm r r mmθ θ θ> ⋅ + ⋅ + >                          (29)

The upper and lower boundaries of the variables are 
given in Table 6.

At each iteration step of the optimization, Eq. (2-3) are 
used to find the unknowns, θ13, θ14 then Eq. (9) and Eq. (10-
12) are used to find the forces. The input variable θ12, k at
every iteration, k is calculated as:

12, 12, ( 1)k initial kθθ θ= + ∆ ⋅ − (30)

where k=2, 3…, 50.

Results: The computation time of the optimization is 
637s (Core i7-4700HQ, 2.40GHz CPU) and the maximum 
required input torque is calculated as 24.48Nm (20% decre-
ase with respect to the graphical synthesis). The parameters 
of the mechanism are found as in Table 7.

An MSC ADAMS model is created to verify the calcu-
lation of the input torque as shown in Fig. 10. The error is 
found to be less than 0.0016%.

Optimization is also performed for D5 (not shown). 
Maximum input torque is selected as the selection criteria 
and it is found that maximum torque for D5 is 43% greater 
than D1, as shown in Figure 11. Therefore, for the door ope-
ning mechanism the best concept is D1.

Optimization of A1
The mechanism A1 is optimized based on the cost func-
tion and the constraints. In the optimization of A1, witho-
ut loss of generality, D1 is used as the door opening/closing 
mechanism.

Variables: r1, r4, s0, θ11, Δstroke. Δstroke is the stroke per 
step and the other variables are shown in Fig. 8.

Cost function: (a) The mechanism should be able to 
rotate the crank of the door opening/closing mechanism to 

the required degree, 
12 1( )Designθ∆  , calculated before.

The first cost function is:

1214, 14, 1(1) ( ( ) ( ) )initial final Designf abs abs Gθθ θ= − − ∆ (31)

(b) In order to decrease the input force, the second cost
function is defined as:

(2) max( )actuatorf F G= ⋅ (32)

Table 6.GA parameters used during optimization.

1 2 3 4 5 6 7

r1 
(mm)

r2 
(mm)

r3 
(mm)

r4 
(mm)

Q12 

(deg)
Q11 

(deg)
θ∆

(deg)

Minimum 20 100 30 100 -65 180 -2.90

Maksimum 100 200 125 200 65 230 -1.60
Figure 11. Input torques for the optimized D1 and D5 mechanisms 
versus the crank angle calculated using MSC ADAMS software.

Figure 10. MSC ADAMS model of the optimized D1.

Table 7.Parameters of D1 after optimization

1 2 3 4 5 6 7

r1 (mm) r2 (mm) r3 (mm) r4 (mm) Q12(deg) Q11(deg)
θ∆  (deg)

42.2 119.89 36.57 139.39 -63.31 228.92 -2.40
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Constraints: (a) The first constraint is related to the 
transmission angle given as:

140 20µ° ≥ ≥ ° (33)

(b) The second constraint is related to the space enve-
lope defined as a rectangle with a width of 600mm and a 
height of 100mm. The pivot, A0, of the door opening mec-
hanism is fixed in space and the following constraints are 
obtained:

1 11sin( ) 300r mmθ⋅ < (34)

1 11cos( ) 170r mmθ⋅ < (35)

1, 11 12, 1 11sin( ) sin( ) 45final finals rθ θ θ⋅ + − ⋅ < (36)

The upper and lower boundaries of the variables are 
shown in Table 8.

At each iteration, θ13 and θ14 are found using Eq. (14-15) 
and the forces are found using Eq. (9) and Eq. (16-18). The 
input variable, s1, k is calculated at every iteration, k as:

1, 0 ( 1)k strokes s k= + ∆ ⋅ − (37)

Where, k=2,3…,50.

Results: The computation time of the optimization is 
193s (Core i7-4700HQ, 2.40GHz CPU) and the maximum 
required input force is found to be 313.18N (42% less than 
the graphical synthesis). The variables are found as in Table 
9. Simulation of the synthesized mechanisms A1 and D1 in
MS Excel are shown in Figure 12.

An MSC ADAMS model, shown in Fig. 13, is created to 
verify the calculation of the input force and the error is 
found to be less than 0.1%. Optimization is also perfor-
med for A3 and A8 (not shown). Power is used as the se-
lection criteria since it is the determining factor for the 
size of the actuator so that it must be minimized to dec-
rease the size and weight of the actuator. The other point 
is when power is used, mechanisms with linear actuators 
(A1, A3) and rotary actuators (A8) can be com-pared. 
The door opening time is assumed to be 5s and the requ-
ired instantaneous power is calculated for the optimized 

Table 9.Optimized variables of A1

1 2 3 4 5

r1 (mm) r4 (mm) s0(mm) Q11(deg) ∆
stroke (mm)

249.99 78.39 189.94 131.44 2.65

Table 8.Upper and lower boundaries of variables for A1.

1 4 5 6 7

r1 (mm) r4 (mm) s0(mm) Q11(deg) ∆
stroke (mm)

Minimum 50 30 50 50 1

Maksimum 300 130 250 200 3.2

Figure 12. Simulation of concept A1 combined with D1 using MS Excel.

Figure 13. MSC ADAMS model of concept A1 and D1.

Figure 14. The required power versus time for the optimized A1, A3 
and A8 mechanisms calculated with MSC ADAMS software.

A1, A3, and A8 mechanisms. The results are depicted in 
Fig. 14. A8 requires the highest power, whereas the power 
requirement of A1 and A3 are almost the same. To select 
the best alternative, simplicity and rigidity are conside-
red as the evaluation criteria and A1 is selected as the 
best alternative.

DISCUSSION AND CONCLUSION
In this paper, the preliminary design of an in-flight refueling 
door actuation mechanism for flying boom type refueling 
system is presented. A systematic design methodology is fol-
lowed. The main function is divided into two sub-functions: 
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door opening and actuation sub-functions. Different con-
cepts are developed for each sub-function based on the re-
quirements and constraints. A heuristic approach is used for 
evaluating the concepts based on the evaluation criteria. Af-
ter the evaluation process, two concepts are selected for the 
door opening/closing mechanism, and three concepts are 
selected for the actuation mechanism. Kinematic synthesis 
for one concept for each sub-function is performed by using 
graphical methods to obtain suitable mechanisms. In addi-
tion, the obtained results are used to determine the upper 
and lower boundaries of design parameters for the optimi-
zation process. Thereafter, position analysis is executed by 
using Freudenstein’s equation to check the motion of the 
synthesized mechanisms. Additionally, force analysis is 
performed to obtain the required actuation force and joint 
forces of the concepts. Finally, chosen concepts are optimi-
zed by using the multi-objective Genetic Algorithm. Be-fore 
the optimization process, the lower and upper boundaries 
of design parameters, objective functions, and constraints 
are specified. Then, for each sub-problem concept, the op-
timization process is performed, and optimized concepts 
are compared with each other to select the best concept. In 
this study, Concept D1 and Concept A1 are chosen as the 
best concepts. After determining the best concepts for each 
sub-problem, these concepts are combined to obtain the 
preliminary design of the in-flight refueling door actuation 
system mechanism.

As a future work, aerodynamic analysis can be perfor-
med to estimate the external force more precisely. The effect 
of inertial forces can be taken into consideration in the force 
analysis. Based on the force analysis, detailed design of the 
mechanism can be performed, and a prototype can be built 
to validate the design.

NOMENCLATURE

Δθ      : Angle per step of the Door Concepts
Δstroke: Stroke per step
ri       : Link Lengths
θij      : Link Angles
μ       : Transmission Angle
T       : Torque
F       : Force
M     : Moment
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Hand hygiene is very important in reducing the 
incidence of infectious diseases. Considering 

that both respiratory and digestive system infections 
are transmitted through the mouth, it is inevitable 
that the microorganisms taken from the contact are-
as reach our respiratory and digestive systems with 
our hands. Studies have proven the effectiveness of 
hand sanitizers on microorganisms [1].

As of late 2019, it was necessary to take serious me-
asures all over the world, as a result of the rapid spread of 
the SARS-Cov-2 (Covid-19) virus from the Coronavirus 
family. Within the scope of preventive measures, the 
World Health Organization (WHO) has reported that 
alcohol-based hand sanitizers have a very important 
role in preventing surface contamination. In addition to 
the antibacterial properties of alcohol-based hand sani-
tizers, its success in antiviral effectiveness has been eva-
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luated and approved by scientists. In this sense, WHO 
has set some standards in 2010 in order to direct the 
production of commercial hand sanitizers around the 
world. These standards were revised and reorganized in 
2020. Accordingly, the formulas containing ethanol and 
isopropyl alcohol after the preparation stages are shown 
in Table 1. It has been determined that hand sanitizers 
have an optimum effect at the specified concentrations 
[2].

Hand sanitizers containing ethanol and/or isopro-
panol cause less irritation and skin dryness compared 
to disinfection with soap and water, in addition to effec-
tiveness of hand sanitizers on live pathogens. It is seen 
that the increase in the use of hand sanitizers, especially 
by healthcare workers, prevents the transmission of pat-
hogens [3].

A B S T R A C T

A s of late 2019, with the rapid and alarming spread of the SARS-Cov-2 (Covid-19) virus 
from the coronavirus family, serious measures had to be taken all over the world. The 

efforts to prevent this global epidemic have started with the legal measures taken by the 
countries in this regard and the warnings of the World Health Organization (WHO) that 
the epidemic should be taken seriously. In this process, the success of the use of masks and 
the use of alcohol-based hand sanitizer in preventing the disease has been evaluated and 
approved by scientists. In terms of the effectiveness of hand sanitizers, it is seen that the 
main components are ethyl alcohol and isopropyl alcohol, which are alcohol derivatives 
and they are considered as active ingredients due to their antibacterial and antiseptic effect 

. In this study, 11 commercially purchased hand sanitizer active and additional ingredients 
were identified and listed by headspace gas chromatography-mass spectroscopy (HS/GC-
MS) and their antibacterial activities were studied. Hand sanitizers containing alcohol 
derivatives were used in the study. As a result of this study, it was observed that 4 out of 
11 commercial hand sanitizers were not suitable for the final concentration values of hand 
sanitizer determined by the World Health Organization (accepted as 80%(v/v) for alcohol 
derivatives). Apart from this, hand sanitizers numbered 5 and 9 did not show antibacterial 
properties against Escherichia coli and hand sanitizers numbered 1 and 10 did not show an-
tibacterial properties against Staphylococcus aureus. This situation shows that the standards 
of hand sanitizers should be controlled with much more stringent rules.

INTRODUCTION 
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Bouche et al. (2002) studied the quantitative determi-
nation of n-propane, iso-butane and n-butane molecules ta-
ken into the body with lighter gas and passed into the blood 
by headspace GC-MS. Accordingly, they demonstrated that 
the headspace GC-MS technique is a sensitive, automated 
and fully validated technique [10]. Stambuli et al. (2004) de-
veloped a new analytical technique with headspace GC-MS 
(HS/GC-MS) for the determination of trace amounts of tri-
acetone triperoxide (TATP) in post-explosion samples. Ac-
cording to this; have determined the optimum parameters 
and have determined TATP lower than 1 nanogram level 
[11]. Wang et al. (2008) published a review article on the 
advantages of HS/GC-MS gas chromatography. This article 
contains several examples of environmental, clinical, foren-
sic, biological, food, powder and pharmaceutical analyzes 
between 2002 and 2008 [12]

Joshi et al. (2011) carried out the content determination 
of smokeless powder using HS/GC-MS. Nitroglycerin was 
determined as the main component, while 2,4-dinitrotolu-
ene was detected at 44% [13]. Desharnais et al. (2012) used 
HS-GC-MS for cyanide detection in postmortem biological 
matrices. This method has been validated and used in fo-
rensic cases, burning victims and mass suicides [14]. Wu et 
al. (2012) conducted a study on the thermal decomposition 
of triacetone triperoxide (TATP), which is a potential explo-
sive and can be easily synthesized under laboratory conditi-
ons, and used the GC-MS device in their study. As a result; 
They also proved from the GC-MS results that the synthesis 
of TATP with sulfuric acid would be more dangerous than 
the synthesis with hydrochloric acid, just as dangerous as 
TNT [15]. Almog et al. (2013) stated that this type of exp-
losive, which is obtained from the combination of urea and 
nitric acid and looks like sugar, is used by terrorists. They 
used the GC-MS technique for the determination of trace 
amounts of urea nitrate from post-explosion debris during 
the attack. The aim of the study is to prevent the determina-
tion of urea and ammonium nitrate by acting as a nitronium 
cation when they come together, to prevent the formation 
of nitronium cation by creating a reaction step by including 
alko groups in the reaction and being able to easily deter-
mine urea nitrate from post-explosion debris with the help 
of GC-MS [16]. Lennert and Bridge (2018) carried out the 
determination and classification of smokeless gunpowder 
in their article using GC-MS technique. In this study, it is 
aimed to determine the smokeless gunpowder samples in 
the combustion or unburned residues after firing or explo-
sion by GC-MS and DART-TOFMS techniques. According 
to this; Analysis of 34 smokeless gunpowder samples was 
made and it was stated that determination can be made with 
a fast visualization technique with GC-MS [17].

GC-MS device is a high selectivity, fast and sensitive 
device used to characterize alcohol and impure compo-

An alcohol-based hand sanitizer may contain one or 
more types of alcohol, with or without other excipients and 
moisturizers, to be applied to the hands to destroy microor-
ganisms and temporarily stop their growth [4] 

Globally, governments determine their own regulations 
regarding the volume fraction of alcohol in hand sanitizers, 
other ingredients to be added, and packaging and handling. 
The concentration of alcohol-containing hand sanitizers de-
termined by WHO [5] has been accepted by many countries 
with legal regulations (Table 1). While ethanol or isopropyl 
alcohol, one of the active ingredients in the formulation, can 
be 75% or more by volume, an average of 80% is targeted. In 
addition, the US Food and Drug Administration (FDA) and 
the Canadian Ministry of Health made it necessary to add 
denaturants such as denatonium benzoate, sucrose octaace-
tate and isopropanol to the formulation in order for alcohol 
to lose its drinkable character [6].

Disinfectants with an alcohol concentration below 60% 
are not effective, but also pose a risk since they are not vi-
rulent [7]. The control of disinfectant contents in Turkey is 
within the scope of the "Biocidal Products Regulation" and 
is regulated by the "Regulation on the Usage Procedures and 
Principles of Biocidal Products" determined by the Ministry 
of Health. Biocidal products are defined as “active substan-
ces and preparations that contain one or more active  ing-
redients, put on sale ready to use, have a controlling effect 
on any harmful organism chemically or biologically, or that 
limit its movement, remove, render it harmless, or destroy 
it”. Therefore, hand sanitizers are included in this group [8].  
Moreover, within the scope of this regulation, the lists of 
approved chemicals that can be found in the content of the 
products have also been determined within this framework 
[8]

Headspace Gas Chromatography-Mass 
Spectroscopy

Pragst et al. (2001) published an article on the determina-
tion of ethyl esters in human hair due to chronic alcohol 
intake by GC-MS technique. Accordingly, it is possible to 
determine this ethyl ester and alcohol, since it can rema-
in in the body for 24 hours after ingestion. In this way, al-
coholic or social drinkers can be distinguished from each 
other and the causes of death can be clarified [9].

FORMULA 1 FORMULA 2

Final concentration Final concentration

Ethanol (80%)(v/v) Isopropyl alcohol (75%)(v/v)

Glycerol (1.45%) (v/v) Glycerol (1.45%) (v/v)

Hydrogen peroxide (0.125%) (v/v) Hydrogen peroxide (0.125%) 
(v/v)

Table 1. Hand sanitizer final concentration formulas determined by 
WHO
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nents. It is a preferred method because it is quantitatively 
reproducible, provides a database, and is easy to analyze [18]. 
For this reason, a chromatography device was preferred in 
this study.

HS/GC-MS method, which is used to detect alcohol 
from hand sanitizer samples, is a widely used method in re-
cent years because it is used to detect volatile compounds 
in solid and liquid samples and mostly does not require any 
preliminary preparation [19]. The reason why it was prefer-
red in this study is that it is considered as a suitable method 
for alcohol determination, and it responds in a short time 
and with high accuracy in solid-liquid phase compounds.

MATERIAL AND METHODS

HS/GC-MS Analysis

A total of 11 commercial hand sanitizers were used in this 
study. Hand sanitizers were chosen on the basis of being 
easily accessible and widespread. No price criteria were 
specified in the selection . They were purchased from ac-
cessible markets, pharmacies and e-shopping platforms, 
and provided between September-October 2020. No di-
lution with MeOH was made, as it may cause incorrect 
assessments of the amount of isopropyl alcohol/ethyl al-
cohol and the area covered by the amount of alcohol in 
the hand sanitizer will be determined (percent-%-v/v). 12 
vials were prepared by absorbing 10 μL sample into each 
20 mL autosampler vial with cellulose paper (One of the 
vials was a control sample. It is not shown in the table).

In this study, Agilent  5977B GC/MSD and Agilent 
7697A Headspace Sampler in Forensic Chemistry Laborato-
ries established within the Directorate of Forensic Sciences 
Institute of the Turkish National Police Academy were used. 
After making general adjustments with MSD-Mass Hunter 
program, comparisons were made with MSD Data Analysis 
and Quantitative Data Analysis methods. The parameters 
determined as a method in the GC-MS device are given in 
Table 2, Table 3 and Table 4 below.

Table 2 shows the values selected for the inlet parame-
ters. Accordingly, the heater was kept at 250 oC  for comp-
lete evaporation, the pressure was set to 10.121 psi, and the 
septum purge flow was set to 3 mL/min. Inlet mode is set 
to “Split” and split ratio is set to 50:1. The column flow was 
determined as 1.3 mL/min. Column pressure and constant 
flow are created automatically. Temperature values and du-
rations are given in the table (Table 3) created for tempera-
ture parameters. The initial temperature was determined as 
40 oC. In the next stage, it was increased up to 100 oC at 5 oC 
intervals. (from the 1st minute to the 15th minute, for 2 min) 
In the 2nd stage, it was increased up to 200 oC at 20 oC inter-

vals (from the 15th minute to the 22nd minute for 2 minutes).

In the HS/GC-MS parameters (Table 4), the oven tem-
perature, loop temperature, and transfer line temperature 
were set in increments of 10 oC, respectively (100 oC, 110 oC, 
120 oC, respectively).

Antibacterial Experiment

In this study, antibacterial experiments were carried out 
in Molecular Biology Laboratory, Department of Biology, 
Hacettepe University, Beytepe, Ankara. The antibacterial 
properties of 11 hand sanitizer were examined by agar 
disk diffusion assay.

Staphylococcus aureus (S. aureus) is among the bacteria 
that is the most common cause of infection in skin surface 
damage [20]. Escherichia coli (E. coli), on the other hand, has 
become the most widely understood and studied microor-
ganism in microbiology in terms of use, ease of production 
and durability, as well as being a very common microorga-
nism [21] Since E. coli is Gram (-) and S.aureus is Gram (+) 
bacteria, the antimicrobial activity of hand sanitizers will be 

Heater 250 

Pressure 10.121 psi

Total Flow 69.23 mL/min

Septum Purge Flow 3 mL/min

Inlet Mode

Split Ratio 50:1

Split Flow 65 mL/min

Columns

Flow 1.3 mL/min

Pressure 10.121 psi

Constant Flow 1.322 mL /min

Table 2. Inlet Parameter for GC-MS

Rate 
oC/min

Value 
oC

Hold Time 
min

Run Time 
min

(Initial) 40 1 1

Ramp 1 5 100 2 15

Ramp 2 20 200 2 22

Table 3. Temperature Parameter for HS/GC-MS

HS Parameter

Name Setpoint Actual

Oven Temperature 100 oC 100 oC

Loop Temperature 110 oC 110 oC

Transfer Line Temperature 120 oC 120 oC

Vial Pressure -- 1.390 psi

Vial Flow -- -0.02 mL/min

Carrier Pressure External Supply 13. 595 psi

Table 4. Headspace Parameter for HS/GC-MS
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evaluated. Therefore, these two strains were considered suf-
ficient in this study.

In this study E. coli (ATCC 25922) and S. aureus (ATCC 
25923) were used as bacterial strains for the agar disk diffu-
sion assay. First of all, E. coli and S. aureus were inoculated 
into 15mL LB (Luria Bertani) medium in order to obtain 
a bacterial cell suspension from bacterial strains and in-
cubated for 24 hours at 37 °C. At the end of the incubation 
period, bacterial cell suspensions adjusted to 0.5 McFarland 
(1.5 × 108 CFU/mL  ) by diluted with PBS. 100 µL bacterial 
suspensions was taken and inoculated into LB agar plates. 
Whatman papers has been cut with the help of a 9 mm dia-
meter cutter and sterilized under UV light. 100 µL commer-
cial hand sanitizers were taken with sterile pipette tip and 
quickly soaked to sterile whatman papers and placed on LB 
agar plates.  As the control, antibiotic discs containing 10 µg 
ampicillin were also placed on LB agar plates. Subsequently, 
LB agar plates were left to incubate for 24 hours at 37 °C and 
zone diameters were measured at the end of the incubation 
period [22]. 

RESULTS AND DISCUSSION

In this study, it was aimed to determine the active ing-
redients (ISA and/or ethanol as active ingredient) of 11 
commercial hand sanitizers in terms of volume (% v/v) by 
HS/GC-MS; and aimed to investigate their antibacterial 
activities. The amounts of alcohol, which are the active 
ingredients of the samples, were verified and it was deter-
mined whether they reached the limits set by WHO (75% 
for isopropyl alcohol (ISA), 80% for ethyl alcohol accor-
ding to the World Health Organization).  In addition, its 
antibacterial properties have been demonstrated using 
two bacterial strains (Gram-negative E. coli and Gram-
positive S. aureus, were selected) Since there are samples 
in which isopropyl alcohol and/or ethanol are used to-
gether in the hand sanitizer content, the total amount of 
alcohol was determined and the limit value was accepted 
as 80% alcohol by volume [6]. According to the analysis, 
it was seen that the amount of isopropyl alcohol/ethanol 
in the hand sanitizers differs and 7 of them are above the 
80% (v/v) value determined by the World Health Organi-
zation (WHO).

Figure 1. HS/GC-MS chromatograms and alcohol (ISA/ethanol) peaks of samples (S1-11)
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The active ingredients in hand sanitizers usually dest-
roy microorganisms. Also, inactive ingredients are added 
to disinfectants for reasons such as adding fragrance, pro-
tecting the health of the applied skin, and adjusting the 
disinfectant viscosity. Table 5 contains information on the 
active ingredients (alcohol derivatives) and additional ingre-
dients found in commercial hand sanitizers. While ethanol 
and isopropyl alcohol are used as active ingredients in the 
samples, water, carbomer, glycerin, fragrance agent etc. are 
frequently used as additional ingredients [8]. 

Also, HS/GC-MS chromatograms and active ingredi-
ent (ISA-ethanol) peaks of 11 hand sanitizer samples are 
shown (Figure 1).  Quantifer ion (m/z) of ethanol and isop-
ropyl alcohol has a peak value of 45 [23]. In this context, it 
was shown that each example has had the active compound.

It has shown the retention time, percentage volume 
and match factor values of the total alcohol (isopropyl alco-
hol and/or ethanol) amounts obtained as a result of GC-MS/
HS analyzes of commercial hand sanitizers for 11 samples 
(control group is not reflected in the table) in Table 5. The 
shown variables represent the ethyl alcohol/isopropyl alco-
hol ratio component (% v/v) based on data scanned in the 
SWGDRUG 3.5.L Library. Retention time (Rt, min) has 
shown the retention time of the substance, match factor 

(MF) shows the match rate in the library. Measurements 
were made 3 times and the average of the volumetric area 
and Match Factor (MF) values were reflected in the table 
(Table 6).

Based on the data in the Table 6, a graph was created 
including the percentage amounts of alcohol in the total 
mixture and standard deviation values. SSR and SSReg va-
lues were obtained by calculating the ANOVA (One-way 
analysis of variance, P < 0.05) (Figure 2). According to the 
value, difference between the observations and the predic-
ted values are small and unbiased. 

Figure 1. Continued.

Figure 2. Alcohol  amounts obtained as a result of HS/GC-MS Analysis 
of commercial hand sanitizers (ISA and ethanol, v/v%)
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The antibacterial properties of hand sanitizers were 
evaluated with the agar disc diffusion assay. Agar disc diffu-
sion assay results were given in Table 7 also zone inhibition 
of hand sanitizers was given in Figure 3. Based on the results, 
it was seen that sample 5(S5) and sample 9(S9) were not 
shown antibacterial properties against E. coli. It was seen 
that S1 and S10 were not shown antibacterial properties aga-
inst S. aureus. By looking at the formed zone diameters, it 
was concluded that the antibacterial properties of S6 and S2 
were high for both S. aureus and E. coli. It was determined 
that there was plant content (Aloe barbadensis) in the S6 

sample both in the label information and as a result of the 
analysis (Table 5). In a study on the antibacterial effect of 
Aloe barbadensis, it has been shown that the antibacterial 
effect was stronger against both gram-positive and gram-
negative bacteria at different concentration levels in samples 
using Aloe barbadensis, compared to those not used [24]. In 
this context, it can be said that plant agent (Aloe barbaden-
sis) increases the antibacterial activity in S6. Likewise, it can 
be said that the fragrance agent found in S2 (fragrance could 
not be detected in HS/GC-MS) may be a herbal ingredient 
that increases antibacterial activity.

It has been stated from company that S5 was effective 
for E. coli (NCTC 1038) strain and S. aureus (ATCC6538) 
strain. However, the zone diameter was formed only for S. 
aureus. In our study, non-resistant bacterial strain E. coli 
(ATCC 25922) was used however, in all repeated agar disc 
diffusion assays, no zone diameters were formed for S5 in 
E. coli.

It was stated that S11 had antibacterial properties for
E. coli (ATCC10536) and S. aureus (ATCC6538). From the
results of the agar disc diffusion assay S11 has created zone

Sample
No

Active Ingredient 
(alcohol deriva-
tive)

Additional Ingredient

S1 Ethanol water, carbomer, glyserin, trietha-
nolamine

S2 Ethanol water, carbomer, glyserin, fragrance 
agent

S3 Isopropyl 
Alcohol

water, butane-1.3-diol, lanolinpoly 
(oxyethlyene)-75, fragnance

S4 Isopropyl
 Alcohol

water, butane, isobutane, propane, 
tocopheryl acetate, benzalkonium 
chloride, panthenol, glyserin

S5 Isopropyl 
Alcohol

 water, lanolinpoly (oxyethlyene)-75, 
fragnance

S6 Isopropyl 
Alcohol

water, carbomer, chlorhexidine dig-
luconate, fragnance, glycerin, Aloe 
barbadensis, clay, sodium hydroxide

S7 Isopropyl 
Alcohol

water, glycerin, purified water, 
fragnance

S8 Isopropyl 
Alcohol

water, ,glycerin, polysobate 
20,carbomer,triethanolamine, 
fragnance

S9 Isopropyl
 Alcohol

water, butylene glycol, carbomer, tri-
ethanolamine, perfume, polysorbate 
60, DL-Panthenol

S10 Isopropyl 
Alcohol purified water,  fragnance

S11 Isopropyl 
Alcohol

glycerin, hydrogen peroxide, purifi-
ed water USP

Table 5. Active ingredient (alcohol derivative) and additional ingredient 
information of hand sanitizer samples 

Sample Rt (min) Area% (v/v) MF (Match Factor)

S1 1.444 92.51 84,6

S2 1.428 92.63 81.5

S3 1.428 94.01 80.3

S4 1.421 79.26 82.5

S5 1.421 87.70 82.3

S6 1.428 96.28 85.7

S7 1.419 93.36 81.0

S8 1.426 50,36 94.3

S9 1.430 66.48 83.0

S10 1.426 76.70 83.1

S11 1.428 90.50 82.2

Table 6. Total alcohol (v/v%) obtained as a result of GC-MS/HS Analysis 
of commercial hand sanitizers (isopropyl alcohol and/or ethyl alcohol)

Bacterial strain Ampicillindisc (10µg) S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11

S. aureus 19 0 15 14 11 12.5 17 13 14 15 0 12

E. coli 19 12 19 11 15 0 13 15 11 0 14 15

Table 7. Agar disc diffusion assay results for antibacterial properties of hand sanitizers (zone diameters, mm)

Figure 3. Inhibition zone of sample 1 to 11 for (a) E. coli and (b) S. aureus.  (For all samples, sample numbers of were given at the bottom of left corner. 
Apart from this, the numbers written with acetate pen on the figures do not reflect the figure numbers).
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against both E. coli (ATCC 25922) and S. aureus (ATCC 
25923) strains. It was expected from hand sanitizers to show 
their antibacterial properties the shortest possible time and 
in the most effective way [25]. Based on this information, 
it is expected that the effects of sanitizers against bacteria 
strains in agar plates have been observed before the alcohol 
has evaporated.

Also, According to Table 5 about contents of hand sa-
nitizers, it was seen that samples had contained ethanol or 
isopropyl alcohol as the main antibacterial agent. As a result 
of the repeated zone inhibition experiments, the inhibition 
zone has not been seen in S1-S10 for S. aureus, and S5-S9 
for E. coli. It was possible that the bacterial concentration 
was intense, so these hand sanitizers could not show the 
antibacterial effect. Since the same protocol was applied for 
all samples in the experiment, equal bacterial concentration 
was cultivated and zone inhibition experiments with diluted 
bacterial concentration were not repeated for these samples. 

CONCLUSION

The use of hand sanitizers, which became widespread 
with the Covid pandemic, has aroused our curiosity abo-
ut how much antibacterial effect they have shown. First 
of all, the alcohol content of hand sanitizers was inves-
tigated by HS/GC-MS analysis and their antibacterial 
activity were investigated on S. aureus, one of the most 
common disease-causing bacteria, and E. coli, one of the 
most frequently studied strains. Then, by these strains 
the zone inhibition experiments were performed.

As a result of this study, it was seen that S4 out of S11 
commercial hand sanitizers were not suitable for the final 
concentration values of hand sanitizers determined by the 
World Health Organization (accepted as 80%(v/v) for alco-
hol derivatives). Apart from this, it has been seen that S5 and 
S9 did not show antibacterial properties against E. coli, S1 
and also, sample S10 did not show antibacterial properties 
against S.aureus. This results have showed that the control 
of the standards of hand sanitizers should be controlled 
with much more stringent rules. The present study needs to 
be supported by more samples of hand sanitizers.
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Earthquakes with different characteristics have 
occurred all over the world for years and cause 

loss of life and property. Some of the largest earthqu-
akes in the world are 1995 Kobe earthquake, 1906 San 
Francisco Earthquake (M = 7.9), 1989 Loma Prieta (M 
= 6.9), 2018 Anchorage Alaska Earthquake (M = 7.1), 
2014 South Napa, California Earthquake (M = 6.0 ) 
and 2004 Northern Sumatra (M = 9.0) [1]. Up until 
today, many devastating earthquakes have occurred 
in Turkey located on an active fault line. Some of the-
se earthquakes are 1998 Adana Ceyhan Earthquake 
(Mw= 6.3), 1999 Kocaeli Earthquake (Mw = 7.4), 1999 
Düzce Earthquake (Mw = 7.2), 2002 Afyon-Sultanda-
ğı Earthquake ((Mw = 6.3), 2003 Bingöl Earthquake 
(Mw = 6.4) and 2011 Van Earthquake (Mw = 6.3) [2]. 
The magnitude of Kocaeli earthquake was 7.4 and it 
occurred at an area which was quite busy in terms 
of industry. This earthquake occurred in the North 
Anatolian fault which has a length of 1500 km and its 
depth of focus in the southeast of Izmit is 7 km, its 
depth of focus in the east of Istanbul is 80 km [1,3,4]. 
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This strong earthquake caused great damage at Tüp-
raş refinery in Izmit. Many Naptha tanks were dama-
ged in Tüpraş refinery, and 2 elevated liquid oxygen 
tanks collapsed at the Habas plant [3].

It is important for earthquake engineering to exa-
mine the fluid-structure-soil interaction of structures 
such as off-shore, suspension bridges and liquid storage 
tanks. The interaction of liquid-structure-soil shows 
variation depending on the features of the structures. 
For this reason, it is necessary to model such structu-
res correctly. The liquid storage tank is widely used in 
industry and nuclear plants for the purpose of storing 
different liquids such as oil and liquefied natural gas [5]. 
Liquid storage tanks are exposed to earthquakes. The ri-
gidity of the tank structures will decrease due to the low 
strength values that will occur in the soils during the 
earthquake. Therefore, it is of great importance to exa-
mine the soil structure interaction since substantial da-
mages will occur in the structures. When the past eart-
hquakes are analyzed, it is observed that shell buckling 

A B S T R A C T

L iquid storage tanks storing liquids such as gasoline and LNG are very important struc-
tures. These tructures can be damaged because of the loss of strength that may occur 

due to external inf luences. It is known that a considerable amount of damage occurred 
in tank structures, which are one of the industrial structures, happened during the earth-
quakes occurred in the past. Determining the behavior of the buildings which are under 
the effect of an earthquake is very important in order to prevent damage to the building 
during a possible earthquake. The behavior of structures built on soft soils is considerably 
different from that of structures constructed on a rigid soil. For this purpose, in this study, 
a steel tank structure was modeled by considering the different soil profiles. During mod-
elling, an elastic spring method was used for the soil while the finite element method was 
used for the tank and the basic interaction of the soil and foundation structure which are 
exposed to earthquake loads were examined. Dynamic analyzes were carried out using the 
time history method by taking into consideration 11 earthquake records having the differ-
ent properties. According to the results of the displacement and stress values obtained; It 
was observed that the values obtained in the earthquakes, whose peak ground acceleration 
and ground velocity are large, are higher than other earthquakes. It was seen that as the soil 
resistance increases, the strength of the structure increases during earthquakes.

Keywords: 
The structure-soil-interaction; Liquid storage tank structures; Time history analysis; Earthquake; Spring stiffness
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obtained the values of the lateral displacement and the story 
shear force by considering nonlinear soil-structure interac-
tion analysis of structures with different floor numbers by 
taking account of the different soil properties. Elasto-plastic 
Mohr-Coulomb model were used ELM and NFM methods 
during soil modeling. Meng [14] compared the values of 
the natural frequencies, displacement, base shear force and 
overturning moment of the liquid storage tanks to obtain 
their soil-structure interaction [14]. Dutta[15] examined the 
soil-structure interaction for the elevated tank structures. 
Zhao [16] was performed the earthquake analysis by desig-
ning a steel nuclear power plant structure with the finite ele-
ment method. Time history analysis method was made in 
the analyzes. Dynamic analyzes were made by considering 
different baffle types, heights and lengths of the structure. 
Analyzes were performed for Kobe and El Centro earthqua-
kes for 0, 0.2, 0.6, 0.9 and 1 height ratios of the nuclear plant. 
The maximum acceleration values at the top of the tank for 
earthquake conditions are determined according to the dif-
ferent height ratio. However, the comparisons were made by 
obtaining the displacement and stress values. Zhao [17] exa-
mined the seismic analysis of tank structures. An Arbitrary 
Lagrangian Eulerian (ALE) algorithm has been used to exa-
mine the liquid structure interaction. The ratio of water he-
ight to tank height and the ratio of water mass to total mass 
parameters are taken into account. Pressure, stress, frequ-
ency and overturning moment values of water are obtained 
and compared. Nicolici [18] were designed the liquid-filled 
containers in order to examine liquid structure interaction. 
Time history analysis was performed to examine the inte-
raction between the tank wall and the liquid. The liquid ef-
fect is modeled by the mass spring method. A bidirectional 
FSI approach was used to examine the effect on the wall due 
to the water effect. In the analysis results, the values of im-
pulsive, convective pressure, the wave height of liquid and 
base reaction are determined and examined. Patel [19] exa-
mined in the dynamic interaction of the fluid-structure-soil. 
The interaction of the fluid-structure studied by using the 
added mass approach of Westergaard. The fluid in the tank 
was dealt with as water. Hard, medium and soft soils was 
utilized as soil profiles by examining the interaction struc-
ture-fluid-soil. Soil was modelled as spring. In the results of 
the time history analysis, The values of the displacement 
and base shear force were obtained and compared. Selee-
mah [20] were performed the seismic analysis of the isolated 
tanks by using 3D-BASIS-ME, SAP2000 programs. Tank 
structures were modeled as shell element. The convective 
mass of the liquid and rigid mass was located in the center 
of tank and base of tank respectively and link element indi-
cating rigidity was settled in the horizontal direction by mo-
delling fluid. The values of the displacement obtained from 
isolated tanks were compared by using 3D-BASİS-ME and 
SAP 2000 programs. Livaoğlu [21] examined in interaction 
of the fluid-structure-soil by utilizing the mechanical and 

occurs in structures built on a flexible foundation. It is seen 
that the effect of the foundation in tank structures exposed 
to the earthquake is of great significance and it is necessary 
to examine the soil structure interaction. Inertia forces may 
occur in the system of the liquid structure system due to 
seismic effects forming on the bottom of the tank during 
the earthquake [6].

The Structure-soil interaction is known as the effect of 
the movements occuring in the soil due to the structure and 
the effect of the movement occuring in the structure due 
to soil as a result of the effects such as earthquakes. Kine-
matic and inertial interaction are involved in structure-soil 
interaction. Horizontal and vertical displacements occur on 
the soil during an earthquake. If the foundation is very rigid, 
kinematic interaction occurs when the ground motion will 
be prevented by changing the properties of the wave motion 
on the soil [7]. When examining the seismic performance 
in the buildings, it is seen that one of the most important 
factors related to the extension of the building period is ro-
tation that occurs in the foundation [8,9]. The effects such 
as collapse and rotation occurring in the soil are ignored by 
assuming with the fixed base in the analysis performed for 
the purpose of determining the behavior of the structures 
exposed to the earthquakes. However, since the rigidities 
of soft soil are less than the hard soil, the periods of cons-
tructions built on the soft soil are longer than those of the 
hard soil. As the soil stiffness decreases, the structure peri-
od increases and therefore the great changes happen in the 
values such as deformation, displacement, base shear force 
and stress occuring in the structure.

Mezaini M. determined the design forces to be for-
med in the cylindrical tank were determined by using the 
SAP 2000 Program by taking account of the different soil 
conditions and foundation geometry. When the results 
were examined, it was seen that there were differences in 
the design forces [10]. Kianoush [5] performed the analyses 
by modeling as shallow and tall with the finite elements 
method the concrete rectangular tank structure exposed 
to the four ground motions in order to examine the liquid 
structure interaction. The base shear, moment and sloshing 
values were determined and compared by depending on the 
frequency properties of earthquakes for different soil situa-
tions [5]. Bhattacharya [11] investigated the changes in the 
system of the structure-soilfoundation with the increasing 
of the lateral natural period by considering the concrete fra-
me structures with the different span and height. Soils with 
different features were designed using an elastic spring mo-
del. The changes in the values of the natural period and base 
shear force were examined [11]. Dutta [12] made analyses as 
elastic and inelastic for frame structures in low-rise different 
features by modelling as elastic spring the soil for the purpo-
se of examining the soil-structure-interaction. Ghandil [13] 
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finite element methods for ten tank structures on the diffe-
rent soil features. The values of base shear, displacement and 
overturning moment were obtained. Livaoğlu [22] carried 
out the seismic behaviour of the structure of elevated tank 
on different soils. The fluid in the tank was modeled with 
spring mass model belonging to Housner. Impulsive mass 
and convective mass were used for added mass approach. 
These masses were attached to the finite element. The water 
was dealt with as the fluid in the container. According to the 
analysis results, it was seen that the important changes in 
the earthquake behavior of tanks occured depending on the 
soil properties. At the same time, it was determined that the 
displacement and impulsive modes were more bigger than 
torsional modes.

In this study, The behavior of a tank structure under 
the effect of earthquake was investigated. For this reason, A 
tank structure and soil were designed by assuming different 
soil properties. The selected soil properties have different 
mechanic properties and the soil was designed with the 
equivalent elastic spring method [23]. Lineer time history 
analyses were performed with Sap 2000 by addressing ele-
ven ground motion records [24].

IDEALIZATION OF THE LIQUID 
STORAGE TANK-SOIL SYSTEM

Idealization of The Liquid Storage Tank System

Determining the behaviors of buildings exposed to eart-
hquake effects is an issue that should be addressed in 
terms of earthquake engineering. Since the seismic be-
haviour of tank structure is studied by taking into consi-
deration the soil-structure interaction, the liquid storage 
tank have been designed as shell element through the use 
of SAP 2000 Programme [24]. The tank structure, with 
radius of 20 m and height of 14 m, was designed as shell. 
The elasticity module of the tank steel was measured as 
2.1 1011 N/m2, the unit volume weight was 7.69 kg / m3, 

and the unit volume weight of the liquid was 807.9 kg/
m3 [25]. The three-dimensional view of the tank is shown 
in Fig. 1. 

The liquid in the tank is modeled using a mass-spring 
system. According to the Housner mass-spring system; The 
total mass of the liquid in a tank exposed to the earthquake 
is divided into two as Mo and M1. A part of the liquid moves 
together with the tank wall during the earthquake as the 
tank walls move. This mass, called Mo, is rigidly connected 
to the tank wall at the h0 height, as shown in Fig. 1. Oscil-
lations occur in the rest of the water due to the movement 
of the tank wall, and this oscillating force is shown as M1. 
Oscillating M1 mass is attached to the tank walls with the 
help of a spring. In this way, hydrodynamic pressure forces 
are created by using the mass-spring model. In equation 1-5, 
R: The radius of the cylindrical tank, h: the water depth of 
the cylindrical tank, M: total mass, M0: the mass at the ho 
height, M1: the mass at the h1 height. M0 impulsive mass 
and M1 sloshing mass are obtained from Equations 1 and 
2. The values of h0 and h1 are found by Equations 3 and 4 in
order to determine the dynamic pressure forces. The spring
constant that connects the sloshing mass to the tank wall is 
obtained by Equation 5 [ 26, 27, 28].

0
tanh 1.7

1.7
R / hM M

R / h
= (1)

1
tanh 1.8(0

1.8
.6) h / RM

R
M

h /
= (2)

( ){ }1

3
0 8

2 11 M R
M hh h  ∝ −= +  (3)

2

1

1 2

1

1 0.185

0.56 1
3

M R
M h

h h
R MR
h M h

β

   −   
   

=  
  
− −  
   

(4)

a) The structure with fixed support. b) The structure that the soil is spring.

Figure 1. The view of the steel tank structure.
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2
1

1 25.4 M ghk
M R

= (5)

Tank structure and the fluid in the tank are shown in 
Fig. 2. Impulsive mass and sloshing mass are determined by 
using Equation 1 and Equation 2. These masses are located 
in the h1 and h2 heights. The springs showing rigidity are 
connected to the tank wall. The spring constant connecting 
the sloshing mass to the tank wall is obtained by Equation 
5 [ 26, 27, 28].

Idealization of Soil Model

The soil, foundation and structure are taken into conside-
ration in order to examine the soil-structure-interaction. 
Equation of motion for cylindrical foundations is shown 
in Equation 6. , , , , ,X X X m c k   show displacement, velocity, 
acceleration, mass, effective damping and stiffness res-
pectively. Determining the impedance function K(w) of a 
rigid massless foundation is important in terms of studies 
regarding structure soil interactions. The harmonic and 
steady state response of a foundation, with a mass of zero, 
was founded. Dynamic impedance is known as the ratio 
between steady state force and displacement [23].

Dynamic impedance is shown in Equation 7. That is to 
say;

( )mx cx kx P t+ + =  (6)

v
v

R (t)K =
v(t)

   (7)

In which; Rv(t) is harmonic vertical force, v(t) : harmo-
nic settlement of the foundation.

The dynamic force and displacement that occurs at the 
system exposed to the harmonic loads. Equation 7 is divided 
into two components and one of them is in the phase, anot-
her of them is 90 out of phase.

( ) 1 2

r

( ) ( )

A v,h, r,h , t;i 1
a a aK K iKω ω ω+

= = −

=
(8)

In Equation 8, these real and imaginary components 
are functions of vibration frequency. Real components de-
pend on the stiffness and inertia of soil. Imaginery compo-
nents depend on radiation and damping of material.

Harmonic excitation;

( ) ( )0t  exp tP P iω= (9)

Steady state response;

( ) ( )0t  ex tx xp iω= (10)

Equation 11 is obtained by placing in Equation 7 of 
Equation 9 and Equation 10.

( )2 P(t)K-mw ic
x(t)

ω =+    (11)

Equation 12 is obtained from Equation 7 and Equation 
11.

( )2-mw icKK ω= + (12)

Equation 13 and Equation 14 are obtained when com-
paring Equation 8 with Equation 12;

2
1 -K K mω= (13)

2K cω= (14)

While the first (real) part which indicates stiffness and 
inertia forces of the system depends on the frequency, the 
second (imaginary) part indicates energy loss in the system 
and also depends on the frequency [23]. Stiffness and dam-
ping coefficients can change depending on the frequency of 
the foundation soil system. Dynamic impedance factor de-
pending on the frequency is found in equation 15 [23].

( )K k i sK cω= +           (15)

Viscous damping ratio is calculated by Equation 15.

2 /Cr n

C C
C K ωβ = =    (16)

In Equation 17, K indicates impedance function, k stiff-
ness and c damping.

0(k i c)K K a= + (17)

Dimensionless frequency factor is calculated by equa-
tion 18. In this equation, the angular frequency is indicated 
by w, radius for the circular foundation by B and shear wave 
velocity by Vs.

0 S

B
Va ω= (18)

Spring system equivalent having 6 degrees of freedom 
is used to examine the soil-structure interaction. In the 
Gazetas soil model, the soil is modeled with springs and 3 
translations and 3 rotations are created. The spring stiffness 
values , , , , ,x y z x y zK K K K K K∅ ∅ ∅  are calculated by using the 
equations in the literature. Here, r indicates the radius of the 

Figure 2. The structure of tank and mass-spring system of the fluid.

A
. I

. C
ar

ho
gl

u/
 it

tit
e 

J S
ci

 E
ng

, 2
02

2,
 9

 (1
) 4
5–
56



49

Table 1. Equivalent lumped parameters for circular foundation [23].

Direction Spring Stiffness

Vertical
4
(1 )

zGr
zK −ϑ=

Horizontal ( )32 1  
(7 8 )

x

x
GrK − ϑ

− ϑ=

Rocking
38

3(1 )
xGr

xK ∅

∅ −ϑ=

Rocking
38

3(1 )
yGr

yK ∅

∅ −ϑ=

Torsion
316

3
yGr

zK ∅

∅ =

Table 2. Characteristics of material in soils.

Soil Modülüs of Elasticity 
(MPa)

Unit volume 
weight (KN/m3)

Soil 1 Fixed support

Soil 2 400 24

Soil 3 80 20

Soil 4 40 18

Soil 5 25 18

Table 3. The properties of earthquakes [30] 

Earthquake 
Number Earthquake Name Year Vs30 (m/s) Focus Depth 

(km)
Earthquake 
Magnitude Soil Class Station Name

1 Imperial Valley-06 1979 205.78 24.6 6.53 D Calipatria Fire Station

2 Imperial Valley-06 1979 205.63 3.95 6.53 D El Centro Array #5

3 Victoria, Mexico 1980 471.53 14.37 6.33 C Cerro Prieto

4 Morgan Hill 1984 729.65 14.84 6.19 C Gilroy - Gavilan Coll.

5 N. Palm Springs 1986 344.67 4.04 6.06 D North Palm Springs

6 Whittier Narrows-01 1987 245.06 20.79 5.99 D Downey - Birchdale

7 Loma Prieta 1989 380.89 8.5 6.93 C Saratoga - Aloha Ave

8 Northridge-01 1994 380.06 8.44 6.69 C LA - Sepulveda VA Hospital 

9 Kobe, Japan 1995 312 0.27 6.90 D Takarazuka

10 Northwest China-03 1997 240.09 17.73 6.10 D Jiashi

11 Parkfield-02, CA 2004 522.74 4.08 6.00 C Parkfield - Cholame 2E

Earthquake Number 1 Earthquake Number 2

Figure 3. The acceleration values depending on time.
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circular foundation, G indicates the shear modulus of soil, , 
ϑ indicates poisson rate. The stiffness formulas for circular 
foundations and the material properties of soil is available in 
Table 1 and Table 2 respectively [23].

Seismic Risk Evaluation of Tank Structure

In order to perform seismic analysis of steel tank buil-
ding, the time history method was used by considering 
fixed base and 4 different soil profiles. In this study, the 
effect of soil–foundation-structure interaction of tank 
buildings is examined by using ground motions of ele-
ven earthquakes which occurred in the past and have dif-
ferent properties. The effective ground velocities of the 
earthquakes used in the analysis range from 205.63 m/s 
to 729.65 m/s, the magnitude of their range from 5.99 to 

6.93 and the depth of focus their range from 0.27 km to 
24.6 km. The characteristics of earthquakes and accelera-
tion values depending on time are shown in Table 3 and 
Fig. 3 respectively.

Figure 3. The acceleration values depending on time (continued).

Earthquake Number 5 Earthquake Number 6

Figure 4. The values of displacement for all earthquakes and soil si-
tuations.

Earthquake Number 7 Earthquake Number 8

Earthquake Number 9 Earthquake Number 10

Earthquake Number 11
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As it is shown in Table 3, Magnitudes of 1 numbered 
Imperial Valley-06 (Calipatria Fire Station) Earthquake and 
2 numbered Imperial Valley-06 (El Centro Array #5) eart-
hquake are 6.53. While the peak ground acceleration of the 1 
numbered Imperial Valley-06 (Calipatria Fire Station) Eart-

hquake is 0.129g, the peak ground acceleration of the 2 num-
bered Imperial Valley-06 (El Centro Array #5) earthquake is 
0.529g, and the ground speed is 205.78 m/s in the 1 numbe-
red Imperial Valley-06 (Calipatria Fire Station) earthquake 
and is 205.63 m/s in the 2 numbered Imperial Valley-06 (El 

(a) Soil Type 1

(b) Soil Type 2

(c) Soil Type 3

(d) Soil Type 4

Figure 5. The values of displacement depend on time for all earthquakes a) Soil Type 1 b) Soil Type 2 c) Soil Type 3 d) Soil Type 4 e) Soil Type 5.

(e) Soil Type 5
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Centro Array #5) earthquake. In view of 2 earthquakes, the 
focus depth of 2 numbered Imperial Valley-06 (El Centro 
Array #5) earthquake, which has high peak ground accele-
ration, has the lower than 1 numbered Imperial Valley-06 
(Calipatria Fire Station) earthquake. As is seen in the Figure 
2, duration of earthquakes and the values of the peak ground 
acceleration are different. As a result of time history analysis, 
displacement, stress and base shear force values were obta-
ined and compared for eleven different earthquake conditi-
ons for each soil type.

Earthquakes were selected in accordance with TBDY 
2018 [29]. The earthquake magnitudes, fault distances, local 
ground conditions were taken into account during earthqu-
ake selection. C and D were chosen as the soil class, and the 
magnitude of the earthquakes were selected between 5.99 
and 6.93. 11 earthquake records having different effective 
ground acceleration values were used by taking from Pacific 
Earthquake Engineering Research Center [30].

The earthquake whose focus depth among the selected 
earthquakes is the smallest is 9 numbered Kobe earthqua-
ke and the earthquake whose focus depth is the largest is 1 
numbered Imperial Valley-06. The distance to the fault of 
the center where the earthquake was recorded must be less 
than 10 km in order to be able to be a near fault. and the 
velocity pulse duration must be greater than 1.0 second, the 
ratio of the maximum velocity value to the maximum ac-
celeration value must be greater than 0.1 second. [31,32,33].

RESULTS AND DISCUSSION

Determining seismic behavior of tanks is of great signi-
ficance for decreasing damages which may occur in the 
course of the earthquake. For this purpose, a steel tank 
structure is designed by considering 4 soil conditions 
having different features and fixed support. While deter-
mining the behavior of the tank structure under the eart-
hquake effect, dynamic analyzes were carried out with 
the time history method by considering the earthquakes 
1979 Imperial Valley-06 (Calipatria Fire Station), 1979 
Imperial Valley-06 (El Centro Array 5), Victoria, Mexico 
1980, Morgan Hill 1984, N. Palm Springs 1986, Whittier 
Narrows-01 1987, Loma Prieta 1989, Northridge-01 1994, 
Kobe 1995, Northwest China-03 1997, Parkfield-02 2004.

Since the highest displacement values occur at the top 
of the tank, the displacement values at the top point are 
taken. The displacement values obtained as a result of the 
analysis are shown in Fig. 4. The lowest displacement valu-
es are obtained in fixed support for all earthquake conditi-
ons. The values of the largest displacement were obtained 
in 8 numbered Northridge-01 earthquake as 285.4372 mm, 
292.7811 mm, 308.4658 mm, 308.63 mm, 337.8845 mm res-
pectively for soil 1, soil 2, soil 3, soil 4 and soil 5. The smallest 

displacement values were obtained in 4 numbered Morgan 
Hill 1984 earthquake respectively 6.00 mm, 6.00 mm, 7.33 
mm, 7.27 mm and 7.46 mm for soil 1, soil 2, soil 3, soil 4 and 
soil 5.

The change of displacement values depending on time 
for all earthquakes is shown in Figure 5. The displacement 
values increase with the increase in tank height. The varia-
tion depending on time is shown by taking the highest va-
lues in the top point of the tank. When analyzed in terms of 
earthquakes, it is seen that the displacement values are the 
highest in Northridge-01 earthquake, of which magnitude, 
peak ground velocity and focus depth are respectively 6.69, 
380.06 cm/s and 8.44 km. Ankastre mesnet durumunda; 
285.4372 mm yer değiştirmenin en büyük değeri elde edil-
miştir. In the case of fixed support, the highest value of the 
displacement was obtained as 285.4372 mm. The smallest 
displacement value is obtained in Morgan Hill 1984 eart-
hquake which has a magnitude of 6.19. Bu depremin yer hızı, 
odak derinliği sırasıyla 729.65 cm/s ve 14.84 km’dir. The 
ground speed, focal depth of this earthquake are respecti-
vely 729.65 cm/s ve 14.84 km. The smallest displacement 
value obtained is 6.00 mm. The magnitudes of 1 numbered 
Imperial Valley-06 (Calipatria Fire Station) and 2 numbered 
Imperial Valley-06 (El Centro Array #5) Earthquakes are the 
same, but their values of peak ground acceleration are diffe-
rent. The peak ground speed, depth of focus of the 1 numbe-
red Imperial Valley-06 (Calipatria Fire Station) earthquake 
are respectively 205.78 cm/s, 24.6 km, while the peak gro-
und speed and depth of focus of 2 numbered Imperial Val-
ley-06 (El Centro Array #5) earthquake are 205.63 cm/s and 
3.95 km respectively. It is seen that the values obtained from 
the 1 numbered Imperial Valley-06 (Calipatria Fire Station) 
earthquake are lower than the values obtained from 2 num-
bered Imperial Valley-06 (El Centro Array #5) earthquake. 
Peak ground velocity and focus depth of 9 numbered Kobe 
earthquake are 312 cm/s and 0.27 km, respectively, and it is 
seen that the values obtained from 9 numbered Kobe eart-
hquake are lower than 8 numbered Northridge-01 (1994) 
earthquakes. The highest value of displacement obtained by 
using 9 numbered Kobe earthquake is 224.1925mm.

When considering the soils, the displacement graph 
depending on time is available in Fig. 6. It is seen that the 
lowest displacement values in the structure are obtained in 
the case of fixed support for all earthquakes. It is seen that 
the highest values are obtained in the case of Soil 5. The 
displacement value of 337.8845 mm in soil 5, 292.7811 mm 
in soil 2 and 285.4372 mm in the fixed support condition 
are obtained in 8 numbered earthquake having the hig-
hest peak ground acceleration and ground velocity. While 
the displacement value obtained as 6.00 mm and 6.00 mm 
in fixed support and in the case of soil 2, respectively, in 4 
numbered Morgan Hill (1984) Earthquake, of which peak 
ground acceleration is the lowest, it was respectively obta-
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(a) Earthquake Number 1 (b) Earthquake Number 2

(c) Earthquake Number 3 (d) Earthquake Number 4

(f) Earthquake Number 6(e) Earthquake Number 5

(g) Earthquake Number 7 (h) Earthquake Number 8

(i) Earthquake Number 9 (j) Earthquake Number 10

(k) Earthquake Number 11
Figure 6. The values of displacement depend on time a) Earthquake numbered 1, b) Earthquake numbered 2, c) Earthquake numbered 3, d) Earthqua-
ke numbered 4, e) Earthquake numbered 5, f) Earthquake numbered 6, g) Earthquake numbered 7, h) Earthquake numbered 8, i) Earthquake numbered 
9, j) Earthquake numbered 10, k) Earthquake numbered 11 .

A
. I

. C
ar

ho
gl

u/
 H

itt
ite

 J 
Sc

i E
ng

, 2
02

2,
 9

 (1
) 4
5–
56



A
. I

. C
ar

ho
gl

u/
 H

it
ti

te
 J 

Sc
i E

ng
, 2

02
2,

 9
 (1

) x
x–

xx

54

Figure 7. The values of stress for all earthquakes and soil situations.

(a) Earthquake Number 1 (b) Earthquake Number 2

(c) Earthquake Number 3

(e) Earthquake Number 5

(g) Earthquake Number 7

Figure 8. The values of stress depend on time a) Earthquake numbered 1, b) Earthquake numbered 2, c) Earthquake numbered 3, d) Earthquake 
numbered 4, e) Earthquake numbered 5, f) Earthquake numbered 6, g) Earthquake numbered 7, h) Earthquake numbered 8, i) Earthquake numbered 
9, j) Earthquake numbered 10, k) Earthquake numbered 11.

(d) Earthquake Number 4

(f) Earthquake Number 6

(h) Earthquake Number 8
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ined as 7.33mm,7.27mm, 7.45mm for the cases of soil 3,4 
and 5. This value was obtained as 19.1135 mm, 19.1135mm, 
21.04114mm, 22.77467mm, 26.07037mm for the cases of 
soil 1,2,3,4 and 5, respectively, at 1 numbered earthquake. 
When the 2 numbered earthquake was examined, the disp-
lacement values are obtained as 101.4455 mm, 112.8003 
mm, 136.8489 mm, 138.6545mm, 135.2876 mm in cases of 
soil 1,2,3, 4 and 5, respectively. It is seen that the values ob-
tained in the case of fixed support of the soil and in the case 
of 400 Mpa, where the elasticity module of the soil is the 
highest, are very similar and that the displacement values 
increase with the decrease of the modulus of elasticity and 
strength.

The values of the maximum stress and the stress depen-
ding on time are respectively seen in Fig. 7 and Fig. 8. The 
highest stress values were obtained as 846.265 MPa, 982.413 
MPa, 1355.734 Mpa, 308.63 Mpa, 337.8845 MPa respecti-
vely in the cases of soil 1,2,3,4 and 5 at 8 numbered Nort-
hridge-01 earthquake. The smallest values of stress were ob-
tained as 20.162 MPa, 20.162 MPa, 30.747 MPa, 40.903 MPa, 
49.55 MPa respectively in the cases of soil 1,2,3,4 and 5 at 4 
numbered Morgan Hill Earthquake. The ground speed of 
the Morgan Hill earthquake is 729.65 m/s, its focal depth is 
14.84 km, its effective ground speed is 0.115 g, and it has the 
highest ground velocity and the smallest effective ground 
acceleration within11 earthquakes. The smallest displace-
ment and stress values were obtained from this earthquake.

CONCLUSION

Examining of structure-soil-interaction of industri-
al structures such as tanks, silos and cooling towers to 

be built on weak grounds is very important in terms of 
structural safety. This study aims to evaluate the inte-
raction of soil-foundation-structure having different pa-
rameters. The tank structures constructed on different 
soils must have required strength to stand the external 
loads such as earthquakes. For this purpose, the stiffness 
values of soils having different strengths were determi-
ned by using formulas related to elastic springs in the li-
terature. Tank constructed on the soil designed as elastic 
spring was modeled with finite element methods and the 
dynamic analyses were performed by applying 11 time-
dependent acceleration values.

The damage occuring because of the earthquakes ha-
ving high peak ground acceleration and ground velocity va-
lues, are bigger compared to other earthquakes. It is seen 
that the effect of an earthquake having low focus depth, is 
higher and the damage to the structure is also bigger. When 
the varies of displacement and stress values depending on 
the time are examined, it is seen that the displacement and 
stress values are at the highest level at earthquake whose the 
value of the peak ground acceleration is at the highest level. 
While the highest values among these earthquakes were 
occurred in 8 numbered Northridge-01 earthquake, which 
has the highest peak ground acceleration and ground velo-
city values, it is followed by 9 numbered Kobe, 5 numbered 
N. Palm Springs, 2 numbered Imperial Valley-06 (El Cent-
ro Array #5), 3 numbered Victoria, Mexico, 7 numbered
Loma Prieta, 11 numbered Parkfield-02, CA, 10 numbered
Northwest China-03, 6 numbered Whittier Narrows-01, 1
numbered Imperial Valley-06 (Calipatria Fire Station) , 4
numbered Morgan Hill. The ground velocity of 4 numbered 
Morgan Hill earthquake has the highest and the its effec-

(i) Earthquake Number 9 (j) Earthquake Number 10

(k) Earthquake Number 11

Figure 8. The values of stress depend on time a) Earthquake numbered 1, b) Earthquake numbered 2, c) Earthquake numbered 3, d) Earthquake 
numbered 4, e) Earthquake numbered 5, f) Earthquake numbered 6, g) Earthquake numbered 7, h) Earthquake numbered 8, i) Earthquake numbered 
9, j) Earthquake numbered 10, k) Earthquake numbered 11 (continued).
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tive ground acceleration is the lowest. The smallest displa-
cement and stress values were obtained in the 4 numbered 
Morgan Hill earthquake and the highest values were obtai-
ned in the 8 numbered Northridge-01 earthquake.

When considering different soil conditions, it is seen 
that the values of the displacement and stress obtained are 
very similar for the case in which the elasticity module of 
the soil is 400MPa and in the case where the soil is fixed 
supported. When all earthquake records were examined, it 
was seen that the smallest values were obtained in the case 
of the fixed soil and the obtained values in the soil 2, soil 
3, soil 4 and soil 5 conditions respectively followed by the 
obtained values in fixed soil situation. It is also seen that the 
obtained values increase as the soil strength decreases.
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As flexible optoelectronic materials develop incre-
asingly common, there is a significant demand 

for flexible conducting electrodes, which are crucial 
parts for optoelectronic devices [1–3]. Polymer-based 
materials are the most widely used candidates for fle-
xible substrate due to their benefits of high flexibility, 
low-cost and easy processability [4]. Among them, 
polyimide (PI) are the most promising flexible subs-
trate materials thanks to their high heat resistance, 
superior mechanical properties and high radiation 
resistivity [5–7]. Though, the adhesion of passive me-
tals, such as silver, nickel, copper, to polymers is very 
weak [8]. To enhance the surface adhesion of polyimi-
de, many techniques are usually carried out such as 
chemical deposition methods, sputtering deposition 
methods, electrochemical deposition, and electroless 
deposition [4]. Among them, electrochemical and 
electroless depositions allow the growth of metal na-
nostructures on polymeric films, without changing 
the properties of the films [9]. Moreover, these met-
hods are variable owing to uncomplicated materials, 
light reaction conditions, and applicability to non-
conductive surfaces. 
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Silver has the highest conductivity (107 S/m) among 
noble metals and also has outstanding reflectivity at 
longer wavelengths [1]. The PI/silver film could pre-
sent many advantages in flexibility and elasticity [9, 10]. 
Akamatsu et al. [11] reported that polyimide films have 
been prepared in silver nitrate solution by the electro-
less method. The metalized polyimide was obtained 
through both excellent conductivity and reflectivity [11]. 
However, the chemical stability of the flexible polyimi-
de substrate is reduced considerably, as a result of the 
catalysed decay of polyimide chains (carbon bonds) by 
silver, hence, limit their practical applications. To pas-
sivate PI surface, carbon nanotube  and metal nanopar-
ticles (NPs), such as Pt, Ni  and Cu were used up to now 
[12–15]. In addition, there are several reports on the use 
of ZnO on PI substrate [1, 16-20]. In recent years, the 
formation of ZnO seed and/or buffer layers on polymer 
substrates has been commonly used to fabricate ZnO 
nanorod or nanosheet layers on substrates [20]. Altho-
ugh the seed/buffer layers are useful for producing ZnO 
nanostructures, there are some challenges concerning 
device functionality. The most important issue is the 
production cost. Compared to other production 

A B S T R A C T

ZnO nanosheets were fabricated on a silver-metalized polyimide (PI/Ag) substrate using 
electrochemical deposition. FE-SEM, XRD, UV–Vis absorption, and I-V measure-

ments were employed to examine the structural, optical and electrical properties of silver-
metalized PI film and ZnO deposited PI/Ag film. For a comparison, PI/Ag film was also in-
vestigated without ZnO layer. FE-SEM analysis indicated that a silver film layer, consisted 
of spherical Ag nanoparticles, and the ZnO nanosheets were synthesized on PI substrate by 
electroless and electrochemical deposition, respectively. Moreover, the growth mechanism 
of the Ag film and ZnO nanosheets was also discussed. The characterization of X-ray dif-
fraction verified that the ZnO nanosheets had a hexagonal phase and grew along the [002] 
direction. The optical absorbance spectra of bare PI, PI/Ag, and PI/Ag/ZnO showed a 
broad absorption peak around 300 nm. The electrical properties of the PI/Ag and PI/Ag/
ZnO samples were studied by current-voltage (I-V) measurements in the dark environment 
at room temperature (300 K). The I-V measurements suggested that the samples presented 
ohmic characteristics. The results revealed that the deposition of ZnO on PI/Ag substrate 
improved the electrical conductivity compare with bare PI/Ag.

Keywords: 
ZnO nanosheet; Polyimide; Silver; Electrochemical deposition; SEM; XRD; Characterization
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Panalytical Empyrean XRD system using a CuKα radiati-
on (λ = 0.15418 nm). The absorption spectra of samples 
were obtained using a Perkin Elmer Lambda 950 (UV/
Vis/NIR) spectrophotometer within the range of 200-
800 nm. The forward and reverse bias I-V measurements 
were performed using Keysight B2901A source meter 
(SMU) in dark at room temperature (300 K). 

RESULTS AND DISCUSSION

SEM Analysis

As illustrated in Figure 1, before forming homogeneous 
ZnO nanostructures, PI film was embedded in AgNO3 
solution to form the Ag film on top of the PI surface to 
increase the chemical and electrical stability. Then, ZnO 
layer was formed on the PI/Ag substrate. Ag layer acts as 
a nucleation site for the ZnO layer growth. The Ag par-
ticles forming after the metallization of PI film and ZnO 
deposited PI/Ag sample were characterized using the 

methods, the electrochemical deposition method is a 
simple, fast, low-cost process. Moreover, it provides the 
ability to tailor size, shape, and morphology of the na-
nostructures deposited under a set of well controlled 
synthesis parameters. To the best of our knowledge, there 
are no reports so far about the electrochemical depositi-
on of ZnO nanosheet on a silver-metalized polyimide (PI/
Ag) substrate.

In this study, as the first step, the surface of polyimi-
de was chemically adjusted applying potassium hydroxide 
(KOH) to produce potassium polyamate. Then silver na-
nostructures were formed on polyimide substrate via the 
electroless deposition. In final step, ZnO nanosheet layer 
has been prepared on silver metalized PI substrate by elect-
rochemical deposition without using any seed/buffer layer. 
The structural, optical, and electrical analyses were perfor-
med with a field emission scanning electron microscopy 
(FE-SEM), X-ray diffraction (XRD), ultraviolet–visible (UV–
Vis) absorption and I-V measurements.

MATERIAL AND METHODS

All chemicals employed in this research were purchased 
from Sigma-Aldrich® and Polyimide substrate was obta-
ined from DuPont (Kapton HN, 75 μm thick). The deta-
ils of the procedure used for the PI surface adjustment 
shown in Figure 1. First, A PI substrate was cleaned with 
acetone and isopropanol, and washed with distilled water. 
Then, the PI substrate was immersed into a 5 M KOH so-
lution at 50 0C for 5 min. As a result of this process, potas-
sium polyamate was formed on the PI surface via cleavage 
of their imide rings [11, 21, 22]. Then, surface metalliza-
tion of PI film was carried out by dipping of PI film in 5 
mM silver nitrate (AgNO3) and 0.17 M glucose solution 
for 15 min at room temperature (Electroless deposition). 
An ion-exchange process occurred between K+ ions in PI 
film and silver ions during the electroless deposition.

PI/Ag sample was annealed at 300 0C for 30 min in 
vacuum furnace. After thermal treatment, ZnO nanoshe-
ets were obtained by electrochemical deposition technique. 
The deposition solution contained of an aqueous solution of 
0.05M Zn(NO3)2.6H2O and 0.05 M C6H12N4. The pH and 
temperature were selected as 5.1 and 80 0C, respectively. 
The anode and cathode electrode were a PI/Ag film and pla-
tinum wire, respectively. ZnO nanosheets were deposited 
on PI/Ag at a constant current density of 0.5 mA/cm2 for 
30 minutes. After the deposition, PI/Ag/ZnO was washed 
with distilled water. Figure 2 shows the digital images of 
the samples obtained after electroless and electrochemical 
deposition. Surface morphologies of PI/Ag and PI/Ag/ZnO 
samples were examined with FE-SEM (QuantaFEG). X-ray 
diffraction (XRD) patterns were obtained from a 

Figure 1. Schematic representation of the surface modification of the 
polyimide film and electrochemical deposition of ZnO on PI/Ag film.

Figure 2. Digital images of the surface morphologies of the PI films 
before and after metallization of Ag and ZnO deposited, respectively.



59

A
. C

et
in

el
/ H

itt
ite

 J 
Sc

i E
ng

, 2
02

2,
 9

 (1
) 5

7–
63

secondary electron mode in FE-SEM to provide topog-
raphical and elemental information. Figure 3 (a) shows a 
top surface FE-SEM image of PI/Ag. As seen in Figure 3 
(a), the layer of Ag particles developed on PI film after the 
electroless deposition. Moreover, the Ag layer is homoge-
neous with respect to morphology and nanoparticle dia-
meter. The average diameter of spherical Ag nanoparticle 
is about 200 nm. It has also found that smaller spherical 
silver nanoparticles coalesce and form silver nanorods 
that grow upwards from the surface (Figure 3 (a)). The 
growth process of Ag structures could be described by 
diffusion-limited aggregation (DLA) model [23]. Initially, 
Ag+ ions take electrons to create silver particles on the PI 
which was treated with KOH. As the reaction continue, 
the further silver particles are produced at the same time. 
At the end of process, Ag film (nanorod and spherical 
particles), formed by agglomerated Ag nanoparticles, is 
obtained on the PI surface.

Figure 3 (b) demonstrates the FE-SEM image of ZnO 
structures grown on PI/Ag at 80 0C and indicates that ob-
tained structures consist of sheet-like structure. As seen in 
Figure 3 (b), the ZnO nanosheets are linked to each other 
and produce networks on the Ag nanoparticles. The ave-
rage thickness of the ZnO nanosheets are in the range of 
500-1000 nm with the typical diameter of 1–5 µm. Mostly 
the ZnO nanosheets are combined to form flower-shaped 
patterns. Recent studies reveal that the influence of deposi-
tion parameters such as current density, solution tempera-
ture and pH values, on the growth of ZnO nanostructures 
are significant [24]. The SEM analysis results are consistent 
with the works conducted by Aydemir et al. [24] and Yang et 
al. [25]. To explain growth of ZnO nanosheet via electroche-
mical deposition, the possible chemical reactions that take 
place are as shown below [25]:

NO  + H O + 2e  NO  + 2OH
22 2

− − −→ (1)

Zn  + 2OH   Zn(OH)
+ − →

2 (2)

Zn(OH)  Zn +H O
2 2
→ (3)

In the case of the growth of ZnO nanosheet layer on 
PI/Ag, at the initial stage of deposition, smaller ZnO nano-
particles were formed on PI/Ag film. It is important to note 
that the formation of ZnO nanoparticles is critical because 
it requires nucleation spots for nanosheet creation. Then, a 
lot of ZnO nuclei produced and combined. As the process 
continues, the individual groups ultimately expand into na-
nosheets. Accumulations of smaller particle groups would 
subsequently establish larger clusters, which has promoted 
the formation of the sheet-like structure [25]. 

The composition of the prepared samples was studied 
further by conducting EDAX analysis. Figure 4 shows the 

EDAX profiles of the PI/Ag and PI/Ag/ZnO samples. Du-
ring the electroless deposition PI substrates in the AgNO3 
solution, ion-exchange is estimated to occur between K+ 
and Ag+ ions. EDAX spectra in Figure 4 a,b indicate that Ag 
and O are detected but also a negligible detection of K. The 
slightly low K atomic percentage is attributed to above-men-
tioned immersion process. It is also estimated that oxygen is 
formed because of the formation of a carboxylate function 
with K+ counter ions. Figure 4 c,d shows the EDAX spectra 
of PI/Ag sample after deposited ZnO. It is revealed that K+ 
is no more detected while ZnO is detected. At the surfa-
ce of the PI/Ag, ion-exchange could be occurred between 
K+ and Zn2+ ions during the electrochemical deposition on 
the surface of PI/Ag substrate. Furthermore, increase of the 
oxygen atomic percentage is probably due to the imide cycle 
hydrolysis.

XRD Analysis

X-Ray diffraction was presented to examine and identify 
the purity of phase and the structure of the samples. Fi-
gure 5 represents the XRD patterns of silver metalized 
PI film and ZnO deposited PI/Ag sample. The XRD pat-
terns of silver metalized PI film indicated that the obta-
ined structure of Ag nanoparticle is face-centered cubic 
(FCC). As shown in Figure 5 (a), XRD analysis of PI/Ag 

Figure 3. (a) FE-SEM image of silver nanostructures on PI substrate 
after electroless deposition (b) FE-SEM image of ZnO nanosheet on PI/
Ag substrate after electrochemical deposition.
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sample reveals that three diffraction peaks at 2θ values 
of 380, 440, and 620 are attributed to the (111), (200), and 
(220) planes of the FCC structure of silver, which is con-
sistent with the JCPDS file no. 4-0781 [22, 25]. Despite the 
Ag diffraction peaks, the peak observed at 200 belongs to 
the PI substrate [18]. XRD analysis clearly shows that Ag 
nanoparticles have a preferred orientation along the [111] 
direction.

Figure 5 (b) indicates the XRD pattern of the ZnO 
nanosheets obtained on PI/Ag. The peaks at 2θ values of 
320, 340, 360, and 470 correspond to (100), (002), (101), and 
(102) planes of the wurtzite structure of ZnO (JCPDS No.
36-1451) [25]. As seen in Figure 5 (b), the XRD pattern of
the PI/Ag/ZnO demonstrates axis orientation along (002). It 
is clearly understood that the growth pattern is along the
c-axis. XRD analysis of PI/Ag/ZnO indicates that the grown 
ZnO nanosheets represent a hexagonal wurtzite crystalline
structure [16,24,25]. As seen in Figure 5 (b), apart from the
(002) plane, additional small peaks in the XRD pattern of
the PI/Ag/ZnO sample confirms the existence of the polycr-
ystalline ZnO. 

The average crystallite size of the PI/Ag and PI/Ag/
ZnO samples along (111) and (002) planes was estimated 
using Scherrer formula (Eq. 4), using full width at half 

maximum (FWHM) [26], 

D=
0.9λ
β θcos

       (4)

where D, λ, β and θ are the crystallite size, the wave-
length of incident X-ray (1.5418 Å), FWHM of the (111) 
and (002) peaks and the diffraction angle, respectively. 
From the Scherrer equation, the average crystallite size 
of Ag nanoparticles for the PI/Ag and PI/Ag/ZnO samp-
les are about 30.5 and 26.8 nm, respectively. The average 
crystallite size of ZnO nanosheet along (002) planes cal-
culated from Scherrer equation is about 41.5 nm.  

Optical Measurements

The optical absorption spectra of Ag and ZnO embed-
ded PI film are demonstrated in Figure 6. The absorp-
tion spectra of bare PI film are also added for reference. 
As seen in Figure 6, the absorption edge of PI film is at 
230-260 nm range. After Ag and ZnO deposition, the ab-
sorption edge is shifted to the longer wavelengths. The 
absorption spectra of Ag and ZnO embedded PI film are 
shown in the range of 200–400 nm, and the absorption 
was reduced above 400 nm. In the spectrum of the PI/Ag/
ZnO, the absorption peak appeared about 300 nm, is the 

Figure 4. (a)-(b) EDAX analysis of silver nanostructures on PI substrate after electroless deposition, (c)-(d) EDAX analysis of ZnO nanosheet on PI/
Ag substrate after electrochemical deposition.
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characteristic peak correspond to the exciton absorption 
of ZnO. It should be noted that for the sample of PI/Ag, 
there is not observed any absorption peak at about 400 
nm, corresponding to the surface plasmon resonance 
(SPR) in silver nanostructures, because of the formation 
of discontinuous but interconnected Ag nanorods layer 
[23, 27]. 

I-V Measurements

The electrical properties of the all samples were investi-
gated by measuring the current-voltage (I-V) characteris-
tic at room temperature (300 K) and in the dark environ-
ment. These measurements were made using Keysight 
B2901A Source Meter (SMU) in the bias range of -5V to 
+ 5V. Figure 7 shows I-V plots of silver metalized PI film
and ZnO deposited PI/Ag sample.

As seen in Figure 7, these structures exhibit non-
rectifying property and show an ohmic characteristic. Low 
sheet resistance and linear I-V behaviour are vital for the 
efficiency and reliability of flexible semiconductor devices, 
and their synthesis and characterization are considerable 
efforts in circuit fabrication [19]. Therefore, the bulk resis-
tance (R) of the samples could be determined from Figure 
7 (V/I) [28]. The electrical resistance of PI/Ag and PI/Ag/

ZnO samples are calculated as 252 kΩ and 1.67 kΩ. Also, 
a four-point probe is used to determine the sheet resistan-
ce of samples. The Rs of PI/Ag and PI/Ag/ZnO samples are 
calculated as 884.45 kΩ/sq and 294.30 kΩ/sq. The high 
of sheet resistance of the PI/Ag sample is probably due to 
the presence of unbonded potassium ions on the PI surfa-
ce after electroless deposition, which was also observed in 
SEM-EDAX analyses. The absence of these potassium ions 
in EDAX analysis after ZnO deposition revealed that ZnO  
passivated the PI/Ag surface and helped to reduce both 

Figure 5. (a) XRD patterns of PI/Ag, (b) XRD patterns of PI/Ag/ZnO.

Figure 6. Optical absorption spectra of the bare PI film, PI/Ag and PI/
Ag/ZnO samples.

Figure 7. Dark current versus voltage characteristic of the samples at 
room temperature (a) PI/Ag, (b) PI/Ag/ZnO.
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bulk resistance and sheet resistance.

CONCLUSION

In conclusion, surface modification and silver metalliza-
tion of polyimide (PI) film were successfully performed by 
immersion method and ZnO were deposited onto surface 
of PI for passivation purpose by electrochemical depositi-
on. The structural and electrical properties of silver me-
talized PI film and ZnO deposited PI/Ag film have been 
investigated by FE-SEM, XRD and I-V measurement. FE-
SEM analysis revealed that after the electroless depositi-
on, an Ag film layer consisted of spherical Ag nanopartic-
le was formed on the surface of the PI film. The average 
diameter of spherical Ag nanoparticles is about 200 nm. 
FE-SEM analysis indicated that ZnO nanosheets were 
successfully fabricated by electrochemical deposition on 
PI/Ag film. The average thickness of the ZnO nanoshe-
ets are in the range of 500-1000 nm. The XRD analysis 
shows that for PI/Ag sample, the obtained structure of 
Ag nanoparticle was face-centered cubic (FCC) and Ag 
nanoparticles were oriented in the (111) direction. XRD 
analysis of ZnO deposited PI/Ag film indicates that ZnO 
nanosheets had hexagonal wurtzite crystalline structure 
and were oriented in the [002] direction. The optical ab-
sorption spectra were measured in the range from 200 
nm to 800 nm, and the absorption peaks for bare PI, PI/
Ag and PI/Ag/ZnO appeared around 250–300 nm. The 
current-voltage (I-V) analysis was carried out to exami-
ne the electrical properties of the PI/Ag and PI/Ag/ZnO 
samples in the dark environment at room temperature 
(300 K). The I-V measurements suggested that the samp-
les exhibited ohmic characteristics. Also, the results of 
I-V measurements were clearly indicated that deposited 
ZnO passivated the PI/Ag surface and improved electri-
cal conductivity. Consequently, the ZnO deposited PI/Ag 
could be a good candidate for the possible applications in 
optoelectronic and sensor devices.
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