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 Today the renewable energy is an alternative energy source being more important. The 
reasons for its importance are minimizing the risks at environmental, economic and social 
areas caused by the traditional energy sources and reducing the need for energy importation. 
Because of these it is important to determine the affecting criteria of the renewable energy 
sources for the investors of this industry as a guide. In modelling and analysis of the criteria 
and the sub-criteria MCDM (Multi Criteria Decision Making Model) can be used. In this study, 
the ANP model is used to propose evaluation of the renewable energy source selection criteria. 
In this study, an application of the recommended basis for the renewable energy source 
selection problem criteria and the ANP model for the optimum renewable energy source 
project is proposed. The expert opinions are employed to gather data in the proposed model. 
The technical, environmental, economic, and social risk criteria and the importance levels of 
the sub-criteria are analyzed under the light of the expert opinions. The Hazardous Waste, 
Effects to Climate Changes, Noise, Reduction in Gas Emission and National Energy Security are 
found as the superior criteria. 
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1. Introduction  
 

The energy is one of the most important elements 
that trigger the development and growth attempts 
through the human history. The technologic 
improvements in industries are enlarging the continuity 
of energy requirements. The traditional energy sources 
are not enough for producing goods and services because 
of the technical, environmental and socio-political affairs 
[1-2]. Besides, these traditional sources, like coal, 
petroleum, natural gas and nuclear energy, are damaging 
the environment and causing climate changes, air and 
water pollution, and radiation. In the last years the 
majority of investments to the renewable energy sources 
are detected to reduce these damages, when the 
traditional sources are using [3-4]. The renewable 
energy sources, hydropower, solar, wind, biomass and 
geothermal power constitute approximately one third of 
the total energy sources of the World, with 289 billion $ 
investment in 2018 [5].  

The evaluation of renewable energy sources is a 
complex problem because of the interconnection of 

criteria and having many of sub-criteria. To solve these 
types of problems systematically classifying the criteria 
hierarchically and determining their importance levels, 
the MCDM (multi criteria decision models), are used [6-
8]. Many of researches can be found performed in 
literature evaluating the technical practicability, 
feasibility of costs, and minority of negative effects for 
environment, social benefits, and the suppressibility of 
risk criteria in the decision process for hydropower, 
solar, wind, biomass and geothermal power sources [9-
14]. 

In this study, in evaluation of renewable energy 
sources supplying a hierarchical structure to determine 
the importance levels of criteria, the ANP model, is 
proposed. This model is analyzed by application. 

There are many studies performed on the renewable 
energy evaluation. One of these studies, Wu et al [15], 
proposed ANP Model to evaluate the risk of the 
renewable energy investment in China.   

Most of the studies in literature are the models used 
for selection of renewable energy studies proposing 
employment of AHP, Fuzzy AHP, DEMATEL, ANP and 
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VIKOR models (Table 1).  There is no research in 
literature sorting the important criteria performed by 
using ANP. In this context, this study can help the 
managers of the energy evaluation industry to determine 
the important criteria about the environment, technical, 
social, economic and risks. 

In the second section of this study the structure of the 
model, ANP is explained. In the third section, the 
hierarchical structure of the model is presented and the 
outputs of the performed analyses. In the last section, the 
results of this study and the proposals will be seen. 

 
Table 1. Methodology of studies in renewable energy evaluation 

Authors Publication year Methodology 
Algarin et al. [6] 2017 AHP 
Karakaş and Yildiran [7] 2019 Fuzzy AHP 
Budak et al. [8] 2019 AHP 
Wang et al. [14] 2020 SWOT-Fuzzy AHP 
Solangi et al. [1] 2019 Delphi-AHP and Fuzzy TOPSIS 
Toklu and Taşkın [3] 2018 Fuzzy AHP and Fuzzy TOPSIS 
Ahmad and Tahar [9] 2014 AHP 
Çelikbilek and Tüysüz [10] 2016 Integrated Gray-based MCDM 
Büyüközkan and Güleryüz [11] 2016 Fuzzy AHP and Fuzzy TOPSIS 
Büyüközkan and Güleryüz[12] 2017 DEMATEL, ANP, TOPSIS 
Rani et al. [13] 2020 Fuzzy TOPSIS 

 
2. Method 

 

The main problem of the Multi Criteria Decision 
Making problems is to determine the priority, 
importance and weight by evaluating more than one 
criterion between the choices. The AHP is, one of the 
MCDM techniques, commonly and effectively using to 
find solve this problem. The objective and subjective 
ideas of decision makers’ can be included in AHP [16]. 

ANP, providing realistic and effective solutions to 
the complex decision-making problems. ANP is one of the 
multi criteria decision making techniques that involve 
the qualitative values as much as the quantitative values 
for building hierarchical models to solve the problem by 
evaluating the relations and interactions between the 
criteria formulating the model. ANP is the basic form of 
AHP. While the hierarchical structure from up to down is 
used in AHP, the decision-making criteria in hierarchical 
structure, the sub criteria and the interactions, 

feedbacks, inner and outer dependencies between 
choices without looking to their ranks are considered in 
ANP [17].  

ANP, developed by Thomas L. Saaty is a method 
considering the measurable and experimental values to 
state priorities for elements affecting the solution of the 
problem [18].  AHP is a strong and comparative method 
considering the effects of qualitative and quantitative 
factors proposed by all of the stakeholders of the 
problem. The ANP can be used to make decisions by 
studying the social, governmental and common problems 
in detail. All of the elements, either tangible or intangible, 
affecting the optimization of problem are considered in 
this process. All of the internal (between cluster 
components) and external (between clusters) relations 
are evaluated in ANP. In the case of uncertainty and risk, 
the feedback has the ability to exhibit unexpected 
interacting causes for population.  
 

 

 
Figure 1.  A hierarchy and a network [19]. 

 
 

Fig. 1(a) shows the hierarchical relation of a cluster; 
where a change occurs at the low-level cluster (affecting 
node), its influence is seen at the upper-level cluster 
(affected node). Fig. 1(b) exhibits the network relations. 
The arc from C4 to C2 defines the outer dependence of C2 
on C4 and a loop in C2 indicates the inner dependence. 

The feedback in the network implies the mutual outer 
dependencies in a cluster pair [19].  

All of the components and the possible relations 
between them are defined first. Then the pairwise 
comparisons are performed for all other components 
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affecting a component to analyze priorities of them in 
AHP and ANP.   

The pairwise comparisons and matrix algebra are 
used to derive the weights of criteria. The final decision 
depends on these derived weights of the evaluative 
criteria [20]. In this way, the criteria are evaluated among 
themselves, and the importance of criteria on the choices 
is transformed to numbers. 

The ANP contains four main steps [21]: 
The first step is building of model and problem 

construction: The problem must be defined in detail and 
divided into components in a rational format as a 
network. 

The second step is pairwise comparisons and priority 
vectors:  The decision factors of each cluster are 
compared pairwise on the importance basis against their 
control criteria. Another pairwise examination must be 
performed on the interdependencies between the 
criteria of a cluster. Eigenvectors represent the effect of 
an element on others. The relative importance is defined 
by using the Saaty’s Scale. 

The third step is construction of the supermatrix: 
Supermatrix has the same meaning as the Markov Chains. 
The local priority vectors are put into the suitable 
columns of the matrix for determining the global 
priorities with interdependent effects. This is a sectioned 
matrix named as the supermatrix; its each element 
exhibits the relation between clusters. 

The fourth step is synthesizing the criteria, choices, 
priorities to determine the best alternative: The 
normalized supermatrix include the priority weights for 
criteria and alternatives.  

At the end of the pairwise comparison matrices are 
achieved, the aij element of this matrix is equal to 1/aij 
and if, i=j then aij=1.The range of wi is in between 1 and 
9. 1/1 represents both criteria have equal importance 
where 9/1 represents significant or absolute importance 
[22]. The scale for this pairwise comparison can be seen 
at Table 2. Whatever the real value of (i;i) pair, the result 
is 1 and the value of (i;j) is equal to the reciprocal of the 
value of (j;i) or vice versa [19].  
 

Table 2. Saaty Evaluation Scale [23] 
Num value Verbal scale 
1 Equal importance 
3 Moderate importance 
5 Strong importance 
7 Very strong importance 
9 Extreme or absolute importance 
2,4,6,8 Intermediate values 

 

𝐀 = [

𝟏 𝐚𝟏𝟐 ⋯ 𝐚𝟏𝐧
𝐚𝟐𝟏 = 𝟏/𝐚𝟏𝟐 𝟏 ⋮ 𝐚𝟐𝐧

⋮ ⋮ ⋮ ⋮
𝐚𝐧𝟏 = 𝟏/𝐚𝟏𝐧 𝐚𝐧𝟐 ⋯ 𝟏

] (1) 

 

The pairwise comparison is expressed as matrix A at 
Equality (1) [24]. 

aij is the pairwise comparison value of criterion i and 
criterion j. It implies that where aij is the matrix element 
representing the relationship between components I and 
j,  
 

aij S=1/aji (2) 

Here, the relative importance values are calculated 
for all decision factors. The importance of the factor may 
be defined as the effect on the final decision to achieve 
the objective of decision maker. The required 
calculations, for achievement to the goal by synthesizing 
the arguments, are performed by employing the Super 
Decision software including the computation the 
eigenvectors of each pairwise comparison matrix, 
derivation of supermatrix and limit matrix that is the 
convergence of supermatrix and, if it is required, 
weighted supermatrix. The priorities of sub-nodes are 
according to their parent node are covered in the 
eigenvector [9]. To calculate the eigenvector easily, each 
element of the matrix is divided by the sum of the column, 
normalizing the pairwise comparison matrix, the sum of 
each column will be equal to 1 [8]. 

To obtain the normalized matrix the Equation (3) is 
used [25].  
 

𝐚𝐢𝐣 =
𝐚𝐢𝐣

∑ 𝐚𝐢𝐣𝐧
𝐢=𝟏

  where i, j= 1,2, …, n (3) 

 
For normalizing the pairwise comparison matrix the 

Equation (3) is employed, the normalized matrix is 
found. The priority vector is calculated by using the 
values obtained from the calculation of average of the 
sum of the row of normalized matrix. To verify the result, 
the consistency of comparison matrices is calculated. The 
Consistency Index Coefficient must be calculated.  
 

𝐂𝐈 =
𝛌𝐦𝐚𝐤𝐬 − 𝐧

𝐧 − 𝟏
 (4) 

 
max is calculated by using the Equation (5) 
 

𝛌𝐦𝐚𝐤𝐬 = (
𝟏

𝐧
) . ∑ [

∑ 𝐚𝐢𝐣. 𝐰𝐣𝐧
𝐣=𝟏

𝐰𝐢
]

𝐧

𝐢=𝟏

 (5) 

 
Where 
 

𝐰𝐢 =  ∑ 𝐚𝐢𝐣𝐧
𝐢=𝟏    i,j=1,2, …, n (6) 

 
 

The largest eigenfactor of n-sized matrix A is max, its 
correct eigenfactor is q and the n-sized identity matrix is 
I.The estimation of relative priorities is generated by 
correct eigenfactor q. To derive the priorities, the 
eigenfactors must be scaled to as their sum is equal to 1. 
Saaty proved that where max=n is enough and 
necessary condition to achieve the consistency. In 
pairwise comparisons become inconsistent when max 
differs from n. The consistency of matrix A must be tested 
by using CI index, mentioned above [26]. 

At the end, the Consistency Ratio is calculated by 
using Equation (7). 
 

CR =
CI

RI
 (7) 

Where CI is the Consistency Index, RI is the Random 
Index obtained n-sized matrix and CR is the Consistency 
Ratio [27]. If CR<0.10, it means the matrix is consistent. 
If CR is greater than or equal to 0.10, to procure the 
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consistency some or all of comparisons have to be 
iterated [7]. 

The probable faults made in evaluations can be 
identified by analyzing the inconsistencies as in the real 
life. The logical conflicts of evaluations can be measured 
by inconsistencies. For example, events A, B and C are 
sorted according to their priorities respectively, if the 
judgement is C is more prior than A; this is the 
inconsistency [28]. 

The following three actions must be done when the 
inconsistency is greater than expected: 

The most inconsistent evaluation is determined in the 
matrix. The interval of values is defined in which the 
inconsistent evaluation can be improved by changing in 
this interval. The decision maker must be informed, if it 
is possible, to change the evaluation with an acceptable 
value in this interval. If it is rejected by decision maker, 
the next evaluation is tried. If all of proposed changes are 
rejected the decision must be suspended to find more 
explicit criteria. The three acceptable ways are to correct 
the inconsistencies by changing the judgements [20]. The 
expert advices have to be combined; the reciprocal of the 
combined advices is equal to the combination of 
reciprocals of these advices. The single proven method to 
achieve this is using the geometric mean.  The advice 
owners may not accept to combine their advices; the final 
result can be derived by using their hierarchies. In this 
position the geometric mean of the final outcomes is 
taken. The advices of the experts will be raised to power 

of their priorities to form the geometric mean, when their 
importance priorities are different [29]. 

The geometric mean is theoretically defined by Feng 
et.al.[30]. 
 

GM = exp [∫ ln(X)f(X)dX
∞

0

]    for X >  0 𝑜𝑛𝑙𝑦 
(8) 

f(X) is the probability distribution of X. 

 
 

3. Results  
 

All of the factors affecting the decision are defined 
and grouped into clusters to prepare the network in 
model construction.  

The clusters of nature are created after renewable 
energy description from the literature classification. It is 
shown in Fig. 2.  

The ANP procedures are used to list and take the 
optimal criteria for this study, where the decision 
variables are quantitative or qualitative.     

The criteria of this study are determined by a group 
of three experts. The application of geometric mean is 
performed to their judgements in accordance with the 
Saaty Scale.  

The detailed submatrix of initial supermatrix of the 
constructed model (Fig. 3) is shown in Table 3. As an 
example, C defines the influences among the sub-criteria 
and criteria.     
 

 
 

 
Figure 2. Methodology – Renewable Energy – Criteria matrix from literature 
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Figure 3. ANP model 

 
 

Table 3. Submatrix of initial supermatrix 

Sub matrix GOAL Criteria Attributes 

GOAL 0 0 0 

Criteria A B 0 

Attributes 0 C 0 

 

Formulation of relations and pairwise comparisons of 
the clusters and elements: In order to compose the 
eigenvectors and then the supermatrix in the network, 
the links between the elements must be formulated and 
the required pairwise comparisons must be performed. 

Cluster Comparisons: The pairwise comparisons to 
state the effects between the clusters are done in 
accordance with the control criterion of the network. The 
derived decisions must have consistency with the 
direction of efficacy. The column elements of the 
supermatrix are weighted by using the resulting weights 
of this operation.    

Comparisons of Elements: The pairwise comparisons 
are done on the elements of clusters. The comparison is 
required to see the effect of an element of a cluster on the 
element of same or another cluster.  

Comparing the Alternatives: Comparison is done for 
all elements according to their relations. It is necessary 

for construction of pairwise comparison tables 
processing the expert judgements on the SuperDecision 
software. The SuperDecision computes the weights with 
this operation.  The question asked to experts, who have 
publications on collaborative innovation, is to assess the 
nature of five main criteria. The Saaty Scale is used to 
evaluate, and the geometric means are calculated for 
these behaviors. If the number of variables is in series n 
must be greater than zero; n is equal to 3 in this study. 
The decisions of experts can be expressed in numerical 
form, between 1 and 9 or in verbal meaningful words, as 
moderately, strongly, etc. [31]. 

If the point of view is the goal, the result of the 
pairwise comparison, the environmental criterion is the 
most important of the other main criteria. The weights 
and distribution of attributes in goal relations with main 
criteria is displayed in Fig. 4.  

After all iterations are performed, the weights of 
attributes are calculated. The results have five criteria 
having weights greater than 10% (Table 4), which will be 
used as threshold to rank the criteria in this study. All 41 
criteria are directed by hazardous waste criteria. It is 
followed by the effects on the climate changes, reduction 
in the gas emission and national energy security criteria. 
The inconsistency level is stated as acceptable according 
to the results of internal criteria analysis.   
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Figure 4. The weights and distribution of attributes. 

 
 
Table 4. Local weights of attributes 

Attributes Local Weights 

Hazardous waste  0,2 

Effects to climate changes 0,1 

Noise 0,1 

Reduction in gas emission 0,1 

National energy security  0,1 

 
 
 

4. Discussion and Conclusion 
 

Based on the results, some targeted investment 
recommendations for critical risk factors are given as 
follows, which could provide a reference for investors in 
practice. However, there are some limitations in this 
study. On the one hand, further researches and 
improvement are required for practical overseas 
investment on the account of constantly changing 
international conditions and limited available 
information. 

In this study, an application of the recommended 
basis for the renewable energy source selection problem 
criteria and the ANP model for the optimum renewable 
energy source is proposed. The expert opinions are 
employed to gather data in the proposed model. The 
evaluation of the model is improved as the result of the 
detailed literature survey and gathering the expert 
opinions. To validate the performance of the proposed 
model an experimental search is conducted. It is decided 
that this model will be helpful to develop the decision-
making studies having many of criteria affecting their 
decisions for the local administrations, investors, and 
practitioners after validation of the model.  

More dependable decisions can be performed with 
ANP method, where the processing time is slightly long. 

ANP is a useful method to search the interrelations 
between the decision criteria of the problem if there are 
tight dependences between the criteria and the choices. 
The parameters can be compared with their numerical 
values and classified according their importance in 
comparison with each other on the base of data obtained 
from the scientific studies. 

The ANP model is proposed to perform an optimum 
renewable energy source project, together with the 
application for building the framework of the criteria 
selection for the project in this study. Energy sources are 
evaluated realistically and the sight of the decision-
making staff to undefinedness of the presented choices 
also. 

The basic elements in definition of selection criteria 
for renewable energy sources are examined. In 
measurements of correlations between the adequate 
elements five dimensions are employed. Totally 42 
assessment features are associated with these elements.  

The outputs of the application are analyzed and give 
positive comments to the energy experts by decision 
making staff. The building of pairwise comparisons must 
be performed; derivation of data from the expert 
opinions and network construction is defined as an 
important work. It must not be forgotten that in the 
presented model all of the possible decision criteria and 
alternatives are not covered about the renewable energy 
projects. 

Sorting the criteria on the base of their effects on 
studied conditions before is achieved. The 
environmental criteria are seen having greater values 
than the preset acceptable value where the values are 
normalized. 

The Hazardous Waste criterion is found for all 
dimensions having the highest weight among the results. 
When selecting project criteria, it is not only important to 
consider the impact. Based on the ranking of all the 
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criteria, the four criteria as assessed by the experts and 
academicians are Effects to climate changes, Noise, and 
Reduction in gas emission, National energy security. This 
shows that the decision makers focus more on the safety 
and efficiency of renewable energy projects. 

The results of this study emphasis some critical risk 
factors for usage of the investors. It is also known that 
this study has some restrictions. Because of the scarcity 
of data sources and continuous changes on the global 
conditions this study needs further searches and 
improvements. 
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1. Introduction  
 

Today's society faces different innovations in the 
field of technology with each passing day. These 
innovations are placed in every area of our lives and have 
become an irreplaceable part of them. Educational 
activities gain new and different perspectives as 
technology advances, and courses are delivered via the 
internet [1]. Especially recently, a pandemic all over the 
world has supported these developments, and the 
transition has been made rapidly from face-to-face 
training to online training in all areas. As a result, 
internet-based learning and teaching activities have 
almost entirely replaced face-to-face educational 
activities, not only in schools but also in all other sectors. 

Due to the COVID-19 pandemic in our country, 
universities did not carry out face-to-face training for a 
long time and instead carried all their courses on the 
internet. When the applications carried out in this regard 
were examined, it was announced that the universities 
were suspended for 3 weeks on March 16, 2020, and then 
on March 23, 2020, they were asked to start distance 

education according to their capacities [2]. As a result, 
universities sought serious infrastructure, and the 
courses began to continue their educational activities for 
a long time as synchronous or asynchronous. 

As a result, some faculty members started the 
distance education process unprepared and 
inexperienced [2]. Course materials were inadequate, 
and this affected the activities to be carried out 
negatively [3]. Especially in quantitative courses such as 
mathematics and physics, students mentioned the 
problem of communication, as well as the fact that the 
course contents were not fully reflected in these areas 
and the documents were inadequate [4-5]. 

Due to the COVID-19 pandemic, all educational 
institutions have made some innovations in their 
assessment and evaluation activities, with radical 
changes in their online educational activities due to the 
COVID-19 pandemic. In this regard, each institution has 
sought solutions to the assessment and evaluation within 
its own means. While education was carried out online in 
primary and secondary education institutions, it was 

https://dergipark.org.tr/en/pub/tuje
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decided to conduct the exams face-to-face in these 
institutions during certain periods. However, all 
assessment and evaluation activities have been moved to 
online environments except for certain application-
based areas in universities. As a result, the instructors 
used different types of exams, such as multiple choice, 
short answer, project, portfolio, educational games, etc. 
in online exams [6]. Two important factors to be 
considered in the conduct of such exams are to take care 
of validity and reliability just as attention is paid to face-
to-face exams [7]. Cheating is one of the most important 
factors that are thought to affect reliability in the studies 
to be carried out here [4]. In addition, asking different 
questions can be another topic of discussion. However, 
asking questions that measure similar aspects of learning 
in online and face-to-face exams may seem like a solution 
to prevent this. 

Various methods have been tried in order to carry 
out a consistent teaching activity in education. However, 
dividing the objectives and measurement tools into 
certain categories and planning the teaching according to 
these categories has been one of the most accepted 
approaches [8]. In this way, certain levels were created 
by ensuring standardization in education, and it was 
ensured that each student was evaluated equally at these 
learning levels. Although different approaches are used 
for this purpose, the most popular application is the 
taxonomy developed by Bloom [9]. With the help of this 
taxonomy, a standardization has been established in both 
teaching and measurement tools. In this way, it is aimed 
at making sure that each and every one of the students 
studying in different schools and classes learns and is 
evaluated equally. With Bloom's taxonomy, the 
knowledge and skill level of the attainment determined 
for the students is clarified and associated with a 
systematic [10]. As a result, the same behavior can be 
measured to an equal level by using different question 
types in assessment and evaluation. 

Concern about cheating in distance education exams 
and the idea that undeserved grades may be taken have 
been cited as the most important reasons for the 
formation of anxiety in students [5]. Comparing the 
success of face-to-face exams in real environments with 
the success scores obtained from online exams, on the 
other hand, may provide an idea of the specific opinions 
to be given in this regard. In the literature examined in 
this regard, it was seen that there are mostly studies 
aimed at developing online exams and the focus is on the 
problems carried out in online courses. For this reason, it 
is necessary to examine student success by comparing 
face-to-face exams with online exams. Therefore, the 
main purpose of the study is to conduct a comparison of 
the end-of-term exams of the Physics I course conducted 
face-to-face and online in terms of success. The sub-
problems of working in this direction are: 

1. What is the classification of the questions asked in 
the face-to-face paper-pen and online end-of-term exams 
according to Bloom taxonomy in the Physics I course? 

2. Is there a statistically significant difference in the 
end-of-term exam results of Physics I courses between 
face-to-face pen and paper exams and online exams? 

 

2. Method 
 

2.1. Research Design 
 

Comparative research is used to examine the 
relationship between at least two variables and the 
situations that occur between them [11]. In such studies, 
two different events can be involved, and comparisons 
can be made between these events. In the current study, 
the end-of-term grades of the students who took the 
Faculty of Engineering and Natural Sciences Physics I 
course between the 2019-2020 and 2020-2021 academic 
years were compared. In this respect, the study is a 
comparative research study. 

 
2.2. Sample 

 

The sample of this study consists of students who 
took the Physics I course at Gümüşhane University, 
Faculty of Engineering and Natural Sciences, in the fall 
semesters of the 2019-2020 and 2020-2021 academic 
years. The study is based on a comparison of these two 
groups. One of these groups consisted of 155 students 
who took this course face-to-face and participated in the 
Physics I end-of-term exam in the fall semester of the 
2019-2020 academic year. The exam for this group was 
administered as a paper and pencil test. The other group 
consisted of 167 students who took the course online and 
also participated in the end-of-term exam conducted 
online in the fall semester of the 2020-2021 academic 
year. In both years, the students taking the Physics I 
course were from various departments. These 
departments were civil engineering, geomatics 
engineering, genetics and bioengineering, food 
engineering, electrical and electronics engineering, and 
mechanical engineering. The total sample of the study 
consists of 322 people. Both exams were conducted as 
multiple choice. 
 
2.3. Data Collection 
 

Within the scope of the courses given in two different 
periods, it was carried out by two different faculty 
members over the same curriculum, achievements, and 
textbook. The questions prepared in both terms were 
created separately by the instructors of the courses, but 
care was taken to ensure that the gains, number of 
content items, and quality were the same. To show that 
online exams are replaceable with face-to-face exams, 
they have to be equivalent in most respects. One of them 
is the level of knowledge they are assessing. Bloom's 
Taxonomy shows us a standardized method for defining 
the level of cognitive achievement. Here, different tests 
are applied to different students, but the number of 
items, their quality, and the competencies they measure 
are similar to each other [11]. In both exams, one held at 
the end of the semester in the 2019-2020 and the other 
held in the 2020-2021 academic years, tests consisting of 
20 multiple-choice questions were administered to the 
students. Five choices were included in both test 
questions. In the face-to-face exam, students from 
different departments were gathered in the same lecture 
hall, and the exam was conducted in one session with the 



Turkish Journal of Engineering – 2023, 7(1), 09-16 

 

  11  

 

same question order for all. For the online exams, an 
exam hour was determined, and all students were asked 
to take the Physics I exam at this time via the online 
system. In the online exam, 20 questions and 5 options 
per question were both mixed and presented to the 
students, and so the question-and-answer options order 
was different for each student. Unlike in the face-to-face 

exam, in the online exam, after completing a question, it 
was not possible to return and change your answer to the 
same question again. In Table 1, one can see examples for 
all three stages of Bloom’s taxonomy: comprehension, 
application, and analysis stages, from both exams.  
 

 
 

Table 1. Examples of Bloom's taxonomy stages for both exams 
Face To Face Exam Online Exam 

Comprehension Level 
Which of the following is not a vectoral quantity? Which of the following is a scalar quantity? 

a) Velocity  b) Acceleration  c) Force 
d) Displacement e) Kinetic energy 

a) Angular acceleration b) Velocity c) Potential energy     
d) torque   e) displacement 

Application Level 
If A=2i+3j-4k, B= I+j+7k, where A and B are vectors, find 

the angle between vectors A and B. 
The vectors A=i+2j-3k and B=4i-5j-6k are given. Find the 

sine of the angle resulting from the cross product of AxB. 
a) 126.7 b) 136.7 c) 146.7 d) 156.7 e)166.7 a) 69 b) 85 c) 60 d) 50 e) 21 

Analysis Level 
Which variable or variables affect the acceleration of an 

object due to the change in the direction of its velocity? 
Which of the following is among the variables that affect 

angular acceleration? 
a) Velocity and radius 

b) Mass and force 
c) Gravitational acceleration and angular velocity 

d) Linear velocity and mass 
e) Linear acceleration and displacement 

a) travel distance and linear velocity 
b) radius and angular velocity 

c) Linear velocity and mass 
d) Kinetic energy and mass 

e) Mass and force 
 
 
 

In the study, a second researcher was asked to 
classify both online and face-to-face exams according to 
Bloom's taxonomy. Huberman and Miles [12] proposed 
the formula [Agreement/ (Agreement + Disagreement) x 
100] to compare the secondary data obtained with the 
original data. As a result of this calculation, the 
agreement of the coders was determined as 82%. Since 
70% or more of this value is accepted as a perfect fit in 

the calculations, it has been concluded that the coding is 
reliable. 

In addition, the exam questions asked of both groups 
were analyzed on a subject-by-subject basis, and care 
was taken to ensure that they were close to each other. 
Table 2 below shows the distribution of topics for these 
exams. 
 

 
Table 2. The distribution of the numbers of questions in online and face-to-face exams by subject 

Subject Face-to-face Online  
Physics and measurement 2 2 
Vectors 1 1 
One-dimensional movement 2 2 
movement in two dimensions 2 2 
Newton's laws of motion 2 2 
Work and energy 2 2 
Potential energy and conservation of energy 2 2 
Linear momentum and collisions 2 2 
Rotation of rigid bodies about a fixed axis 3 3 
Rolling motion, angular momentum, and torque 3 3 

 
 
2.4 Data Analysis 

 

The data obtained from the study was analyzed in 
two stages. First, the questions in both exams were 
examined in terms of content. For this purpose, the 
questions were analyzed, taking into account the Bloom 
taxonomy. In this analysis, the questions were examined 
in accordance with the taxonomy, taking into account 
their contents, and notes were taken to the edge of each 
one. Then, within the specified grades, questions for both 
exam types were transferred to the tables. Finally, with 
the help of the tables created, the data was converted to 
writing and the necessary results were created. 

In the study, only total scores were taken into 
account when examining quantitative data, and each 
question was examined separately. The data obtained 
was first graphed, and histograms of both face-to-face 
and online exams were presented separately. In the 
analysis of quantitative data, both descriptive statistics 
and comparative statistics were used among statistical 
techniques, and the results obtained were compared 
with each other. The general mean, median, standard 
deviation, and variance, skewness, and kurtosis values 
were found in the descriptive statistics, while the t-test 
analysis values were obtained for Levene and 
independent samples for comparative statistics. These 
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operations have been confirmed by calculating with 
SPSS.  

If the test of the equality of variances is significant, 
Welch’s t-test should be used instead of Student’s t-test 
because the assumption of equal variances is violated. 
Since Welch’s t-test has practically the same power as 
Student’s t-test [13]. SPSS provides Welch’s t-test 
statistics in the second row of the t-test statistics with the 
title “equal variances not assumed” section.  

Finally, both test results were interpreted for the 
sample, and the data was displayed. 

 

3. Results  
 

Depending on the data obtained, the findings are 
presented in two sub-categories. In the first stage, the 

questions were examined in terms of content and 
presented by classifying them according to Bloom's 
taxonomy. In the second stage, quantitative data was 
examined and the findings from this part were included. 

 
3.1. Findings on the classification of questions 
according to Bloom’s Taxonomy 

 
In this section, the data from the test, consisting of 20 

questions for each group, totaling 40 questions, asked in 
the Physics I course in the 2019-2020 and 2020-2021 
academic fall semesters are presented by grouping them 
according to Bloom’s taxonomy. 

 

 
Table 3. Classification of questions asked in different years according to Bloom's taxonomy 

 Comprehension Application Analysis 

Face-to-Face Exam 5 14 1 

Online Exam 3 16 1 

 
 
 

When Table 3 is examined, it is seen that the most 
frequently asked question level in both years was the 
“apply” step. While the application-level questions are 14 
questions in the 2019-2020 academic year, there are 16 
questions in the 2020-2021 academic year. In both years, 
only 1 question was asked at the analysis level. At the 
comprehension level, while 5 questions were asked in 
the 2019-2020 academic year, 3 questions were asked in 
the 2020-2021 academic year. As seen in Table 3, the 
distribution of the questions belonging to both years 
according to cognitive learning levels is not very different 
from each other. 

3.2. Findings from the data obtained from the exam 
gradings 
 

Descriptive statistical techniques were used in the 
analysis of quantitative data. The sample sizes of the two 
groups to be compared are quite close to each other 
(n=155 and n=167). The comparison of some descriptive 
statistics of these students can be seen in Table 4. 

 
 
 

 
 

Table 4. The results of the Physics I course's descriptive statistics 
 Online Face to face 

n 167 155 

Avg 45.96 44.13 

S. Dev 14.28 25.37 

Variance 203.90 643.88 

min 0 0 

max 85 100 

Kurtosis 0.66 -0.42 

Skewness 0.17 -0.22 

mode 45 50 

median 45 50 

Quartile1 40 30 

Quartile2 45 50 

Quartile3 50 60 

 
 

Looking at Table 4, it can be seen that the numbers of 
members of the groups are quite close. The end-of-term 
exam averages of both groups are very close to each 
other. Whether this difference was statistically 

significant or not was re-evaluated with the t-test in the 
next section. 

A remarkable situation is the difference between the 
standard deviation, variance, kurtosis, and skewness of 
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the groups. The standard deviation of the online exam is 
about 14.3, while the standard deviation of the face-to-
face exam is about 25.4. In light of these findings, it can 
be said that the distribution of students who participated 
in the face-to-face exam is more heterogeneous. The 
same situation can be observed when the variance of the 
online end-of-term exam, which is about 204, is 
compared with the variance of the face-to-face exam, 
which is about 644. 

The kurtosis of the online exam was 0.66, and the 
kurtosis of the paper-pencil exam was -0.42. The online 

exam is sharper, and the face-to-face exam is quite flat. 
Since one of these two values is positive and the other is 
negative, the difference is quite obvious. When the 
quartiles are examined, it is understood that the paper-
pencil exam has a wider distribution. 

Histogram graphs of students who participated in 
both face-to-face and online exams were examined 
separately. Figure 1-a shows the data of the students who 
participated in the face-to-face exams, and Figure 1-b 
shows the students who participated in the online exams. 
 

 

 

 
Figure 1. Face-to-face and online exam histogram 

 
Figure 1-a shows histograms and the cumulative 

percentage curve for face-to-face exams. As can be seen 
in Figure 1-a, below 30 and over 70, the curve has a 
slightly less steep slope. From the histogram, it can be 
observed that the highest frequency of the scores is on 
scores 10 and 50.  

Figure 1-b shows histograms and a cumulative 
percentage curve for online exam results. As can be seen 
in Figure 1-b, below 30 and over 70, the curve has a 
slightly less steep slope. From the histogram, it can be 
observed that the highest frequencies for the scores are 

on scores 40 and 50, while all other scores have relatively 
lower frequencies. 

When the skewness values in Fig. 3-a and Fig. 3-b are 
examined, it can be said that there is a separation in 
terms of this parameter since the skewness of the online 
exam is about 0.17 and the skewness of the paper-pencil 
exam is -0.22, although not as much as kurtosis. The 
online exam is more skewed to the right than the paper-
and-pencil exam is more skewed to the left. Although the 
difference is not huge, it is still striking. 
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Table 5. Data for cumulative frequencies for online and face-to-face exams 

 Face-to-face Exam Online Exam 

Score Freq. 
Cumulative 

% 
Freq. 

Cumulative 
% 

10 25 16.23% 1 0.60% 

20 6 20.13% 8 5.42% 

30 19 32.47% 13 13.25% 

40 17 43.51% 39 36.75% 

50 37 67.53% 68 77.71% 

60 22 81.82% 12 84.94% 

70 15 91.56% 17 95.18% 

80 5 94.81% 7 99.40% 

90 5 98.05% 1 100.00% 

100 3 100.00% 0 100.00% 

Other 0 100.00% 0 100.00% 

 
 

Table 5 represents the data for the cumulative 
frequencies and percentages for face-to-face exam 
results and for online exam results. As seen in Table 5, 
the scores vary between 10 and 100. There are quite a lot 
of students with a score of under 10 on the face-to-face 
exam. Other than that, the majority of the scores on the 
face-to-face exam are between 30 and 70.   

 In Table 5, it is observable that the scores for online 
exams vary between 10 and 90. The distribution seems 
quite normal at first glance. Other than that, the majority 
of the scores are between 30 and 70.    

When Table 6 is examined, it is seen that the the 
average of the online group is about 46, and the average 
of the face-to-face exam is about 44. The standard 

deviation of the online group is approximately 14.28, 
while the standard deviation of the face-to-face exam is 
approximately 25.37. The mean of the online group's 
standard error is about 1.1, and the face-to-face exam is 
about 2.0. 

 
 
Table 6. Distribution of end-of-term grades by groups 

Group N Avg S. Dev Std. Err. 
Mean 

Online 167 45.96 14.28 1.10 
Face-to-Face 155 44.13 25.37 2.04 

 

 
 

Table 7. Comparative statistical results of the Physics I course end-of-term exam 
 F Sig t df Sig. Mean 

Diff. 
Std. Err. 
Diff. 

Lower Upper 

Equal variances 
assumed 

48.96 .000 .80 320 .42 1.83 2.27 -2.64 6.30 

Equal variances 
are not assumed 

  .79 238.70 .43 1.83 2.32 -2.74 6.40 

 
 
 
 
 
 

When the Levene test results are examined in Table 7, 
it is seen that the F value is approximately 49 and the 
significance is zero. According to these results, it can be 
said that the variances and homogeneity of the two 
groups are different. At the beginning of the findings 
section, this difference, kurtosis, skewness, etc., was also 
demonstrated in terms of other parameters. 

When the results of the independent samples t-test 
are examined, it is seen that the t value is approximately 
0.79. However, the significance (bipolar) was 0.43, which 
shows us that there is no statistically significant 
difference between the end-of-term exam grades of the 
two groups. Other data for the t-test can be examined 
from Table 7. 
 

4. Discussion and Conclusion 
 

Bloom's taxonomy consists of six steps: knowledge, 
comprehension, application, analysis, synthesis, and 
evaluation [14-17]. However, considering only three 
steps (comprehension, application, and analysis) in both 
exams and preparing questions for these steps can be 
expressed as a deficiency. What is expected from such 
exams is an assessment for all levels. What will provide 
this evaluation is to prepare questions for students at all 
levels. 

In the study, the structure of the Physic I exam 
questions was examined according to Bloom’s taxonomy. 
Here it is seen that both exams mostly contain 
application-level questions. However, in the face-to-face 
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exam, it was understood that several questions were at 
the level of comprehension. In this respect, it can be 
stated that there is not much difference in difficulty 
between online exams and face-to-face exams, and that 
they are exams of similar difficulty. The questions in the 
knowledge, comprehension, and application steps are 
the questions prepared to measure the knowledge at the 
basic level [18]. Here, the fact that both exams have 
questions at close levels according to Bloom's taxonomy 
shows that the two exams can be easily compared. 

As a result of the examination of quantitative data, the 
descriptive statistical values of the groups, excluding 
skewness and kurtosis, are parallel to each other. 
Although the variances were different, when the t test 
results were examined, there was no statistically 
significant difference between the end-of-term exam 
results taken from the face-to-face exam and the results 
of the end-of-term exam carried out online in distance 
education. However, the study conducted by Yağcı, Ekiz 
and Gelbal [19] shows differences in the scores of 
students for different types of exams (face-to-face and 
online). It is thought that this difference in comparison 
with the current literature may be due to a lack of 
computer usage skills. Because students who use the 
internet too much have a positive view of online exams 
and do not worry too much about them [20-21]. 
However, recently, education has mostly moved to digital 
platforms, and students frequently use such platforms in 
their lessons, enabling them to become more familiar 
with subjects such as the internet, online exams, and 
computer knowledge. In this respect, it is believed that 
the validity of online exams may increase. In this context, 
it was seen that there was no difference in the online 
application of the same type of exam as an alternative to 
face-to-face exams, and it was concluded that there was 
no difference in the results of the exams in this way. It can 
also be said that the instructor can administer the exams 
online or face-to-face depending on his or her own 
preference. There is no difference that will affect the 
results of assessment and evaluation in both types of 
exams. The absence of such a difference will provide the 
instructor with the opportunity to administer exams 
with broader possibilities. In particular, higher education 
students studying in different cities from the city they 
live in often have problems when they have to take a 
make-up exam for any course. The student has to make a 
long journey just to take a single exam. However, such 
exams can be administered online, which is extremely 
convenient for the student. So, it is recommended that 
alternative assessment and evaluation tools can be used 
in addition to traditional assessment and evaluation tools 
in online exams used in the field. In addition, instructors 
do not rely on online exams in some cases. In such cases, 
although the exam is still done online, it can be supported 
by alternative measurement tools to make online exams 
more secure. In this study, only multiple-choice question 
types were compared. However, in assessment and 
evaluation, many different types of questions can be 
used, both face-to-face and online. It is recommended to 
compare other measurement tools and question types in 
future studies. 
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1. Introduction  
 

The release of pollutants in the air that significantly 
affects the life of living creatures is defined as the air 
pollution [1]. Today, the unpredictable progress of 
technology and industrialization causes an increase in air 
pollution and therefore a negative impact on human 
health. Some of the diseases caused by air pollution can 
be listed as lung diseases, respiratory disabilities, 
cardiovascular problems, cancer, eye disorders, and skin 
irritations [2-7]. 

In order to control air pollution, air quality should be 
measured with stations established in regions or cities 
and according to the results, necessary cautions should 
be taken. According to the European Union Framework 
Directive, it was stated that "Ozone (O3), nitrogen dioxide 
(NO2), sulfur dioxide (SO2) and particulate matter 
(PM10) with particle diameters less than 10 μm” are the 
main parameters to be measured in the assessment [8] 

In Turkey, measuring stations in all cities for air 
quality index calculation have been established. Sulfur 

dioxide (SO2) and particulate matter (PM10) parameters, 
as well as nitrogen oxides (NOx), carbon monoxide (CO) 
and ozone (O3) concentrations, are also measured at the 
stations. For the air quality index calculation; the air 
quality index values of the measurement stations are 
calculated according to EU standards (target index), 
taking into account the PM10, SO2 and NO2 
concentrations, and the results are interpreted according 
to six classes such as Excellent, Good, Lightly polluted; 
Moderately polluted; Heavily polluted and Severely 
polluted [9]. 

The fact that many studies are corresponding to the 
damages of air pollution and existing air quality index 
calculations has led to the emergence of new methods. 
The accuracy of the air quality index calculated with the 
measurement values and the accurate selection of 
features is an indication that the results and the 
measures to be taken accordingly will be more 
reassuring.  Therefore, in this study, the effects of feature 
selection on air pollution calculation on the air pollution 
data drawn for the province of Zonguldak, which is 

https://dergipark.org.tr/en/pub/tuje
https://orcid.org/0000-0002-2503-0084
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known as the most polluted city in Turkey, were 
investigated. In the study, Firefly Optimization Algorithm 
(FOA), which is one of the nature-inspired meta-heuristic 
algorithms used in many fields in recent years, was used 
and the FF-Based Feature Selection Algorithm Method 
for Air pollution Analysis was developed and applied to 
the data obtained. The importance and timeliness of the 
air quality calculation subject and the application of the 
algorithm used to this subject are predicted as the 
original contributions of this study to the literature. In 
addition, based on the results of the developed method, 
this study reveals the benefit and flexibility in terms of 
the applicability of the method to bigger data. 

In this study, our aim is to investigate the effects of 
FOA based feature selection method on classification 
performance for air pollution analysis. For this purpose, 
we compared our FOA-based feature selection method 
with a well-known feature selection method called 
ReliefF. This paper is organized as follows: in the next 
section, we introduce the relevant studies in the 
literature. In the third section, we describe the methods 
that we use for selecting features, present the 
information about the data, performance evaluation for 
our experiments. In the fourth section, we present the 
experimental results and finally, we present the main 
conclusion and outlines for future work. 

 

2. Related work 
 

In the literature, methods such as Statistical, 
Determinative Models, Physical, Photochemical Models 
and Machine Learning have been used in air quality 
studies [10]. It has been examined that the biggest 
disadvantage of the methods proposed in the literature is 
that they require high operational performance, and it 
has been detected that machine learning methods do not 
have this disadvantage and give accurate results in 
studies on air pollution problems [10-12]. 

In the literature, there are machine learning-based air 
quality studies such as artificial neural network (ANN), 
Genetic Algorithm-ANN Model, Random Forest Model, 
Decision Tree Model, Deep belief network and LSSVM 
[13-16] proposed a new feature selection method called 
"Causality Based Linear Method" to select the 
appropriate parameters that affect air pollution and the 
application of the method was carried for the air quality 
dataset of Delhi and results were compared with existing 
machine learning techniques. Li et. al. [17] developed a 
novel forecast–analysis system for air quality index 
calculation novel analysis-forecast system is proposed 
for forecasting of air quality index by using modified 
Least Square Support Vector Machines (LSSVM) based on 
multi-objective optimization and applied in eight major 
cities in China. 

Past studies include many applications related to 
algorithms inspired by nature. In recent years, developed 
methods or hybrid methods are used to increase the 
performance of algorithms inspired by nature. Ant 
colony optimization (ACO), particle swarm optimization 
(PSO), bat algorithm (BA), firefly algorithm (FA), cuckoo 
search (CS) and others are some of the algorithms 
inspired by nature. This type of algorithm tends to be 
global optimizers that use multiple interactive tools to 

create search movements in the search space (Yang, 
2020). These nature-inspired algorithms used for feature 
selection have been the subject of many studies. For 
example, [18-20] performed feature selection in various 
areas using ACO. Jeyasingh and Veluchamy [21] and 
Qasim and Algamal [22] used BA developed for feature 
selection. Pandey et. al. [23] and Gunavathi and 
Premalatha [24] carried out feature selection studies in 
various fields using CS. 

The Firefly algorithm, on the other hand, is used in the 
literature in the fields of engineering, decision sciences, 
computer sciences, economics and medical due to its 
effective use [25-31]. When the studies on the Firefly 
algorithm were examined, no study on air quality was 
found. The use of this algorithm in this study to fill this 
gap in the literature is one of the novelties of the study. 
 
3. Methods and Dataset 
 

In this study, we implemented an FOA-based feature 
selection method and give a comparison of the proposed 
feature selection method with filter-based feature 
selection method namely ReliefF at classification using 
the Random Forest classifier for air pollution. While 
ReliefF is a statistically based method, Firefly is a 
heuristic method. Many researchers prefer filter 
methods insofar as they are easy to use due to their 
simple algorithmic structure. 
 
3.1. ReliefF 
 

The relief algorithm is one of the well-known filter-
based algorithms which is proposed by [32] to feature 
weighting. This practical and effective algorithm was 
extended by [33] for multi-class problems. ReliefF 
estimates W[A] of the quality of attribute A according to 
the equation in lines 8-9 in Fig. 1. In Fig. 1, n indicates the 
number of training instances, a indicates the number of 
features and m indicates the number of random training 
instances out of n used to update W. We use the ReliefF 
algorithm from Weka data mining software package [34]. 
 

 
Figure 1. ReliefF feature selection algorithm Pseudo 
code 
 

When performing weight updates, the difference in 
the value of attribute A between two instances I1 and I2, 
where I1 = Ri and I2 are either H or M is calculated by diff 
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function in Fig. 1.  Diff function (Equation 1) is defined as 
follows for discrete features [35]: 
 

diff(A, I1, I2) = {
0   if value(A, I1) = value(A, I2)

1                                         if otherwise
 

(1) 

 
For continuous features, diff function is defined 

(Equation 2) as follows: 
 

𝑑𝑖𝑓𝑓(𝐴, 𝐼1, 𝐼2 ) =
𝑣𝑎𝑙𝑢𝑒(𝐴, 𝐼1) − 𝑣𝑎𝑙𝑢𝑒(𝐴, 𝐼2)

𝑚𝑎𝑥(𝐴) − 𝑚𝑖𝑛 (𝐴)
 (2) 

 
 

The max(A) and min(A) values are determined over 
the whole set of instances. By this normalization, all 
weight updates fall between 0 and 1 for all type of 
features. When updating W[A], to normalize final weights 
between -1 and 1, the output of diff function is divided by 
m. 

 

3.2. Firefly Optimization Algorithm  
 

Xin-She introduced the Firefly Optimization 
Algorithm, which is inspired by the social behavior of 
fireflies and the phenomenon of bioluminescence 
communication [36]. Fireflies can produce light and this 
production process is a type of chemical reaction. The 
generated light is used for communication. It can be 
employed for a number of goals, including finding a mate, 
search for food, alerting purposes to protect themselves 
from enemy hunters, and successful reproduction. 
Mostly, there are unique flashes patterns for a particular 
species of fireflies. 

Inverse-square law is used to calculate the light 
intensity between the light source and a particular 
distance. The light intensity value decreases while the 
distance increases. Moreover, the air absorbs the light 
which becomes weaker via an increase in distance. In 
Firefly Optimization Algorithm, most fireflies are visible 
only to a limited distance. And this feature enables 
fireflies to communicate with each other in a limited 
distance. The flashing light can be used as a fitness 
function to be optimized. By this mapping, FOA can be 
used effectively in different optimization problems as 
well. The main steps of FOA are described in Fig. 2. 
 

 
Figure 2. Firefly Optimization Algorithm 

In this study, an FOA-based [36] algorithm is 
developed to select valuable features for air pollution 
analysis to provide more accurate and faster 
classification with reduced computation cost. 

Each feature is represented as a node in the proposed 
FOA-based feature selection method, and all nodes are 
independent of one another. And we used the selection 
probability of features Pk(i), which is the given weights 
of nodes by the ReliefF algorithm (prf) to select features. 
Evaluated Pk(i) values were used with a roulette wheel 
selection algorithm to select the next feature [37]. We 
calculated the F-measure values of selected subgroups 
and utilized them as fitness functions f(xi). The steps of 
the proposed FOA-based feature selection algorithm are 
given in Fig. 3. 

We began experiments with a predefined number of 
an initial population of fireflies. In the following step, prf 
values of features were used to determine the initial light 
intensities of features. prf values were chosen as the 
features’ light intensities because this value is a 
significant metric for the attractiveness of features such 
as fireflies’ attractiveness. At first, three distinct features 
were chosen by each firefly randomly. After all of the 
fireflies accomplished their feature selection process, 
two .arff files were generated for each firefly’s solution, 
such as train and test files. Over the training dataset, a 
decision tree classifier model was generated using the 
Random Forest classifier on the Weka data mining tool. 
Then, the test dataset was classified. The result of this 
classification process was evaluated according to the F-
measure metric. To determine the best one of these k 
fireflies, mentioned basic steps were running for all 
fireflies.   Then the other fireflies were encouraged to 
seem like the defined best firefly. The most appealing 
firefly was updated, and the light intensities of these 
firefly's features were updated using the F-measure 
value of the best firefly's solutions. The light intensity 
values were updated by using the given formula 
(Equation 3); 
 
 

𝑝𝑑𝑓(𝑖) = 𝑝𝑑𝑓(𝑖) ∗ 𝑒𝑥𝑝 − 𝜆 ∗ 𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 (3) 

 
In the given formula; λ=-1, i Є the best firefly's subset 

and F-measure value belong to the best firefly's solution. 
Since our aim is to increase classification performance, 
we used the F-measure value as a parameter in the light 
intensity update step. 

There are two separate feature insert functions in the 
proposed algorithm's second phase; if firefly is 
discovered to be the local best firefly, this firefly chooses 
a new feature at random from the unselected feature list. 
If a firefly isn't the best firefly in the area, it chooses a 
feature at random from the best firefly's feature list. Two 
.arff files were produced for each firefly xi, namely, train 
and test files. We evaluated F-measure values of all 
fireflies and then found the local best one. These 
processes were repeated until the termination condition 
was satisfied (i.e., t = MaxGeneration). At the end of the 
algorithm, each firefly has chosen n number of features 
(Fig. 3). 
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Figure 3. Firefly Feature Selection Algorithm 
 

The above computations were repeated for each 
firefly and the best feature subset was saved. All these 
processes continued until the termination condition was 
satisfied. We defined iteration number as our 
termination condition. The maximum iteration number 
is chosen as 40 empirically. 
 
3.3. Classification  
 

In the proposed study, Random Forest [38] classifier 
was utilized to determine and evaluate the classification 
performances of selected feature subsets by fireflies. The 
performances of fireflies’ solutions were compared 
according to F-measure values and 10-folds cross-
validation was applied during experiments. All 
experiments were performed in Weka [34] environment. 

The Random Forest classifier creates a series of 
decision trees from a randomly selected part of the 
training data. And then, to decide the final class of the test 
instance, the decisions of different decision trees are 
gathered. Furthermore, Random Forest classifiers differ 
from many other well-known classifiers such as 
discriminant analysis, support vector machines, and 
neural networks because they use random selections to 
split nodes. And by this strategy, RF can deal with over-
fitting problems. 
 
3.4. Dataset 
 

We conduct experiments on the Turkish Air pollution 
dataset [39] belonging to Zonguldak province. In Fig. 4, 
the Turkish National Air Quality Monitoring Network 
map is presented. Also, a closer look at the selected 
province, Zonguldak, is shown. 

Measurement values have been taken into 
consideration between 01.01.2019 and 15.04.2020 The 
dataset contains “PM10 (µg/m³), PM10 Flow (m³/hr), 
SO2 (µg/m³), CO (µg/m³), NO2 (µg/m³), NOX (µg/m³), 
NO (µg/m³), O3 (µg/m³), Temperature (°C), Relative 
Humidity (%), Wind Speed (km/hr), Air Pressure (mbar), 
Cabin Temperature (°C), PM 2.5 Flow (m³/saat), PM 2.5 
(µg/m³), Hour, Month, Year, Day Slots, Day Type and 
Covid19 feature”. The data was enriched by adding day 
slots, day type and features related to covid19 on the data 
extracted from the system. Day slots; for the 24-hour day 

zone, it is coded as 0 between 08:00 and 16:00, as 1 
between 16:00 and 24:00, and as 2 between 24:00 and 
08:00. For the day type; weekdays are coded as 1, 
weekends as 2, and national holidays as 3. The feature of 
Covid19 is coded based on the first case seen in China, 
which is November 1, 2019. While it was coded as 0 
before 1 November 2019, the days until the first case in 
Europe were coded as 1. The days until the first case in 
Turkey were coded as 2 and the days after the first case 
is revealed were coded as 3. Features are presented in 
Table 1 and features that have been added in this study 
are shown in bold. The missing data among the extracted 
data was completed by taking the average of the 5 
nearest neighbor values to the missing data. 

In this study, the effects of feature selection on air 
pollution calculation on air pollution data obtained from 
measurement stations for the Zonguldak region were 
investigated. The reason for choosing Zonguldak 
province in the study is that the air pollution values are 
very high in this province and the province is known as 
the most air-polluted city in Turkey. In addition, the 
reason for adding the covid19 feature in the dataset is to 
see the effect of curfew restrictions on air quality. 

The labeled data was created by calculating the AQI 
values of each data row for air pollution labels. The Air 
Quality Index (AQI) is a system that is scale-designed that 
displays air quality status to inform the public. It is also a 
health protection practice designed to help people 
maintain their health by minimizing short-term exposure 
to pollution and regulating activity levels during 
increased air pollution levels. Six separate indications are 
included in AQI systems, each of which is measured using 
different parameters. The indicators "SO2, NO2, CO, PM10, 
and PM2.5" are standardized at 1 hour and 8-hour 
intervals, whereas the O3 indicator is measured as a daily 
average. Indicators are measured separately and defined 
as the "Individual Air Quality Index (IAQI)". The pollutant 
with the highest IAQI score is defined as "Primary 
Pollutant". Among these six indicators, any IAQI above 
100 is defined as "non-attainment Pollutant". 

 

𝐼 =
𝐼ℎ𝑖𝑔ℎ − 𝐼𝑙𝑜𝑤

𝐶ℎ𝑖𝑔ℎ − 𝐶𝑙𝑜𝑤

(𝐶 − 𝐶𝑙𝑜𝑤) + 𝐼𝑙𝑜𝑤 (5) 

 
In Equation 5, where I is the index for pollutant p, C is 

the rounded concentration of pollutant p, C_high is the 
breakpoint that is greater than or equal to C, C_low is the 
breakpoint that is less than or equal to C, I_high is the AQI 
value corresponding to C_high, I_low is the AQI value 
corresponding to C_low. The final AQI is equal to Max (I1, 
I2, I3, I4…In) where n is the number of pollutants [40]. 
According to AQI calculation, Air pollution level and Air 
pollution categories are decided. Table 2 presents the 
AQI and its corresponding categories [40]. 

In Fig. 5, the class distribution of the dataset is 
presented. 

As it can be seen in Fig. 5 dataset which is used in the 
proposed study is an unbalanced dataset. The instance 
numbers for the 6 classes determined as a result of the 
calculation are as follows; Severely Polluted: 1, Heavily 
Polluted: 21, Moderately Polluted: 96, Lightly Polluted: 
699, Good: 6321, Excellent: 4406. In order to ensure the 
class balance in the data, the first 4 classes with very little 
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data were combined to create the Polluted class and the 
class value has been reduced to 3. 

In Fig. 6, the overall workflow of this study is 
presented. 

 

 
Figure 4. Geographical Location of Zonguldak and Turkish National Air Quality Monitoring Map [9] 
 
 
Table 1. Features of the study 

Feature Feature Type 

Day Slots Nominal {0, 1, 2} 

Hour numeric 

Day numeric 

Month numeric 

Year numeric 

Covid19 Nominal {0, 1, 2, 3} 

Day type Nominal {1, 2, 3} 

PM10 numeric 

PM10 Flow numeric 

SO2 numeric 

CO numeric 

NO2 numeric 

NOX numeric 

NO numeric 

O3 numeric 

Temperature numeric 

Wind Speed numeric 

Relative Humidity numeric 

Air Pressure numeric 

Cabin Temperature numeric 

PM25 Flow numeric 

PM25 numeric 

Wind Direction numeric 

Class 

Ordinal {Good, Moderate, 
Unhealthy for Sensitive 
Groups, Unhealthy, Very 
Unhealthy, Hazardous} 

 
 
 
 
 
 
 

Table 2. Air pollution categories 
AQI Air Pollution 

Level 
Air Pollution 

Category 
“0 to 50” “Level 1” “Excellent” 

“51 to 100” "Level 2” “Good” 

“101 to 150” “Level 3” “Lightly Polluted” 

“151 to 200” “Level 4” “Moderately Polluted” 

“201 to 300” “Level 5” “Heavily Polluted” 

“Above 300” “Level 6” “Severely Polluted” 

 
 

 
Figure 5. Class distribution of dataset 
 
3.5. Evaluation Metrics 
 

The classification performance of experiments is 
evaluated using F-score. The F score is based on the 
measurement terms of precision and recall. Precision (P) 
is the percentage of classified instances among all 
instances that are classified to a class correctly. Recall (R) 
is the percentage of instances that are classified to that 
class. F-score (F) is defined as the harmonic mean of 
recall and precision (Equation 6) [41]: 
 

𝐹 = 2
𝑃 ∗ 𝑅

𝑃 + 𝑅
 (6) 
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Figure 6. Overall workflow of the study 
 
 
4. Experiments and Results  
 

“The suggested FOA-based feature selection approach 
was compared to well-known traditional feature 
selection methods for air pollution analysis in this work, 
and the impacts of the proposed FOA-based feature 
selection method were studied”. Using ten-fold cross-
validation, the Random Forest classifier is applied. The 
foundation for studying the effects of feature selection 
strategies using all features is built in the first step of our 
research. Then, each feature selection method gave a 
vote for features and those features are ranked. Since we 
attempted to select the most valuable features, top-
ranked 5, 10, 15, and 19 features for measuring 
classification performance are chosen. FOA parameters 
are initialized according to [36] as λ = -1. According to 
our previous experiments, the number of fireflies was 
determined as 20, iteration number (i.e., MaxGeneration) 
was set as 40 for the proposed method. It has been 
observed that fireflies can find the optimum feature 
subset for air pollution analysis with given parameters. 
And to ensure global search, every 5 iterations, 2 fireflies 
with the poorest performances are removed from the 
population and new ones are selected from the roulette 
wheel. 

FOA-based feature selection algorithm selects a 
number of features that are predefined for each firefly. 
Afterward, the Random Forest classifier is used to 
evaluate the performance of each firefly's choices. The 
performance of the selected features was used to update 
the selection probability of the features. At the end of this 
iterative process, the best features were selected. After 
the selection of the best features, the test dataset was 
classified by using the selected feature subset. Using all 
of the features in the training set (as shown in Table 1), 
we conclude at a baseline of 0.965. According to Table 3, 
which compares the findings, it has been discovered that 
when the features are selected using our proposed FOA-
based feature selection technique, classification 

performance improves in terms of F-score. Using the 
FOA-based feature selection method, the F-measure is 
increased from 0.965 to 0.988. Additionally, the FOA-
based method outperformed the ReliefF filter-based 
method. 
 
Table 3. Results Of the Feature Selection Methods with 
Reduced Feature Sizes 

Feature Sizes Feature Selection Methods 
ReliefF FOA 

5 0,685 0,988 

10 0,923 0,983 

15 0,918 0,977 

19 0,918 0,974 

All Features                 0,965 

 
While reducing feature sizes, the time required to 

classify test datasets were also reduced sharply without 
loss of accuracy in classification (Fig. 7). 
 

 
Figure 7. Results of the feature selection methods with 
reduced feature sizes 
 
 

5. Conclusion  
 

Air pollution is one of the leading environmental 
problems in the world that negatively affects living 
things. Measurement of air pollution levels is carried out 
at measurement stations depending on many 
parameters. Correct measurement and evaluation of 
measurement results are of great importance in terms of 
labor and costs to be allocated for the measures to be 
taken. Obtaining as many measurements features as 
required in measurement stations has also become 
important in terms of efficiency. For this reason, feature 
selection was performed for one of the measurement 
stations in this study. In the study, data from 
measurement stations for the Zonguldak region, which is 
known as the most polluted region in Turkey, are 
obtained and analyzed. Hence, an FOA-based feature 
selection method for the air pollution classification is 
proposed. All experiments were conducted by using the 
Turkish air pollution dataset with the Random Forest 
classifier.In comparison to the well-known ReliefF filter-
based feature selection approach, the experimental 
evaluation demonstrates that our FOA-based feature 
selection method, which is a wrapper-based feature 
selection method, is able to choose preferable features. 
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Using the FOA-based feature selection method, the data 
set's Macro averaged F-score is raised from 0.685 to 
0.988. The selected features were determined as PM10, 
PM10 Flow, NO, Wind Speed and PM2.5. Since the 
proposed FOA-based feature selection method is efficient 
in reducing the number of features, it is convenient for 
the classification of high-dimensional data. By reducing 
the feature space, our method also reduces the time 
required to classify test datasets sharply without loss of 
accuracy in classification. In future studies, different 
nature-inspired algorithms can be applied for similar and 
wider air quality datasets. 
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 The ensemble learning method is considered a meaningful yet challenging task. To enhance 
the performance of binary classification and predictive analysis, this paper proposes an 
effective ensemble learning approach by applying multiple models to produce efficient and 
effective outcomes. In these experimental studies, three base learners, J48, Multilayer 
Perceptron (MP), and Support Vector Machine (SVM) are being utilized. Moreover, two meta-
learners, Bagging and Rotation Forest are being used in this analysis. Firstly, to produce 
effective results and capture productive data, the base learner, the J48 decision tree is 
aggregated with the rotation forest. Secondly, machine learning and ensemble learning 
classification algorithms along with the five UCI Datasets are being applied to progress the 
robustness of the system. Whereas, the recommended mechanism is evaluated by 
implementing five performance standards concerning the accuracy, AUC (Area Under Curve), 
precision, recall and F-measure values. In this regard, extensive strategies and various 
approaches were being studied and applied to obtain improved results from the current 
literature; however, they were insufficient to provide successful results. We present 
experimental results which demonstrate the efficiency of our approach to well-known 
competitive approaches. This method can be applied to image identification and machine 
learning problems, such as binary classification. 
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1. Introduction  
 

In the field of data mining, the classification task is to 
correctly predict the class of a given instance. Several 
theoretical and empirical studies have been published 
that demonstrate the advantages of the hybrid model. 
These approaches are known as multi-classifiers or 
ensembles. A huge number of research was carried out to 
produce multiple classifier systems based on the same 
classifier models trained on different data or feature 
subsets [1-2]. 

The primary agenda of the research is to evaluate and 
compare various techniques (J48, MP, SVM) with Bagging 
and Rotation Forest for binary classification. In this 
paper, we provide a technique based on the J48 Machine 
Learning algorithm integrated with the rotation forest 
ensemble learning algorithm [3-4]. 

Decision tree J48 is the execution of an algorithm 
(Iterative Dichotomiser 3). J48 algorithm is a 
classification algorithm producing a decision tree 
focused on information theory. It is one of the best 
machine learning algorithms for categorising and 
continuously examining data [5]. To produce accurate 
classification results, the J48 method is utilised to classify 
numerous applications. 

On the other side, Rotation Forest is a method focused 
on feature extraction for generating classifier ensembles 
[6]. It has been broadly used to resolve a variety of tasks 
relating to medical images, computer vision and machine 
learning to achieve outstanding performances. 

In [7], bagging and classification tree methods were 
combined to introduced the BAGCT and BAGCT‐SVM 
framework to improve the reliability and robustness. The 
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outcomes indicate that the BAGCT‐SVM contributes 
improved analytical capability than CT and SVM. 

This paper has been structured with several sections. 
Section 2, discusses the related works about machine 
learning and ensemble learning algorithms, mainly 
focusing on J48 and Rotation Forest. Section 3, presents 
the proposed methodology in detail. Section 4, describes 
the datasets, experimental methods, and outcomes. 
Finally, the conclusion and future works are stated in 
Section 5.  

 

2. Related work 
 

In general, hybrid system base and meta-approaches 
can enhance the effects and integrate the dynamic 
approaches in the system. A surge of research efforts has 
been recently witnessed for the classifications based on 
J48, MP, SVM and Bagging along with Rotation Forest. In 
this paper, we have included the classification of datasets 
concerning the base learners and meta-learners.  

We analyzed various research articles to find current 
state-of-the-art developments in the domain of the 
Hybrid System. A few of them are discussed as follows: 

In [8], proposed a hybrid model for Parkinson's 
diagnosis using machine learning techniques. The hybrid 
model includes feature selection methods such as an 
extra tree and mutual information gain and three 
classifiers k-nearest-neighbors, random forest and naive 
bayes. The combination of random forest and the genetic 
algorithm was performed and 95.58% accuracy was 
achieved. 

In [9], the model is suggested primarily to assist and 
optimize the movement patterns of aged people. A new 
classifier named Apriori based Probability Tree Classifier 
(APTC) is integrated into the bagged J48 machine 
learning algorithm to yield a better outcome. 

In [10], multiple ensemble methods Random 
SubSpace, Rotation Forest, Bagging, MultiBoost, Dagging 
and AdaBoost with the base classifier of Multiple 
Perceptron Neural Networks. The execution of the base 
classifier of MLP significantly improved concerning AUC. 
The results of the review are indicated in the current 
research, and paradigms using machine learning 
ensemble frameworks have worked properly. 

In [11], extreme learning machine (ELM) created 
hierarchical learning structure was proposed for MP.  
The architecture of ELM based on feature extraction and 
random has initialized hidden weights. This method had 
better learning efficiency than Deep learning. The 
proposed algorithm achieved better and faster 
convergence than the existing state-of-the-art 
hierarchical learning methods.  

In [12], robust machine learning SVM-based 
algorithms has been suggested. It is based on the 
framework of the double duality strategy of the decision-
making process to get the additional constraints for 
optimization variables incorporated of imprecise 
information. 

In [13], a hybrid ensemble learning method bagging, 
boosting, random forest and rotation forest along with 
logistic regression with stacking classifiers were 
introduced, which resultant occupy more space and 
consume more time for computations. 

In [14], a rotation forest algorithm created on 
heterogeneous classifiers ensemble is applied to 
classified the gene expression outline. The local optimum 
and overfitting were improved through heterogeneous 
rotation forests. It improves the high stability, 
classification accuracy and time efficiency. 

In [15], proposed a collaborative approach of 
blockchain and metaheuristic-enabled genetic 
algorithms. Blockchain technology provides a secure 
communication channel between stakeholders where a 
metaheuristic-enabled genetic algorithm, process and 
analyze the forecast pricing from records by scheduling, 
managing and monitoring them in real-time from day-to-
day agriculture production detail. This approach 
achieved 95.3% accuracy and maintains transparency, 
integrity, availability and secure operational control 
access.  

In [16], propsed the state-of-the-art utilization of ML 
algorithm, which are C4.5 (J48), K-Nearest Neighbor 
(KNN), Logistic Regression (LR), Naive Bayes (NB), 
Support Vector Machine (SVM), and One Rule (OneR) 
along with the five UCI Datasets. A retrospective study 
that looked at different sizes of training and test sets had 
a significant impact on the sensitivity and specificity of 
the same algorithm. The collaborative nature of the 
proposed system is to improve the efficiency of binary 
classification.  

In [17], rotation forest algorithms are proposed for 
gene appearance of data classification. Three types of 
classification named; misclassification, test and rejection 
cost were integrated into the framework to make it more 
reliable and efficient. The experimental results have 
shown that the overall classification accuracy was 
improved significantly. 

In [18], proposed a Parkinson’s diagnosis system by 
using an optimized version of the BAT algorithm. Only 23 
features were selected from the UCI Parkinson’s disease 
classification data set and directly feed into the 23 
neurons in the input layer of the model. The 96.74% 
accuracy was achieved by the proposed method with a 
3.27% loss. 

In [19], address the state-of-the-art utilization of ML 
in computer vision and image processing. This survey 
will provide details about the type of tools and 
applications and datasets. Multiple techniques and 
various types of supervised and unsupervised ML 
algorithms, the overview of image processing and the 
results based on the impact; neural network-enabled 
models, limitations, tools and application of computer 
vision have been discussed.  

In [20], the metaheuristic optimization procedure 
along with the whale optimization set of rules and 
rotation forest algorithm was applied for the selection of 
email features and categorising the emails as spam and 
non-spam. The results obtained showed that the 
suggested technique generated notable improvement as 
compared with some previous methods. 

In [21], compared and investigated state-of-the-art 
ensemble techniques Bagging, AdaBoost and Rotation 
Forest with the base classifier of J48 for the susceptibility 
of the landslide. The performance was assessed through 
ROC, AUC and statistical indexes. The J48 with the 
Rotation Forest model presented the highest prediction 
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capability followed by AdaBoost and Bagging 
respectively. Moreover, J48 with Rotation Forest has 
proved the best-enhanced approach and promising one 
for better accuracy. 

In [22], SVM, Naïve Bayes, Logistic Regression and K-
Nearest Neighbor classifier had been utilized for binary 
classification. In supervised ML algorithms, the 
robustness of the method is progressed accordingly.  

In the literature, some features have a negative 
impact on classification algorithms. The primary goal of 
classification is to reliably predict the target class for 
each occurrence in the data. A classification algorithm 
coordinates between the values of the predictors and the 
values during the model build training process.  
 
 
3. Methodology 
 

This section provides an overview of the proposed 
method, which describes the pre-processing stage of data 
and classification algorithms. 
 
3.1. Overview of the proposed system 
 

An overview of the proposed framework is given in 
Fig. 1. This system is composed of many phases: datasets, 
base learners, meta-learners and comparative analysis of 
the results. In addition, method generalization efficiency, 
10-fold cross-validation, is used for all learners and 
datasets of the classifier. 
 
3.2. Data pre-processing 
 

In this phase, the ranges of the values of the data in 
datasets may be high. In such a scenario, certain features 
can significantly or negatively affect algorithms for 
classification accuracy. Therefore, the data assessments 
are normalized to the [0,1] range using the min-max 
normalization technique [23-24]. For mapping a value, of 
a feature xi from the range [min(xi ), max(xi)] to a new 
range [minxnew, maxxnew ], the normalized feature x̑i is 
computed as Eq. 1. 
 

 
(1) 

 
 

3.3. Classification of algorithms 
 

In this study, three base learners, including J48, MP, 
SVM and two Meta-Learners Rotation Forest and Bagging 
are employed as shown in Figure 1. 

There are numerous phases of methods related to the 
datasets and classifiers. In this work, base learners and 
meta-learner along with several datasets, are 
experienced for binary classification. 
 

4. Experimental work 
 

In these subsections, we define and present the 
experimental procedure, measurements of evaluation 
and results of the experiment. 
 

 
Figure 1. The framework of the method 
 
 
4.1. Experimental process 
 

In the experimental process, five datasets have been 
used from the UCI ML Repository [25]. 

All experiments are performed on base and meta-
learners by using WEKA (Waikato Environment for 
Knowledge Analysis) ML toolkit and JAVA programming 
language [24]. We have utilized default parameter values 
for all the classifiers in WEKA. 

On the other hand, we have carried out 10-fold cross-
validation to all datasets to yield reliable results. The 
cross-validation is imposed on the original dataset 
randomly partitioned into 10 equally sized sets, one of 
which is used as test validation, while the remaining sets 
are used for training operations. The method is recurring 
10 times and calculates the averages of the results. 

Dataset characteristics are evaluated concerning the 
attributes and the number of instances. There are various 
numerical attribute descriptions illustrated in Table I. 
The number of instances, attributes, and classes for each 
dataset are presented in Table I. It is determined by 
investigating the appropriate data or datasets which are 
being utilized for binary classification problems.  

 

Table 1. This is the example of table formatting 
Datasets Instances Attributes Classes 
Abalone 4177 8 29 
Balance Scale 625 4 3 

Diabetes 768 8 2 
German Credit 1000 21 2 

Sonar 208 60 2 
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In this work, various approaches have been carried 
out along with several datasets, which are considered 
suitable for the classification. However, the performance 
metrics are calculated according to the binary 
classification problems based on the confusion matrix. 
 
4.2. Assessment of measures 
 

This section explains the proposed method's five 
performance assessment metrics, consisting of accuracy, 
AUC, precision, recall, and F-measure. 

Accuracy reflects how close an agreed number is to a 
measurement. It is specified further in Eq. (2). 
 

Acc = (
𝑇𝑃+𝑇𝑁

𝑇𝑃 + 𝐹𝑃+𝐹𝑁+𝑇𝑁
) (2) 

 
In equation 2, TN, FN, FP and TP show the number of 

True Negatives, False Negatives, False Positives and True 
Positives [13,16]. 

AUC represents the area under the ROC Curve. AUC 
calculates the whole two-dimensional area beneath the 
whole ROC curve from (0,0) to (1,1).  

Precision is a positive analytical value [22,24]. 
Precision defines how reliable measurements are, 
although they are farther from the accepted value. 

The equation of precision is shown in Eq. (3). 
 

Precision = (
𝑇𝑃

𝑇𝑃+𝐹𝑃
) (3) 

 
The recall is the hit rate [13,16,22,24]. The recall is 

the reverse of precision; it calculates false negatives 
against true positives. The equation is illustrated in Eq 
(4). 
 

Recall    (
𝑇𝑃

𝑇𝑃+𝐹𝑁
) (4) 

 
F-measure can be defined as the weighted average 

[13,16,22,24], of precision and recall. This rating 
considers both false positives and false negatives. The 
equation is illustrated in Eq (5). 
 

𝐹 =  2 𝑥
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
 (5) 

 
These criteria are adjusted proportionally in the data 

by the reference class prevalence in the weighting 
operation. 
 

4.3. Experimental results 
 

Table 2 presents classification accuracies for all 
datasets, base and ensemble learners. As it can be 
observed from Table 2, Rotation Forest with J48 gives 
highly accurate results than other approaches. In 
addition to the fact that meta learner bagging produces 
more accurate results than J48, MP and SVM base 
learners.  

In Table 3, weighted precision values obtained by all 
base and ensemble classifiers for all datasets are 
presented. 

In Table 4 and 5, weighted recall and weighted F-
measure values are illustrated for all datasets, base and 
ensemble classifiers, respectively. 

In Table 6, weighted AUC values are introduced for all 
datasets, base and ensemble classifiers. According to 
Table VI, Rotation Forest gives the best results very close 
or equal to 1.0. So, Rotation Forest can be determined to 
be a very powerful and effective classifier. 

The balance scale, sonar and diabetes datasets have 
significant outputs concerning the accuracy, precision, 
recall, F-measure and AUC parameters; however German 
Credit has somehow satisfactory output and Abalone 
shows lower outcomes in Table 2-6. 

Furthermore, it is analyzed that the Meta learner’s 
rotation forest provides a more accurate outcome. 
Likewise, Meta learners bagging indicates adequate 
consequences. In addition, base learners provide positive 
findings. 

Similarly, Figure 2-6, indicates the accuracy, AUC, 
precision, recall and F-measures values accordingly. 
 
 

 
Table 2. Classification accuracies (%) For Uci datasets 

 
Table 3. Weighted precision values for Uci datasets 

 

 Base Learner Meta Learner Bagging Meta Learner 
Rotation Forest 

Datasets J48 MP SVM J48 MP SVM J48 MP SVM 
Abalone 21.12 26.24 24.11 23.10 27.15 23.63 24.61 27.00 27.48 
Balance Scale 76.64 90.72 89.76 84 92.48 90.08 90.72 94.24 90.40 
Diabetes 73.82 75.39 65.10 74.61 76.82 65.10 76.30 76.30 76.30 
German Credit 70.50 71.50 68.70 73.30 76.10 68.60 74.80 75.40 76.70 
Sonar 71.15 82.21 65.87 77.88 83.65 62.98 79.81 80.77 85.10 

 Base Learner Meta Learner Bagging Meta Learner 
Rotation Forest 

Datasets J48 MP SVM J48 MP SVM J48 MP SVM 

Abalone 0.36 0.43 0.23 0.17 0.37 0.17 0.30 0.40 0.43 

Balance Scale 0.73 0.92 0.83 0.81 0.92 0.86 0.89 0.94 0.83 
Diabetes 0.73 0.75 0.65 0.74 0.76 0.65 0.76 0.76 0.76 

German Credit 0.69 0.71 0.49 0.72 0.75 0.52 0.73 0.75 0.76 
Sonar 0.71 0.82 0.72 0.78 0.84 0.66 0.80 0.81 0.85 
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Table 4. Weighted Recall Values For Uci Dataset 

 

 
Table 5. Weighted F-Measure Values For Uci Datasets 

 
 
Table 6. Weighted Auc values for Uci datasets 

- High Acc, AUC, Precision, Recall and F- measure is shown in Bold. 
 
 
 

 
Figure 2. The chart showing the effects between datasets and accuracies 

 

 Base Learner Meta Learner Bagging Meta Learner 
Rotation Forest 

Datasets J48 MP SVM J48 MP SVM J48 MP SVM 
Abalone 0.21 0.26 0.24 0.23 0.27 0.24 0.25 0.27 0.27 
Balance Scale 0.77 0.91 0.89 0.84 0.92 0.90 0.91 0.94 0.90 
Diabetes 0.74 0.75 0.65 0.75 0.77 0.65 0.76 0.76 0.76 
German Credit 0.70 0.71 0.69 0.73 0.76 0.69 0.75 0.75 0.77 
Sonar 0.71 0.82 0.66 0.78 0.84 0.63 0.79 0.81 0.85 

 Base Learner Meta Learner Bagging Meta Learner 
Rotation Forest 

Datasets J48 MP SVM J48 MP SVM J48 MP SVM 
Abalone 0.40 0.47 0.10 0.15 0.38 0.03 0.24 0.41 0.39 

Balance Scale 0.75 0.91 0.86 0.82 0.92 0.87 0.89 0.93 0.87 

Diabetes 0.74 0.75 0.79 0.74 0.76 0.79 0.75 0.76 0.75 
German Credit 0.69 0.71 0.57 0.72 0.75 0.57 0.74 0.75 0.74 

Sonar 0.71 0.82 0.62 0.78 0.84 0.59 0.79 0.81 0.85 

 Base Learner Meta Learner Bagging Meta Learner 
Rotation Forest 

Datasets J48 MP SVM J48 MP SVM J48 MP SVM 
Abalone 0.59 0.77 0.56 0.70 0.77 0.59 0.72 0.78 0.58 
Balance Scale 0.81 0.98 0.91 0.93 0.99 0.96 0.99 0.99 0.94 
Diabetes 0.75 0.79 0.50 0.79 0.82 0.50 0.82 0.82 0.73 
German Credit 0.64 0.73 0.49 0.75 0.78 0.49 0.78 0.39 0.69 
Sonar 0.74 0.88 0.64 0.89 0.91 0.70 0.90 0.89 0.88 
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Figure 3. The chart showing the effects between datasets and weighted precision values 

 

 
Figure 4. The chart showing the effects between datasets and weighted recall values 

 

 
Figure 5. The chart showing the effects between datasets and weighted F-measure 
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Figure 6. The chart showing the effects between datasets and weighted AUC values 

 
 

5. Conclusions and future work 
 

This section discusses Base and Meta Learners 
outcomes and future challenges in the existing Hybrid 
system. We investigated the various kinds of solutions to 
relevant problems and analyzed different types of 
approaches, tools, and techniques, but we couldn't find a 
single one that could do the entire task at once. Thus, the 
collaborative approach was proposed to analyze the 
Hybrid system. This collaborative nature of the proposed 
system is dependent on two different folds, such as the 
Base and Meta learner’s approach. For the process of data 
collection, multivariate, categorical, integer and efficient 
records have been utilized for the Hybrid system. For 
finding the best results one has to try different methods. 
We have tried different methods and found the best 
combination. The results suggest that the use of the 
feature selection method is advantageous because it 
reduces complexity and increases accuracy. The 
performance of J48, MP and SVM with Rotation Forest 
has been studied using 05 datasets. The main objectives, 
priority of this proposed system and the key findings of 
this research work can be summarized as follows, based 
on the experimental and numerical results: 

The Rotation Forest meta-ensemble learning method 
based on J48 is proposed in this paper. Although Rotation 
Forest can take more space and consume more time for 
computations, this method yields more efficient results 
by using hybrid advantages of base learners’ algorithms. 

The integration of other hybridization ensemble 
learning algorithms/approaches and deployment of 
emerging challenges is the primary focus of our future 
research. 
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 This study presents the design and implementation of a computer-based real-time 
demonstration setup for dynamic highway tunnel lighting control research studies. The 
energy-efficient and controllable lighting systems stand out worldwide because of energy 
efficiency objectives and carbon footprint reduction goals of the countries. An LED (Light 
Emitting Diode) armature-based highway lighting systems are frequently utilized in recent 
years due to lighting efficiency, energy efficiency, long life, environmentally and cost-friendly 
structure of the LEDs as well as zero ultraviolet emissions of them. In this study, the LED-based 
dynamic tunnel lighting control approach has been implemented through the proposed 
demonstration setup which is a typical real-time software-controlled hardware. The parts of 
the proposed demonstration setup have been introduced and detailed to help with some 
upgrade studies in the future. The demonstration setup has been tested in some case studies, 
then the obtained results have been discussed and introduced. In the future, the proposed 
system can be upgraded and utilized for advanced control studies thanks to its computer-
based and simulation environment connection capability. 
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1. Introduction  
 

Turkey is a predominantly mountainous country. 
When looking at the geographic structure of Turkey, it is 
seen that Turkey is surrounded on three sides by the 
seas, which are Black Sea, Mediterranean Sea and Aegean 
Sea. The Mediterranean is in the south, the Aegean is in 
the west, and the Black Sea is in the north of Turkey. It is 
also known that mountains form parallel to the sea along 
the Black Sea and Mediterranean coastlines, and 
perpendicular to the sea on the Aegean Sea coasts. In 
addition, there are volcanic mountain formations and 
mountain formations rising by breaking in the regions in 
the east of Turkey. These geological features of Turkey 
create a great obstacle on the roads built for 
transportation. 

Tunnel constructions for highway routes are being 
more and more important in the world as well as Turkey. 
Transportation can be accelerated, and optimum 
protection can be procured for the environment and the 
landscape through the highway tunnels. Lengths and 
capacities of the tunnels are increased tremendously day 

by day, thanks to the emerging tunnel technologies. In 
long tunnels lighting is an essential issue of the tunnel to 
provide safely and comfortably driving to the drivers. 
Emerging carbon economy and energy efficiency targets 
are becoming a worldwide trend. Therefore, LED (Light 
Emitting Diode) armature-based tunnel lighting systems 
have increased progressively in the tunnels due to 
lighting efficiency, energy efficiency, long life, 
environmentally and cost friendly structure of the LEDs 
as well as zero ultraviolet emissions of LEDs [1-4]. 
However, appropriate lighting is important for drivers’ 
visual perceptions to avoid the black hole effect which 
reduces visual perception of the drivers. It has been 
determined that traffic accidents in tunnels frequently 
experience at the entrances and exits of the tunnels [5-6]. 
Therefore, the tunnel lighting must always procure 
maintained visual perceptions for drivers, both day and 
night, during sudden lighting level changing by their 
entering and exiting the tunnel. Also, optimum and 
dynamic lighting control has an important role in energy 
consumption of the tunnel lighting. 

mailto:rcakmak@gumushane.edu.tr
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Traditional tunnel lighting systems, which are 
independent of the lighting situation outside the tunnel, 
are carried out by sodium vapor lamps. These lamps have 
high power consumption, and their voltage level and 
light intensity cannot be changed. LED lamps, on the 
other hand, have both low power consumption and light 
intensities that can be adjusted by changing the 
operating voltage [7-8]. Therefore, the LED lamps allow 
to adjust the illumination levels at the entrance and exit 
of the tunnels. 

The tunnel zones, tunnel lighting criteria and 
standards have been defined and introduced by [9-10]. 
Following figure presents the zones in the tunnel and 
lighting designs of them to avoid encountering the black-
hole effect and or bright hole effect and help drivers 
adapt to the lighting environment in the tunnel when 
drivers enter the tunnel. 
 
 

 

 
Figure 1. Zones in the tunnel and lighting designs of them. Adapted from [9-10] 
 
 

There are some of the optimal tunnel lighting and 
lighting control systems which are proposed by both the 
literature and tunnel lighting companies. For example, 
Schréder company proposes intelligent tunnel lighting 
solutions which help the driver’s eyes to adjust easily and 
quickly [11]. In similarly, the Thorn Lighting company 
offers tunnel lighting solutions which have fully 
integrated control systems to provide adaptive lighting 
system as to level of light outside the tunnel, time of day, 
speed and density of traffic [12]. An automatic controlled 
highway tunnel lighting system has been proposed by 
[13] to meet lighting requirements and to provide energy 
efficiency. Their proposed automated stepless dimming 
control strategy provides energy saving 80% more than 
high pressure sodium lamps, 35 % more than classical 
rating dimming LED lamps and 20% more than 
traditional four steps-controlled LED lamps. Zeng et al., 
[8] have been designed a fuzzy based control algorithm 
for LED lighted tunnels by utilizing traffic flow and the 
outside illumination level as the intelligent lighting 
control parameters. Their proposed fuzzy logic-based 

LED lighting control system has been utilized in a real 
highway tunnel and it has been calculated that 87 % 
decrease in energy consumption for a ten-month period. 
Xu et al., [14] have been proposed an LED lighting control 
structure for highway tunnels in order to provide soft 
and reliable dimming of the LEDs and avoid adaptability 
problems of the drivers due to brightness changes thanks 
to adapting the digital addressable lighting interface. 
They have been utilized step-down power electronics 
devices to drive the LEDs, and control of the LED driver 
has been performed by using luminance level sensors 
and vehicle detectors in the control system. Wang et al., 
[15] have been asserted a dynamic dimming control 
system for LED lighting of the tunnels through a 
demonstration project. They have been reported energy 
saving the advantages of dynamic dimming-controlled 
LED based tunnel lighting over the high voltage sodium 
lamp and constant luminance LED lighting. Qin et al., [16] 
have been designed an intelligent luminance control 
method for tunnel lighting by considering the traffic flow 
in the tunnel. Their proposed system has two operational 
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strategies which called as day and night operations. In 
the day operation, the luminance of the tunnel’s zones is 
controlled as to the luminance of the tunnel's entrance 
and exit. In the night operation, the luminance is 
increased when the vehicle is entering the tunnel, it 
decreased when the vehicle is exiting the tunnel through 
the proposed strategy. 

In this study, an LED (Light Emitting Diode) based 
dynamic tunnel lighting approach has been designed and 
implemented through devising real time software-
controlled hardware by considering the above-
mentioned literature. Although utilizing of LED lamps 
provides incontrovertible energy efficiency due to their 
low energy consumption [7,8,13], this study focuses on 
to increase safety driving process of the drivers in a 
highway tunnel by the proposed LED lighting control 
system. Thus, it is aimed to provide a dynamic LED 
dimming mechanism which increases the visual 
adaptation of the drivers by controlling the light level of 
the transition areas in the tunnel when the light level in 
the outdoor environment changes. In order to provide a 
demonstration and to make a design and development 
platform for control of LED dimming-based tunnel 
lighting systems, a real-time simulation and PC 
controlled hardware implementation system have been 
devised on an emulated tunnel prototype.  The 
remainder of the paper is organized as follows: Section 2 
focuses on material and method of the study; Section 3 
presents the results and Section 4 gives the conclusion. 
 
 

2. Material and Method 
 

The emulated prototype tunnel dimensions have 
been determined by scaling the entrance, exit, interior 
and transition regions of the tunnels, considering the 
above-mentioned literature on tunnel lighting systems. 
The sensor circuits, which sense the brightness of input 
and output of the tunnel, and the LED driver circuits and 
have been designed and data connection with them to the 
development card have been performed. Arduino Mega 
2560 has been utilized as the development card. Since 
the brightness of the LEDs is directly proportional to 
their voltage levels, the brightness control has been 
performed by DC/DC step-down converter and it has 
been controlled via designed Proportional-Integral (PI) 
controller. In order to drive the LEDs, the Pulse Width 
Modulation (PWM) signal which is adjusted by the 
controller output has been used. The real-time operation 
of the system has been carried out in MATLAB/Simulink 
simulation environment. Therefore, after the simulation 
model has been tuned up and the errors have been fixed 
the simulation model has been transferred to the 
Arduino development card through PC communication.  

The operation logic of the system can be described 
simply by following equation:  
 

𝑂(𝑡) = [𝐾𝑝𝑒(𝑡) + 𝐾𝑖 ∫ 𝑒(𝑡)𝑑𝑡
𝑡

0

] 𝑥𝐿𝑐 (1) 

 
where, 

O(t): Operation signal which is sent to the LED driver. 
Kp: Proportional coefficient of the PI controller. 
Ki: Integral coefficient of the PI controller. 
e(t): The difference between reference lighting level and 
measured lighting level. 
Lc: Lighting coefficient which provide different lighting in 
the zones of tunnel. 
 

In this study, the controller parameters Kp and Ki are 
tuned through MATLAB Simulink Control System 
Toolbox. The Kp and Ki are used as 0.5 and 0.005 
respectively. The saturation blocks which are used in the 
output of the PI controller limits the data between 0 and 
255 due to PWM blocks of the Arduino operate in 8-bit 
data. 

Following subchapters introduce the parts of the 
proposed system and devised platform, and their 
designs.   
 

2.1. Real-time simulation of the system in the 
MATLAB/Simulink environment 
 

Fig. 2 shows the real-time simulation blocks of the 
system in the MATLAB/Simulink environment. External 
(out of the tunnel) illumination data have been read and 
transferred to the control unit through the light sensors 
located in the entrance and exterior zones of the tunnel 
structure. These data have been utilized in compliance 
with the above-mentioned tunnel lighting essentials. The 
DC/DC step-down converters are located at the outputs 
of the control card both acts as a driver for adjusting the 
light intensity and transfers the necessary information to 
the feedback circuit in order to control the desired light 
level. In this system, day and night transition and its 
application has been performed via the algorithm which 
changes the operational logic of the system in day and 
night conditions. Lighting levels outside the tunnel are 
read by the sensor and switch to night mode when the 
illumination level decreased to the night level. So, the 
system continues operating in a way that can be 
described as the opposite of the day operation. 
 

2.2. Light sensor circuit 
 

The light sensor circuit is shown in Fig. 3. Its structure 
is like a voltage divider with LDR. The illuminance levels 
at the entrance and exits of the tunnel are measured 
through this light sensor circuit. 
 

2.3. DC/DC step-down converter circuit 
 

A DC/DC buck converter, in other words DC/DC step-
down converter, is a power electronic device which 
reduces voltage from its input (supply) to its output 
(load).  

Fig. 4 shows the circuit of the traditional DC/DC step-
down converter. The DC/DC step-down converter 
provides the desired voltage level by reducing the mean 
value of the input voltage via chopping. The input voltage 
of the converter is chopped through the pulse width 
modulation (PWM) signals, which are provided by the PI 
controller output in this study. 
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Figure 2. Zones in the tunnel and lighting designs of them 
 

 
Figure 3. Light sensor circuit 
 

 
Figure 4. Traditional DC/DC step-down converter circuit 
diagram 
 

An average voltage is obtained from the output of the 
DC/DC step-down converter as to the on or off state of 
the Q1 switch which is given in Fig. 4. As it can be seen in 
Eq. (2), the average voltage depends on the duty cycle (D) 
which determine the on-off state of the Q1 switch. 
 

𝐷 =
𝑉𝑜

𝑉𝑖𝑛
  and  0 ≤ 𝐷 ≤ 1 (2) 

 
In Eq. (2), 𝑉𝑜 is the output voltage of the converter 

and 𝑉𝑖𝑛 is the input voltage of the converter. The sum of 
the on and off times of the Q1 switch is called the period 
which is denoted by Ts. It is presented in Fig. 5.  

The graph in Fig. 5 shows the voltage between the 
terminals of the Q1 switch. Accordingly, the switch Q1 is 
open during the ton time, and the switch is closed during 
the time indicated by toff. So, the mean value of the output 
voltage will be changed by duty cycle (D) as it presented 
in Eq. (3).  
 

 
Figure 5. Chopping the input voltage as to duty cycle 
which determine on and off time of the Q1 switch. 
 

𝑉𝑜 = 𝐷. 𝑉𝑖𝑛 (3) 

 
The role of the duty cycle and PWM signals in this 

proposed system can be explained as follows. When the 
duty cycle is changed by the controller, the PWM signals 
change, then the voltage of the LEDs changes.  

The following figure shows that the response of the 
controller and PWM signals when the error (the 
brightness difference between inside and outside of the 
tunnel) is changed. 
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Figure 6. The response of the controller and PWM 
signals when the error is changed. 
 

Fig. 7 shows the DC/DC step-down converter circuits 
used in this study. Due to its structure, this circuit allows 
the voltage in the range of 5 V to 35 V given to its input to 
be adjusted between 0 V and input voltage according to 
the duty cycle sent by the control unit. Module LEDs 
operating with 12 V are used in the circuit in the tunnel 
lighting system that was applied. For this reason, LED 
lighting has been controlled to give an output between 0 
V and 12 V by applying 12 V voltage to the DC/DC step-
down converter input. 
 

 
Figure 7. DC/DC step-down converter circuits used in 
this study. 
 

2.4. The feedback circuit 
 

The feedback circuit is given in Fig. 8. This compares 
illumination of the entrance and exit transition zones 
with the exteriors of the tunnel. It is basically a voltage 
divider made with a resistor and a potentiometer.  In 
addition, a voltage follower circuit with LM358 OPAMP is 
designed and in order to provide the system more stable 
and to create a high impedance at the output of the 
voltage divider. This circuit is placed to end of the voltage 
divider. The voltage follower circuit is presented in Fig. 
8.  

In Fig. 9, the printed circuit board (PCB) layout 
diagram and 3D model of the feedback circuit which 
includes the voltage divider and voltage follower. 
 

2.5. PWM driver and signal inversion circuit 
 

Fig. 10 shows the PWM driver, and the signal 
inversion circuit used in this study. This circuit basically 
consists of five transistor switch circuits. The signal 
inversion circuit creates a 180° phase difference in the 
signal which comes from Arduino MEGA 2560 control 
card. The boughten ready to use DC/DC step-down 

converter, which is shown in Fig. 7, operates inversely 
proportional to the duty cycle because of its production 
nature. So, this signal inversion has been utilized to 
ensure operation of the DC/DC converter as it is 
introduced in Eq. (2). Fig. 11 shows printed circuit board 
(PCB) layout diagram and 3D model of the designed and 
implemented signal inversion circuit. 

 
Figure 8. The feedback circuit with voltage follower 
circuits. 
 

 
Figure 9. PCB layout diagram and 3D model of the 
feedback circuit 
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Figure 10. PWM driver and signal inversion circuit. 
 

 
Figure 11. PCB layout diagram and 3D model of the 
signal inversion circuit 

 
2.6. Arduino MEGA 2560 development card 
 

In this study, Arduino MEGA 2560 development card 
has been used to acquire and process of the sensor data. 
These data are utilized in the devised algorithm, which is 
embedded to Arduino MEGA 2560 via 

MATLAB/Simulink, to control the illumination of the 
LEDs thanks to the DC/DC step-down converter and its 
driver. Arduino MEGA 2560 is an open-source 
microcontroller board based on ATmega2560 processor. 
The operating speed of the card is 16 MHz. It has 54 
digital input/output ports, 15 of which can be used as 
PWM output ports. The Mega2560 has 16 analog inputs 
with 10-bit resolution each. They normally operate in the 
0-5 V range. The used Arduino MEGA 2560 is shown in 
Fig. 12. 
 

 
Figure 12. Arduino MEGA 2560 development card 
 
2.7. Devised real time PC controlled demonstration 
platform 
 

The hardware of the devised real time PC-controlled 
demonstration platform to develop and to test dynamic 
LED dimming-based highway tunnel lighting control 
system is shown in the Fig. 13. The parts of the platform 
which are labeled by numbers are introduced in follows. 

 

 
Figure 13. Devised Real Time PC Controlled Demonstration Platform 
 
 

1: Power Supply (12V, 60W) 
2: 5V 3A DC/DC step-down voltage regulator which is used to power supply the Arduino card 
3: The feedback circuit 
4: Arduino MEGA 2560 
5: Sensor to sense day and night 
6: PWM driver and signal inversion circuit 
7: DC/DC step-down converters which drive the LEDs in the tunnel 
8: DC voltmeters shows the voltage of the LEDs located in the different zones of the tunnel 
9: Illumination sensor to sense brightness in exit exterior zone of the tunnel 
10: Illumination sensor to sense brightness in entrance exterior zone of the tunnel 
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2.8. Flowchart of the simulation 
 

The flowchart of the simulation which is uploaded to 
the Arduino MEGA2560 card is shown in Fig. 14. The 
operation mode of the system is controlled by “Is less 
than 750?” condition statement which is given in the 

flowchart of the simulation. The 750 value is a threshold 
value, and it determines the operation condition as night 
or day. The value which is determined as 750 has been 
specified experimentally by trial-error approach such 
that the value represents the night conditions in the 
experimental setup. 

 

 
Figure 14. Flowchart of the simulation 
 

3. Results  
 

Some of obtaining the data set through in the case 
study are presented in Table 1. The PI output is 
converted to 8-bit data, which is the operating range of 
Arduino PWM ports as shown in Fig.2. In the system, the 
lighting levels of the access zone, the transition zone and 
the interior zone are controlled by PWM-10, PWM-9 and 
PWM-8, respectively. Since the PWM-10 value should be 
the same as the outdoor lighting value, the PI output is 
directly connected to this port and the required value of 
feedback is taken from this port.  

The illumination level of the transition zone has 
been determined as 50% of the access zone. So, 50% of 
the PI output value is sent to PWM-9 port. The 
illumination level of the interior zone has been 
determined as 25% of the access zone. So, 25% of the PI 
output value is sent to PWM-8 port. Although it is not 
shown in Table 1, illumination control of the tunnel’s exit 
zone has been controlled in the same manner as above 
rates. 

As it can be seen in Table 1, A8 is the analog input 
port of the Arduino, and the actual light value is read 
from this port. When the table is carefully examined, it is 
shown that the value 1023 is the 10-bit input value of the 

Arduino and represents a maximum voltage of 5 V. When 
the value of the A8 port decreases, A0 feedback port is 
constantly brought to the A8 value via the PI controller. 
In addition, it is seen that the values decrease in the input 
of PWM blocks due to the decreasing amount of light. 
This shows that the amount of light emitted by the LEDs 
in the tunnel is reduced by the DC/DC step-down 
converter, which is connected to the PWM outputs. The 
results of the above-mentioned operation are also can be 
seen in the sixth column of the Table 1 which presents 
the voltage (Volt) of the led whose driver is connected to 
the PWM 10 port. 

Thanks to the day and night transition algorithm, 
when the A8 input value falls below 750, it is seen that 
LED lightings in the tunnel increase from the tunnel 
entrance to the interior area. Then they decrease the light 
level from the middle area to the exit.  

Fig. 15 presents the PI controller output changes in 
the case study.  Since the light level, which are read from 
A8 Port is at the maximum value at the beginning the 
simulation, PI output is equal to zero. As it can be seen 
clearly from the Fig. 15, the decreasing of light while over 
time during the simulation cause changes in the output of 
the PI controller. 
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Table 1. Some of obtained data set through a case study 

Illumination sensor 
data in entrance 
exterior zone 
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Port (A8) Port (A0) 
PWM-10 PWM-9 PWM-8 

Data as 10 Bit Volt Data as 10 Bit 

1023 5 1023 0 0,000021 255 127.5 63.75 12 Max  
1000 4.89 996 4 164.4 91.81 4587 22.92 11.73 

High 
990 4.84 988 2 170.7 84.77 42.11 20.77 11.61 
980 4.79 978 2 172.7 79.44 40.08 20 11.50 
970 4.74 969 1 178.9 75.53 38.31 18.91 11.38 
940 4.59 939 1 182.9 72.13 35.81 17.99 11.03 

Medium  
910 4.45 908 2 187.3 68.12 33.98 16.67 10.67 
890 4.35 887 3 190.6 64.97 32.44 15.92 10.44 
870 4.25 869 1 193.8 61.99 30.91 15.06 10.21 
840 4.11 839 1 200.2 54.67 27.71 13.98 9.85 

Low 
810 3.96 808 2 210.8 44.87 22.75 11.32 9.50 
790 3.86 787 3 222.5 34.63 16.12 8.31 9.27 
760 3.71 758 2 239.55 16.34 8.68 4.14 8.91 
750 3.67 Transition zone for night and day (Night < 750 < Day) 

<750 
Constant light level for night 
conditions 

64 128 255 10.28 Medium  

 

 
Figure 15. Changes of PI output in the case study 
 

 
Figure 16. Changes in inputs of the PWM ports in the case study
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In Fig. 16, changes in inputs of the PWM ports in the 
case study are presented. These data have been logged 
for following scenario. The platform has been tested at 
the maximum amount of external illumination about 22 
seconds. Then the external illumination is decreased, and 
it has been observed that there is a decrease in inputs of 
the PWM ports. At the 32nd seconds, the system has been 
switched to the night mode, and it has been remained in 
the night mode for about 5 seconds. At the 37th seconds, 
the system has been switched to the day mode, and the 
external illumination has been increased to maximum 
outdoor lighting level in approximately 70 seconds. 
Between the 80th and 100th seconds, the system has 
been simulated as if a cloudy weather had occurred such 
that the external illumination level is undulated. 

It can be noticed that from the Fig. 16, when the input 
of the PWM-10 value takes the maximum value of 255, 
the input of PWM-9 value takes the maximum value of 
128 and the input of PWM-8 value takes the maximum 
value of 64. The case results prove that the illumination 
level decreases dynamically from the entrance of the 
tunnel to the interior zone according to the external 
lighting level changes, as it proposed in this study. 
 

4. Conclusion  
 

In this study, an LED (Light Emitting Diode) based 
dynamic tunnel lighting approach has been designed and 
implemented through devising real time software-
controlled hardware. The parts of the proposed platform 
have been introduced and detailed in order to help with 
some upgrade studies in the future. The devised system 
has been tested in some case studies to see the 
effectiveness of it. The case study results have been 
discussed and introduced. The results show that the 
system is performed properly. The devised system can be 
upgraded and utilized for advanced control studies 
thanks to its PC and simulation environment connection 
capability. In the future, it is planned that to develop an 
advanced controller and to test them through this 
platform. Also, this platform can be used for tunnel 
lighting and control practices in some courses in the 
Electrical and Electronics Engineering Departments. 
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1. Introduction  
 

Hydrodynamic bearings are used in high-speed 
rotary device [1]. The radial bearings, which carry load in 
the radial direction and work on the principle of the 
hydrodynamic lubrication, are one of the common types 
of the bearings used in industry. They are especially used 
in environments where cushioning of vibrations and 
resistance and silence to vibratory forces are essential.  
Journal bearings have a great effect on reducing power 
losses in mechanical systems.  The friction factor and 
thus the power loss is a function of viscosity, load, and 
speed. There was a great deal of research at that time 
trying to find the best combinations of materials and 
lubricants that would give the lowest coefficient of 
friction.  

The use of suitable lubricants to reduce the friction 
and wear of mechanical contacts is very important for 
power loss [2]. To reduce maintenance period and power 
loss of rotary machine, some of additive oils have been 
added to base mineral oil in various industries. To 
improve lubricant oil properties, additives have been 
used. These contain antiwear additives, extreme 

pressure additives, viscosity control additives, film-
forming additives, and sediment control additives [3]. 
Recently, attention has been directed towards 
nanoparticles since they have unique properties when 
compared to their majority equivalents. 

Studies in the use of nanoparticles as additives have 
shown to reduce friction and wear [4,5]. The choice of 
appropriate lubricant has a special effect on the 
performance of the bearings. The major losses that 
immerge in a car engine can be friction between moving 
parts. The main role of the lubricant is to retain the 
surface of the two metals dampish, that separates them 
from each other by creating a suitable layer on the 
surfaces with friction, and the heat and created abrasive 
particles will be annihilated [6]. A good lubricant should 
have a high flash point, low pour point and high viscosity 
index (VI).  Nano-additive oil-based lubricants expose 
wonderful lubrication performance for tribological 
applications [7,8]. Due to their proper lubrication 
properties, the use of MoS2 nanoparticles as solid 
lubricants has been highly regarded, recently. MoS2 
nanoparticles has a hexagonal crystalline structure. 
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The self-lubricity properties are related to the large 
area between the S-Mo-S sandwich layers and the weak 
Van der Waals forces and the pure positive charge at the 
surface, resulting in propagation of electrostatic 
repulsion. The layers exist with weak molecular forces 
and can easily slide over each other, [6, 9-12].  The effect 
of MoS2 nano-additives on the frictional properties of the 
lubricating oil was studied by Rajendhran et al [13]. The 
results divulged that 0.5 wt% nano-additives added to 
the pure oil could distinctly improve the tribological 
properties. Numerous studies have been carried out to 
investigate the tribological properties of MoS2 nano-
doped oil-based lubricants. The results demonstrated 
that the lubricant characteristics of the prepared nano-
fluids is attractively improved with the combine of MoS2 
nanoparticles [12, 14-19].    

There are three lubrication regimes for the tribology 
of the journal bearing, which are generally defined as 
boundary, mixed and full film lubrication, firstly obtained 
by the McKee brothers [20]. In this graph, there is usually 
a friction coefficient on the vertical axis, and only velocity 
or an n/P dimensionless expression can be on the 
horizontal axis.  

The variation of the “friction coefficient [µ]” in the 
journal bearing versus the "bearing parameter n/P " is 
shown in Fig. 1. Where n is the speed of the shaft (rev./s), 
p is the nominal pressure of the bearing (N/m2), and  is 
the dynamic viscosity of the lubricant (N.s/m2).  

The friction coefficient, the viscosity of the lubricant 
used in the bearing, the strain applied to the system by 
the external load carried by the bearing, and the relative 
speed difference between the sliding speeds of the 
surfaces can instantly be seen in the graph. With the help 
of this graphic, practical information can be obtained 
about whether the bearing works in the critical operating 
region, that is, in the region close to metal-metal contact. 
 

 
Figure 1. A Schematic Stribeck curves showing three 
lubrication regimes 
 

Since the minimum film thickness is generally 
dependent on surface roughness, bed load and relative 
velocity, an acceptable minimum value is not shown. 
However, in order to avoid metal-to-metal contact and to 
keep friction losses at a minimum level, %20 increase in 
the sum of the surface roughness can be determined as 
the minimum value. In this study, a measurement system 
was used that shows the metal-to-metal contact between 

the bearing and the shaft during the tests. This study 
experimentally compares the effects of MoS2 on the base 
engine oil (Shell Tellus 10) in the statically loaded radial 
journal bearing. In addition, the effect of the MoS2 
concentration particle’s on the tribological behavior of 
lubricants is explored.  

To determine the friction behavior, the bearing 
system was modified and constructed. The structure of 
the particles was characterized by scanning electron 
microscopy (SEM). 
 

 

2. Method 
 

To investigate the effects of additive engine oil on 
bearing performance, a journal bearing test rig designed 
specifically for this research. All experiments were 
carried out using the base engine oil (Shell Tellus 10) and 
by adding 1% by weight Molybdenum Disulfide (MoS2) to 
the base engine oil at the flow rate of 55 cm3/min. The 
optimum mixture of nanoparticle was determined 
according to the results obtained from studies in the 
literature [21-23]. Accordingly, molybdenum disulfide 
was added to the oil at 1% wt.  

The bearing oil temperatures were measured using 
a thermometer at the outlet of the bearing and dynamic 
viscosity values were taken from the calibration chart of 
viscosity-temperature for this type of oil, given Table 1. 

 
Table 1. Typical physical characteristics of the base oil, 
Shell Tellus 10 

Shell Tellus C Oil  
Viscosity Garde (ISO 3448) 10 
ISO Oil Type HL 

Viscosity cSt 
40 °C 10 
@ 0 °C 2.5 

Viscosity Index (IP34) 70 
Density @ 15 °C (IP 160) kg/l 0.877 
Falsh Point (IP34) (PMCC) °C 166 

 
Tests carried out two different oil temperature, each 

test oil temperature remained in the range 25-30 °C and 
50-60 °C with matching dynamic viscosity 0.02 and 0.01 
N.s/m2, respectively.  After running-in (initial) process, 
and final (the end of working at 253N and 553N; 1.22 and 
2.66 MPa pressures) surface roughness of the journal 
bearings and the shaft was measured by using surface 
roughness tester (Mahr-Germany Perthen Perthometer) 
in pursuant of DIN 4768. Surface roughness parameters 
such as center line average (Ra), average peak to valley 
height (Rz) and maximum peak to valley height (Rmax) 
were measured by using a driving unit at a tracing speed 
of 0.5 mm/s with traversing and cut-off lengths, 4.8 mm. 
In order to read measured roughness values, the device 
was connected to a measuring indicator.  The average 
values of five roughness measurements were taken. The 
surface roughness results before and after the tests are 
given in Table 2. As seen in Table 2, the roughness of the 
bearing and shaft surfaces changed very little during the 
tests. 
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Table 2.  Surfaces roughness values before and after experimental studies 

 
 
2.1. Bearing Material  
 

In order to minimize wear in plain bearings, the 
selection of the bearing material working with the shaft 
is very important [24]. For this reason, containing tin (6-
40%), aluminum-based ZA-27 plain bearing   was used as 
the bearing material in the experiments. To determine 
the chemical compositions of the alloy, the atomic 
absorption method was used. The results of chemical 
analysis of the plain bearing and measured MoS2 
particles size range were given in Table 3. 
 
Table 3. Chemical compositions of the alloys and   
measured MoS2 particles size range 

 
 

2.2. Physical Methods  
 

Experimental test rig of the journal bearing is given in 
Fig. 2 as; a) schematic representation, b) photo and c) 
technical drawing with dimensions.   The rig consists of a 
rigid tubular steel of square profile frame equipped with 
a pneumatically operated pressurized oil supply, a 
filtered oil tank, a modified electronic circuit with shaft 
and bearing housing, a direct current   variable speed 
control unit, assembly of split journal bearing and 
electronic instrumentation for indicating shaft speed and 
motor current. The apparatus operates a 220-240 V 
mono phase electrical supply and an air supply at a 
minimum pressure of 0.6 MPa. The pressurized oil 
system composed of a double acting pneumatic cylinder 
driving a hydraulic oil cylinder in a reciprocating 
manner. Integrated in the system are two over pressure 
relief valves, which limit the oil supply pressure to the 
bearing and hydrostatic pad to approximately 0.15 and 
1.6 MPa respectively. 

In this experimental test rig, the hydrostatic pad is 
constructed using mild-steel, and accurately lapped to fit  

the journal bearing housing with suitable tolerance. 
Without affecting the sensitivity of friction torque 
measurements, 11 oil jets used for separate the 
hydrostatic pad and outside of the bearing cap, enables 
the bearing load to be transmitted to the bearing, which 
is increase up to maximum 553 N. Oil leakage from the 
bearing and hydrostatic pad is collected in the drip tray 
and returned to the reservoir. The test oil is collected in 
another tray and returned to the gap between shaft and 
bearing via pump. The journal bearing housing is made 
of iron and has a correctly ground bore to support thin-

walled bearings used in automobile engines. The sleeve 
was made of steel hardened to 722 HB. 

The rotational speed could be adjusted in the range of 
0-1100 rpm (0-2.88 m/s) using a direct current speed 
control unit. 

In order to be able to measure the measurements in 
the boundary and mixed friction regions in detail at the 
test duration, the stepper motor and equipment’s were 
mounted to the system using one-way clutch gear, Fig 2-
b. The effective bearing length was taken as 18 mm (Fig. 
2-c) to operate at a pressure of 2.66 MPa because the 
maximum allowable load of the test rig was 553 N. The 
diameter of shaft and thin-walled journal bearing are 
50.760 and 50.850 mm, respectively. The bearings had a 
bearing clearance of 45 µm, Fig. 2-c. 

By using a Wheatstone bridge circuit with strain 
gauges on the torque plate, the friction torque on the 
journal bearing was measured.  Two strain gauges on the 
bridges were used as active gauges, others used as 
passive gauges. The torque signal obtained from the 
bridge circuit was calibrated and transmitted to the 
recorder device and this enabled monitoring and 
recording the signals. Using strain gauges signals, the 
recorded signal values were then converted into friction 
torque considering the dimension of bearing. Before 
executing tests, the journal bearing surfaces were 
exposed to running-in process under a pressure of 1.2 
MPa at a constant rotational shaft speed (500 rpm, 1.3 
m/s) for 10 minutes. After this process, experimental 
tests were carried out at rotational speeds ranging from 
0 rpm to 300 rpm (0.78 m/s) for 5 minutes at each shaft 
speed. The pressures of hydrostatic pad and lubricating 
oil were selected as 1.2 and 0.1 MPa respectively. To 
investigate the effects of additive engine oil on bearing 
performance, base engine oil (Shell Tellus 10) and MoS2 
nano particles were used by adding 1% by weight to the 
base oil. The structure of the particles was characterized 
by scanning electron microscopy (SEM), shown in Fig. 3. 
The MoS2 nanoparticles have a platelet-like shape with 
an average diameter of 7.2 µm, (Table 3). Purity of the 
nanoparticles is 99%. The average particle size and 
density of the MoS2 additive at 25°C are 3.20 µm and 5.06 
g/cm3, respectively. 

After each experiment, the bearing and shaft surfaces 
were cleaned with acetone-isopropanol mixture and the 
tests were prepared for initial conditions. The results 
were evaluated taking into consideration the formation 
of a boundary lubrication, mixed lubrication and liquid 
film lubrication. Experiments were carried out up to 300 
rpm; 553 and 353 N bearing loads. Additive rates were 
selected as 1wt%. The running time of the tests were 
implemented in the range of 600-700s and 20-55°C 
under 70% relative humidity. Information on test 
conditions is also given in Table 4.   
 

Before 
(Bearing) 

After 
(Bearing) 

Before 
(Shaft) 

After 
(Shaft) 

Ra (µm) Rz (µm) Ra (µm) Rz (µm) Ra (µm) Rz (µm) Ra (µm) Rz (µm) 
0,25 1,45 0,18 0,92 0,36 1,17 0,34 2,02 

Alloy Chemical composition 
(Weight %) 

 
 

Size range of 
MoS2 particles 
(±1m) 

ZA-27 
Zn Al Cu Mg 

3,5-11 70,8 27.2 2.01 0,02 
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Figure 2. The journal bearing test rig; (a) Schematic,  
(b) Photo (c) Dimensions of the plain bearing 

 
Figure 3. SEM morphologies of the MoS2 nanoparticles 
 

3. Results and Discussion 
 

In the experiments, the base oil (Shell Tellus 10) and 
1 wt.% MoS2 additive were used to determine the effects 
of MoS2 particles on the friction behavior in the bearing. 
As shown in Fig. 4, using MoS2 additives, lower friction 
torque values were obtained in the tests compared to the 
base oil at 27°C test condition. This difference is even 
more pronounced in the boundary and mixed friction 
regions.  For example, an average increase of 0.3 and 0.6 
Nm is observed in the friction torque at 253N and 553N 
bearing loads in the boundary friction region, 
respectively. It is seen that the friction torque values in 
the bearing increase with the increasing bearing load. As 
a result, it has been determined that the effect of MoS2 
additive is more dominant in metal-to-metal contact 
operating conditions than that of the liquid film region. 
In the bearing tests with different oils performed at 253 
N bearing load, the transition speed values are very close 
to each other and are around 14 rpm. As shown in Fig. 5, 
using of MoS2 additives at 253N, the minimum friction 
torque value was obtained as 0.037 Nm. While using the 
base oil at the same test conditions, this value was 0.041 
Nm.  It was detected that MoS2 particles has a more 
effects to decrease the friction torques than the base oil 
in the bearing. 
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Figure 4. Variation of friction torque with rotational 
speed in two different oil and load tests 
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Figure 5. Variation of friction torque with rotational 
transition speed values in two different oil and load tests 
 

In addition, the rotational transition speed values 
decrease with the use of MoS2 additives, hence, frictional 
torque reaches at the minimum value at 27°C test 
condition. This means that, MoS2 additives facilitates the 
formation of oil film between the bearing and the shaft. 
Using the base oil at 553 N bearing load, friction torque 
and rotational transition speed values increases and 
these values are 0.06 Nm and 30 rpm, respectively. Using 
MoS2 additives these values are 0.057 Nm and 20 rpm, as 
shown in Fiq 5. In the fluid friction region, this difference 
is approximately 0.02 Nm at low load and 0.01 Nm at high 
load. 

In order to determine the friction coefficient in the 
plain bearing at 27°C test conditions, firstly, the 
peripheral friction force values in the bearing were 
measured, and then, the friction coefficient values were 
obtained by taking the ratio of this friction force to the 
bearing load. Variation of frictional coefficient with 
rotational speed for two different oil (base oil and 1 wt% 
MoS2 additive) and load was given in Fig. 6. As shown in 
Fig. 6, higher friction coefficient values were obtained in 
the base oil tests compared to the MoS2 additive oil. 
These differences were even more in the boundary and 
mixed friction regions. It is seen that the friction 
coefficient values formed in the bearing decreases with 
increasing bearing load. The reason for the decrease may 
be that, compared to the friction force, the increase in the 
bearing load is higher, or the internal friction of the oil 
decreases as a result of the thinning of the oil film 
between the surfaces. Hence, the effect of surface 
roughness was effective in terms of friction coefficient 
under metal-to-metal contact operating conditions. 

In addition, the rotational transition speed values 
decrease with the use of MoS2 additives, hence, frictional 
coefficient reaches at the minimum value. Using the base 
oil at 253 N, the values of transition speed and frictional 
coefficient are 14 rpm and 0.007, respectively. With the 
use of MoS2 additives, the values decreased to 13 rpm and 
0.006, respectively. This means that, MoS2 additives 
facilitates the formation of oil film between the bearing 
and the shaft. Using the base oil at 553 N bearing load, 
friction coefficient and rotational transition speed values 
increases and these values are 0.015 and 30 rpm, 

respectively. Using MoS2 additives these values are 0.009 
and 20 rpm, respectively, as shown in Fig. 7. In the fluid 
friction region, this difference is approximately 0.001 Nm 
at low load and 0.015 Nm at high load.  
 

 
Figure 6. Variation of frictional coefficient with 
rotational speed in two different oil and load tests 
 

Using the MoS2 particles as additives, the effect of oil 
temperature on the friction torque is given in Fig. 8. As 
shown in Fig. 8, higher friction torque values were 
obtained at higher oil temperatures in the tests. 
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Figure 7. Variation of friction coefficient with rotational 
transition speed values in two different oil and load tests 
 

Compared to the base oil, tests using oil with MoS2 
additives reveal lower temperature differences. This 
difference decreasing with the load As a result, it has 
been determined that the effect of surface As In the fluid 
friction region, the friction torque in the bearing 
decreases with the increasing oil temperature. While the 
friction torque decreases due to increasing temperature, 
the transition speed is increases. With the increase of 
temperature in the fluid friction region, the friction 
torque also decreases, while the transition speed 
increases. As a result, it has been determined that the 
effect of oil temperature is effective in terms of friction 
torque under metal-to-metal contact operating 
conditions.  
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Figure 8. Variation of friction torque with speed using 
two different oil and temperature tests 
 

The effects of oil temperature with different oil (base 
oil and 1 wt.% MoS2 additive) on the friction coefficient 
were given in Fig. 9. As shown in Fig. 9, higher friction 
coefficient values were obtained in the base oil tests 
compared to the MoS2 additive oil at 55 °C test 
conditions. These differences were more in the boundary 
and mixed friction regions. It was seen that the friction 
coefficient values formed in the bearing decreases with 
the increasing bearing load at high working oil 
temperatures, 55°C. The reason for the decrease may be 
that compared to the friction force the increase in the 
bearing load is higher, or the internal friction of the oil 
decreases as a result of the thinning of the oil film 
between the shaft and bearing surfaces. Hence, the 
surface roughness was effective in terms of friction 
coefficient under metal-to-metal contact operating 
conditions. 
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Figure 9.  Variation of frictional coefficient with speed in 
two different oil and temperature at 553 N 
 

Additionally, variation of frictional coefficient with 
transient speed in two different oil and temperature at 
553 N test were detailed in Fig.10.  

The rotational transition speed values decrease with 
decreasing oil temperature for both of MoS2 additives 
and base oil. But using MoS2 additives these decreases 

were more than that of the base oil. It can be said that, oil 
viscosity decreased with increasing temperature, and oil 
film formation becomes easier. Friction coefficient 
reaches to the minimum value when transient rotational 
speed has occurred.  Using the base oil at 553 N, the 
values of transition speed and frictional coefficient were 
30 rpm and 0.018, respectively, at the 55°C test 
condition. With the use of MoS2 additives at the same oil 
temperature, friction coefficient value decreased to 
0.016. Using the base oil at 27 °C test condition, friction 
coefficient and rotational transition speed values 
decreased and these values were 0.021 and 30 rpm, 
respectively. Using MoS2 additives these values were 
0.017 and 20 rpm, respectively. Hence, increasing with 
oil temperature, oil film formation between shaft and 
bearing becomes more difficult. 
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Figure 10. Variation of frictional coefficient with 
transient speed in two different oil and temperature at 
553 N 
 

4. Conclusion  
 

The aim is to further reduce friction by adding 
inorganic compounds as additives to the engine oils used 
between the shaft and the bearing. The results of this 
study show that all the influential factors such as base oil, 
additive oil, test pressure and test speed have a 
significant effect on controlling the frictional behavior of 
thin-walled plain bearings. In this study, by adding 1% by 
weight Molybdenum Disulfide (MoS2) to the base (Shell 
Tellus 10) engine oil, the effects of the MoS2 additives on 
the bearing performance were examined and the 
following results obtained. 

 

1. Compared to the base oil, the MoS2 additives 
exhibits less friction behavior at increasing bearing load 
and temperatures. 

2. MoS2 additives is more effective in the mixed 
friction region than that of liquid film region. As a results, 
it is possible to evaluate whether tribofilm formation 
may occur in boundary or mixed lubrication on the 
surfaces of the shaft and bearing. 

3. The friction reduction effect of MoS2 additives are 
increasing with higher bearing load. 

4. As a result of these tests, owing to MoS2 additives 
facilitates the formation of oil film between the bearing 
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and shaft, it is concluded that MoS2 additives reduces 
wear and increases journal bearing life. 
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 This study investigates the effects of variable queue lengths and green times on discharge 
flow rates at real-time managed intersections in Mersin, Turkey.  For this purpose, traffic 
flow data were collected at two different signalized intersections during morning peak hours 
for two days. The traffic data including the time headways, queue lengths for each cycle were 
derived from video records via MATLAB coding while the signal timing data were obtained 
from Mersin Metropolitan Municipality. The impact of variable queue lengths and green 
times on discharge flow rate were evaluated separately via analysis of variance (ANOVA) 
tests.  The results indicated that time headways of the first vehicles in the queue were 
statistically larger than the time headways of the remaining vehicles in the queue (p-
value<0.05). On the other hand, the time headways of the remaining vehicles in the queue 
were not found statistically different at 95 confidence level (p-value>0.05). Furthermore, the 
effect of the variable green time on discharge flow rate revealed that the significant 
difference was only observed for the first twelve seconds of the green time.  
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1. Introduction  
 

Traffic congestion has become one of the major 
problems of urban transportation as a result of the rapid 
increase in vehicle ownership. Geometrically well-
designed signalized intersections and their appropriate 
management can reduce the consequences of this 
problem. Fixed-time and real-time signalization systems 
are used to manage the traffic flow in urban areas. 
However, fixed-time signalized systems have some 
drawbacks, when the traffic is oversaturated during the 
peak hours, which causes longer queue lengths. To 
eliminate these problems, traffic engineers have 
developed signalized systems that manage intersections 
with real-time traffic flow data. In these systems, the 
green times of the approach legs are determined by 
considering the instant traffic demand.  

Discharge flow rate and saturation flow can be used 
to evaluate performance of the signalized intersections. 
The relationship of between these two parameters, green 

time, queue length and intersection geometry have been 
studied in many studies in the literature. Khosla and 
Williams [1] found that discharge flow rate tends to 
decrease after the 60 seconds of green time, but it is not 
statistically significant. Denney et al. [2] concluded that 
as the green time increases, the discharge flow rate 
decreases. On the other hand, Lin and Thomas [3] stated 
that the discharge flow rate increases with increase in 
effective green time. Stanić et al. [4] concluded that 
discharge flow rate of the first four vehicles in the queue 
is significantly lower than the discharge flow rate of the 
other vehicles in the queue. More specifically, it was 
observed that discharge flow rate increases 10% to 15% 
after the first four vehicles. Chaudhry and Ranjitkar [5] 
observed the increasing trend in discharge flow rate 
toward the back of the queue. This result was also 
supported by other studies [6-7]. On the other hand, 
some studies concluded that discharge flow rate 
decreases toward the back of the queue [8-10].  

https://dergipark.org.tr/en/pub/tuje
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A majority of these studies have been carried out on 
intersections managed with fixed-time signalization 
systems, however, it is very limited for real-time 
managed intersections which is the main motivation of 
this research.  This study aims to make a discussion on 
the effect of variable queue lengths and green times on 
traffic flow at real-time managed intersections.  For this 
purpose, traffic flow data were collected at two different 
real-time managed signalized intersections during 
morning peak hours in Mersin, Turkey. Relations 
between green time and queue length and discharge flow 
rate were statistically investigated. 

 

2. Study Area 
 

To examine the effect of the variable queue lengths 
and green times on the discharge flow rate, two isolated 
intersections were selected on major arterials located in 
Mersin, Turkey (see Figure 1). These intersections are 
fully actuated and the green times were allocated based 
on the arrival flow rates. One of them was 4-leg (namely 
CNR) and the other one was roundabout (namely Kipa) 
as shown in Figure 1. The following points were 
considered while selecting these intersections:  

 

− Intersections with three lanes in each approach were 
selected to minimize the effect of right and left 
turning vehicles. 

− Intersections with low heavy vehicle volume were 
selected to reduce negative effects of heavy vehicles. 

− Intersections with lower pedestrian movements were 
selected to eliminate negative effects of pedestrian 
movements.  

− Intersection with smaller approach slopes (i.e., less 
than 2%) were selected to reduce negative effects of 
high slopes.  

 
Video camera data were collected during the morning 

peak hours of 7:30-9:30 on October 8-9, 2019. The 
approach legs with higher arrival flow rates were 
considered, since the effect of variable green times can be 
observable only if the approach leg was under saturation 
flow condition. Thus, east, west and north approach legs 
were taken into consideration for the Kipa intersection, 
while only west approach leg was considered for the CNR 
intersection. In addition, the right and left turning 
vehicles were not considered for this study; thus, only the 
middle lane of each approach leg was analyzed.  
 

 
Figure 1. General view of Kipa and CNR intersections  
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3. Methodology  
 

Figure 2 presents the proposed methodology of the 
study. For each approach leg of the Kipa and CNR 
intersections, traffic flow video data and signal timing 
data (green and red times) were obtained from 
Transportation Department of the Mersin Metropolitan 
Municipality. Time headway of the vehicles passing 
through the green time were calculated by deciphering 
video camera records in MATLAB® programming 
software, will be later converted to the discharge flow 
rate. Note that only cycles with queue length greater than 
8 vehicles were considered based on the Highway 
Capacity Manual recommendations [11]. In overall, 337 
cycles were analyzed from two intersections (254 cycles 
for Kipa intersection and 83 cycles for CNR intersection) 
(see Table 1).   
 

 
Figure 2. Methodological framework of the study. 
 

Table 1. Traffic flow characteristics at Kipa and CNR intersections 
Intersection Kipa  CNR 
Approach Leg West  East  North  West 
Number of Cycles 125  53  76  83 

Green Time (sec.) 
Min. 31  19  20  18 
Avg. 56  32  24  22 
Max. 72  35  30  33 

Red Time (sec.) 
Min. 30  48  54  63 
Avg. 46  67  76  69 
Max. 78  77  91  90 

Cycle Time (sec.) 
Min. 76  76  77  84 
Avg. 105  101  102  94 
Max. 130  114  120  111 

Queue Length (veh./cycle/lane) 
Min. 8  8  8  8 
Max. 25  15  15  13 

Arrival Cycle Volume (veh./cycle/lane) 
Min. 9  8  8  8 
Max. 33  15  15  16 

Traffic Composition (%) 
Car 94  91  95  93 
Minibus 5  3  3  5 
Others 1  6  2  2 

 
 

To study effect of queue lengths, vehicles in the queue 
were grouped with four vehicles. Number of vehicles in 
each group (N), their average time headways (ℎ̅̅̅) and 
corresponding discharge flow rates (𝛽) are presented in 
Table 2 and 3.  

As it is seen in Table 2, 6 groups were obtained for 
Kipa intersection. The number of vehicles (N) in each 
group varies between 36 and 1.016 and the average time 
headways (ℎ̅) vary between 1.69 and 2.73 seconds (see 
Table 2.). In addition, 3 groups were obtained for CNR 
intersection. The number of vehicles (N) in each group 
varies between 126 and 332, and the average time 
headways (ℎ̅) vary between 1.75 and 2.35 seconds (see 
Table 2.).  
 
 
Table 2. Discharge flow rate with respect to queue 
positions at Kipa intersection 

Kipa  
Queue Position 

1–4 5–8 9–12 13–16 17–20 21–25 
N 1,016 1,016 618 249 79 36 
ℎ̅ 2.73 2.03 1.91 1.85 2.03 1.69 
𝛽 1,319 1,773 1,885 1,946 1,773 2,130 

 

Analysis of variance (ANOVA) test was used to study 
effects queue lengths on the discharge flow rates and the 
following hypothesis was tested at 0.05 significance 
level.  
 
H0: The time headways of the vehicles in all groups are the 
same. 
H1: Time headways of the vehicles in at least one group is 
different. 
 
Table 3. Discharge flow rate with respect to queue 
positions at CNR intersection 

CNR  
Queue Position 

1 – 4 5 – 8  9 – 13  
N 332 332 126 
ℎ̅ 2.35 1.83 1.75 
𝛽 1,532 1,967 2,057 

 
Since the green time ranges at Kipa and CNR 

intersections are significantly different, different green 
time intervals were used to analyze effects of green times 
on discharge flow rates at Kipa and CNR intersections. 
Specifically, Kipa intersection was analyzed with green 
time intervals of 12 seconds and CNR intersection was 
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analyzed with green time intervals of 6 seconds (see 
Figure 4). As an example, a total 801 were entered Kipa 
intersection from during the cycles with a green time 
between 25 and 35 seconds. 268 vehicles entered the 
intersection during the first 12 seconds of green time, 
398 vehicles entered the intersection during the second 
12 seconds of green time and 135 vehicles entered 
during the remaining green time period.  

Analysis of variance (ANOVA) test was used to study 
effects variable green times on discharge flow rates and 
the following hypothesis was tested at 0.05 significance 
level.  
 
H0: Time headways of the vehicles during each 6 or 12 
second intervals of the green time are the same. 
H1: Time headways of the vehicles during at least one the 6 
or 12 second interval of the green time is different. 
 
 
 

4. Results  
 

The traffic composition was very similar for all 
approaches; almost 90% of the vehicles were private cars 
followed by the minibuses with 2.8%-4.7%. Cycle volume 
indicating the number of the passing vehicles during each 
cycle showed that arrival flow of the west direction of the 
Kipa intersection was almost twice of the other 
approaches. The higher green times were observed for 
the west direction of the KIPA intersection ranging from 
31 sec to 72 sec with an average of 56 sec (see Table 4). 
The other approaches did not seem to be congested in 
which the green times were ranging from 20 sec to 35 
sec. For the CNR intersection, green times ranged from 
18 sec to 33 sec. Except for the west approach of Kipa 
intersection, the maximum queue lengths were almost 
same for the remaining three approaches with 13-15 
vehicles (see Table 4). In this study, queue lengths were 
calculated based on the number of stopped vehicles at 
the end of the red time. The vehicles entering to the 
queue after the start of green time were not considered. 

 
 
 
 
Table 4. Average time headways of vehicles at 12 and 6 second green time intervals at Kipa and CNR intersections 

Green Time (sec.) 

Green Interval (sec.) – Kipa Intersection 
[0 – 12) [12 – 24) [24 – 36) [36 – 48) [48 – 60) [60 – 72) 

ℎ̅ 𝑁 ℎ̅ 𝑁 ℎ̅ 𝑁 ℎ̅ 𝑁 ℎ̅ 𝑁 ℎ̅ 𝑁 

[15 – 25) 2.68 179 1.90 215 2.04 4 - - - - - - 
[25 – 35) 2.66 268 1.96 398 2.33 135 - - - - - - 
[35 – 45) 2.53 212 2.09 267 2.49 185 2.61 26 - - - - 
[45 – 55) 2.71 90 2.24 135 2.14 128 2.44 105 3.30 20 - - 
[55 – 65) 2.72 126 2.07 185 2.06 189 2.13 173 2.65 107 3.30 11 
[65 – 75) 2.67 163 2.02 239 2.06 228 2.17 219 2.16 220 2.28 149 

Green Time (sec.) 

Green Interval (sec.) – CNR Intersection 
[0 – 6) [6 – 12) [12 – 18) [18 – 24) [24 – 30) [30 – 36) 

ℎ̅ 𝑁 ℎ̅ 𝑁 ℎ̅ 𝑁 ℎ̅ 𝑁 ℎ̅ 𝑁 ℎ̅ 𝑁 

[15 – 20) 2.59 40 1.92  66 1.76 66 2.12 6 - - - - 
[20 – 25) 2.49 80 2.08 131 1.78 139 1.89 88 - - - - 
[25 – 30) 2.87 18 2.20  35 1.91 40 1.63 40 2.04 10 - - 

[30 – 35) 2.18 14 2.24  20 1.89 23 1.68 24 1.77 22 1.69 5 

 
 
4.1.The effects of queue length on discharge flow rate 
 

The results obtained for Kipa and CNR intersections 
were consistent. It was found that the time headways of 
the first four vehicles in the queue were statistically 
larger than the time headways of the remaining vehicles 
in the queue (p-value<0.05). On the other hand, the time 
headways of the remaining vehicles in the queue were 
not statistically different (p-value>0.05).  

Kipa intersection reached the maximum flow rate 
between 13th and 16th vehicles in the queue, which was 
about 1,950 veh/hour/lane (see Figure 3). Note that the 
number of vehicles in the last queue group in Kipa 
intersection was quite low. Therefore, it was not taken 
into consideration in determining the maximum 
discharge flow rate. The CNR intersection reached the 
maximum flow rate between 9th and 13th vehicles in the 
queue, which was about 2,050 veh/hour/lane (see Figure 
3). 

 

4.2. The effects of variable green time on discharge 
flow rate 
 

For Kipa intersection, the time headways of the 
vehicles in the first 12 seconds of the green time were 
statistically larger than the time headways of the 
remaining vehicles during the green time (p-value<0.05).  

On the other hand, it is not possible to say anything 
statistically about the relationship between other groups. 
This result indicated that the discharge flow during the 
first 12 seconds of the green time were lower than the 
discharge flow rates of remain green time period (see 
Figure 4). Therefore, it can be concluded that first few 
vehicles passing through in the first 12 seconds of the 
green time were subjected to significant initial losses.  

For CNR intersection, the time headways of the 
vehicles in the first 6 seconds of the green time may said 
that statistically larger than the time headways of the 
remaining vehicles during the green time (p-value<0,05). 
On the other hand, it is not possible to say anything 
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statistically about the relationship between other groups. 
This result indicated that, the discharge flow during the 
first 6 seconds of the green time were lower than the 
discharge flow rates of remain green time period (see 
Figure 5). Therefore, it can be concluded that first few 
vehicles passing through in the first 6 seconds of the 
green time were subjected to significant initial losses. For 

the cycles with less than 25 seconds of green time, the 
maximum discharge flow rate was obtained between 12th 
and 18th second green. Otherwise, the maximum 
discharge flow rate was obtained between 18th and 24th 
second green (see Figure 5). 
 

 
 

  
Figure 3. Discharge flow rates of queue groups at (a) Kipa and (b) CNR intersections 

 
 

  
  

  
  

  
Figure 4. Discharge flow rate of vehicles entering the Kipa intersection at 12 second intervals 
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Figure 5. Discharge flow rate of vehicles entering the CNR Intersection at 6 second intervals 

 
 
5. Conclusion  
 

Two real-time signalized intersection approaches in 
the Mersin city center were studied to analyze the 
impacts variable green times and queue lengths on the 
discharge flow rates. The results can be summarized as 
follows:  

 
− Time headways of the first four vehicles in the queue 

were statistically larger than the time headways of 
the remaining vehicles in the queue. Therefore, the 
discharge flow rate of the first four vehicles was lower 
than the discharge flow rate of the remaining vehicles. 
More specifically, the discharge flow rate increased 
almost 30% after the first four vehicles. This means 
that the first four vehicles in the queue were 
subjected to significant initial losses. In addition, time 
headways of the vehicles in the queue statistically 
remained constant after the first four vehicles in the 
queue. Therefore, it can be concluded that saturation 
flow was obtained with the fifth vehicles in the queue. 
This result is consistent with some studies in the 
literature [1, 4, 11, 12]. 

− Time headways of the vehicles in the first 12 seconds 
of the green at the Kipa intersection and in the first 6 
seconds of the green time at the CNR intersection are 
statistically larger than the time headways of the 
other vehicles. Therefore, the results of the queue 
length green time analyses confirm each other. 
Therefore, it was statistically revealed that the initial 
lost times encountered by the first vehicles in the 
queue have negative effect on the traffic flow.  
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 Non-structural elements of a building are often not considered in structural 
analysis. Therefore, due attention is not paid to them during the design process of 
the building. However, non-structural elements are exposed to seismic forces and 
therefore they are exposed to damage and failures that have psychological and 
economic consequences in some critical and vital structures during seismic events. 
Depending on the type of building the total cost of non-structural elements and the 
ratio of the project cost are many times higher than the cost of structural elements. 
In this study, the equivalent earthquake load was investigated within the scope of 
the design principles of non-structural building elements under the effect of the 
earthquake defined in Turkish Building Earthquake Code 2018. 

 
 
 
 
 
 

1. Introduction  
 

Earthquakes, which are caused by the shaking of the 
earth by seismic waves that occur as a result of 
unexpected energy in the Earth's crust, cause damage to 
structures according to their magnitude. Plastic 
deformations or collapses occur in columns, beams, 
floors and foundations of the building, which cannot bear 
the energy generated during an earthquake. If the 
structural elements damaged beyond the target level, the 
damage of the non-structural elements could cause loss 
of life, property and function. 

The design of non-structural building elements was 
compulsory by the Turkish Building Earthquake Code 
2018 (TBEC 2018) [1]. There is a lack of project controls 
and implementation supervision in our country about 
this subject area. Studies conducted on this important 
issue were continue in our country which is at the 
earthquake zone [2-3]. 

Atu [2] has studied about the architectural details 
damaged by earthquake and precautions to be taken in 
her master thesis in the year 2000. According to this 
study; it has concluded that precautions should be taken 
and that the subject is not sufficiently covered in the 

codes. Özkaya [4] evaluate the performance targets, 
measures and the approach of the TBEC 2018 to this 
issue in order to avoid the losses and negativities that 
may occur. Girgin [5] has explained the importance of 
seismic design of secondary systems due to the damage 
during several earthquakes and studies for dynamic 
analysis of secondary systems with the effect of dynamic 
and physical characteristics in his master thesis. Tüzün 
[6] has presented new approaches in seismic design of 
buildings and seismic protection methodologies for 
mechanical installations and emphasized that the 
earthquake protection of the installations is a 
multidisciplinary study and requires the 
interdisciplinary collaborations. İpek et al. [7] investigate 
the evaluation of non-structural systems in terms of 
earthquake effects in their study. İpek [8] have made the 
definition, classification and examination of non-
structural elements in terms of dynamic behavior of a 
structure under the effect of earthquake loads in his 
study. Mısır et al. [9] studied about the reducing the 
damages of non-structural elements and performed 
dynamic tests on non-structural elements using a 
shaking table. Taş [10] investigate the earthquake 
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behavior of non-structural wood interior equipment. 
Beşir and Dereci [11] investigate the risks and measures 
that can be taken by non-structural elements in housing 
indoor during earthquakes. 

In this study, the equivalent earthquake load (which 
is abbreviated as Fie) calculation for the non-structural 
element or equipment was studied within the scope of 
the design principles of non-structural building elements 
under the effect of the earthquake defined in TBEC 2018. 
By making calculations for some non-structural elements 
related to the subject, the variation of the equivalent 
earthquake load acting according to the location of the 
elements in the structure has been examined and the 
importance of the subject has been revealed. Even if the 
non-structural elements are the same element, the 
manufacturing details may be different, as they may 
receive different earthquake loads. The objective of this 
study is to reveal this situation by calculating the 
earthquake loads acting on non-structural building 
elements. 

 

2. Material and Method 
 

In TBEC 2018, Design Principles of Non-Structural 
Building Elements under the Effect of Earthquake are 
explained under the Section 6 (TBEC 2018). 

With the performance-based approach, minimum 
damage will occur at the targeted performance level in 
structural and non-structural elements. Damage loss can 
also be minimized after the earthquake. 

According to TBEC 2018; it is compulsory to make an 
earthquake analysis according to the rules given in 
Section 6, for; 

 
• all kinds of protrusions (such as balcony, parapet, 
chimney, console) that connected to the main structural 
system but self-sustaining and which could harm people 
or the main structural system or prevent the use of the 
building in case of damage in an earthquake, 
• facade and partition panels, 
• architectural elements, 
• mechanical and electrical equipment, 
• and their connections to the structure. 

 
However, it is not compulsory to make an earthquake 

analysis for the furniture in the building, the equipment 
temporarily located in the building and not connected to 
the building, and the non-structural elements in the 
buildings with Earthquake Design Class 4 (DTS-4). 

Regarding element-based calculations also states that 
non-structural elements and equipment must be fixedly 
attached to the structure and the fasteners must have the 
capacity to meet the equivalent earthquake loads and 
displacements given in Section 6 of TBEC 2018. 
Additional capacity due to friction will not be taken into 
account in the calculation of the connection elements 
(weld, bolt, dowel, rivet, etc.) that connect the equipment 
to the structure under earthquake effect. Connection 
elements must have the strength that ensure the load 
transfer from equipment to the structure continuously. 

The non-structural element or equipment should be 
considered as part of the building carrier system 
according to TBEC 2018 when the total weight is greater 

than 10% of the floor that locates. In this case, the mass 
of the non-structural element or equipment and the 
rigidity properties of its connection to the building will 
be considered in the earthquake analysis of the building 
carrier system. 

The calculation of equivalent earthquake load acting 
horizontally to the center of gravity of the non-structural 
element or equipment and acting on the non-structural 
element or equipment with the use of Equation 6.1 of 
TBEC 2018 is as follows: 
 

( )6.1Eq

ie e ie e eF m A B R=  (1) 

 
In this equation me is the working mass of the non-

structural element or equipment, Aie is the maximum 
total acceleration affecting the area where the non-
structural element or equipment on the floor i is 
connected to the floor under DD 2 earthquake ground 
motion level, Be is the magnification factor applied to the 
non-structural element or equipment, Re is the behavior 
coefficient defined for the non-structural element or 
equipment. According to TBEC 2018, Aie acceleration 
should be calculated separately using equivalent 
earthquake load, modal analysis and time history 
analysis methods and the maximum one should be used 
in the calculations. 

The inequality about earthquake load acting on non-
structural elements according to the Equation 6.5 of 
TBEC 2018 is as follows: 
 

6.5 0.3Eq

ie ie e DSF F m I S g =  (2) 

 
According to TBEC 2018, equivalent earthquake load 

acting on non-structural elements calculated with the 
Equation 6.1 cannot be less than given with the Equation 
6.5 of the TBEC-2018.  
 

6.1 6.5Eq Eq

ie ieF F  (3) 

 
The flow chart of equivalent earthquake load 

calculation for the non-structural element or equipment 
is shown in Fig. 1. 
 

 
Figure 1. Flow chart of equivalent earthquake load 
calculation 
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3. Numerical study 
 

In this numerical example; equivalent earthquake 
loads on various non-structural elements of nine-story 
building is investigated. There is a 1m3 volume of water 
tank, chimney and a 1m height parapet in the roof floor. 

Main stairs continue from the first floor to the ninth floor. 
In the intervening floors, there are railings at the stairs, 
combi boilers in the kitchen, panel radiators in the 
rooms, suspended ceilings on the ceilings and facade 
coatings up to the first floor. 

 

  

Figure 2. Column and shear wall plan and 3d view of the building 
 

The column and shear wall plan and three-
dimensional view of the sample building analyzed by 
using SAP 2000 v21 are shown in Fig. 2.  

Parameters used in the numerical example is shown 
in Table 1. 

 
Table 1. Parameters used in the analysis 

Parameter  Value 
Behavior coefficient of carrier system (R) 7 
Coefficient of building importance (I) 1 
Height of the building as meters 31.5 
Building height class (BYS) 4 
Building usage class (BKS) 3 
Earthquake design class (DTS) 1 

 
In all elements of the example the same material 

properties is defined. Concrete class is C30/37, 
Ec=32 GPa, Fck=30 MPa and the reinforcement class is 
B420C, Ey=200 Gpa, Fyk=420 MPa. 

The local soil class was taken as ZD and the 
earthquake ground motion level as DD-2 from the AFAD 
(Disaster and Emergency Management Presidency) 
earthquake map belonging to the coordinates of the 
ground values (Latitude: 39.344763° Longitude 
29.26084°) on which the example model will be 
constructed. Ground data are shown in Table 2. 

 
Table 2. Ground data 

Parameter Value 

Ss 0.850 

S1 0.201 

SDS 0.986 

SD1 0.442 

PGA (g) 0.352 

PGV (cm/sn) 19.618 

 
 

Table 3. Earthquake records 
Number Acceleration Records Stations Latitude Longitude Depth Type magnitude 

1  20070920061911_4302_ap_Acc_E  4302 39.2147 29.3885 16.90 MW 4.4 

2  20130609141856_4305_ap_Acc_E  4305 39.1392 29.0220 15.61 ML 4.1 

3  20200125174947_4310_ap_Acc_E  4310 39.0293 27.8430 7.84 MW 4.1 

4  20201030115124_4304_mp_Acc_E  4304 37.8790 26.7030 14.90 MW 6.6 

5  20201211143749_4306_mp_Acc_E  4306 39.9901 28.1961 7.00 MW 4.1 

6  20201211143749_4314_mp_Acc_E  4314 39.9901 28.1961 7.00 MW 4.1 

7  20210209155154_4307_mp_Acc_E  4307 38.5965 31.6318 7.01 MW 4.7 

8  20210209155154_4312_mp_Acc_E  4312 38.5965 31.6318 7.01 MW 4.7 

9  20210209155154_4313_mp_Acc_E  4313 38.5965 31.6318 7.01 MW 4.7 

10  20210214210815_4311_mp_Acc_E  4311 38.1878 30.0456 6.05 MW 3.9 

11  20210630030010_4301_mp_Acc_E  4301 39.0295 29.6541 7.01 MW 3.8 
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A total of 11 earthquake acceleration records were 
taken from stations 4302-4305-4310-4304-4306-4314-
4307-4312-4313-4311 and 4301 for analysis according 
to the Mode Addition Method in the Time History 
Domain. The earthquake acceleration records given in 
Table 3 are arranged by scaling. 

According to TBEC 2018, the maximum total 
acceleration acting on the element or equipment will be 
defined as the maximum one among the accelerations 
calculated according to the Equivalent Earthquake Load 
Method, Modal Analysis and Time History Analysis. 

The natural periods for the first ten modes of the 
presented example are shown in Table 4. 

The accelerations were calculated separately by using 
different methods of TBEC-2018. The accelerations to be 
used in the earthquake calculation of non-structural 
elements in X direction are tabulated in Table 5. 

 

Table 4. Natural periods (sec) 
Mode Number Natural Periods 

1 1.55188 

2 1.30825 

3 1.30219 

4 0.37947 

5 0.32502 

6 0.29713 

7 0.16634 

8 0.14508 

9 0.13159 

10 0.11882 

 

The calculated accelerations for Y direction, to be 
used in the earthquake simulations of non-structural 
elements are summarized in Table 6. 

 
Table 5. The Aie accelerations in X direction to be used in the analysis of non-structural elements (m/sn2) 

Story Equivalent Earthquake Load Modal Analysis Time History Analysis Selected Acceleration 

1 0.29 0.26 -0.18 0.29 

2 0.96 0.50 -0.10 0.96 

3 1.86 0.57 -0.22 1.86 

4 2.93 0.51 -0.30 2.93 

5 4.10 0.37 0.05 4.10 

6 5.32 0.30 -0.01 5.32 

7 6.56 0.41 0.05 6.56 

8 7.78 0.81 0.13 7.78 

9 8.95 1.80 0.69 8.95 

 
Table 6. The Aie accelerations in Y direction to be used in the analysis of non-structural elements (m/sn2) 

Story Equivalent Earthquake Load Modal Analysis Time History Analysis Selected Acceleration 

1 0.25 0.25 -0.21 0.25 

2 0.82 0.49 -0.25 0.82 

3 1.59 0.53 0.14 1.59 

4 2.48 0.53 0.09 2.48 

5 3.44 0.27 -0.09 3.44 

6 4.42 0.19 -0.06 4.42 

7 5.37 0.30 0.01 5.37 

8 6.28 0.71 0.12 6.28 

9 7.14 1.71 0.59 7.14 

 
 

 
Figure 3. Selected Aie accelerations 
 

 

As seen from the Fig. 3, selected acceleration is 
greater in the X direction. Calculations for non-structural 
building elements were made separately for both the x-
direction and the y-direction. 

With the Equation 6.5 of TBEC 2018 as expressed in 
Eq. 2, it has been explained that restrictions on non-
structural building elements is imposed. 

Calculation of the equivalent earthquake loads in 
every floor for non-structural building elements as 
suspended ceiling, chimney, facade coating, combi boiler, 
railing, panel radiator, parapet and water tank for x 
direction and y direction is shown in Tables 7 and 8 
respectively. 
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Table 7. Equivalent earthquake loads on various non-structural building elements in the X direction 
Story Element me 

(kg) 
Be Re Aie (m/sn2) Fie Eq 6.1(N) Fie Eq 6.5(N) Fie FINAL(N) 

9th FLOOR 

RAILING 7 2,5 2,5 8,95 62,65 20,31 62,65 
WATER TANK 1000 2,5 6 8,95 3729,17 2901,80 3729,17 

CHIMNEY 300 2,5 2,5 8,95 2685,00 870,54 2685,00 

PARAPET 550 2,5 2,5 8,95 4922,50 1595,99 4922,50 

8th FLOOR 

RAILING 7 2,5 2,5 7,78 54,46 20,31 54,46 
COMBI BOILER 33 1 2,5 7,78 102,70 95,76 102,70 

PANEL RADIATOR 25 2,5 6 7,78 81,04 72,54 81,04 
SUSPENDED 
CEILING 

27 1 2,5 7,78 84,02 78,35 84,02 

FACADE COATING 11 1 1,5 7,78 57,05 31,92 57,05 

7th FLOOR 

RAILING 7 2,5 2,5 6,56 45,92 20,31 45,92 
COMBI BOILER 33 1 2,5 6,56 86,59 95,76 95,76 

PANEL RADIATOR 25 2,5 6 6,56 68,33 72,54 72,54 
SUSPENDED 
CEILING 

27 1 2,5 6,56 70,85 78,35 78,35 

FACADE COATING 11 1 1,5 6,56 48,11 31,92 48,11 

6th FLOOR 

RAILING 7 2,5 2,5 5,32 37,24 20,31 37,24 
COMBI BOILER 33 1 2,5 5,32 70,22 95,76 95,76 

PANEL RADIATOR 25 2,5 6 5,32 55,42 72,54 72,54 
SUSPENDED 
CEILING 

27 1 2,5 5,32 57,46 78,35 78,35 

FACADE COATING 11 1 1,5 5,32 39,01 31,92 39,01 

5th FLOOR 

RAILING 7 2,5 2,5 4,1 28,70 20,31 28,70 
COMBI BOILER 33 1 2,5 4,1 54,12 95,76 95,76 

PANEL RADIATOR 25 2,5 6 4,1 42,71 72,54 72,54 
SUSPENDED 
CEILING 

27 1 2,5 4,1 44,28 78,35 78,35 

FACADE COATING 11 1 1,5 4,1 30,07 31,92 31,92 

4th FLOOR 

RAILING 7 2,5 2,5 2,93 20,51 20,31 20,51 
COMBI BOILER 33 1 2,5 2,93 38,68 95,76 95,76 

PANEL RADIATOR 25 2,5 6 2,93 30,52 72,54 72,54 
SUSPENDED 
CEILING 

27 1 2,5 2,93 31,64 78,35 78,35 

FACADE COATING 11 1 1,5 2,93 21,49 31,92 31,92 

3rd FLOOR 

RAILING 7 2,5 2,5 1,86 13,02 20,31 20,31 
COMBI BOILER 33 1 2,5 1,86 24,55 95,76 95,76 

PANEL RADIATOR 25 2,5 6 1,86 19,38 72,54 72,54 
SUSPENDED 
CEILING 

27 1 2,5 1,86 20,09 78,35 78,35 

FACADE COATING 11 1 1,5 1,86 13,64 31,92 31,92 

2nd FLOOR 

RAILING 7 2,5 2,5 0,96 6,72 20,31 20,31 
COMBI BOILER 33 1 2,5 0,96 12,67 95,76 95,76 

PANEL RADIATOR 25 2,5 6 0,96 10,00 72,54 72,54 
SUSPENDED 
CEILING 

27 1 2,5 0,96 10,37 78,35 78,35 

FACADE COATING 11 1 1,5 0,96 7,04 31,92 31,92 

1st FLOOR 

RAILING 7 2,5 2,5 0,29 2,03 20,31 20,31 
COMBI BOILER 33 1 2,5 0,29 3,83 95,76 95,76 

PANEL RADIATOR 25 2,5 6 0,29 3,02 72,54 72,54 
SUSPENDED 
CEILING 

27 1 2,5 0,29 3,13 78,35 78,35 

FACADE COATING 11 1 1,5 0,29 2,13 31,92 31,92 

 
 
 

Equivalent earthquake loads for all non-structural 
elements are calculated for each floor in the relevant 
rows in Tables 7 and 8. Again, in the column Fie calculated 
in the aforementioned tables, if the condition of Equation 
6.5 of TBEC-2018 is not satisfied, the minimum value that 
satisfies the condition of the equation is specified in the 
next column. The appropriate values for the equivalent 
earthquake loads calculated from Equation 6.5 of TBEC-

2018 are shown in red in the last column. While 
calculations were made for standard five non-structural 
elements on the eight floors, on the ninth floor, which is 
the roof floor, calculations were made for three elements 
other than these elements, such as the parapet, chimney 
and water tank. 
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Table 8. Equivalent earthquake loads on various non-structural building elements in the Y direction 
Story Element me (kg) Be Re Aie (m/sn2) Fie Eq 6.1(N) Fie Eq 6.5(N) Fie FINAL(N) 

9th 
FLOOR 

RAILING 7 2,5 2,5 7,14 49,98 20,31 49,98 
WATER TANK 1000 2,5 6 7,14 2975,00 2901,80 2975,00 
CHIMNEY 300 2,5 2,5 7,14 2142,00 870,54 2142,00 
PARAPET 550 2,5 2,5 7,14 3927,00 1595,99 3927,00 

8th 
FLOOR 

RAILING 7 2,5 2,5 6,28 43,96 20,31 43,96 
COMBI BOILER 33 1 2,5 6,28 82,90 95,76 95,76 
PANEL RADIATOR 25 2,5 6 6,28 65,42 72,54 72,54 
SUSPENDED CEILING 27 1 2,5 6,28 67,82 78,35 78,35 
FACADE COATING 11 1 1,5 6,28 46,05 31,92 46,05 

7th 
FLOOR 

RAILING 7 2,5 2,5 5,37 37,59 20,31 37,59 
COMBI BOILER 33 1 2,5 5,37 70,88 95,76 95,76 

PANEL RADIATOR 25 2,5 6 5,37 55,94 72,54 72,54 

SUSPENDED CEILING 27 1 2,5 5,37 58,00 78,35 78,35 

FACADE COATING 11 1 1,5 5,37 39,38 31,92 39,38 

6th 
FLOOR 

RAILING 7 2,5 2,5 4,42 30,94 20,31 30,94 
COMBI BOILER 33 1 2,5 4,42 58,34 95,76 95,76 

PANEL RADIATOR 25 2,5 6 4,42 46,04 72,54 72,54 

SUSPENDED CEILING 27 1 2,5 4,42 47,74 78,35 78,35 

FACADE COATING 11 1 1,5 4,42 32,41 31,92 32,41 

5th 
FLOOR 

RAILING 7 2,5 2,5 3,44 24,08 20,31 24,08 
COMBI BOILER 33 1 2,5 3,44 45,41 95,76 95,76 

PANEL RADIATOR 25 2,5 6 3,44 35,83 72,54 72,54 

SUSPENDED CEILING 27 1 2,5 3,44 37,15 78,35 78,35 

FACADE COATING 11 1 1,5 3,44 25,23 31,92 31,92 

4rd 
FLOOR 

RAILING 7 2,5 2,5 2,48 17,36 20,31 20,31 
COMBI BOILER 33 1 2,5 2,48 32,74 95,76 95,76 

PANEL RADIATOR 25 2,5 6 2,48 25,83 72,54 72,54 

SUSPENDED CEILING 27 1 2,5 2,48 26,78 78,35 78,35 

FACADE COATING 11 1 1,5 2,48 18,19 31,92 31,92 

3rd 
FLOOR 

RAILING 7 2,5 2,5 1,59 11,13 20,31 20,31 
COMBI BOILER 33 1 2,5 1,59 20,99 95,76 95,76 

PANEL RADIATOR 25 2,5 6 1,59 16,56 72,54 72,54 

SUSPENDED CEILING 27 1 2,5 1,59 17,17 78,35 78,35 

FACADE COATING 11 1 1,5 1,59 11,66 31,92 31,92 

2nd 
FLOOR 

RAILING 7 2,5 2,5 0,82 5,74 20,31 20,31 
COMBI BOILER 33 1 2,5 0,82 10,82 95,76 95,76 

PANEL RADIATOR 25 2,5 6 0,82 8,54 72,54 72,54 

SUSPENDED CEILING 27 1 2,5 0,82 8,86 78,35 78,35 

FACADE COATING 11 1 1,5 0,82 6,01 31,92 31,92 

1st 
FLOOR 

RAILING 7 2,5 2,5 0,25 1,75 20,31 20,31 
COMBI BOILER 33 1 2,5 0,25 3,30 95,76 95,76 

PANEL RADIATOR 25 2,5 6 0,25 2,60 72,54 72,54 

SUSPENDED CEILING 27 1 2,5 0,25 2,70 78,35 78,35 

FACADE COATING 11 1 1,5 0,25 1,83 31,92 31,92 

 
 

As an example, for the calculation of equivalent 
earthquake load for a railing in x direction in first floor 
with the use of Equation 6.1 of TBEC 2018 is as follows: 
 

( )6.1 7 0.29 2.5 2.5 2.03 NEq

ieF =   =
 

(4) 

 
The equivalent earthquake load acting on non-

structural elements according to the Equation 6.5 of 
TBEC 2018 is as follows: 
 

6.5 0.3 7 1 0.986 9.81 20.31 NEq

ieF      =
 

(5) 

 
According to TBEC 2018, equivalent earthquake load 

acting on non-structural elements calculated with the 

Equation 6.1 of TBEC-2018 cannot be less than the 
Equation 6.5 of TBEC-2018.  
 

6.5 6.120.31 N 2.03 NEq Eq

ie ieF F=  =
 

(6) 

 
From such value, 20.31 N is selected as an equivalent 

earthquake load for a railing (a non-structural building 
element) for the first floor.  

As another example on calculation of equivalent 
earthquake load in y direction for a facade coating on the 
seventh floor with the use of Equation 6.1 of TBEC 2018 
is as follows: 
 

( )6.1 11 5.37 1 1.5 39.38 NEq

ieF =   =
 

(7) 
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The equivalent earthquake load acting on non-
structural elements according to the Equation 6.5 of 
TBEC 2018 is as follows: 
 

6.5 0.3 11 1 0.986 9.81 31.92 NEq

ieF      =
 

(8) 

 
According to TBEC 2018, equivalent earthquake load 

acting on non-structural elements calculated with the 
Equation 6.1 cannot be less than the value obtained from 
the Equation 6.5 of TBEC-2018.  
 

6.5 6.131.92 N 39.38 NEq Eq

ie ieF F=  =
 

(9) 

 
As a result, 39.38 N is selected as an equivalent 

earthquake load of a facade coating (a non-structural 
building element) in the seventh floor. 

In Tables 7 and 8, if 𝐹𝑖𝑒
𝐸𝑞 6.5

≥ 𝐹𝑖𝑒
𝐸𝑞 6.1

, loads in red 

indicate the selected equivalent earthquake load. 
Calculated equivalent earthquake loads for every 

floor of facade coatings and railings as non-structural 
element are shown in Fig. 4. 
 
 

  

Figure 4. Fie loads for facade coatings and railings for every floor 
 
 
 
 

4. Discussion  
 

The coefficient Aie is directly proportional to the 
acceleration and displacement that acting on non-
structural elements. The equivalent earthquake load 
acting on non-structural elements is also directly 
proportional to the coefficient Aie, namely acceleration. In 
this case, since the displacements acting on the floors are 
different, even if the same non-structural element is the 
same, different accelerations and earthquake loads will 
be affected due to different displacements. 

It can be seen from the Table 7 that equivalent 
earthquake load of the railing (a non-structural building 
element) does not satisfy the limits of the Equation 6.5 of 
TBEC 2018 for the first, second and third floors of the 
building. However, for the other floors of the building it 
can be seen that the limits are satisfied. 

As seen from this example, especially in buildings 
with a high number of stories the earthquake load that 
affects to non-structural elements will increase. 

For nonstructural element facade coating, from the 
Fig. 4 it can be seen while the equivalent earthquake 
forces in y direction were those calculated from Equation 
6.5 of TBEC-2018 up to sixth floor, for the stories above 
the sixth floor Equation 6.1 of TBEC-2018 is preferred. 
Equivalent earthquake forces in the x direction, like y 
direction, they were calculated from Equation 6.5 of 
TBEC-2018 for the stories up to the fifth floor and for the 
above Equation 6.1 of TBEC-2018 is adopted. 

 
 
 

 

5. Conclusion 
 

Equivalent earthquake loads must be determined for 
the design of non-structural elements. Even if the non-
structural elements are the same, on different locations 
on building the earthquake loads acting on them may be 
different. These loads used in the analysis of non-
structural elements are calculated using the 
accelerations. 

According to TBEC 2018, these accelerations should 
be calculated with three different methods and the 
maximum one should be used in the design. These three 
methods are Equivalent Earthquake Load Method, Modal 
Analysis and Time History Analysis respectively. 

In this study, a nine-story building with different 
types of non-structural elements is considered as an 
example. The maximum total acceleration affecting the 
area where the non-structural element or equipment on 
the floor i is connected to the floor under DD 2 
earthquake ground motion level is calculated with three 
methods. Equivalent earthquake load is determined by 
using the maximum of these accelerations. 

Equivalent earthquake load was found to be 
conservative but governing case in determination of 
designing the non-structural elements in buildings. 

The results of this study also demonstrated that the 
attention should be paid for the connection, fixing or 
assembly details. Because of the equivalent earthquake 
loads acting on them, they could be different during the 
projecting and manufacturing phase. 

The cost of buildings today is quite high. The ratio of 
the project cost of non-structural elements to the project 
cost of structural elements is significantly high. The total 
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cost of non-structural elements depending on the type of 
building (hospital, commercial building, residence, 
industry, etc.), mechanical-electrical installations, 
architectural elements, and other items and equipment 
are many times higher than the cost of structural 
elements. The cost of non-structural elements damaged 
during the earthquake is high.  

Damages occurring in non-structural elements of 
manufacturing buildings such as factories after an 
earthquake may also cause the interruption of working 
activities. This situation will adversely affect the 
development of the production and service sectors as 
well as the society and the psychosocial life of 
individuals.  
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 Human life sustained for decades due to the availability of basic needs, and freshwater is one 
of them. However, groundwater quality is constantly under pressure. This can be attributed 
to anthropogenic activities not limited to urban areas but to rural zones. Machine learning 
methods like linear discriminant analysis (LDA), Classification and Regression Trees (CART), 
k-Nearest Neighbour (KNN), Support Vector Machines (SVM) and, Random Forest (RF) models 
were used to analyse groundwater quality variables. The mean accuracy of each classifier was 
calculated, and the obtained mean accuracies were 77.5% (LDA), 87% (CART), 96% (KNN), 
93.5% (SVM) and 96% (RF). RF and KNN models were selected as optimal models with higher 
accuracy. This study made it apparent that machine learning algorithms can estimate and 
predict water quality variables with significant accuracy. In this study, the observations and 
variables were compared with the water quality index and drinking water limits provided by 
the Bureau of Indian Standards. The water quality index for each observation was calculated. 
If at least four variables have a higher value than prescribed limits, it was assigned a value of 
1; if more than four variables reported higher values, it was assigned a value of 2.  
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1. Introduction  
 

Machine learning seeks to predict an outcome by 
extracting patterns from big datasets, usually in the form 
of an algorithm [1]. Machine learning is an advanced tool 
to understand groundwater quality variables over a 
study area [2]. Machine learning tools were used in the 
planning of several irrigation projects all over the world 
[3]. Mining is prevalent in the study area and is 
considered an essential economic source [4]. The 
irrigation, salinization, ion exchange, carbon dissolution 
and weathering processes can affect the groundwater 
quality. Some of them can be due to anthropogenic 
activities [5]. This region's deterioration of groundwater 
quality is mainly due to overexploitation and 
contamination [6]. Agriculture has been an essential 
economic source in India, and 60% of the populace 
depend on it for livelihood [7]. The quality of 
groundwater can be due to the percolation and 
infiltration of pollutant-laden rainwater; however, 
domestic and agricultural activities get involved in some 
places [8]. Crystallines, shale, limestone and quartzite are 
some litho units that can affect groundwater quality [9-

10]. Approximately 91000 hectares of land in the study 
area are irrigated by water from the local canals. One 
thousand three hundred sixty-eight minor irrigation 
tanks irrigate 47000 hectares [9]. The rise in the 
groundwater level was 2.11m in alluvium, 2.50m in 
limestones, 3.82m in shales, 5.35m in crystallines and 
7.32 in quartzites [9]. The groundwater quality 
contamination due to nitrates and pesticides was studied 
using machine learning models like Extreme Gradient 
Boosting (XGB), Support Vector Machines (SVM) and 
Artificial Neural Networks (ANN) and were evaluated for 
their accuracy [11]. Support Vector Regression (SVR), 
Artificial Neural Network (ANN), Random Forest (RF), 
and Adaptive Boosting (Adaboost) models were used to 
forecast and evaluate water quality indexes [3]. The 
ensemble models of RF and Boosted Regression Trees 
(BRT) were investigated with Multivariate 
Discriminative Analysis (MDA) [12]. SVM, MDA and BRT 
models were used in installing a framework for 
evaluating nitrate contamination in groundwater [13]. 
Artificial Intelligence techniques like SVM, Naïve Bayes 
classifier and Particle Swarm Optimization (PSO) were 
used to predict the water quality index [14]. ANN models 
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were compared with GIS tools to delineate the potential 
zones of groundwater in Ethiopia [15]. SVM, Multivariate 
Adaptive Regression Splines (MARS), k-nearest 
neighbour (KNN), ANN, RF, BRT, penalized discriminant 
analysis (PDA), flexible discriminant analysis (FDA), 
quadratic discriminant analysis (QDA) and linear 
discriminant analysis (LDA) models were compared in 
combination with GIS tools to assess groundwater 
quality in Iran [16]. RF, C5.0 and MARS models integrated 
with GIS were used in potential groundwater mapping 
[17]. The collected feature vectors were subjected to 
machine learning-based feature selection to determine 
the best feature sets for predicting soil water content 
[18]. Determining the soil surface humidity in vegetated 
areas is problematic; hence, polarimetric decomposition 
models and machine learning-based regression models 
were used to solve the problem [19]. 

Machine Learning has been one of the most quickly 
evolving areas in Artificial Intelligence research. Decision 
trees are highly effective and straightforward to 
understand. On the other hand, individual trees can be 
susceptible to slight data changes. Even greater 
prediction can be accomplished by using this variability 
to develop many trees from the same data [20]. Several 
Machine Learning algorithms have acquired popularity 
in part owing to their transparency. The Decision Tree 
algorithm, also known as the Classification and 
Regression Trees (CART) algorithm, is one of them. The 
CART algorithm is a classification algorithm used to 
construct a decision tree using Gini's impurity index. 

The main purpose of this study is to investigate and 
report the prediction accuracies of the variables of 
groundwater quality using machine learning algorithms. 
The primary contribution of this study is to extend the 
role of machine learning in understanding the subsurface 
hydrology parameters and their characteristics on 
spatial domain.  

 

2. Method 
 

2.1. Data collection 
 

The datasets used in this study were collected from 
the Central Ground Water Board (CGWB), Government of 
India. These datasets can be accessed at [21-22]. The 
shapefile used in producing location map of the study 
area was downloaded from the Website of Geodata, The 
University of Texas at Austin [23]. The location map of 
the study area is revealed in Figure 1. 

The water samples were collected from 56 places, 
and a Physico-chemical analysis was performed. The 
water analysis was focused on Bicarbonates (HCO3), 
Calcium (Ca), Chloride (Cl), Electric Conductivity (EC), 
Fluoride (F), Magnesium (Mg), Sodium (Na), Nitrates 
(NO3), pH, Residual Sodium (RSC), SAR, SO4, Total 
Hardness (TH) and Total Alkalinity. These variables were 
compared with the drinking water limits proposed by the 
Bureau of Indian Standards (BIS) (IS 10500:2012). The 
values of every variable were compared with the BIS 
limits and then assigned labels like 'N' (Normal) and 'H' 
(High). If at a given observation, the number of 'H’s are ≤ 
4, then it was assigned a value of ‘1’ (Manageable), and if 
the number of ‘H’s are ˃4, then a value of ‘2’ (High) was 

assigned. In order to pass the data onto the machine 
learning tools, the factor levels were kept to a minimum 
of 2. Unfortunately, some of the data is unavailable. 
Instead of opting for data imputation techniques, Inverse 
Distance Weighting was used to compensate for the 
missing values. ‘R’ version 4.1.1 with packages like 
‘caret,’ ‘mlbench,’randomForest’ and other packages that 
were integrated with caret packages were used in this 
analysis. The data was split into ‘training’ and ‘test’ data. 
80% of the observations (rows) were used as training 
data, and the remaining 20% was used as test or 
validation data. One linear algorithm (LDA), two non-
linear algorithms (CART & KNN) and advanced 
algorithms (SVM & RF) were used. These algorithms 
were run using 10-fold cross-validation. Accuracy and 
Kappa values were obtained.  

This work was framed for classification. Hence, 
accuracy was mainly considered to select the 
appropriate model instead of R2 and RMSE values. Mean 
accuracy post comparing five models were considered to 
select the appropriate model. The skill of the selected 
model was estimated using test data. A confusion matrix 
was prepared using both training and test or validation 
data. Fourteen numerical variables and a 1-factor 
variable with two levels, i.e., ‘1’ and ‘2’, were used. The 
descriptive statistics are represented in table 1. 
 

2.2. Study area 
 

Waterlogging is caused by the intensive use of surface 
water in irrigation project command areas. The 
increased use of groundwater for agriculture, industry, 
and home purposes produces ongoing depletion of water 
levels, well drying, and water quality issues [24]. Thus, 
water resource management is necessary to protect 
aquifers and ensure they continue to provide water at a 
reasonable cost. In the drought-prone Cuddapah district, 
integrated geological, hydrological (surface and 
groundwater), and geochemical elements have been 
researched to develop and manage water resources. 
Crystallites, quartzites, shales, and limestones are the 
primary lithological units. Canal water irrigates about 91 
000 acres of land in the Cuddapah area. In addition, 1368 
minor irrigation tanks irrigate a registered ayacut of 
roughly 47 000 ha [9]. 

In the entire district, 503 spring channels originating 
from rivers/streams have been identified, with the 
ability to irrigate around 8700 acres. In quartzites, 5.35 
m (crystallines), 3.82m (Shales), 2.50m (Limestone), and 
2.11m in alluvium, the average seasonal rise in 
groundwater level is 7.32 m, 5.35 m(crystallines,) 3.82 m 
(shales), 2.50m in limestones, and 2.11m in alluvium [9]. 
Large amounts of groundwater are accessible in mining 
sites, which can be used and managed appropriately by 
the irrigation department/cultivators. According to 
groundwater assessment studies, the district has 584 
million m3 of groundwater accessible for future irrigation 
[8]. According to chemical analysis, the groundwater 
quality in various rock units is within legal limits for 
irrigation and residential use; however, specific 
conductance, chloride, and fluoride levels are high in a 
few spots. This could be due to untreated effluents, a 
faulty drainage system, or fertilizer application [25]. 
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Table 1. Descriptive statistics 
  Valid Mean Std. Deviation Minimum Maximum 

HCO3  1  32 230.650  91.415  28.418  391.530  

HCO3  2  24 441.555  203.365  213.751  972.903  

Ca  1  32  39.455  19.418  7.865  112.000  

Ca  2  24  79.923  30.369  41.270  162.424  

Cl  1  32  142.035  81.228  19.883  350.685  

Cl  2  24  526.148  812.553  50.012  4220.785  

EC  1  32  960.865  399.591  137.111  1662.483  

EC  2  24  2763.739  3219.268  1064.999  17435.179  

F  1  32  0.497  0.253  0.056  0.983  

F  2  24  0.897  0.502  0.370  2.147  

Mg  1  32  29.314  11.706  3.985  51.672  

Mg  2  24  61.970  33.765  25.642  172.373  

Na  1  32  117.287  72.153  12.436  292.843  

Na  2  24  427.485  711.630  96.625  3645.152  

NO3  1  32  26.125  20.753  5.435  116.000  

NO3  2  24  74.934  109.238  0.776  558.252  

pH  1  32  3.432  1.381  0.604  7.410  

pH  2  24  5.467  1.310  3.046  7.945  

RSC  1  32  1.415  0.989  0.159  3.621  

RSC  2  24  4.197  2.690  1.000  12.858  

SAR  1  32  2.134  1.240  0.257  4.522  

SAR  2  24  6.603  8.958  1.418  45.873  

SO4  1  32  64.895  33.530  6.859  131.419  

SO4  2  24  206.106  299.020  53.558  1564.692  

TH  1  32  219.010  85.925  36.014  371.911  

TH  2  24  454.290  209.380  212.140  1073.733  

TA  1  32  190.081  74.262  23.293  320.926  

TA  2  24  372.755  185.069  196.160  961.798  

 

 
Figure 1. Location map of the study area 
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2.3. Methodology 
 

The detailed methodology is shown in figure 2. In the 
pre-processing step, linear discriminant analysis (LDA) 
is the most often used dimensionality reduction 
technique. The target is to project a dataset onto a lower-
dimensional space with excellent class-separability to 
minimize overfitting ("dimensionality's curse") and 
reduce computational costs. Linear Discriminant 
Analysis (LDA) and Principal Component Analysis (PCA) 
are linear transformation approaches for dimensionality 
reduction. PCA is an "unsupervised" technique. It ignores 
class labels and aims to find the directions (known as 
principal components) that maximize a dataset's 
variance. Unlike PCA, LDA is "supervised," which means 
it calculates the directions ("linear discriminants") that 
will represent the axes that maximize the separation 
between several classes. Although it may appear logical 
that LDA is superior to PCA for multi-class classification 
tasks with known class labels, this is not necessarily the 
case. 

Data classification can be done in a variety of ways. 
Two widely used data categorization and dimensionality 
reduction techniques are Principal Component Analysis 
(PCA) and Linear Discriminant Analysis (LDA). When the 
within-class frequencies are unequal, and their 
performances have been tested on randomly produced 
test data, it is handled using Linear Discriminant 
Analysis. This approach maximizes the ratio of between-
class variation to within-class variance in each given data 
set, ensuring maximum separability. The classification 
challenge in speech recognition is tackled with the help 
of Linear Discriminant Analysis. 

 
 

 
Figure 2. Methodology 

 
 

2.3.1. Linear Discriminant Analysis (LDA) 
 

In comparison to Principal Components Analysis, we 
opted to design an algorithm for LDA in the hopes of 
delivering better classification. The most significant 
distinction between LDA and PCA is that PCA focuses on 
feature classification, whereas LDA focuses on data 
classification. When PCA transforms data sets to a 
different space, the shape and position of the original 
data sets change. In contrast, LDA seeks to provide more 
class separability and create a decision zone between the 
given classes. This strategy also aids in a better 
understanding of the feature data distribution [26]. 

 
SB = ∑ 𝑁𝑖(𝑚𝑖 − 𝑚)(𝑚𝑖 − 𝑚𝑇)𝑐

𝑖=1  
 

Where ‘SB’ is the between-class matrix, ‘m’ is the 
overall mean, ‘mi’ is the sample mean, and ‘Ni’ is the size 
of the respective classes. 

Discriminant analysis is a method for distinguishing 
between two or more groups that meet the study's 
requirements. Linear combinations of discriminating 
variables that measure qualities on which the groups are 
predicted to differ are generated, resulting in a model 
extrapolating to the rest of the region. Linear 
discriminant analysis (LDA) has previously been used in 
New Zealand hydrological studies to distinguish between 
groups of rivers at base flow conditions [27]. 
Discriminant analysis has also been used to investigate 
the distribution of nitrate in groundwater [28]. However, 
only limited studies have used LDA to discriminate 
between zones of varying redox status.  It is a 
straightforward machine learning algorithm with a wide 
range of applications.  
 
2.3.2 Classification and Regression Trees (CART) 
 

The Classification and Regression Trees (CART) 
algorithm is a decision tree classification technique that 
uses Gini's impurity index as a splitting condition [29]. 
CART is a binary tree created by continuously splitting 
each node into two child nodes. Statistician Leo Breiman 
coined the term to characterize Decision Tree algorithms 
to solve classification or regression predictive modeling 
problems. A Decision Tree is a technique for predictive 
analysis. The decision tree is the predictive model used 
here. It is used to go from observations about an item 
represented by branches to the item's target value, 
represented by leaves. Decision trees are popular 
machine learning approaches due to their readability and 
simplicity. The nodes in the decision tree are divided into 
sub nodes based on an attribute's threshold value. The 
CART algorithm uses the Gini Index criterion to find the 
best homogeneity for the sub nodes. The root node is 
used as the training set, and the best attribute and the 
threshold value are used to divide it into two parts. In 
addition, the subsets are divided using the same 
rationale. This process is continuously repeated until the 
tree has the last pure sub-set or the maximum number of 
leaves conceivable in that growing tree. Tree Pruning is 
another name for this [30]. 
 

GI = ∑ 𝑃𝑖(1 − 𝑃𝑖)𝑐
𝑖=0  

 
‘GI’ is the Gini Index, and ‘P’ is the estimated output. 
The Supervised Learning category includes the k-

Nearest Neighbour method used for classification and 
regression. It is a flexible approach that may also fill in 
missing values and resample datasets.  
 
2.3.3 K-Nearest Neighbour (KNN) 
 

As the name suggests, the K-Nearest Neighbour 
algorithm uses k-Nearest Neighbours or Data points to 
forecast the class or continuous value for a new 
Datapoint. The nearest neighbours are the data points 
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with the shortest distance in feature space from our new 
data point. Moreover, k is the number of data points we 
consider in our method implementation. As a result, 
while utilizing the KNN method, the distance metric and 
the K value are two key factors. The most often used 
distance measure is Euclidean distance. We can also 
employ Hamming, Manhattan, and Minkowski distances 
depending on needs. It considers all of the data points in 
the training dataset when predicting class/constant 
value for a new data point. Instead of learning and storing 
weights, the entire training dataset is saved in memory. 
As a result, the whole training dataset represents the 
KNN model [31]. 

There is overfitting of data/high variance at low K 
levels. As a result, the test error is significant while the 
training error is low. Because the nearest neighbour to 
that point is that point itself, the error is always zero in 
train data when K=1. As a result, with smaller K values, 
test error is considerable even while training error is 
minimal. This is referred to as overfitting. The test error 
decreases when the value for K is increased. However, 
after a specific K value, bias/underfitting occurs, and test 
error increases. So, we may say that the test data error is 
high at first (due to variation). It drops and stabilizes, and 
with a higher K value, it rises again (due to bias). When 
the test error stabilizes and is low, the K value is optimal. 
We can choose K=8 for our KNN algorithm 
implementation based on the error curve [32]. 

It classifies data into a category that is quite similar to 
the new data [33]. Distance-based approaches are often 
employed to solve data categorization problems. The k-
nearest neighbour classification technique is one of the 
most extensively used distance-based algorithms (k-NN). 
This classification compares the distances between the 
test sample and the training samples to get the final 
classification result. The conventional k-NN classifier 
works well with numerical data.  
 

R* ≤ Rknn ≤ R* (2-MR*/M-1) 
 

Where R* is the Bayes error rate, Rknn is the k-NN 
error rate, and M is the number of classes.  
 
2.3.4 Support Vector Machines (SVM) 
 

SVMs (Support Vector Machines) are a novel machine 
learning technique based on Statistical Learning Theory 
(Vapnik-Chervonenkis or VC-theory). For the estimate of 
dependencies and predictive learning from finite data 
sets, VC-theory has a solid mathematical foundation. SVM 
is dependent on the Structural Risk Minimisation 
principle, which aims to reduce both empirical risk and 
model complexity while maintaining good 
generalizability.  

SVMs (supervised vector machines) are supervised 
machine-learning algorithms used in classification and 
regression models. SVMs are more powerful than 
regression models, but they work best with limited 
datasets. First, every data point is plotted in an n-
dimensional space, with n equalling the number of 
characteristics. Then a hyperplane is created to divide 
(classify or sort) the clusters physically. This approach 
uses the hyperplane to maximize the distance (or 

margin) between classes while ignoring outliers. When 
linear separation is not achievable, kernels alter data to 
make it more separable [34]. SVM (support vector 
machines) is a supervised learning algorithm that may be 
used to solve classification and regression problems such 
as support vector classification (SVC) and support vector 
regression (SVR) (SVR). However, it is only used for small 
datasets because processing them takes too long.  
 

SVM= [
1

𝑛
  ∑ max(0,1) − 𝑦𝑖(𝑤𝑇𝑥𝑖 − 𝑏))] +  𝜆𝑛

𝑖=1  ∥ 𝑤 ∥2 

 
Where ‘w’ is the average vector, xi is a p-dimensional 

real vector, and ‘b’ is the boundary. 
 
2.3.5 Random Forests (RF) 
 

RF is a supervised ML algorithm commonly used to 
solve classification and regression problems. It creates 
decision trees from various samples, using the majority 
vote for classification and the average for regression. One 
of the essential characteristics of the Random Forest 
Algorithm is that it can handle data sets with both 
continuous and discrete variables, as in regression and 
classification. It outperforms the competition when it 
comes to categorization difficulties [35]. Bagging is a 
random forest ensemble approach. Bagging takes a 
random sample of data from the complete set and puts it 
in a virtual bag. As a result, row sampling is used to 
substitute the samples (Bootstrap Samples) provided by 
the Original Data in each model. Row sampling with 
replacement is known as the "bootstrap" step [36]. 
Because random forests are built from subsets of data, 
and the final output is based on average or majority 
rating, overfitting is avoided. It is, on the whole, slower. 
Random forest selects data at random, forms a decision 
tree, and averages the results. It does not rely on any 
formulas. Bagging, or bootstrap aggregation, is used by 
the Random Forest classifier to create an ensemble of 
classification and regression tree (CART)-like classifiers 
[37]. 

 
Nij = wjCj –Wleft(j)Cleft(j) – Wright(j)Cright(j) 

 
 

Where ‘Nij’ is the importance of node j, wj is the 
weighted number of samples reaching node j, Cj is the 
impurity value of the node j, left(j) is the child node from 
left split on node j and right(j) is the child node from right 
split on node j. 

 
 
3. Results  
 

3.1.1 Statistical metrics 
 

The dataset was passed onto machine learning 
algorithms like LDA, CART, KNN, SVM and RF. The 
number of resamples employed was 10. The mean 
accuracy of each classifier was calculated, and the 
obtained mean accuracies were 77.5% (LDA), 87% 
(CART), 96% (KNN), 93.5% (SVM) and 96% (RF). RF and 
KNN models were selected as optimal models with 
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higher accuracy and represented as dot plots (Table 2 & 
Figure 3). 
 

Average Accuracy = 
1

|D|
∑

xor(yi,y )

|L|

|D|
1  

 
|D| the number of samples and |L| the number of 

labels, and yi is the actual label, y^ the predicted label. 
Response yi and covariates xi for i=1...n, and Loss 

function is L. The NIR rate of a model f is the average loss 
of f over all combinations of yi and xi is given as 
 

NIR =  
1

𝑛2   ∑ ∑ ℒ(yi, f(xj))𝑛
𝑗=1

𝑚
𝑖=1  

 
Table 2. Mean accuracy of each classifier 

Classifier Mean Accuracy 
LDA 77.5% 
CART 87% 
KNN 96% 
SVM 93.5% 
RF 96% 

 

 
Figure 3. Dot plot 

 
 

The original dataset was split into training and test 
data. The type of random forest used in this model is 
classification with 500 trees. The number of variables 
attempted at each split is equal to 3. The Out of Bag (OOB) 
estimate of error rate for training data from all the 
variables is 12.5%. Confusion matrix using training 
dataset was represented in a table. The prediction was 
made using the rf model produced using training data 
over factor variable (WQ_2LN). The prediction accuracy 
obtained was 100% with 24 observations (‘1’) and 16 
observations (‘2’). This accuracy was 100% obtained at 
95% CI within 0.9119 and 1. The No Information Rate 
(NIR) was 0.6, and the p-value of accuracy is greater than 
NIR (1.337e-09). The positive class obtained was ‘1’ with 
a sensitivity and specificity of 1. The positive and 
negative predictive value was equal to 1. The prevalence 
and detection rate were 0.6. The detection prevalence is 
0.6 with a balanced accuracy of 1.0. The prediction was 
made using the rf model passed over test data. The 
accuracy obtained was 100% at 95% CI within 0.7941 
and 1. The NIR value is 0.5, and the p-value of accuracy 
was greater than NIR (1.526e-05). The specificity and 
sensitivity were 1, with positive and negative prediction 

values equal one. The positive class obtained was ‘1’. The 
variable importance observed was in the order of EC > Cl 
> NO3 > Mg > pH > TA > TH > Ca > HCO3 > Na > SAR > SO4 
> RSC >F. The mean decrease Gini values reflected EC 
(3.583) as a top player in determining the accuracy. The 
confusion matrices of training and test data are shown in 
Tables 3, 4, 5 and 6. Variable importance and mean Gini 
decrease is shown in Table 7 and 8.  

The original dataset was split into training and test 
data. To avoid confusion, the factor variable (WQ_2LN) 
was assigned labels ‘Yes’ and ‘No.’ The method used in 
this process was repeated cross-validation with 10-fold 
and three repeats. The accuracy obtained using training 
data was 92.5% at k=5 (Table 9). The confusion matrix 
resulted in an accuracy of 100% at 95% CI with 0.7151 
and 1. The NIR value was 0.634, and the p-value of 
accuracy is more significant than NIR (0.00693). The 
value of sensitivity and specificity is 1. The positive and 
negative prediction value obtained was equal to 1. The 
prevalence value is 0.3636, and the detection rate was 
0.3636. The balanced accuracy obtained was 1. The 
positive class obtained was ‘No.’ The test data was 
allowed to run on this model, and a confusion matrix was 
obtained. The accuracy obtained with test data was 
100% at 95% CI with 0.7151 and 1. The NIR value 
obtained was 0.6364 with a p-value of accuracy greater 
than NIR (0.00693). The sensitivity, specificity, positive 
and negative predictive value was 1. The prevalence and 
detection rate were equal to 0.3636. The balanced 
accuracy obtained was equal to 1. The positive class is 
‘No.’ For further analysis, the training data was subjected 
to tuneLength of 20 with ‘center’ and ‘scale’ pre-
processing (Table 10 & 11).  

 
 

Table 3. Confusion Matrix (Training Dataset) 
 Reference 
Prediction 1 2 
1 24 0 
2 0 16 

 
 
Table 4. RF-Training Dataset statistics 

Accuracy 100% 
95% CI (0.9119, 1) 
No Information Rate  60% 
P-Value [Acc > NIR]  1.337e-09   

 
 
Table 5. Confusion Matrix (Test Data) 

 Reference 
Prediction 1 2 
1 8 0 
2 0 8 

 
 
Table 6. RF-Test Dataset statistics 

Accuracy 100% 
95% CI (0.7941, 1) 
No Information Rate  50% 
P-Value [Acc > NIR]  1.526e-05 
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Table 7. Variable importance  
Overall 

HCO3 1.02559 
Ca 1.306406 
Cl 2.005265 
EC 3.583079 
F 0.324502 
Mg 1.783165 
Na 0.703416 
NO3 1.877962 
pH 1.538661 
RSC 0.616339 
SAR 0.662882 
SO4 0.657861 
TH 1.307576 
TA 1.411797 

 

Table 8. Mean decrease Gini  
 Mean DecreaseGini 

HCO3 1.0255904 

Ca 1.3064055 

Cl 2.0052647 

EC 3.5830793 

F 0.3245019 

Mg 1.7831649 

Na 0.7034163 

NO3 1.8779617 

pH 1.5386611 

RSC 0.6163392 

SAR 0.6628815 

SO4 0.6578606 

TH 1.3075757 

TA 1.4117973 

 

Table 9. Accuracy of KNN classifier (Training data) 
k Accuracy Kappa 

5 0.925 0.840909 

7 0.908333 0.807576 

9 0.895 0.771212 

11 0.863333 0.706061 

13 0.876667 0.742424 

15 0.841667 0.659091 

17 0.843333 0.660606 

19 0.843333 0.660606 

21 0.803333 0.578788 

23 0.796667 0.563636 

 

Table 10. Confusion Matrix (Test data) 
 Reference 
Prediction No Yes 
No 4 0 
Yes 0 7 

 

Table 11. Statistics (KNN) 
Accuracy 100% 
95% CI (0.7151, 1) 

No Information Rate  63% 
P-Value [Acc > NIR]  0.00693 

4. Discussion 
 

Machine learning (ML) tools are used in several 
studies across domains with a high accuracy rate. This 
study assumes that ML tools can predict the values of the 
groundwater quality variables with both accuracy and 
prediction. This work compared five machine learning 
algorithms under classification mode. Two of the five 
algorithms provided higher accuracy in predicting the 
groundwater quality variables. The data was split into 
training and test data, and their respective accuracies 
were good. The groundwater surveys are always 
expensive, and ML tools can predict accurate values for 
the points that are unknown or yet to be explored. This 
study can be extended to surface water quality 
parameters and propagation of the pollutants. The area 
selected for this study is not conducive to regular 
groundwater surveys due to topographic inconvenience. 
It calls for a need to use ML algorithms. 

 

5. Conclusion  
 

As the prediction and modeling are always based on 
the data availability, it is often buoyant in most areas for 
several reasons. Artificial intelligence, Machine learning 
and Geostatistics can help us in filling the gap in 
hydrological research. Though interpolation serves this 
immediate purpose, whatever is left in prediction studies 
can be easily satisfied with ML tools. There is a need to 
explore many aspects of groundwater in this area, and it 
is expected that machine learning can be added to the 
methodologies. The deep learning model backed with the 
neural networks are used in understanding several 
aspects of groundwater and the pressure of population 
on it. Since groundwater is being over exploited for 
obvious reasons, this study might aid the researchers in 
developing integrated machine learning and AI models in 
saving water for present and future generations.  

The second and subsequent lines of each bibliography 
should be indented 0.5 cm inward as shown in this text. 

Thesis should be written as Master’s Thesis or 
Doctoral Thesis in the reference list. 
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1. Introduction  
 

Nowadays, as a result of fossil fuel depletion, the 
importance of renewable energy has reached an 
unprecedented height. The photovoltaic (PV) systems 
are considered one of the most distinctive systems 
among the resources of renewable energy because they 
have many merits, for example, availability, low 
maintenance, environmental friendliness and a longer 
lifespan [1]. As a result of these advantages, the PV 
systems are developing rapidly throughout the world, 
where the PV energy generation shows a significant 
development compared to other types of renewable 
energy sources [2].  

However, despite all the successive improvements in 
the PV industry, Solar cells still have some drawbacks 
such as high manufacturing cost, low efficiency, 
degradation of the cells and the fact that the initial 
investment cost of the solar system is high compared to 
the traditional fossil fuel systems. Moreover, the 
nonlinear characteristic of the solar cell (shown in Fig.1) 

depends on several factors such as the irradiance level 
and ambient temperature and that have limited the 
global utilization of the PV system [3] . To overcome 
these drawbacks and increase the efficiency of the PV 
system, Maximum Power Point Tracking (MPPT) has 
been considered as the main solution [4]. The MPP is the 
point on the current-voltage (I-V) curve that indicates the 
maximum power that a solar panel can produce under 
certain climatic conditions as shown in Fig. 1 [5] [6]. 
Maximum power point tracker (MPPT): an electronic 
device which continuously searches for the MPP of a PV 
panel and then makes the operating point of the system 
at the MPP. In another word, the main purpose of MPPT 
is to oblige the PV system to operate at a point where 
maximum efficiency level is obtained. Yet, the strong 
dependence of the PV system upon the atmospheric 
conditions makes extracting the maximum available 
power from its nonlinear characteristics more difficult. 
To handle these issues, many of MPPT techniques have 
been proposed to make the PV power generation system 
operate at the optimal point. The proposed techniques 

https://dergipark.org.tr/en/pub/tuje
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vary in several aspects such as convergence speed, 
complexity, cost, implementation hardware, sensors 
required and range of effectiveness [7]. These techniques 
can be divided into conventional MPPT techniques, 
improved MPPT techniques and artificial intelligence- 
based MPPT techniques to handle the PSCs. In the 
following sections, we will provide a reference study on 
the most important proposed techniques, along with an 
account of their pros and cons. 
 

 
Figure 1. I-V and P-V curve of a PV panel 
 

Where: 
VMPP: the voltage at the maximum power point. 
IMPP: the current at the maximum power point. 
ISC: the short circuit current. 
VOC: the open-circuit voltage. 

 

2. Conventional MPPT Techniques 
 

Several conventional MPPT techniques have been 
proposed and there has been considerable research on 
them [8] [9]. Among the conventional techniques 
mentioned in these publications are perturbation and 
observation (P&O) [10], [11], hill climbing (HC) 
algorithm [12], fractional open circuit voltage and short 
circuit current methods [13], switching ripple 
correlation [14], sliding mode control [15], incremental 
conductance (IC)  [16] [17], constant voltage [18] and 
some other techniques [19].  Amongst the conventional 
MPPT techniques, the P&O and HC algorithms are 
considered the most popular ones due to their ease of 
implementation [20]. The working principle of both 
algorithms depends on changing the control parameter 
by a constant value and exploring whether the MPP has 
been captured or not. The direction of changing the 
control parameter is determined based on the increase in 
the power produced. Besides, the IC algorithm is 
considered one of the most used conventional algorithms 
due to its high performance. It is based on computing the 
differential of the PV power to PV voltage to determine 
the location of the operating point, where the differential 
is zero at the MPP [21]. 

Although these techniques can catch the optimal 
point of the PV panels under uniform solar irradiance 
conditions, they fail to capture the GMPP of the PV panels 
operating under PSCs. Under PSCs, the PV panel 
characteristics exhibit many local maximum power 

points (LMPPs) and one global MPP (see Fig.2) due to the 
use of the bypass diodes to handle the hot spot 
phenomena [22]. In this situation, to accurately capture 
the GMPP, and avoid trapping in one of the LMPPs, 
optimized techniques are required. 

 
Figure 2. Partially shaded PV panel curve 
 

3. Improved MPPT Techniques to Deal with PSCs 
 

To overcome the drawbacks of the conventional 
MPPT techniques and handle the PSCs issue, researchers 
have developed new MPPT techniques, some of which 
are addressed here. The method introduced in Ref. [23] 
is an improved IC algorithm. This method is able to 
capture the GMPP by distinguishing all MPPs in the P-V 
characteristic. However, a wide range of data, which are 
the electrical parameters of the PV panels, is required. In 
Ref. [24],  to achieve the GMPPT, an extremum seeking 
control is proposed.  Notwithstanding that this technique 
has a rapid dynamic response, it requires more 
information about the electrical parameters of the PV 
panels. The technique proposed in [25] improved the 
transient response of the PV system and increased the 
tracking speed by scanning the entail P-V characteristic 
of the PV array. However, implementation of this 
technique requires a high-performance processor, which 
makes the overall PV system cost- inefficient. The 
proposed algorithm in [26] is based on the open-circuit 
voltage of the PV array to estimate the possible GMPP, 
then the P&O algorithm is employed to track the GMPP. 
Although this algorithm has a good dynamic tracking 
performance, it could fail in finding the GMPP under 
complex PSCs. In Ref. [27] & [28], to decrease the 
tracking time, a beforehand calculating of the regions of 
all MPPs is proposed, which, however, requires a great 
deal of data related to the structure of the PV array which 
is difficult to obtain or predict. In Ref. [29], a distributed 
MPPT (DMPPT) algorithm is proposed in order to 
compensate for the energy loss due to PSCs. This 
technique requires an increase in the number of 
converters used; however, this will increase the cost of 
the whole system. To achieve GMPPT, a two-stage 
method is outlined in Ref. [30], while Ref. [31] describes 
a Fibonacci sequence-based technique. However, they 
were not able to find GMPP in all cases. In Ref. [32], 
additional sensors are required to implement the 
algorithm proposed which increase the implementation 
cost. In Ref. [33], to detect the PSC, a method based on 
calculating the solar irradiance at two different points is 
proposed. The aim of using this technique is to avoid 
unnecessary searching for GMPP. The research in Ref. 
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[34] introduced innovation technique with the 
comparison of power tracked in incremented duty cycle 
during GMPPT process. Although effective results were 
obtained in this research, the scan and sampling 
processes throughout the P-V characteristic are still 
required. In Ref. [35], the authors demonstrated that if 
the P-V curve has multiple MPPs, the algorithm may be 
unable to identify the true MPP. In Ref. [36] & [28], to 
improve the performance of the conventional MPPTs, the 
authors proposed using the “skipping” mechanism. In 
this approach, specified voltage intervals will not be 
scanned because the algorithm has already detected that 
GMPP is not located in those divisions. In this approach, 
the tracking speed is improved as a result of reducing the 
search space. Both maximum power trapezium 
algorithm (MPT) [36], and voltage window search 
algorithm (VWS) [28], are based on skipping mechanism. 
In MPT algorithm, during convergence to the GMPP, the 
sample of current and voltage are used to update the 
following voltage references. Although convergence 
speed is improved, the MPT algorithm possibly does not 
find GMPP if the chosen voltage step is incorrect. 

In Ref. [37], the search-skip-judge approach (SSJ) is 
proposed. In this method, the section dividing points 
(SDP) are determined using the short-circuit current 
values of the shaded modules, which in turn determine 
the unnecessary voltage periods, so that they can be 
overshooted. However, according to Ref. [35], if the 
GMPP is located far at the other end of the P-V curve, the 
convergence speed of the SSJ will be low. In Ref. [38], to 
detect the shading, light-detecting resistors (LDRs) were 
positioned on each PV module. Once the LDRs are 
shaded, the method becomes active for defining shaded 
modules; otherwise, the method is ineffective. In Ref. 
[39], for better detecting shaded modules, authors 
proposed using PV modules' respective analog sensors to 
collect their electrical properties. However, the 
limitations of analog sensing design with respect to the 
PV modules were not properly discussed. Furthermore, 
such data can be collected without using analog sensors. 

Considering the high cost of analog sensors, authors 
in Ref. [40] & [41] proposed a technique based on the 
measured voltage (VPV) and measured current (IPV). 
The technique starts scanning the P-V curve and its 
operation initiates from the far-right region, and the 
scanning process stops if the theoretical power of the 
next section is less than the practical power of the 
current section. However, this method suffers if two 
peaks are quite away from each other. In another 
technique proposed in ref [42], the power slope of each 
section is examined to determine the GMPP. Even though 
this technique presented good performance, it cannot 
distinguish between regular and PSCs. Arrow Sudoku 
puzzle pattern which is one of the reconfiguration 
techniques is studied for PV system under PSCs in ref 
[43]. To implement such techniques, programmable 
power switches are required. However, solid-state 
power switches are expensive while mechanical power 
switches are slow and may degrade over time. In ref [44], 
the authors proposed a technique to estimate the 
location of GMPP by using the voltage in various sub-
assemblies of PV modules through determining the 
irradiance levels in the sub-assemblies. Although the 

technique introduced good performance under PSCs, 
implementing this technique requires additional sensors 
which makes the system more complex and expensive. In 
Ref. [45] authors introduced a GMPP tracking method by 
dividing the voltage range of the PV array, and then 
samples are taken in each section to narrow down the 
search space and determine the optimal section in which 
GMPP occurs. However, this technique does not 
guarantee to find the GMPP under all partial shading 
patterns; furthermore, many samples are needed at 
different points to compare with predefined constants to 
determine any change in irradiance pattern. 
 

4. Artificial Intelligence-Based MPPT Techniques to 
Deal with PSCs 

 

To date, many artificial intelligence- based MPPT 
techniques have been proposed to address the PSCs 
issue. In this subsection, several pieces of research are 
summarized to provide a comparative study of the most 
frequently adopted AI-based MPPT techniques. 

To achieve global MPPT, in Ref. [46] & [47] particle 
swarm optimization (PSO) and in Ref. [48] the genetic 
algorithm (GA) were proposed. Although PSO is simple in 
implementation and able to find the optimal point, it is 
computationally intensive and time-consuming which 
gradually reduces search accuracy. As well GA is complex 
and requires a long computation time to capture the 
GMPP. In Ref. [49], a modified PSO method is proposed. 
In this algorithm, due to the use of many variables with a 
random number, more iterations are required to find 
GMPP perfectly, and this makes the convergence speed to 
GMPP lower than PSO. In the last years, the ant colony 
algorithm and simulated annealing algorithm have also 
been proposed to achieve the GMPPT [50]. Modified Java 
MPPT algorithms were proposed in Ref. [51] & [52], and 
this algorithm does not require specific parameters. 
According to the experimental results in Ref.  [53] & [50],  
for increasing the tracking speed of the AI-based MPPT 
algorithms, suitable initial parameters are required. By 
assigning the initial values of AI-based MPPT algorithms, 
the region containing the GMPP can be determined and 
thus, the tracking speed can be improved [54], [55], [56]. 
Numerous strategies in identifying the region of the 
GMPP are documented in Ref. [54], [55] and [56]; 
however, they required a great deal of information about 
PV panels characteristics, and this may increase the 
complexity of implementing these algorithms, given the 
need to test devices before implementation. In Ref. [57], 
a fuzzy logic (FL)- based algorithm is proposed.  In this 
algorithm, the slope of the P-V characteristic is the input 
while the value of the duty cycle is the output. Seven 
membership functions are used for both the input and 
the output, and the system has a set of seven rules. In this 
technique, the whole P-V curve is scanned and the value 
of the duty cycle which is corresponding to GMPP is 
stored. In Ref. [58], another FL based MPPT with 7 
membership functions and 49 rules is proposed. In this 
research, error in power and change in error are 
considered. These FL based MPPT techniques introduced 
high performance rather than conventional techniques; 
however, they require more time to converge to the 
optimal MPP due to large search space. 
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In addition, MPPT methods are implemented 
depending on many metaheuristic techniques including 
cuckoo search [59], grey wolf optimization (GWO) [60], 
and bat algorithm (BA) [61]. To acquire the benefits of 
two techniques together, hybrid optimizations were 
proposed in some papers [60], [62]. In these proposals, 
two different techniques are used together under 
different operating conditions. Using these techniques in 
MPPT applications was evaluated in Ref. [63]. However, 
the inherent problem in metaheuristic techniques is that 
they cannot determine the optimal initial value of the 
duty cycle. As a consequence, they are unable to improve 
the convergence speed and dynamic variation of the 
shading patterns. In Ref. [64] BA was proposed as an 
MPPT of PV systems supplying synchronous reluctance 
motors. The author tested both BA and PSO techniques 
under the same conditions and the collected results were 
compared. BA presented better performance than PSO; 
however, the problems related to the PSCs, or the 
dynamic variation of shading patterns were not 
discussed. In Ref. [65] & [66], firefly algorithm (FA), 
which is one of the nature-inspired techniques is 
proposed. It has the advantages of simple computational 
processes with low power disturbance. Notwithstanding, 
under PSCs, it may not find the GMPP, and be trapped in 
one of the LMPPs due to the inherent over-attraction 
issue [67]. In Ref. [68], to increase the MPPT speed, a 
modified firefly MPPT algorithm was proposed. The 
author proposed simplifying the movement rules of 
fireflies to increase the convergence speed to GMPP. Even 
though this problem was mitigated by the modified FA, 
the convergence speed is still slow [69]. Although 
simplified FA (SFA), which was proposed in Ref. [65], has 
better convergence speed, it has lower accuracy in 
capturing GMPP.  To deal with this a hybrid approach was 
proposed in Ref. [70]. The modified FA is used to identify 
the GMPP, then the P&O algorithm is employed to track 
it. The results demonstrated that the proposed approach 
exhibits high performance in tracking the GMPP and 
improves the convergence speed. In Ref. [71], artificial 
neural network (ANN) is used to track GMPP under PSCs. 
However, this technique needs prior training on the PV 
modules being used. In Ref. [72], General Regression 
Neural Network (GRNN) was proposed to find the GMPP 
under PSCs. This technique showed good performance in 
capturing GMPP; however, implementing such a 
technique requires a sophisticated embedded system; 
moreover, the convergence speed to GMPP is slow. In Ref. 
[73], to achieve GMPPT, a hybrid technique was 
proposed, which is based on a scanning technique 
combined with a fuzzy logic technique. In this technique, 
the entail P-V curve is scanned to capture the GMPP. 
However, the method on which the scanning depends 
was not clear. Furthermore, since the observation stating 
the increasing and decreasing trends when moving far 
from GMPP cannot be true under all conditions, it was 
disagreed by [74]. In the technique proposed in Ref. [74], 
the process of scanning the P-V curve and determining 
the GMPP was achieved by using a switch in the boost 
converter for executing the short-circuiting. Regardless 
of the approach seems excellent, a DSP processor and 
high-speed ADC are required for sampling the entire 
data, which increases the implementation cost. 

Additionally, if the scanning is performed repeatedly 
under a frequent change in irradiance, then discharging 
of energy stored in the input capacitor will reduce the 
efficiency of the system. 

A combination between P&O algorithm and the 
genetic algorithm was proposed in Ref. [54] & [75]. In 
this combination, the performance of the P&O algorithm 
was improved in PSCs. Practically, the genetic algorithm 
identifies the location of GMPP; thereafter, the P&O 
algorithm tracks the GMPP of the system. Although the 
performance of the P&O algorithm is improved, it 
requires much time to track GMPP. Both memory self-
organizing incremental neural network (M−SOINN) 
technique and adaptive neuro-fuzzy inference system 
(ANFIS) technique were proposed for fault detection [76] 
& [77]. However, this strategy requires fine-tuning of the 
parameters, which increases the complexity of 
programming since more powerful hardware is required 
to implement such methods. This in turn, increases the 
implementation cost. 

Advanced intelligent algorithms such as Ant Colony 
Optimization (ACO) [78], Artificial Bee Colony (ABC) 
[79], Grey Wolf Optimization (GWO) [80] and Simulated 
Annealing (SA) [81] were adopted to achieve GMPPT. 
Although these optimizations presented good 
performance in identifying and capturing GMPP under 
PSCs, complex processes are needed to fine- tuning of 
their parameters. Furthermore, to implement such 
algorithms, sophisticated embedded systems are 
required, which in turn increases the implementation 
cost. In addition, these algorithms require a significant 
number of samples to identify the GMPP which reduces 
the convergence speed. 

It seems clear from the literature that the algorithms 
using two phases to achieve GMPP are the most effective. 
Firstly, the section containing the GMPP is identified, 
then one of the conventional algorithms such as P&O or 
IC is used to track the optimal point [39] & [70]. Including 
most of the above details, a detailed analysis of MPPT 
techniques is given in Table 1. 
 

5. Conclusion  
 

This paper provided a summary of the proposed 
MPPT techniques to deal with the formation of multiple 
MPPs in the PV panel characteristic as a result of the 
PSCs. The information mentioned in the previous studies 
was used to identify the features of the proposed 
techniques, and to evaluate their performance in 
reaching the GMPP. In short, all the proposed techniques 
were able to deal with the multiple MPPs condition and 
to determine and reach the GMPP. Depending on this 
study, researchers can identify the appropriate 
technique to use in their applications. The weighting in 
selecting the appropriate technique is related to the 
features that are important in the application, for 
example, when a high convergence speed is required, it is 
preferable to use the skipping mechanism technique or 
modified firefly algorithm. When simplicity and 
flexibility of the implementation are the most important, 
it is more likely to use PSO, while if the accuracy is the 
most important, it is preferable to use ABC or GWO. 
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Table 1. Analysis of MPPT techniques 
MPPT technique Features 

• Perturbation and Observation (P&O) 

• Hill climbing (HC) 

• Fractional open circuit voltage 

• Fractional short circuit current 

• Switching ripple correlation 

• Sliding mode control 

• Incremental conductance (IC) 

• Constant voltage 

- Conventional MPPT techniques. 

- Low complexity. 

- Able to find MPP under uniform radiation conditions. 

- Not able to find GMPP under PSCs. 

• Improved IC algorithm 

- Able to capture the GMPP under PSCs. 

- A wide range of data, which are the electrical parameters of the PV 

panels, is required. 

• Extremum seeking control technique 

- Has a rapid dynamic response. 

- Requires more information about the electrical parameters of the PV 

panels. 

• Distributed MPPT (DMPPT) 
- Compensation for power loss due to PSCs. 

- Requires an increase in the number of converters 

• Fibonacci sequence-based technique 
- Low complexity. 

- Not able to find GMPP in all cases. 

• Trapezium algorithm 
- Improve the convergence speed. 

- Possibly does not find GMPP if the chosen voltage step is incorrect. 

• Voltage window search algorithm 
- High convergence speed. 

- Not able to find GMPP in all cases. 

• Search-skip-judge approach (SSJ) 
- Able to capture the GMPP under PSCs. 

- Low convergence speed. 

• Particle swarm optimization (PSO) 

- Able to capture the GMPP under PSCs. 

- Low complexity. 

- Computationally intensive and time-consuming. 

• Genetic algorithm (GA) 
- Able to capture the GMPP under PSCs. 

- Complex and requires a long computation time to capture the GMPP 

• Modified PSO method 
- Able to capture the GMPP perfectly under PSCs. 

- Convergence speed to GMPP lower than PSO. 

• Ant Colony Optimization (ACO) 

• Artificial Bee Colony (ABC) 

• Grey Wolf Optimization (GWO) 

• Simulated Annealing (SA) 

• Simulated annealing algorithm 

 

- Able to capture the GMPP under PSCs. 

- High convergence speed. 

- Suitable initial parameters are required 

- Complex processes are needed to fine-tune their parameters. 

• Fuzzy logic (FL) 

- Able to capture the GMPP under PSCs. 

- High performance. 

- Low convergence speed. 

• Cuckoo search 

• Grey wolf optimization 

• Bat algorithm (BA) 

- Able to capture the GMPP perfectly under PSCs. 

- High convergence speed. 

- High complexity. 

• Firefly algorithm (FA) 

- Simple computational processes with low power disturbance. 

- Low complexity. 

- May not find the GMPP. 

• Modified firefly algorithm 

- Able to capture the GMPP under PSCs. 

- Low complexity. 

- Medium convergence speed. 

• Hybrid algorithm based on modified firefly 

and P&O algorithms 

- Able to capture the GMPP perfectly under PSCs. 

- High performance. 

- Good convergence speed. 

• Artificial neural network (ANN) 
- Able to capture the GMPP under PSCs. 

- Needs prior training on the PV modules being used. 

• General Regression Neural Network (GRNN) 

- Able to capture the GMPP perfectly under PSCs. 

- High performance. 

- Requires a sophisticated embedded system 

- Low convergence speed 
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