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ABSTRACT

Defence expenditure has an important role for a country’s economy and has
a greater impact on the economies of underdeveloped and developing
countries. This article was prepared as a conceptual study for the purpose
of answering the long-standing discussion about the share of Turkey’s
financial sources of defence expenditure in Turkey. In this context; basic
concepts, factors affecting defence expenditures, process of determining
defence budget, financial sources for defence expenditures were searched
and Turkey’s defence budget was compared with that of some selected other
countries. The data used for comparison, were compiled from Stockholm
International Peace Research Institute (SIPRI). It has been found that
Turkey’s defence expenditure out of its GDP plummeted after 2000, but this
trend reversed and the ratio started to increase after 2015 which reached to
2.7% of in 2019. Turkey ranked the 15" with a defence budget of 20.4
billion dollars among the list of countries with the most defence budgets in
2019. Also, when Turkey's defense budget is compared with its neighbors as
of 2019, it is viewed to be at an average value. Moreover, although there
are areas to be improved, it is seen that there is a systematic application
related to the determining, planning, implementing and checking of defence
expenditure and reasonable defence expenditure is defined according to this
systematic in Turkey in today’s conditions. It is considered that it would be
beneficial to conduct more in-depth studies on this subject in the future.

Keywords: Defence Industry, Financial Resources of Defence Expenditure,
Military Spending, SIPRI, Turkey.
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SAVUNMA HARCAMALARI VE TURKIYE’DE SAVUNMA
HARCAMALARININ FINANSMAN KAYNAKLARI:
KARSILASTIRMALI KAVRAMSAL BIR ANALIZ

0z

Savunma harcamalari, bir iilkenin ekonomisinde énemli bir yere sahiptir ve
ozellikle azgelismis ve gelismekte olan bir iilkenin ekonomisine etkisi
biiyiiktiir. Bu makale, uzun yillardir siiregelen Tiirkiye’'nin savunma
harcamalarina ayirdig biitce iliskin tartismaya cevap bulmak ve soz konusu
biit¢e icin yararlanilan finansman kaynaklarini tespit etmek maksadiyla
kavramsal bir c¢alisma olarak hazirlannmistir. Bu  kapsamda temel
kavramlar, savunma harcamalarim etkileyen faktorler, savunma biit¢esinin
belirlenmesi siireci ve savunma harcamalari finansman kaynaklar
arastirilmis, secilmis diger iilkeler ile Tiirkiye'nin savunma biitcesi
karsilastirtimistiv. Bu  karsilastirilmada Stockholm Uluslararasi Barig
Arastirma Enstitiisti'niin (SIPRI) verilerinden faydalaniimistir. Tiirkiye 'nin
savunma harcamalarmmin 2000°li yillarla birlikte diisiis egiliminde oldugu,
bu egilimin ozellikle 2015 sonrasinda yiikselise gectigi ve 2019 da
Tiirkiye’nin  GSYH’simin  yaklasik % 2,7 sinin  savunma harcamasina
ayrildigi tespit edilmistir. 2019 yilinda Tiirkiye en fazla savunma biitcesi
aywran tilkeler arasinda 20,4 milyar Dolar ile 15. sirada yer almistir.
Bununla birlikte, 2019 yi/i itibariyle Tiirkiye’'nin savunma biitcesinin
komsularwyla  karsilastirildiginda  ortalama  bir  degerde  oldugu
goriilmektedir. Ayrica, iyilestirilmesi gereken alanlar olmakla birlikte,
Tiirkiye'de  savunma  harcamalarimin  belirlenmesi,  planlanmasi,
uygulanmast ve kontroliine iligkin sistematik bir uygulamanin oldugu ve
glintimiiz sartlarinda makul savunma harcamalarinin bu sistematige gore
tammlandigr goriilmektedir. Bu konuda gelecekte daha derinlemesine
calismalar yapilmasun faydall olacagi degerlendirilmektedir.

Anahtar Kelimeler: Savunma Sanayii, Savunma Harcamalarinin
Finansman Kaynaklari, Askeri Harcamalar, SIPRI, Tiirkiye.
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1. INTRODUCTION

Defence expenditure is an important component of budget expenses and it
appears to maintain the sovereignty and the existence of a country. It is
apparently a direct function of threats to the integrity and independence of
that country. Depending on the characteristics of a nation, one can claim
that the amount of the expenditures might vary significantly.

Basar and Kunu (2012, p.12) puts it forward that as one of the pure public
goods, sustaining defence services is the responsibility of governments and
the financing of defence expenditure is largely funded by the state budget in
all countries. Even if the principles of globalization and solidarity are
gaining importance nowadays, historical experiences and current events
force countries to allocate sufficient budgets for their defence.

Turkey, which is one of the North Atlantic Treaty Organization (NATO)
Members, is also investing hugely on the defence industries recently, as it is
constantly exposed to internal and external threats due to its geopolitical and
strategic importance. For this reason, an important share is allocated to the
defence expenditures in Turkey from the state budget and from the incomes
of the organizations that was formed with the aim of strengthening the
armed forces. We see that these shares follow rather a fluctuating course due
to seasonal effects in the recent years.

Researches on measuring defence spending have been object of study of
many academicians and practitioners, in particular starting from 1980s. In
the last four decades, plenty of valuable and crucial contributions were
made by political scientists and economists who enriched datasets and
renovated methodologies mainly for calculating military expenditures by
different countries and investigating the relations between defence
expenditures and economic growth. Although various researches have been
made in relation to economic and statistical relations so far, some gaps in
the literature still remain, notably concerning the conceptual framework and
methods of analysis that warrant further attention.

A seminal work on military expenditure is by Brzoska (1995). In the paper,
the author notes that military data is difficult to define and no credible data
are available for some countries. Brzoska (1995, p.1) also states that data
series on military expenditures and arms transfers must be used with caution
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as the publishing institutions have only limited resources to deal with the
numerous conceptual and practical problems.

In another work of interest, Lifshitz (2003, p.68) examines the economic
context of the military expenditures. He underlines that defence expenditure
measures are required for analyzing the macroeconomic and industrial
implications of defence, and particularly for calculating the opportunity cost
and economic burden of the defence.

A study by Sandler and Hartley (1995, p.1) specifies that the defence
expenditures vary among nations and provides examples to this. They note
that defence sector can have significant allocative influences in nations,
especially when research and development are included. According to them,
in time of crisis, mobilization of forces has tremendous present and future
economic ramifications on a nation.

Within the framework of economic context of expenditures, it is possible to
assert that the defence spending is heavily debated in Turkey recently as it is
the case for almost all countries. The studies, which concentrate on the
sources of Turkey's defence expenditures and compare Turkey’s defence
budget with other countries’ budgets, are rather limited in literature.

In this respect, this study aims to analyze financial resources of Turkish
defence spending in detail, and it focuses on whether Turkey allocates a
huge amount of its budget to the defence. The structure of the paper is as
follows: Second section examines the basics of the defence industry in
general, while financial sources of Turkish defence industry is investigated
in the third part. The comparisons of Turkey’s defence budget with other
selected countries are unclosed in the fourth part and finally, the evaluations
and conclusions are conveyed in the last section.

2. DEFENCE INDUSTRY

It would be beneficial to introduce the basics of the defence industry first,
which has its own characteristics, before examining the basics and financial
resources of defence expenditures in Turkey.
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2.1. Definition of Defence Industry

According to the official website of the Ministry of Defence of Turkey,
defence industry can be defined as the plants that produce war weapons,
vehicles, equipment, ammunitions, spare parts with their important inputs
and their related goods and services.

2.2. Features of Defence Industry

Ziylan et al. (1998, p. 15) and Uysalkan (2010, p. 25) indicate that the
defence industry has different properties in terms of market, product, and
military precision. In terms of market, it is possible to sort the properties as
follows:

¢ The only customer in the domestic market is the government.
¢ The foreign markets are highly dependent on foreign political influence.
e Production is regulated by political demand and desire according to need.

eHigh performance and quality have primary and cost has secondary
importance.

¢ The high technologies have to be used extensively.

e It requires large investments spread over many years and therefore very
good financial management.

e The defence industry is operated under the auspices and protection of the
government and organizations operating in this sector are excluded from the
scope of international free trade agreements.

eIt is conducted as joint military production programs with the effect of
multinational defence agreements or international bilateral agreements.

eIt is necessary that the production process should not be interrupted by
maintaining the technological sufficiency for the development and
management of critical defence systems.

e High-volume manufacturing should be able to achieve during the crisis
and war periods.
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e It requires a highly qualified workforce in the fields such as Research and
Development (R&D), production, quality control, project management and
customer relations because of the use of advanced technologies.

In terms of defence products, it can be stated that the most vital properties of
the defence industry can be sorted as being fully public property, having
complex structure, needing high technology, demanding high cost, having
long useful life, requiring high quality, working in severe environmental
conditions, and being able to improve. From the point of view of the
military precision, on the other hand; Ziylan et al. (1998, p. 41) and
Uysalkan (2010, p. 18) acknowledge that defence industry has the
prominent properties such as security, safety, reliability, flexibility,
maintainability and interoperability.

2.3. Importance of National Defence Industry

A strong defence industry is a prerequisite for being an independent
country. Failure to make good defence will negatively affect the efforts of
the country to protect its national rights and interests, as Nemli (2009, p. 9)
mentions that is why the services related to defence are firstly organized as a
demonstration of the country's presence and power. Ziylan et al. (1998, p.
17) state that every country should have its own national defence industry in
order to provide reliable, safe and confidential systems to the units related to
defence in that country. In addition, the ‘national’ defence industry is
required:

¢ To ensure that funds allocated for defence industry expenditures are kept
within the country,

¢ To maintain export import balance,

e To be a locomotive for the scientific and technological developments in
the country,

eTo prevent the difficulty of supplying critical weapons, vehicles,
equipment, ammunitions and spare parts, especially during periods of crisis
and tension.

As mentioned above, the defence industry is a significant component of
Turkish sovereignty and solidarity as Turkey attaches great importance to its
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national defence. In terms of fighting forces, for instance, Turkish Armed
Forces (TAF) ranks the 8" largest standing military force in the world while
it is currently the 2™ largest standing military force among NATO countries,
as noted by Ziylan et al. (1998, p. 54). The realization of TAF
modernization needs by the national defence industry has been ruled as a
legal priority by additional article no. 12 of Law No. 1325 to be performed
by ASFAT A.S. in relation to the duties and organization of the Ministry of
National Defence, as noted by decree Law No. 696 on November 20, 2017,
and decree law No.7 establishing Presidency of Defence Industries (PDI),
whose name was Undersecretariat of National Defence before the
presidential system. In this context, according to Haberturk (2015)’s news
piece, while the needs of TAF were met at the level of 20% in 1980s by
Turkish Defence Industry, this rate amounted to 54% in 2015 and it is
almost increasing year by year.

2.4. Actors of Turkish Defence Industry

The main actors of the Turkish defence industry can be listed as follows:
Presidency Defence Industry Executive Committee, Ministry of National
Defence (MND), (and abrogated Turkish Armed Forces General Staff
(TAFGS)), PDI, and defence industry organizations/firms. According to the
Presidential Decree No. 7, Presidency Defence Industry Executive
Committee is accountable for ensuring national security and preparing the
armed forces for national defence. As per the Presidential Decree No. 4
dated July 15, 2018, the Chief of Staff of TAF was attached to the Ministry
of Defence and has been mandated to determine the set of principles,
priorities and core programs pertaining to the needs during the TAF’s
preparations for combat. According to the Presidential Decree No. 1 dated
July 10, 2018, MND is responsible for the procurement of weapons, tools,
materials and logistic necessities and for the war industry services.
According to Presidential Decree No.7, which was published at the Official
Gazette on July 15, 2018, PDI is responsible for applying the decisions of
the Defence Industry Executive Committee, modernizing the TAF and
developing of a civilian infrastructure to support the armed forces. Finally,
the defence industry organizations/firms in Turkey undertake an important
task to provide that the needs of the TAF are met with the latest
technologies and national opportunities. In order to carry out more detailed
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and accurate analytical studies for Turkey, we consider that it would be
beneficial to analyze the main financial resources comprising Turkey's
defence budget within the framework of the existing literature. For this
reason, Turkey's financial sources of defence expenditure will be analyzed
in the next section.

3. FINANCIAL SOURCES OF DEFENCE EXPENDITURE IN
TURKEY

eDuring the processes of implementing national defence instruments,
financing is needed for organizations/businesses in order to conduct the
activities, realize the projects, etc. Turk (2007, p. 26) remarks that possible
financial resources of defence expenditures can be listed as follows:

e Resources allocated from the MND budget,

e Defence Industry Support Fund (DISF) resources,

e Turkish Armed Forces Foundation (TAFF) resources,
¢ The General Command of the Gendarmerie budget,

e Coast Guard Command budget,

e Government / Company loans,

e Foreign Military Sales (FMS),

¢ MND's revenues based on special laws.

Among above mentioned financial resources, Akyesilmen (2006, p.14)
specifies that the most important part of the resource reserved for defence is
the MND budget. As per the data from the Ministry of Finance, the share of
MND, which was 6.1% of budget in 2008, dropped to 5.6% of budget in
2009. In time, the rate decreased further, and it became 4.2% in 2014. The
share of MND in the total budget occurred 4.69% in 2015 and 4.8% in 2016.
According to the central administration budget for 2020, the total amount
allocated for MSD is 53.9 billion Turkish Lira, which was equivalent to
4.92% of the total budget. This clearly demonstrates that there has been an
increasing trend since 2015.
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While unveiling the details of spending on Turkish military—related
activities is one of the purposes of this study, one has to bear in mind that
estimating how much Turkey spends on its military requires a detailed study
to trace its sources. Although some details of Turkey’s military expenditure
is available online—such as the budgets of the MND-—access to
information about other elements is limited or, in some cases, impossible, as
indicated by Yenturk (2014, p. 1).

Apart from the general budget, with the aim of establishing a continuous
and steady supply of the budget that is necessary for providing the
modernization of the TAF and establishing the modern defence industry in
Turkey, in accordance with Article 12 of Law No. 3238, DISF is operating
under the supervision of the Central Bank of the Republic of Turkey and
under the responsibility of the Presidency of Defence Industries.

Land, Naval and Air Force Support Foundations, that were established
different times before, were united as TAFF on 17 June 1987, with the Law
No. 3388. The foundation started its operations, with the aim of enhancing
the warfare of capability of TAF through national defence industry,
establishing new defence industry areas and procuring warfare armament by
providing the financial and spiritual support of Citizens, on 26 September
1987. As of 2020, the TAFF governs its 14 direct and indirect companies
(six affiliate companies, six subsidiaries, and two indirect affiliate
companies) within the concept of “Group of Companies”, according to Turk
Silahli Kuvvetleri Guclendirme Vakfi’s website.

With the decree-law No. 668, Gendarmerie General Command and the
Coast Guard Command bounded to the Ministry of Interior on July 25,
2016.

Government/company loans are the loans by foreign countries and
companies. Koseoglu (2010, p. 75) states that these kind of loans are
provided either by foreign companies that supply the project or by
international organizations on behalf of the government; its repayments are
made by the government, or its financial guarantee is provided by Treasury.

FMS program is a form of security assistance authorized by the Arms
Export Control Act (AECA), and an important of U.S. foreign policy. Under
Section 3 of the AECA, the U.S. may sell defence articles and services to

-10 -



Defence Expenditure and Financial Resources of Defence Expenditure in
Turkey: A Comparative Conceptual Analysis

friendly foreign countries and international organizations. Countries in this
program may obtain defence articles and services by paying with their own
national funds or with U.S. Government funds. In certain cases, U.S. may
give defence articles and services on a grant basis, as indicated by the
website of Defence Security Cooperation Agency’s.

The MSD has also a number of revenues determined by special laws, as
well. Some of these can be expressed as revenues from "Military Service in
Foreign Exchange" (under Laws No. 1111 and 3802) and sales of goods,
services, and properties (under Laws No. 189 and 3212).

4. COMPARISON OF TURKEY’S DEFENCE BUDGET WITH
OTHER COUNTRIES

After explaining the financial sources of defence expenditures in brief, in
this section, we reveal the size of the defence market in Turkey and draw a
comparison between the Turkey’s defence budget with other selected
countries.

4.1. Defining the Defence Budget

According to Hartmann and Wendzel (1990, p.31), defence planning, which
is updated according to ongoing risk assessments, is a process that is
affected by many factors such as threat perception, economy, resources,
international partnerships, neighborhood relations, geographical position,
political situation, technological power, population, cultural and traditional
values, and attitudes of leaders, as specified by Berk (2015, p.8). The
defence budget is determined in accordance with the mentioned planning.

Although there are many key factors, the most significant factor determining
the amount of spending is the threat. Governments decide on the amount of
defence expenditures in accordance with the existence of internal and
external threats and the severity of threat. On the other hand, different
causal drivers like strategic sources, political and economic relations,
geopolitics and socio-economic structures should be considered when
analyzing the threat.

In addition to this, mandatory defence spending levels, weapons control
agreements and side income sources can play an active role in determining
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the defence budget, according to the website of Geneva Centre for the
Democratic Control of Armed Forces (2002). Here, it would be beneficial to
open up especially the notion of mandatory defence spending level. As
noted in the last section, some countries determine defence expenditure as a
percentage of the current defence expenditure divided by GDP or this rate is
calculated taking into account of the conditions of the alliance. For instance,
all new NATO members are committed to spend 2% of GDP on defence.

Almost for every country, a national budget cycle determining the defence
spending is effectuated annually and consists of four main stages namely
budget preparation, budget approval, budget execution, and budget
evaluation. Organization for Security and Co-operation in Europe (OSCE)
has incorporated the following principle to ‘Code of Conduct on Politico-
Military Aspects of Security’ document, as follows: Each participating State
will provide for its legislative approval of defence expenditure. Each
participating State will, with due regard to national security requirements,
exercise restraint in its military expenditures and provide for transparency
and public access to information related to the armed forces, as noted by
Geneva Centre for the Democratic Control of Armed Forces (2002).
Similarly, any expenditure made within the framework of the MND budget
in Turkey is subject to the financial controls and supervisions of the
government, Ministry of Treasury and Finance, Court of Accounts, and the
MND.

The basis of Turkey's national defence, security strategies and policies is
National Security Policy Document (NSPD) that is updated by National
Security Executive Committee in every five years. In the direction of NSPD,
Turkey's National Military Strategy (TNMS) document is being prepared.
Preparing by taking into consideration the political situation, risk
assessment and the policies regarding the use of the armed forces, Turkish
national defence planning is a process that involves the works carried out in
four successive phases in two years period: In the first phase, NMS is
prepared. In the second phase, the Planning and Programming Directive
(PPD) is arranged and published. In the third phase, the Strategic Target
Plan (STP) is published. In the fourth phase, Ten-Year Procurement Plan
and Program Budget Proposal is prepared and announced. According to
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Mevlutoglu (2016, p. 17) and Muslum et al. (2010, p. 107), the
implementation of the plan fallows these four phases.

In the next part of our study, we focus on the defence expenditures which
simply cause defence budgets to be generated, and the roles of the actors
during this process are investigated. During the process of the realization of
national defence, financial resources and budgets are required for the
execution of activities, projects etc.

4.2. Definition of Defence Expenditure

Defence budgets are allocated to meet the defence expenditures. Giray
(2004, p.184) underlines that the definitions of defence expenditure vary as
there are different explanations by NATO, International Monetary Fund
(IMF), United Nations (UN) and SIPRI, however in general, it can be stated
that defence expenditure is the share that is allocated from country’s
national income in order to ensure the internal and external safety of a
country, as noted by Onder (2009, p. 2661).

Considering that the data by SIPRI is up to date and well-respected, SIPRI's
data have been utilized for the sake of the analysis. Following SIPRI’s
definition, defence expenditure includes all current and capital expenditure
on:

¢ The armed forces, including peace keeping forces

e Defence ministries and other government agencies engaged in defence
projects

e Paramilitary forces when judged to be trained, equipped and available for
military operations

¢ Military space activities

Such expenditures should include personnel, operations and maintenance,
procurement, military research and development, military construction,
military aid and exclude military related expenditures such as civil defence
and current expenditure for previous military activities (veteran benefits,
demobilization, conversion of arms production facilities, destruction of
weapons), as per SIPRI’s official website.
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4.3. Reasons and Factors of Defence Expenditure

One can claim that the last resort to the solution of the problems in
international relations is the "military force". Military force is apparently an
element of national power, and it has to be continuously improved. The
governments, by no means, can give up supporting and providing this force.
According to the traditional realist view, the possibility that a war can
happen at any moment forces governments to be constantly alert and follow
real politics in order to protect their national interests. Gurcan (2011, p.129)
references the following: "Always being ready for war (si vis pacem para
bellum)" is the only formula of peace and keeping order in the world.

From the early ages to the present day, people developed various weapons
and defence methods to protect their lives, values and interests from danger;
sometimes they defended themselves with these weapons and on occasions
they attacked for some benefits. This has been valid nearly for all countries
throughout the history. For centuries, international conflicts of interest have
been present and weapons have been resorted as a last expedient to reach a
solution as the military forces are directly engaged in this multilateral
dilemma.

The armed forces that have direct and indirect effects in respect of external
security have important repercussions in respect of internal security as well.
Kucuksahin (2006, p. 12) mentions that in order to ensure the public peace
and the government survival within the political boundaries of a country,
governments take precautions via private security companies, its police,
intelligence units and the armed forces, in addition to the social, political,
economic and environmental measures.

The most important reason for defence spending is obviously a "threat".
Countries obviously need to protect themselves against threats.
Governments determine the amount of defence expenditures according to
the existence and severity of the internal and external threats, while the
strategy of the country is another crucial factor affecting military
expenditures as the country's defence and/or attack strategies direct
country’s defence expenditures.

Defence expenditure, which impresses defence and attack, has deterrent
effect at the same time as the strategic, political and economic effects of
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weapon systems go far beyond military influences as their range, coverage,
size, and other attributes increase.

Because of the abovementioned reasons, governments have to allocate
appropriate budgets for their defence expenditures. In the next section,
Turkey’s defence budget and expenditures are examined comparatively with
other selected countries.

4.4. Defence Expenditure in the World

The demise of the Warsaw Pact in the late 20th century, the end of the Cold
War plus the collapse of the Soviet Union created a new political and
security understanding in the world. This has caused to considerations for
the establishment of a lasting peaceful atmosphere in the world. However,
after a while, developing technology, migrations, ethnic nationalism, money
and population movements created by globalization, and increased terrorism
activities have changed the world into a more uncertain and complicated
place to live. Defence expenditures and budget allocated for defence in the
world, which plummeted between 1987 and 1998, started to increase both
globally and regionally since 1998, as can be seen in Table 1; based on the
data compared on a yearly basis.

The figures show that defence expenditures are on the rise regularly, both
locally and globally. We see that in the last 20 years, defence expenditure
has increased by 2.9 times in Africa, by 1.6 times in United States of
America, by 2.9 times in Asia and Oceania, by 1.3 times in Europe, and by
1.8 times in the world. In line with this, Dr. Nan Tian who works at SIPRI
as a researcher, notes that “the global military spending in 2019 represented
2.2 per cent of the global GDP, which equates to approximately $249 per
person. Global military expenditure was 7.2 per cent higher in 2019 than it
was in 2010
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Table 1. Regional defence expenditures in the world, 1998-2019

(billion $, 2018 prices). (SIPRI database, 2020a).

Asia
Year World | Africa |America| and |Europe | Middle East
Oceania
1998 1054 | 144 | 497 181 | 276 857
1999 1077 | 21 499 191 | 281 838
2000 1114 | 183 | 517 196 | 290 92,6
2001 1139 | 18,7 | 525 208 | 293 955
2002 1215 | 209 | 582 219 | 300 93
2003 1301 | 20,1 | 652 228 | 306 94.9
2004 1384 | 226 | 708 242 | 310 101
2005 1443 | 235 | 742 255 | 313 110
2006 1486 | 255 | 754 270 | 318 119
2007 1548 | 268 | 777 288 | 327 128
2008 1637 | 315 | 834 306 | 336 129
2009 1753 | 332 | 899 344 | 342 135
2010 1789 | 355 | 924 352 | 336 141
2011 1794 | 392 | 914 366 | 330 144
2012 1778 | 404 | 868 381 | 331 157
2013 1748 | 451 | 808 400 | 326 168
2014 1743 | 464 | 764 423 | 328 181
2015 1766 | 443 | 750 aa6 | 337 | NoCertain
Data
2016 1779 | 433 | 747 467 | 351 | NoCertain
Data
2017 1800 | 425 | 746 489 | 342 | NoCertain
Data
2018 1849 | 41 768 507 | 34g | NoCertain
Data
2019 1914 | 416 | 805 531 | 365 | Mo Certain
Data

-16 -




Defence Expenditure and Financial Resources of Defence Expenditure in
Turkey: A Comparative Conceptual Analysis

2000
1800 —
1600
1400
1200
1000
800
600
400 -
200

W OO O o N NN & 1N O NN 0 OO O 1 N M <& 1D O ™~ 0 O
a OO O O O O O O O O O O W ™ ™« ™ = o o o o
O O O O O O O O O O O O O O O O O o o o o o
— i (o] (V] o~ (@] [o\] o~ (@] o [o\] (@] o [o\] o~ o [o\] N o [o\] N o
e \\Or|d e Africa America
Asia and Ocenia === Europe = \iddle East

Figure 1. Regional defence expenditures in the World, Europe, Asia and
Africa and America (billion $, 2018 prices). (Authors’ calculations using
SIPRI database, SIPRI, 2020a and SIPRI, 2020b).

4.5. Comparison of Turkey’s Defence Budget with Other Countries

For this section of the study, Turkey’s defence budget is compared with
countries, whose annual military budget is more than $10 billion. Table 2
below demonstrates Turkey’s stance among others. It appears Turkey ranks
the 10™ in the mentioned list.
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Table 2. Defence budgets for countries whose military budget is more than
$10 billion, 2019 (billion $ and % of GDP). (SIPRI database, 2020a,

2020b).

Country Spendings in 2019 Share of(oc/iI)DP, 2019
Saudi Arabia $61.87 8.0%
Algeria $10.30 6.0%
Israel $20.47 5.3%
Pakistan $10.26 4.0%
Russia $65.10 3.9%
U.S.A. $731.75 3.4%
Singapore $11.21 3.2%
Colombia $10.08 3.2%
South Korea $43.89 2.7%
Turkey $20.45 2.7%
India $71.13 2.4%
Iran $12.62 2.3%
Poland $11.90 2.0%
France $50.12 1.9%
China $261.08 1.9%
Australia $25.91 1.9%
Taiwan $10.42 1.7%
UK $48.65 1.7%
Italy $26.79 1.4%
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Canada $22.20 1.3%
Netherlands $12.06 1.3%
Germany $49.28 1.3%
Spain $17.18 1.2%
Japan $47.61 0.9%

Today, there are major conflicts in the immediate vicinity of Turkey and the
problems related to internal security within its borders have been going on
for many years. Located in a highly strategic but inconsistent and unstable
region, Turkey allocates a significant share of its limited resources to
defence expenditures in order to protect its national interests, sustain its
existence, and become a strong country in her region, according to Uslu
(2007, pp. 115-116). This can be considered as one of the reasons why
Turkey continues to allocate more of its resources to defence expenditures,
particularly after 2015.

In order to define the burden of defence expenditure on a country's economy
and/or the importance of defence for a country, investigating the defence
expenditure as a share of GDP is a common method. We see that the
defence expenditure is determined as a percentage of the current defence
expenditure as a rate of GDP for various countries. According to data
obtained from SIPRI 2020b's database, defence expenditure as a share of
Turkey's GDP is presented in Figure 2. After 1998, the ratio of defence
expenditure to GNP in Turkey seems to be in a decreasing tendency while
this trend significantly reversed after 2015. Turkish defence spending as a
share of GDP in 2015 was 1.8% but in increased to 2.7% in 2019, reflecting
a 50% change in only 5 years.
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Figure 2. Defence expenditures as a share of Turkey’s GDP, 1988-2019
(%). (Authors’ calculations using SIPRI database, SIPRI, 2020a and SIPRI,
2020b).

After seeing defence expenditure trends in different parts of the world, we
think that it would be useful to examine how these expenditures have
occurred in Turkey's neighbors in order to make comparative evaluations.
The comparison of defence expenditures, recorded between 2000 and 2019
in Turkey and its neighbors, are presented in Table 3. When the defence
expenditures of each country are examined, it seems that the expenditure of
every country is not stable on a yearly basis. However, it is recognized that
there is a tendency to increase or decrease the spending in general.
According to the figures obtained from SIPRI 2020b’s database in the last
20 years, we found out that the defence spending rose by 62% and 145%
respectively for Turkey and Bulgaria, plummeted by 29% and 55%
respectively for Greece and Iran. The defence expenditures were rather less
for Armenia and Georgia when compared with other countries. Our analysis
shows that the expenditures by Armenia and Georgia increased by 308%
and 861%, respectively. It should be noted here that since SIPRI did not
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release certain data for Syria and Irag during the period under consideration,

we excluded these two countries from our analysis.

Table 3. Defence expenditures of Turkey and Turkey’s neighbors
(% of GDP). (SIPRI’s 2020b database).

Year Turkey | Bulgaria | Greece | Iran | Iraq | Armenia | Georgia
2004 2,7 2,4 2,6 28 | 1,7 2,7 1,4
2005 2,4 2,3 2,8 30| 22 2,9 3,3
2006 2,4 2,1 2,8 33|19 2,9 5,2
2007 2,2 2,2 2,7 2,7 | 2,2 3,0 9,2
2008 2,2 2,1 3,0 28 | 24 3,4 8,5
2009 2,5 1,7 3,2 32 | 29 4,2 5,6
2010 2,3 1,6 2,7 29 | 2,7 4,3 3,9
2011 2,0 1,3 2,5 24 | 23 3,9 3,2
2012 2,0 1,3 24 | 28|19 3,8 3,1
2013 1,9 1,5 24 | 22 | 33 4,0 2,7
2014 1,9 1,3 2,3 2,3 | 30 3,9 2,5
2015 1,8 1,3 2,5 28 | 54 4,2 2,1
2016 2,1 1,3 2,5 30| 35 4,1 2,2
2017 2,1 1,2 2,5 31| 39 3,8 2,1
2018 2,5 1,5 2,6 25| 29 4,9 2,0
2019 2,7 3,2 2,6 23| 35 4,9 2,0
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Figure 3. Defence expenditures of Turkey and Turkey’s neighbors (% of
GDP). (Authors’ calculations using SIPRI database, SIPRI, 2020a and
SIPRI, 2020b).

Although Turkey’s defence expenditures out of its GDP have relatively
increased in the recent years, it is less than that of Iraq’s, Bulgaria’s and
Armenia’s. When we examine the shares of expenditures out of GDPs in
2019 to reveal the burdens of defence spending on the countries' economies,
we see that the ratio of defence expenditures to GDP in Turkey recorded as
2.7% in 2019, while the same ratio was 2.6% for Greece in the same time
frame. Turkey's ratio is lower than that of Bulgaria (3.2% in 2019) and
higher than Greek Cypriot Administration of Southern Cyprus (1.6%) and
Iran (2.3% in 2019). Although Armenia’s ratio was 4.9%, Turkey's ratio
was higher than most of the other neighbors like Georgia (2%). No military
expenditure data have been revealed for Syria and the figures related to Iraq
are uncertain, according to SIPRI.
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One of the restrictions of comparing Turkey's defence expenditures with its
neighbors’ is that both the size of the countries and army personnel differ to
a large extent from each other. Besides, among these countries, only Turkey
and Greece are the members of NATO, which require additional obligations
and expenses. Turkey and Greece are also spending a lot for the
peacekeeping operations outside of their territories.

5. CONCLUSION

Countries allocate substantial resources to their defence industries and
allocate huge defence budgets. Geopolitical situation, strategic interests of
the country and especially threat perception make defence expenditures, -
which generally have significant shares in the country's budget and affect
social welfare negatively- mandatory.

When the ratios of defence expenditures as a share of GDP are analyzed, it
is seen that Turkey's defence expenditures are almost at world averages but
inclined to increase after 2015 like the averages of Asia and Europe.
According to data gathered from SIPRI 2020a and 2020b’s database, Turkey
ranked the 15th with a defence budget of 20.4 billion dollars among the list
of countries with the most defence budgets 2019. Turkey’s ratio of defence
spending to GDP in 2019 was 2.7%. Also, when Turkey's defense budget is
compared with its neighbors as of 2019, it is viewed to be at an average
value. Turkey spends more than average of its neighbors quantitatively, but
when the GDP ratio is considered, it is seen that it has been less than
average in the recent years. Although there are areas to be improved, it is
seen that there is a systematic application related to the determining,
planning, implementing and checking of defence expenditure and
reasonable defence expenditure is defined according to this systematic in
Turkey. For future work, countries which have similar economic
characteristics to Turkey can be defined and comprehensive comparisons
can be made accordingly.

Defence Industry Support Fund (SSDF), which aims to provide continuous
and stable resources to investments to be made in weapons production areas,
and Turkish Armed Forces Foundation (TSKGV) that aims to provide
financial contribution to the TAF with revenues such as financial incomes,
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profit share incomes, donation incomes, rental incomes and fair incomes,
are other significant financial resources of defence expenditures in Turkey.

As a result, it is evaluated that it is not possible to claim that the defence
budget in Turkey is overblown when internal and external threats, defence
expenditures in neighbor countries, deterrence, contribution to regional
stability, the alliance conditions and domestic control mechanisms are
considered. On the other hand, it is considered usual to make improvements
in the processes of forming both the country budget and the defence
expenditures and the effectiveness of the domestic control mechanisms.

It is also evaluated that it is not possible to cut down the expenditures of
TAF in order to continue both deterrence and contribution to regional
stability, when the conjuncture (issues related to Aegean islands, eastern
Mediterranean, Cyprus, Egypt, Syria, Irag, terrorist organizations etc.) is
taken into consideration. However variations in Turkish defence
expenditures might occur due to threat perception, economy, resources,
international partnerships, neighborhood relations, geographical position,
political situation, technological power, population, cultural and traditional
values, and attitudes of leaders. Conflicts of interest in the world have been
going on for many years. As long as conflicts of interest continue, the need
for high defence budgets will continue to exist.
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ABSTRACT

With the developing technology, number of people who use computers are
increasing nowadays. This increase in computer usage causes an increase
in the variety of attacks and the number of attacks against computer
systems. This situation reveals the importance of the protection of data
processed on the computers and the concept of information security. Thanks
to the intrusion detection systems, which have an important place in the
protection of computer systems, attacks against computers and computer
networks can be detected before they affect systems. Considering the
increasing variety of attacks, the development of machine learning-based
attack detection systems has been the subject of many studies recently.
Although supervised and unsupervised machine learning have separate
features, they make different contributions to the areas in which they are
used. Within the scope of this study, NSL KDD data set, one of the most
frequently used data sets in previous studies to simulate network traffic, was
applied to a number of supervised and unsupervised learning algorithms in
the WEKA application. When the results are evaluated under certain
criteria, it has been determined that supervised learning algorithms give
more accurate results, where unsupervised learning algorithms give faster
results in the detection of attacks.

Keywords: Intrusion Detection System, Supervised Learning, Unsupervised
Learning, Information Security, Dimensionality Reduction.
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BILGISAYAR SISTEMLERINE YONELIK AG TABANLI
TEHDITLERIN/SALDIRILARIN DENETIMLI YAPAY OGRENME iLE
SINIFLANDIRILMASI

0z

Gelisen teknoloji ile birlikte giintimiizde bilgisayar kullananlarin  sayisi
artmaktadwr. Bilgisayar kullammindaki bu artis, bilgisayar sistemlerine yonelik
saldirtlarin ¢esitliliginin ve sayilarimin artmasina neden olmaktadir. Bu durum,
bilgisayarlarda islenen verilerin korunmasimin ve bilgi giivenligi kavraminin
onemini ortaya koymaktadir. Bilgisayar sistemlerinin korunmasinda énemli bir
yere sahip olan saldiri tespit sistemlerinin ¢alisma prensibi sayesinde
bilgisayarlara ve bilgisayar aglarina yonelik saldirilar sistemleri etkilemeden tespit
edilebilmektedir. Artan saldiri ¢esitliligi goz oniine alindiginda, yapay 6grenme ile
saldiri tespit sistemlerinin gelistirilmesi son zamanlarda bir¢ok arastirmaya konu
olmugtur. Denetimli ve denetimsiz yapay 6grenme ayri ozelliklere sahip olsa da
kullanmildiklart alanlara farklh katkilar saglamaktadirlar. Bu ¢alisma kapsaminda,
WEKA uygulamasi kullanilarak bir takim denetimli ve denetimsiz 6grenme
algoritmalari, ag trafigini simiile etmek i¢in onceki ¢alismalarda en sik kullanilan
veri setlerinden biri olan NSL KDD veri setine uygulanmistir. Sonuglar
degerlendirildiginde, saldir1 tespitinde denetimli 6grenme algoritmalarimin daha
dogru, denetimsiz ogrenme algoritmalarinin ise daha hizli sonug verdigi tespit
edilmistir.

Anahtar Kelimeler: Saldiri Tespit Sistemi, Denetimli Ogrenme, Denetimsiz
Ogrenme, Bilgi Giivenligi, Boyut Azaltma.
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1. INTRODUCTION

Internet and computer usage is getting more widespread nowadays and we
encounter these two definitions in almost every area of our lives. According to the
data of March 2021, 66% of nearly eight billion people living on earth use the
internet. Depending on the increasing internet usage, the number of malicious
software is increasing and diversifying every day. Thus, the information
stored/processed on the computer or computer networks and the security of this
information appear as a very important issue.

Many institutions/organizations around the world try to find some solutions by
developing software and methods to ensure information security. The reliability and
the performance of these solutions are the main reasons why users prefer these
solutions. Malicious software causes other software running on the computer to
behave differently than they should be, or damages the software that it affects
(Kramer & Bradfield, 2009). Software using for ensuring information security
varies depending on the type of malicious software. For example; while antivirus
programs are used against malicious software such as viruses and trojans, anti-
spyware software can be used against spyware.

Security of computer networks consisting of more than one computer is provided
by intrusion detection systems. Intrusion detection systems examine the behavior of
network traffic and determine whether the incoming data is malicious or not.
Network traffic behavior is classified with developed algorithms. At this stage,
machine learning comes into play. Machine learning algorithms form the basis of
intelligent systems used in many areas of our lives. They can be expressed by
analyzing the problem encountered by the software programmed in the computer
system based on a specific data set or previous experiences (Alpaydin, 2010).

Machine learning is generally examined under three headings as Supervised
Machine Learning, Unsupervised Machine Learning and Reinforcement Learning
(Simeone, 2018). The data are processed by using the learning type according to the
problem and the results are evaluated. There are many articles about classification
of threats/attacks against computer systems but, in our study, we use both
supervised and unsupervised machine learning algorithms and also dimensionality
reduction to classify threats/attacks against computer systems. In this article, the
machine learning algorithm that should be used in order to develop a better and
effective intrusion detection system was tried to be determined by using NSL KDD
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dataset derived from KDD CUP-99 dataset and WEKA application. The remainder
of this paper is organized as follows. Section 2 gives information about the concept
of knowledge, specifically, the definition and applications of information security.
Section 3 and 4 examine the intrusion detection systems and machine learning
respectively. Section 5 gives information about the algorithms and test setup. In
Section 6, test results are evaluated. Finally, in Section 7, conclusion and discussion
of this study are presented.

2. KNOWLEDGE AND INFORMATION SECURITY

Before knowledge, we should explain “data” and “information” first. “Data” are
values collected by sensors, consisting of various symbols, letters, numbers and
signs and that do not make sense in itself. “Information” is a collection of processed
and meaningful data. Thus, “knowledge” is the inferences from information that
has become conceptual (Avct & Avci, 2004; Bellinger et al., 2004; Kocabiyik,
2005; Kurgun, 2006; Ilter, 2011; Onacan, 2015).

Information is the processed form of data. Data and information show what anyone
knows. Knowledge is the conceptual state of information. It shows how anyone
knows. The most valuable asset today is the information. There are institutions and
organizations operating in many fields from storing, processing and ensuring the
security of information. Before the age of technology, the information was
transferred from generation to generation, either verbally or in writings, can now be
transferred from society to society very easily with computers and the internet.

Although easy access to information is an advantage, reaching accurate and reliable
information and ensuring the security of information is currently the focus of many
studies. Information that used to be kept in cabinets is nowadays stored in
computers and even huge servers thanks to cloud computing. This situation reveals
how important the security of information processed on computers and computer
networks is. As a matter of fact, today many institutions and organizations take
various measures to ensure information security.

Information security is the protection of information and information systems
against unauthorized access, unauthorized use, unauthorized alteration and removal
(Andress, 2011). As can be understood from the definition of information security,
any activity aimed at changing and eliminating the real form of information covers
the issue of information security.

-35 -



Ercan KURU, Tolga ONEL, Mehmet Bilge Kagan ONACAN, Musa MILLI

In order to ensure information security, confidentiality must be provided, integrity
must be maintained, and information must be available where information is
processed. These three elements that constitute the basis of information security,
form CIA (Confidentiality-Integrity-Availability) triangle, which is shown in
Figure 1 (Solomon & Chapple, 2005).
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Figure 1. CIA triangle.

The purpose of confidentiality is to prevent information from falling into
unauthorized hands. Integrity deals with detection of and prevention from the
unauthorized change of information. The purpose of integrity is to keep information
as it should be. Availability means that information is always available. The
purpose of availability is that users can access the data they want to access
whenever they want within their authority.

Carnegie Mellon University, with its study (Figure 2), reveals that despite the
increasing difficulty in techniques used in attacks against information security, the
attacker's knowledge level has decreased (Allen et al., 2000).
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Figure 2. Attack sophistication vs. intruder technical knowledge.

Variety of attacks increases day by day as in Figure 2. Moreover, the level of
knowledge required to carry out these increasing attacks tends to decrease. This
situation forces computer users to take various measures. It is of great importance
to ensure information security, especially in institutions and organizations. In this
context, a world standard was established for the first time in 2005 by the
International Standards Organization (ISO) and the International Electrotechnical
Commission (IEC). The ISO/IEC 27001 standard specifies the requirements for the
establishment, implementation, maintenance and continuous improvement of the
systems that ensure information security (Ersoy, 2012). The standard was last
updated in 2013, and it is a document used in activities carried out to ensure
information security today.

3. INTRUSION DETECTION SYSTEMS

Intrusion detection refers to the detection of any attacks on computer systems and
information security. Protection from attack, on the other hand, refers to the
response to the attack in addition to the detection of the attack. Intrusion detection
is the first step to protect against vulnerabilities. Intrusion detection systems detect
attacks by collecting information from various systems and network sources and
analyzing the data they collect (Taher et al., 2019). Considering the history of
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intrusion detection systems, it is seen that the early studies in this subject coincides
with the 1960s (Yost, 2016).

Intrusion detection systems have started on the basis of a single computer and have
become to protect the whole network system that contains many devices today.
Some sources of motivation in the development of attack detection systems are in
the following:

- New network systems are complex and as a result they are prone to failure. These
errors can also be used by malicious people.

- The network systems have some important defensive deficiencies, which makes
the network systems the target of attackers. Although these deficiencies are tried to
be covered with some tools and methods, it is not possible to completely eliminate
the deficiencies.

- Although there are systems for protection from attack in network systems, full
protection may not be possible. As a result, the need for intrusion detection systems
is increasing.

- New types of attacks are constantly being developed for protection and detection
systems. Thus, a dynamic structure that constantly learns and renews itself is
needed for security solutions (Karatas et al., 2018).

Intrusion detection systems analyze and predict users' behavior to determine
whether the behavior is an attack or a normal behavior. Intrusion detection systems
are generally examined in two sections as Network Based Intrusion Detection
Systems and Host Based Intrusion Detection Systems.

Network based intrusion detection systems examine network traffic using basic
network packets to detect suspicious situations. Network packets are classified in
three ways. In the string signatures method, the data related to the event, which may
occur in the packet data, are examined, while in the port signatures method, it is
checked whether there is any network traffic different from the relevant gates. In
the header signatures method, the headers of the incoming network packets are
examined and it is checked whether there is an unreasonable or possibly dangerous
request (Liu, 2014).

It is possible to list the advantages and disadvantages of network based intrusion
detection systems as follows. Since such systems use network packets for intrusion
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detection and network data is a form of internet protocol (IP) packets, they can
operate independently of the platform and operating system. The use of network
packets in the detection of attacks brings early and rapid detection in case of
possible attack. In addition, it does not affect the computer performance of the
system it is in. Network based intrusion detection systems do not work effectively
in case of ordinary excessive network traffic and may have difficulties in detecting
network traffic consisting of encrypted data packets.

On the other hand, host based intrusion detection systems control data on a single
computer. Examples of audited data include operating system calls, events,
resource usage, and system logs. Any incompatibility or unusual behavior that may
occur in these data is tried to be determined (Liu, 2014).

When we examine the advantages and disadvantages of host based intrusion
detection systems, these systems enable us to have an idea of whether the attacks
are successful or not, and to control the access activities of the user/files and the
changes that may occur in the system files. However, host based intrusion detection
systems are weaker in real-time response to attacks and against large-scale attacks.

4. MACHINE LEARNING

Machine learning can simply be defined as solving a problem faced by a computer
program using previous experiences and data sets defined in that program. To
decide whether a problem can be solved by machine learning methods or not, below
criteria must be examined:

- The need for functions that lead from well-defined inputs to specific results;
- The need for very large data sets to solve the problem;
- The need for feedback containing clearly defined goals and data;

- Requirement of a detailed explanation of how the decision was made in order to
reach the result;

- The solution to the problem does not need the most appropriate solution that is
tolerant and provable for the error;

- Special hand skills, physical skills or no need for mobility to solve the problem
(Brynjolfsson & Mitchell, 2017).
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According to the learning method, machine learning is examined under three
sections. Namely, Supervised Machine Learning, Unsupervised Machine Learning
and Reinforcement Learning. In supervised machine learning, a function that
correlates labeled input values with desired output values is learned. In
unsupervised machine learning, a function is learned by using unlabeled data. In
reinforcement learning, the learner tries to find the style of action that maximize the
output according to the feedback it receives by interacting with the environment.

Supervised machine learning can be explained by the example of a student that
learns a subject he/she does not know with the help of his/her teacher. The teacher
knows the subject to be taught and what his/her student will learn. By feeding the
labeled data set to the learning algorithm, it is "taught" to establish the relationship
between the input and output of the algorithm. The trained algorithm performs its
subsequent operations in the light of the learned function.

In supervised machine learning, the training set with known inputs and outputs can
be thought as a teacher in the learning process. Hence, learning with a teacher is
called as the supervised learning. Training process continues until the outputs of the
machine algorithm reach to an acceptable level of accuracy (Brownlee, 2017). After
this learning stage, the unprecedented data are categorized the algorithm according
to the what has learned before.

Supervised learning algorithms are categorized into main classes. Namely the
classification algorithms and regression algorithms. Classification algorithms
decide which class or category the data sample belongs to. Regression algorithms,
establish a relationship between the input data sample and the related output.

Unlike the supervised machine learning, in unsupervised machine learning, there is
no “taught” and “labeled” data and the algorithm performs its own learning. In
unsupervised machine learning, the algorithm creates a learning pattern for itself by
using the features in the input data set. In the learning process unsupervised
learning does not need a teacher as in the supervised learning.

Unsupervised learning algorithms are generally classified into two subclasses.
These are clustering and association algorithms. Clustering algorithms cluster the
data set given as input according to their characteristics, while association
algorithms separate the features in the data set by establishing relationships. In
Table 1, supervised and unsupervised learning algorithms are compared in terms of
their definitions, applications and results.
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Table 1. Supervised vs. unsupervised learning algorithms.

Parameter/ Supervised Learning Unsupervised Learning
Benchmark . )
Algorithm Algorithm
Feature
Input Data Labeled Unlabeled
To obtain a function that can Finding possible structures and
Purpose predict the output of the given hidden models in the input data

data different from the training
set

set

Computational
Complexity

Simple

Complex

Data Usage

Connects inputs and outputs

Does not use output data

Accuracy  of
Results

High reliability and accuracy

Low reliability and accuracy

Number of
Classes

The number of classes used is
determined

The number of classes used is
uncertain

Usage Areas

Pattern recognition in picture
and sound files, financial
analysis, training of neural
networks

Pre-training of raw data
processing, data  analysis,
supervised learning algorithms

Considering the developing technology and the need for machine learning,
both supervised learning algorithms and unsupervised learning algorithms are
evolving and differentiating day by day. When compared to the unsupervised
learning algorithms, supervised learning algorithms produce more accurate results
with the light of labeled datasets. Unsupervised learning algorithms are good at
investigating the correlations in the input data set.

5. ALGORITHMS AND TEST SETUP

In order to develop a better and more effective intrusion detection system
by classifying threats and attacks against network-based computer
systems, performances of the supervised and unsupervised machine learning are
investigated using the NSL KDD dataset and WEKA application.
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5.1. Review of Dataset

KDD CUP-99 data set is the version of the dataset developed by DARPA in 1998
(Ferrag et al., 2020). NSL KDD dataset is the compiled version of KDD CUP-99
dataset. NSL KDD data set is frequently used by researchers today and consists of
"KDDTest", "KDDTest-21", "KDDTrain_20Percent”, "KDDTrain" sub-sets
(Dhanabal & Shantharajah, 2015).

There are three main features that distinguish the NSL KDD dataset from the KDD
CUP-99 dataset and cause users to choose it. The first of these features is that the
data in the KDD CUP-99 dataset, that mislead the classification algorithms, are
reduced in the NSL KDD dataset. Thus, the margin of error is reduced while the
classification algorithms are run. Secondly, the data in the NSL KDD dataset with
different difficulty levels in terms of attack detection is inversely proportional to the
data in the KDD CUP-99 dataset. This feature causes the classification rates of
different machine learning algorithms applied with the NSL KDD dataset to spread
over a wide range and this situation is beneficial for the users in terms of correctly
evaluating the results of different algorithms. The third and last feature is that the
number of training and test data in the NSL KDD data set is reduced compared to
the KDD CUP-99 data set. This feature allows users to work on the entire data set
without having to select any part of the data set (Chae et al., 2013).

The traffic data labeled as attack in the NSL KDD dataset consists of thirty-nine
attack types evaluated in four classes in total. The first of the traffic data tagged as
attack in the NSL KDD dataset is the “Denial of Service (DoS)” attack, the second
is the “User to Root (U2R)” attack, the third is the “Remote to Local (R2L)” attack
and the fourth is the “Probing” attack.

Denial of Service attack aims to use computer resources more than normal, and
computers exposed to this attack type become unable to respond to users' demands.
In the User to Root attack, attackers aim to be a privileged user (root, administrator,
etc.) in the system. In the Remote to Local attack, they aim to use vulnerabilities in
the local machine with the data they send over the network. In probing attacks,
network traffic is examined, data is collected about computers and an attack is
developed according to the detected weak points (Thomas & Pavithran, 2018).
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5.2. Introduction of WEKA Application

WEKA (Waikato Environment for Knowledge Analysis) is a Java-based data
processing and analysis program developed by Waikato University in New
Zealand. The program began to be developed in 1993 with the support of the New
Zealand government and was first available worldwide in 1999. The modular and
extensible structure of the WEKA application allows users to quickly experiment
and compare different machine learning methods with different data sets (Witten et
al., 2009).

Data can be uploaded to the WEKA application from the database, over the internet
(URL) and from the file. The program supports many file formats such as CSV and
LibSVM with the ARFF format produced for it. In addition, thanks to the visual
interface it offers, users can display their operations with graphics.

5.3. Data to Be Used in the Evaluation of Application Results

The evaluation of machine learning algorithms is made using variables in the
confusion matrix. Four variables, called True Positive, True Negative, False
Positive and False Negative, form the basis of the calculations to decide which
supervised learning algorithm is better. The evaluation criteria of confusion matrix
are shown in Table 2 (Nguyen & Armitage, 2008). Diagonal cells in the confusion
matrix show the number of correctly detected data, while the other cells show the
number of false detections (Deshmukh et al., 2015).

Table 2. Confusion matrix evaluation criteria.

Predicted Class
Confusion Matrix
A A
True False
A .. .
Positive Negative
Real Class
i False True
Positive Negative
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- True Positive (TP) is the number of data that actually belong to class A and are
predicted to belong to class A.

- True Negative (TN) is the number of data that do not actually belong to Class A
and are predicted to not belong to Class A.

- False Positive (FP) is the number of data that do not actually belong to Class A
but are predicted to belong to Class A.

- False Negative (FN) is the number of data that actually belong to Class A but are
predicted not to belong to Class A.

Using these four variables, data such as Accuracy, Precision, Recall and F-measure
are calculated. Thus the performance evaluation of supervised learning algorithms
is performed (Kaya, 2016; Yigidim, 2012). Accuracy is expressed as the ratio of
correctly estimated data to total data. It is an important criteria that reveals the
performance of the classification algorithm. Precision is the ratio of correctly
predicted data to the total number of predicted data. Recall is the ratio of correctly
predicted data to the actual number of data belonging to that class. It shows at what
rate the algorithm correctly predicts the data. F-measure is calculated by taking the
harmonic average of the precision and recall data. Therefore, instead of using both
data separately, a comparison of supervised learning algorithms can be made by
using this data.

5.4. Application of Supervised and Unsupervised Learning Algorithms

In order to use supervised and unsupervised learning algorithms with the WEKA
application, we perform some pre-processes on the data set. These processes are
explained below.

As a matter of fact, the NSL KDD data set contains three types of data (Nominal,
Numerical and Binary) and two values as "Normal™ and "Anomaly" as data label.
In this study, in order to obtain results that close to the real situation, these label
data were converted to five values as "Normal”, "DoS", "U2R", "R2L" and
"Probing" for both training and test data. Likewise, data types in the data set have
been converted into suitable types for the algorithm used.

To examine the effect of algorithm performances on the entire NSL KDD dataset
and on the reduced data, dimensionality reduction is applied to data set attributes
and reduced to six attributes. The variance of the aforementioned six attributes is
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0.90. That variance means that 125973 data in the data set can be expressed with
six attributes with the rate of 0.90.

WEKA application uses four different methods for model creation and testing
processes: “use training set”, “supplied test set”, “k-fold cross-validation” and
“percentage split”. The most preferred method among these four methods is the “k-
fold cross-validation” method (Kohavi, 1995).

With “k-fold cross-validation” method, the training data set given to the WEKA
application is divided into k parts, one part is used for testing and the other parts are
used to create a model, and the process is repeated k times. During this study, the
data set with forty-one attributes and the data set with six attributes, as a result of
the dimensionality reduction process, were used with “k-fold cross-validation” and
“supplied test set” methods while testing the below-mentioned machine learning
algorithms.

5.4.1. k-Nearest Neighbor (k-NN) Algorithm

In the k-nearest neighbor algorithm, the data are classified by calculating the
distance by taking into account k number of close neighbors. The most frequently
used functions in distance calculation are Euclidean and Manhattan functions
(Zhang, 2016). The default distance function of the k-nearest neighbor algorithm in
the WEKA application is the Euclidean function.

Our tests for the performance evaluation of the k-nearest neighbor algorithm was
carried out by selecting two different values as k = 1 and k =5 (1 and 5 close
neighbors).

5.4.2. Decision Tree Algorithm

In the decision tree algorithm, the class of the data is determined using the decision
tree created from the training data set. While creating the decision tree, the root
node is determined first. When determining the root node, the feature that best
separates the samples is selected. Then, the structure of the tree is determined by
repeating this process in leaf nodes (Aksu & Dogan, 2019).

J48 (C4.5) decision tree algorithm in the WEKA application is used in the our tests
for performance evaluation.
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5.4.3. Artificial Neural Networks (ANN) Algorithm

Artificial neural networks algorithm has a structure consisting of at least three
layers: input layer, middle layer (hidden layer) and exit layer. The intermediate
layer can be at least one layer or it can consist of more than one layer. In the
artificial neural network, learning is provided by back propagation and the
threshold function. The algorithm also includes the momentum coefficient and
learning rate variables used in updating the weights (Ar1 & Berberler, 2017).

For the performance evaluation of the artificial neural networks algorithm, the
default values of the chosen multi-layer perceptron algorithm in the WEKA
application (hidden layer number 23, sigmoid number 67, momentum 0.2 and
learning ratio 0.3) are used.

5.4.4. Logistic Regression Algorithm

The relationship between variables is expressed as a nonlinear "'S" shaped curve of
the logit model. The curve in question is drawn by calculating the distances of the
variables from the curve logarithmically (Uriik, 2007). In our tests, the logit model
is used in the calculation of the logistic regression algorithm in the WEKA
application.

5.4.5. k-means Clustering Algorithm

In the k-means clustering algorithm, first k objects that form the center of the
clusters are selected. Then the distances of other objects to central objects are
calculated by using a distance metric like the Euclidean distance function. As a
result of the calculation, clusters are formed and the new centers of the formed
clusters are determined. This process continues iteratively until the center update
process of the clusters ends (Na et al., 2010).

During the implementation of the k-means clustering algorithm in our tests, k = 2
was chosen considering the "Normal" and "Anomaly" network traffic.

5.4.6. Apriori Algorithm

The Apriori algorithm is an association algorithm that works with inductive logic.
The algorithm first determines the usage frequency of the data in the data set and
makes associations between the most frequently used data. In order for the
association rule to be formed, the minimum support and minimum trust criteria
must be met (Al-Maolegi & Arkok, 2014). The biggest feature that distinguishes
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association algorithms from other learning algorithms is that it works successfully
with categorical data as well as numerical data.

In our tests, the “KDDTrain” data set was pre-processed by using the feature
selection and filtering capabilities of the WEKA application.

6. RESULTS AND EVALUATIONS

The results of our tests are presented by comparing the working time of the
algorithms, accuracy and F-measure values.

We first apply the “supplied test set” method of the WEKA application. In the
“supplied test set” method, model training is done with the “KDDTrain” data set.
The classification performance evaluation of the trained model is carried out with
the “KDDTest” data set. We observe that the algorithms classify at a very close
accuracy rate with each other as in Table 3. However, the working time of some
algorithms is too long when compared to the others. On the other hand, dimension
reduction adversely affects the classification performance whereas the processing
speed improves with respect to the data with forty-one features.

Table 3. “SuppliedTest Set” method application results evaluation.

] Time (s) Accuracy (%)
Algorithm 41 features 6 features 41 features 6 features
k-Nearest 1-NN 676,71 410,16 77,09 39,66
Neighbor 5-NN 677,51 390,13 76,90 41,37
Decision J48
Tree (C4.5) 37,33 5,97 75,26 45,58
ANN MLP 10318,14 91,92 75,54 43,08
Regression Logistic 58,69 4.6 75,61 44,22

In this method, it is seen that the decision tree algorithm has the shortest processing
time when both forty-one features and six features are used.

When the k-nearest neighbor algorithms are examined, there is not much difference
in terms of time and accuracy. But, when six features used, it is understood that
time is shortened. In addition, when six features are used, it has been determined
that the multi-layer perceptron algorithm makes classification in a much faster time
than forty-one features.

Since the “k-fold cross-validation” method splits the “KDDTrain” data set into “k”
folds and use that folds to learn, it makes a very high rate of correct classification. It
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is seen that the processing times are longer for both forty-one features and for six
features compared to the “supplied test set” method.

However, when the results obtained by using six features are examined, it is seen
that the correct classification rates are close to the results obtained by using forty-
one features, unlike the “supplied test set” method. When Table 4 is examined, it is
seen that the algorithm with the shortest processing time and the highest accuracy
data is the decision tree algorithm.

Table 4. “10-fold cross-validation” method application results evaluation.

. Time (s) Accuracy (%)
Algorithm 41 features 6 features 41 features 6 features
k-Nearest 1-NN 2998,7 2670,38 99,72 99,39
Neighbor 5-NN 2267,13 1840,23 99,57 99,18
DeTCr'z('EO” 148 (C4.5) 457,15 79,02 99,76 99,09
ANN MLP 82045,11 993,96 99,02 96,39
Regression Logistic 664,63 47,51 97,50 92,35

It has been determined that the F-measure achieved a high rate of success in the
classification of data with "Normal"”, "DoS" and "Probing" labeled data. When
compared the “supplied test set” method (Figure 3 and Figure 6) with the “10-fold
cross-validation” method (Figure 4 and Figure 7), it was observed that the F-
measure data has lower results in the “supplied test set” method, as in the accuracy
data.

1 1NN
0,8
0,6 E3-NN
0,4
W DECISION
0,2 - TREE
0 - H ANN

> S & R
%0 &fb Qo 0’\, @Q@O@O

Figure 3. “Supplied Test Set” method F-measure data (41 features).
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As can be seen in Figure 3, k-NN, Decision Tree and ANN algorithms used in the
“supplied test set” method have shown low success in classifying data with "U2R"
and "R2L" labeled data. On the other hand, in the “10-fold cross-validation”
method (Figure 4), the accuracy rate in the classification of data with "U2R" and
"R2L" labeled data is higher, but the rates were not as high as in the data with the
other three labeled data.

1 1NN
0,8 -
0,6 - 5NN
04 - @ DECISION
0,2 - TREE
0 - H ANN

%04@ NN Q@o*
Figure 4. “10-fold cross-validation” method F-measure data (41 Features).

In both figures, it is seen that there is no "R2L" labeled F-measure data for the
artificial neural network algorithm. The reason for this is that the classifier cannot
classify the data correctly with "R2L" label.

When the F-measure values of the Logistic Regression algorithm were examined
(Figure 5), it was observed that the data obtained in the “supplied test set” method
was lower than the other supervised learning algorithms, and it was classified at
almost the same rates in the “10-fold cross-validation” method.

1
0,8 -
® SUPPLIED TEST SET
0,6 -
H 10-FOLD CROSS
0,4 - VALIDATION
0,2 -
0 i

Normal  Anomaly
Figure 5. Logistic regression algorithm F-measure data (41 features).
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The F-measure data, from the classification using six features obtained as a result of
dimension reduction is as in Figure 6, Figure 7 and Figure 8. Algorithms run with
“supplied test set” method by using six features showed very low results in F-
measure data as well as in accuracy data. When Figure 6 is examined, it is seen that
the F-measure data give partial results in the data with "Normal” labeled data.

1 o 1-NN
0,8
& 5NN
0,6 -
0,4 - W DECISION
TREE
0,2 -
B ANN
0_
SIS ) G-~
0&& N RV 50&
~ ¢

Figure 6. “Supplied Test Set” method F-measure data (6 features).

When Figure 7 is examined, it is seen that the results obtained in the “10-fold cross-
validation” method using six features are high, but lower than the results obtained
using forty-one features.

17 B 1NN
0,8 -
06 - NN
0,4 1 ¥ DECISION
0.2 - TREE

0 B ANN

N
& FF
,%0 Q&O

Figure 7. “10-fold cross-validation” method F-measure data (6 features).
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When the F-measure values of the Logistic Regression algorithm, which is run
using six features, are examined (Figure 8), it is seen that the data obtained in the
“supplied test set” method is lower than the other supervised learning algorithms,
and the classification in the “10-fold cross-validation” method is almost the same.
In the Logistic Regression algorithm, which is run using six features, as in other
algorithms, it has been found that a lower rate of success is achieved compared to
the results obtained by using forty-one features.

1

0,8 -
0,6 -

H SUPPLIED TEST SET

0,4 -

® 10-FOLD CFROSS
VATLIDATION

0,2 -

0 A

Normal  Anomaly

Figure 8. Logistic regression algorithm F-measure data (6 features).

When unsupervised learning algorithms are examined, as a result of the application
results of the k-means clustering algorithm using forty-one features, it is seen that it
performs a clustering process performed with the “KDDTrain” data set, is 50.3% in
6.05 seconds, and which is run using six features, is 52.1% in 4.99 seconds.
Although the k-means clustering algorithm, which is run using forty-one features,
provides an advantage in terms of time compared to supervised learning algorithms,
it is seen that its accuracy rate is very low. On the other hand, it was determined
that the correct classification rate obtained with the k-means clustering algorithm
using six features is higher than the correct classification rates obtained in
supervised learning algorithms with “supplied test set” method using six features.

The Apriori algorithm, on the other hand, differed from other learning algorithms
because it was supported with a feature selection algorithm and subjected to
filtering before the application, and it made associations at a reliability level
ranging from 70% to 90% in 600.38 seconds. Unlike other algorithms, it can be
ensured that the reliability ratio between the data to be correlated is higher in the
Apriori algorithm. In other words, the reliability ratio, which is between 70% and
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90% in the exemplary application, can be determined to be lower or higher.
However, this situation corresponds to more time for a higher reliability rate.

As a result, when the results of all learning algorithms examined within the scope
of this study; The fastest working learning algorithm with the lowest classification
rate is the clustering algorithm. The Apriori algorithm, which is another
unsupervised learning algorithm, can make associations at the desired accuracy
rates, but it must be subjected to some pre-processes before this process. When
evaluated in terms of time, it has been observed that the process is close to the
supervised learning algorithms. It was determined that the 5-Near Neighbor
algorithm, one of the supervised learning algorithms, performs better classification
in the “supplied test set” method compared to the other algorithms, while the
decision tree algorithm performs better in the “10-fold cross-validation method. In
general, it has been observed that supervised learning algorithms classify at close
accuracy rates, but the algorithms mentioned above are faster than the others in
terms of time.

As a result of the classification process performed with the shape of the NSL KDD
data set containing forty-one features and six features subjected to the
dimensionality reduction process (Principal Component Analysis), it was observed
that similar results emerged, and consistent data were obtained considering the
applied test methods. It is possible to explain, why the data subjected to the
dimensionality reduction process with using “supplied test set” method cannot be
classified at desired level, with developing different attack techniques. As a matter
of fact, the types of attacks that the learning algorithm “learns™ appear in different
types day by day. Moreover, the results obtained with the 10-fold cross-validation
method are also a positive inference in terms of the saving in time as a result of the
dimensionality reduction process.

Apparently, there is a limited amount of data that can be used to compare
supervised and unsupervised learning algorithms. Although this situation makes it
difficult to choose between algorithms, it is evaluated that the learning algorithm to
be used for detecting threats/attacks against network-based computer systems
should be preferred among the supervised learning algorithms and pre-processing
of the data (Dimensionality reduction, feature selection, etc.) to be used will show
high performance in terms of time and correct classification.
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7. CONCLUSIONS AND DISCUSSIONS

Today, with the developing technology and increasing internet usage, the security
need of computer systems is constantly increasing. It is of great importance to use
machine learning in intrusion detection systems developed to meet the increasing
security need.

As a matter of fact, attacks on computer systems occur because of the reasons
(Zhang et al., 2012):

- Attackers who want unauthorized access to the system;

- Users who are authorized in the system, want to gain additional privileges in
matters that they are not authorized, and,;

- Misuse of privileges granted to authorized users.

Considering the aforementioned reasons for the attacks, it becomes inevitable to be
faced with new types of attacks every day. For this reason, the use of machine
learning in intrusion detection systems increases the functionality of attack
detection systems and enables new types of attacks to be detected as soon as
possible.

Within the scope of this study, the performance evaluation of supervised and
unsupervised learning algorithms has been performed by examining intrusion
detection systems and machine learning. In order to run supervised and
unsupervised learning algorithms, the WEKA application and the NSL KDD data
set derived from the KDD CUP-99 data set, which is the most frequently used data
set in the literature, were used (Kaya & Yildiz, 2014).

As a result of the measurements carried out, it has been determined that the
probability of detecting threats/ attacks against network-based computer systems is
higher with supervised learning algorithms. It was observed that the classification
rates of the algorithms were close to each other, but the processing times varied, in
the two different test methods performed with supervised learning algorithms using
the NSL KDD data set.

On the other hand, it has been determined that unsupervised learning algorithms are
fast in terms of processing time but have low accuracy rates. Another disadvantage
of unsupervised learning algorithms is that they cannot classify. Although they
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perform clustering or association process using data, it must be processed once
again in order to interpret the outputs of unsupervised learning algorithms.

In the experiments conducted using the NSL KDD data set that was pre-processed
(dimensioanlity reduction), it was observed that the “supplied test set” method had
a very low classification rate. In the “10-fold cross-validation” method, it was
found that it gave similar results to applications with non-preprocessed data, but the
algorithm runtime was shorter.

In future studies to be carried out within the scope of detecting threats/attacks
against network-based computer systems, it is necessary to examine a combined
algorithm in which unsupervised and supervised learning algorithms can work
together, as well as to examine the data that will be input to the algorithms such as
dimensionality reduction and/or feature selection. It is considered that the
implementation of the aforementioned procedures will be beneficial.

As in the example of the Apriori algorithm, it is evaluated that if the results from
the unsupervised learning algorithm are applied as input to the supervised learning
algorithm, the results of combined algorithm will yield more positive results than
the results of the supervised learning algorithm alone, and the threat/attack can be
detected in a shorter time depending on the algorithm selection.

Likewise, it is evaluated that applying pre-processes such as dimensionality
reduction and/or feature selection to the data set that will be input to the algorithms
can increase performance, shorten the processing time of the algorithms and lead to
more precise results.
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ABSTRACT

Kibble Balance developed in National Metrology Institute of Turkey allows
the new definition of kilogram to be realized in single phase where the
Faraday’s Law of Induction and Lorentz Law of Force are tested
simultaneously thanks to its design with moving magnet. Although there are
numerous advantages of this design, like being less sensitive to
environmental and experimental conditions, there appear the problem of
distinguishing the voltage induced across the ends of the coil as a result of
Faraday’s Law of Induction and the voltage due to the current delivered to
coil to generate the Lorentz Force, with a relative uncertainty of some parts
of a billion. In order to get the best possible performance of the digital
multimeter measuring the voltage of the coil, a waveform generator is
connected in series to the multimeter as a compensating voltage source so
that the voltage due to the supplied current is almost eliminated in the input
of the multimeter. However, temporal voltage fluctuations in the waveform
generator may induce additional voltage at the coil. In this paper, we show
that these random effects are eliminated with an uncertainty of 15 ppb in
case the experiment lasts for at least 48 hours.

Keywords: Kilogram, Planck Constant, Kibble Balance, Single Phase
Measurement.
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UME KIBBLE BALANS - 3 iLE TEK FAZDA OLCUM
(074

Tiirkive Ulusal Metroloji Enstitiisii'nde gelistirilen Kibble Balance,
hareketli miknatisli tasarimi sayesinde, yeni kilogram taniminda Faraday
Indiiksiyon Yasasi ve Lorentz Kuvvet Yasasimn ayni anda test edildigi tek
fazda olgiime olanak taniyor. Bu tasarimda, ¢evresel ve deneysel kosullara
daha az duyarli olmast gibi sayisiz avantaj olmasina ragmen, Faraday
Indiiksiyon Yasasimn bir sonucu olarak bobinin uglarinda indiiklenen voltaj
ile akimdan kaynaklanan voltaji milyarda birka¢ bagil belirsizlikle ayurt
etme sorunu ortaya ¢tkmaktadyr. Bobin voltajint olgen dijital multimetreden
miimkiin olan en iyi performansi elde etmek igin, kompanzasyon voltaj
kaynagi olarak multimetreye seri olarak bir dalga formu iireteci baglanir,
boylece akimdan kaynaklanan voltaj, multimetrenin girisinde neredeyse
ortadan kalkar. Fakat, dalga formu iiretecinde zamana bagli Voltaj
dalgalanmalari, bobinde ek voltaji indiikleyebilir. Bu yazida, deneyin en az
48 saat siirmesi durumunda bu rastgele etkilerin 15 ppb belirsizlikle elimine
edildigini gosteriyoruz.

Anahtar Kelimeler: Kilogram, Planck Sabiti, Kibble Balans, Tek Fazda
Olciim.
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1. INTRODUCTION

The advances in science and technology and the measurement accuracy are
closely interconnected with each other such that a major progress in one
eventually culminates with a breakthrough in the other. The measurement
accuracy of a physical quantity is restricted by the agreed definitions of the
relevant units. In order to minimize these restrictions, after decades of
pioneering scientific work, the International System of Units (SI) underwent
a substantial modification in the definitions of four of the seven base units:
the kilogram, the Kelvin, the ampere and the mole (Stock, Davis, de
Mirandés, & Milton, 2019). The most substantial revision was in the
definition of SI mass unit, the kilogram (Richard, Fang, & Davis, 2016).
Prior to the revision, kilogram was the last SI base unit to be defined in
terms of a material artefact, the International Prototype of Kilogram (IPK).
It has been kept in the International Bureau of Weights and Measures
(BIPM) since the agreement of the IPK to be the basis for the unit of mass
in 1889. The accuracy of mass or mass related measurements in this
artefact-based definition was constrained by the irreversible contamination
or mechanical wear on the IPK. As the mass of IPK was assumed exactly to
be equal to one kilogram with zero error and zero uncertainty, the validation
of such possible alterations in the IPK mass was unfeasible. In addition, the
traceability to the kilogram was ultimately only available from the BIPM
since IPK, since it was under the authority of the BIPM. The long-awaited
ambition for there to be a uniform, long term stable and worldwide
accessible unit of mass, lead to the redefinition of kilogram in terms of the
fixed value of Planck constant, a fundamental constant of nature. It took
nearly 130 years for this dream to come true as future technologies were
needed to realize it with sufficient accuracy. The new definition of the
kilogram, adopted since 20 May 2019, does not recommend a technique for
the practical realization of the unit in terms of Planck constant, thus
allowing to take advantage of future developments without the need to
redefine it once again. Currently, there are two methods with the capability
of realizing the new kilogram at the required total relative uncertainty of
2 x 1078: The Kibble Balance (KB) experiment (Robinson, & Kibble,
2007; Kibble, & Robinson, 2014; Wood et al., 2017; Fang et al., 2020; Kim
et al., 2020; Baumann et al., 2013; Haddad et al., 2017; Thomas et al., 2017,
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Li et al., 2020; Sutton, 2009; Ahmedov et al. 2018; Marangoni et al., 2019)
and the X-Ray Crystal Density (XRCD) experiment (Fujii et al., 2016;
Kuramoto et al., 2017; Bartl et al., 2017). Moreover, within the revised Sl,
as opposed to the previous situation, the traceability of the kilogram can be
provided by any National Metrology Institute (NMI) operating a primary
realization method.

Kibble Balance experiments have been constructed in the NMlIs from
different parts of the world in different geometries and with different
experimental protocols. This is a favorable situation for better understanding
of the possible systematic errors. The link between the kilogram and Planck
constant in KBs is achieved by the comparison of the mechanical power
with the electrical one. The main components of the KB experiments are a
magnet and a coil. The power comparison is achieved in two concurrent or
simultaneous phases depending on the operation protocol of the system.
National Metrology Institute of Turkey (UME), operating under the
umbrella of the Scientific and Technological Research Council of Turkey
(TUBITAK), contributes to the ongoing worldwide research with a Moving-
Magnet Kibble Balance Experiment as opposed to the traditional approach
with a moving coil. Single phase measurement scheme is one of the most
important outcomes of this configuration where the Faraday’s Law of
Induction and Lorentz Law of Force are tested simultaneously. Apart from
many distinctive advantages, there is one difficulty to be tacked in
simultaneous scheme such that the total voltage across the ends of the coil
pair should be decomposed with relative uncertainties of about some part of
a billion as the induced Faraday’s voltage across the ends of the coil due to
the motion of the magnet with respect to the coil (Faraday’s Law of
Induction) and the voltage due to the supplied current to the coil (Lorentz
Law of Force). As the performance of the digital multimeter used in voltage
measurements gets better at 1 V range, a compensating voltage is generated
by a waveform generator connected in series to multimeter so that the input
voltage of the multimeter is almost solely the Faraday’s voltage. However,
due to the temporal voltage fluctuations in the waveform generator, an
additional voltage is induced on the coil. In this paper, we show that it is
possible to distinguish the induced voltage due to the motion of the magnet
assembly and the voltage due to the electric current across the ends of the
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coil with uncertainties of parts per billion despite the noise generated by the
waveform generator in case the duration of the experiment lasts at least 48
hours.

In the following section, the KB principle is explained. The UME KB-3 is
introduced in Section 3. In Section 4, the electrical measurement procedure
in UME KB-3 is explained in details and supported with experimental
results. The last section is reserved for conclusion.

2. KIBBLE BALANCE PRINCIPLE

The Kibble Balance principle links the macroscopic mass m of an artefact
with the Planck constant h of the quantum world by comparing the
mechanical power with the electrical one. Initially, it was called as Watt
Balance. It is replaced with Kibble Balance after the inventor of the idea,
Dr. Brian Kibble passed away in 2016. The comparison is achieved in two
concurrent or simultaneous phases (the moving and the weighing phases)
depending on the operation protocol of the system. In the moving phase, the
underlying principle is the Faraday’s Law of Induction where the relative
motion with a velocity v between a coil of length L and a surrounding
magnet having a radial magnetic flux density of B induces a voltage V
across the ends of the coil such that V = BLv. In the weighing phase, the
gravitational force acting on the mass artefact is counter balanced by the
Lorentz Force generated on the coil carrying a current/ in the magnetic
field yielding mg = BLI where g is the gravitational acceleration. The
common factor BL appearing in both phases of the experiment cannot be
measured with high accuracy. In the ideal case of the velocity and Lorentz
Force being in the direction of the gravitational acceleration, the combined
equations give rise to the Kibble Balance principle

mgv = VI, Q)

where left-hand side is the mechanical power while the right-hand side is
the electrical one. The common factor disappears under the assumption of
its steadiness in two phases. Although the Planck constant does not appear
explicitly in Eg. (1), it comes into play as the electrical quantities are
measured by using Josephson Voltage Standard and Quantum Hall
Standard.
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The time integral for of the Kibble Balance equation is known as the Joule
balance principle.

mgZ = @I, (2)
where @ is the magnetic flux in the coil induced due to motion of the
magnet assembly with respect to the coil and Z is the displacement of the
coil. In UME KB-3 the Joule Balance principle is used.

3. THE UME KB-3

The originally devised KB experiment at the National Physical Laboratory
(NPL) by Brian Kibble relates the mechanical and the electrical powers by
means of a stationary magnet assembly and moving coil within the air gap
of that magnet assembly. The majority of the KBs developed in the NMIs
for realizing the new definition of kilogram followed in the footsteps of this
initial design. UME, on the other hand, has shifted this ground by a design
with a moving magnet assembly and stationary coil residing in the air gap.
On account of this construction, the simultaneous operation of moving and
weighing phases becomes possible. The notable outcome of single phase
measurement is that it relaxes the need for monitoring the environmental
and experimental conditions with a relative uncertainty at the order of parts
per billion. The moving magnet design leads to additional significant
advantages like using a local vacuum for displacement measurements rather
than a global one and performing mass measurements in ambient air
conditions instead of under vacuum. The displacement measurements,
carried by laser interferometers, oblige the refractive index to be stable
along the paths of the laser beams in order to reach the required
uncertainties by the kilogram realization experiments. In moving coil
experiments, as the coil cannot be decoupled from the rest of the set-up, a
global vacuum covering the entire system is the only option to ensure this
requirement. The moving magnet design, on the other hand, allows the use
of a local vacuum in the vicinity of the magnet assembly (Ahmedov et al.,
2020). As a result, the set-up become more economical since the rest of the
system does not have to be vacuum compatible. The ambient air mass
measurement is favorable for further disseminating the kilogram which
takes place entirely in air. Consequently, a vacuum/air transfer mechanism
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for the mass artifact is not necessary and the possible sorption effects due to
such transfer are avoided (Davidson, 2010).

The design of the UME KB-3 apparatus is given in Figure 1.

Load Cell

Local Vacuum

Coil Pair
Magnet Assembly
Vertical Linear Stage

Quter Frame

Inner Frame

Figure 1. The solid drawing of UME KB-3 apparatus.

It is constructed on two mechanically decoupled rigid support frames. The
moving magnet assembly is placed on the inner support frame while the
stationary coil pair is hanging from the outer support frame. In this way, the
mechanical vibrations due to the magnet motion on the inner frame are not
reflected on outer frame where the force and displacement measuring
systems are mounted. The vertical motion of the magnet assembly is
delivered by the vertical linear stage fixed on the inner support frame. The
reversely winded coil pair is used instead of a single coil in order to
minimize the effect of Earth magnetic field on the system (Ahmedov et al.,
2020). The robotic arm places the mass artifact on the handler and takes it
off from the handler. The load cell measures the difference between the
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gravitational force on the mass artifact and balancing Lorentz Force
generated on the coil pair.

4. ELECTRICAL MEASUREMENTS

The magnet assembly undergoes a triangular like motion with respect to the
coil pair along the direction of gravitational acceleration at a period of 1 s.
The vertical displacement of the magnet for 10 s is illustrated in Figure 2.
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Figure 2. The vertical motion of the magnet for 10 s.

As a result of the magnet motion, a triangular shaped flux is generated
through the coil pair. In other words, the square shaped Faraday’s voltage,
proportional to the time derivative of the flux with a minus sign, is induced
across the ends of the coil pair. As the moving and weighing phases of the
experiment are performed at once, in addition to the Faraday’s voltage, there
is also the voltage due to the electric current delivered to the coil pair by the
current source. Therefore, the output voltage of the coil pair is the sum of
Faraday’s voltage and the voltage due to the supplied electrical current and
it needs to be decomposed as its clear from Eq. (2). The resistance of the
coil pair is 166 ( and the supplied current is 38.4 mA yielding an electrical
voltage on the coil pair of around 6.4 V. The voltage data across the ends of
the coil pair is collected with Keysight 3458A Digital Multimeter with a
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sampling frequency of 2 Hz. The high voltage due to the supplied current to
the coil pair forces the measuring device to work at 10 V range with a
resolution of 100 nV. It provides a resolution 10 nV at 1 V range. In order to
switch to 1 V range, a Keysight 33512B waveform generator is connected in
series to the multimeter across the coil pair as a compensating voltage
source. In Figure 3, the circuit diagram of the electrical measurements is
given. WG stands for the waveform generator. A standard resistor R is
connected in series to the coil pair for the determination of the electrical
current supplied to the coil pair with better uncertainty. The Guildline 7330
standard resistor of 25 € is kept in the 7108-256 Fluke Resistor Bath with
temperature stability 10 mK. The temperature coefficient of the standard
resistor is low enough (—3.22x 1078 +2.1 x 107%)/K to satisfy the
desired total relative uncertainty by the realization experiment.

®

10 R (=) g

Figure 3. The output voltage of the coil pair.

In Figure 4, the output voltage of the coil pair is given for 10 s for
illustration purposes where the electrical voltage is compensated by the
waveform generator. As the amplitude is lover than 1 V, the multimeter
operates at 1 V range. However, due to the temporal variations of the
compensating voltage by the waveform generator, an additional voltage may
be induced on the coil pair. Therefore, it is critical to check whether the
current induced voltage could be decoupled from the Faraday’s voltage and
the random contribution due to the waveform generator is eliminated in
long-term measurements or not. In order to do so, the magnet assembly is
kept at rest (Faraday’s voltage is not induced on the coil pair) while the
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electrical current is delivered to the coil pair by the current source. The
compensating voltage is generated by the waveform generator connected in
series to the multimeter.
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Figure 4. The output voltage of the coil pair. The sampling frequency of the
multimeter is set to 2 Hz. The integration time of the device is set to 450 ms.

In Figure 5 the average value of the normalized electrical current effect as a
function of time is given in blue stars. The normalization is done with
respect to the total flux. The red dashed line indicates the expected zero
contribution. In Figure 6, the standard uncertainty of the normalized
electrical current with respect to time is given in blue stars. The red dashed
line at 20 ppb stands for the highest total relative uncertainty anticipated by
the realization experiments. It is clear that the mean value converges to zero
within the uncertainty of 15 ppb for 48 hours or more. It has been observed
that the major contribution in this measurement comes from the fluctuation
in the current source rather than the induced voltage by the temporal
variations of the waveform generator. This test is performed by applying
solely the compensating voltage on the coil pair by the waveform generator
when the output current by the current source is set to zero. The effect due
to the waveform generator converges to zero within 5 ppb relative
uncertainty about 10 hours. In conclusion, using a waveform generator is a
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practical solution in the realization experiment with a KB for having a better
performance with the digital multimeter.
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Figure 5. The average value of the normalized electrical current effect with
respect to is given in blue stars. The normalization is done with respect to
the total flux of the coil. The red dashed line indicates the expected zero
contribution.
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Figure 6. The standard uncertainty of the normalized electrical current
effect with respect to time is given in blue stars. The normalization is done
with respect to the total flux of the coil. The red dashed line at 20 ppb stands
for the highest total relative uncertainty anticipated by the realization
experiments.
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5. CONCLUSION

Kibble Balance experiments allows the realization of mass unit in terms of
Planck constant by the comparison of the mechanical power with the
electrical one in accordance with the new definition of the kilogram.
TUBITAK UME followed a different path in providing this link such that
the UME KB-3 is constructed with a moving magnet as opposed to the
traditional ones with a moving coil with the motivation to perform the
measurement in one single phase. Despite many distinctive advantages of
the simultaneous testing of Faraday’s Law of Induction and Lorentz Force
Law, there is one difficulty to be handled. The total voltage across the ends
of the coil pair should be decomposed with relative uncertainties of about
some part of a billion. The current induced voltage has an amplitude of 6.4
V. The digital multimeter measuring the voltage of the coil has a better
performance at lower ranges. This is why; a waveform generator is
connected in series to the multimeter as a compensating voltage source.
However, one has to be careful since the temporal variations of the
waveform generator may induce additional voltage on the coil pair. We
have observed that this effect converges to zero for 10 hours within 5 ppb
relative uncertainty. Therefore, the waveform generator is a practical
solution for having better performance with the multimeter. However,
fluctuations due to the current source require at least 48 hours measurement
time for 15 ppb uncertainty. This uncertainty could be further reduced by
decreasing the resistance of the coil pair or replacing the current source with
a more stable one.
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ABSTRACT

Recently proposed Type-3/2 seesaw mechanism is an alternative model to
the Type-1 seesaw. In this novel mechanism the light neutrino masses are
induced via a vector-spinor, which keeps the Higgs mass stabilized at one
loop. Here, in this letter, radiative corrections to the light neutrino masses
via this vector spinor are studied. It is shown that the active neutrinos get
trivial correction from the vector spinor loop as long as the mass of vector
spinor is at the order of 2.8 x 102 GeV or higher. This is in agreement
with the minimum mass value required for inducing active neutrino masses
(My, =~ 10'* GeV) and naturalness criteria of Higgs field (M,, ~ 10'° GeV)
in Type-3/2 seesaw mechanism.

Keywords: Neutrino Mass, Type-3/2 Seesaw Mechanism, Radiative
Corrections.
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TiP-3/2 TAHTAREVALLI MEKANIZMASINDA NOTRINO
KUTLESINE GELEN ISINIMSAL DUZELTMELER

(074

Yakin zamanda onerilen Tip-3/2 tahterevalli mekanizmasi, Tip-|
tahterevalliye alternatif bir modeldir. Bu yeni mekanizmada, hafif nétrino
kiitleleri, Higgs kiitlesini bir dongiide sabit tutan bir vektér-spinor
aracitligiyla indiiklenir. Burada, bu makalede, bu vektor spinor araciligryla
hafif notrino kiitlelerine yapilan i1simimsal diizeltmeler incelenmigtir. Vektor
spinér kiitlesi 2.8 X 1012 GeV veya daha yiiksek oldugu siirece, aktif
notrinolarin  vektor spinér dongiisiinden onemsiz diizeltmeler aldig
gosterilmistir. Bu, Tip-3/2 tahterevalli mekanizmasinda aktif nétrino
kiitlelerini indiiklemek i¢in gereken minimum kiitle degeri (My, =~ 10'* GeV)
ve Higgs alammin dogallik kriteri (My, ~ 10'° GeV') ile uyumludur.

Anahtar Kelimeler: Noétrino Kiitlesi, Tip-3/2 Tahtarevalli Mekanizmast,
Isimimsal Diizeltmeler.
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Radiative Corrections to Neutrino Mass in Type-3/2 Seesaw Mechanism

1. INTRODUCTION

One of the outstanding shortcomings of the Standard Model (SM) is small
but nonzero neutrino masses. SM predicts that neutrinos have no mass,
which is in contradiction with results from experiments detecting neutrinos
from the Sun (Simirnov, 2003) as well as atmospheric neutrinos produced
by cosmic rays (Y. Fukuda et al. [Super-Kamiokande], 1998). This conflict
between the theory and experiments shows that SM needs to be extended
with at least a new physics (NP) field.

Neutrino physics has come of age in the past two decades (Balantekin and
Kayser, 2018). However, the nature of neutrino mass is still an open
question. Neutrinos may be Dirac (v # V) or Majorana (v = V) particles.
Although, there are many Dirac mass models in which lepton number
conservation is imposed without a satisfactory reason (Demir et al., 2008;
Bonilla and Valle, 2016; Wang and Han, 2017; Yao and Ding., 2018; Calle
et al.,, 2019; Saad, 2019; Jana et al., 2019), due to the fact that the
constructions are more simpler and economical, Majorana-type neutrinos
which violate lepton number seem to be the more promising case. In
literature, there is a vast number of attempts to explain light neutrino masses
via new physics beyond the SM. The first and foremost among them is the
seesaw mechanism (Gell-Mann et al., 1979) introducing the Majorana-type
particles as right handed neutrinos of heavy masses at GUT scale, which
generate the light neutrino masses at tree-level from a dimension-5 operator:
the Weinberg operator. In this mechanism, the mediator of Weinberg
operator is a singlet fermion and this is the first attempt (Type-1 seesaw
mechanism) to obtain the suppressed neutrino masses via a new physics
scale with a factor vy /Ayp. There are also Type-Il seesaw (Cheng and Li,
1980; Schechter and Valle, 1980) (Mediator: A triplet scalar) and Type-I1I
seesaw (Foot et al., 1989) (Mediator: A triplet fermion) mechanisms in
literature. Apart from the seesaw mechanisms at tree level, there are also
radiative neutrino mass models (Hou and Wong, 1994; Nomura et al., 2021;
Ma and Suematsu, 2009; Babu and Julio, 2012; Hehn and lIbarra, 2013;
Nomura et al., 2017; Ahriche et al., 2018), which produce neutrino masses
at loop levels (for the most recent reviews see (Cai et al., 2017; Klein et al.,
2019)). Despite numerous neutrino mass models (Herrero-Garcia and
Schmidt, 2019), the non-observation of right handed neutrinos, Higgs
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triplets of SU(2),; and the glitches associated with the non-renormalizable
terms, which are part of some of these models show the necessity to
continue the studies on BSM.

Recently, a completely new approach to the neutrino mass problem has been
put forward and dubbed the Type-3/2 seesaw mechanism, in which the SM
is extended with vector-spinor fields (Demir et al., 2021). The novelty of
this new approach lies in the fact that while the quantum corrections due to
the huge mass of the right handed neutrinos involved in the Type-I seesaw
worsen the big hierarchy problem, the corrections from the Spin-3/2 field
solve the same problem at a certain value of mass which happens to fall in
the neutrino mass generation range. This advantage makes the Type-3/2
seesaw mechanism a very promising model. In this brief letter, with the
investigation of radiative corrections to light neutrino masses via vector
spinors we have shown that Type-3/2 seesaw mechanism is a stronger
model inducing light neutrino masses, solving naturalness problem and also
keeping the light neutrino masses stabilized.

The paper is organized as follows: In Sec.2 we give the basics of vector
spinor fields, the constraints on them and introduce the interaction between
the Higgs sector and vector spinor field. In Sec.3 we explain the Type-3/2
seesaw mechanism and give the radiative correction to neutrino masses via
vector-spinor. Finally, Sec.4 is devoted to the comments and discussion.

2. MODEL

Vector spinor fields vy, , introduced by Rarita and Schwinger (Rarita and
Schwinger, 1941) have the propagator

4 (p) = =11 (p) (1)

Carrying one Spin-3/2 proper and two auxiliary Spin-1/2 components
through the projector

i

p—

vy (rtpY —y'p") | 2ptp”
2
3 + 3M + 3M? (2)
These fields exhibit both spinor and vector characteristics and it is necessary
to impose the two constraints (Pascalutsa, 2001; Pilling, 2005)
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P Y (P) |2z = 0 (3)
and
Y %a®@)p2=pz = 0 4)

to eliminate the two auxiliary Spin-1/2 components and make 1, satisfy the
Dirac equation that is expected of an on-shell fermion.

The important implication that constraints (3) and (4) convey is that
p*Y.(p) and y*yP,(p) both vanishes on the physical shell (Demir et al.,
2017).

As a singlet fermion, vy, at the renormalizable level, makes contact
with the SM through the neutrino portal
LY = ¢l DHy gk + h.c. (5)
in which L is the lepton doublet (i = 1,2,3), H is the Higgs doublet with

vacuum expectation value vy = 246 GeV and v, is the vector spinor with
Lorentz index (e = 0,1,2,3) and generation index (k = 1,2,3).

3. RADIATIVE CORRECTION TO LIGHT NEUTRINO MASSES VIA
VECTOR SPINOR

In the recently proposed Type-3/2 seesaw mechanism (Demir et al., 2021)
the light neutrino masses are induced in the same way as the Type-1 seesaw
mechanism via the diagram given in Figure 1.

vy, > \pﬂwﬁw%é‘ﬁw‘:‘ | Vv,

Figure 1. Diagrammatic representation of the Type-3/2 seesaw mechanism.
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Type-3/2 seesaw mechanism induces the light neutrino masses as below
_ 2C3(H)?

m
¥
9M,,

(6)
in which only one kind of vector spinor is considered for convenience. It is
obvious that, to be able to induce light neutrino masses compatible with the
observations, the mass of vector spinor must be at least around 101* GeV for
a coupling constant C, = O(1).

Considering the interaction (5) along with the constraint (4), it is easy to see
that the natural habitat for the vector spinor v, is loop diagrams. One such
important loop diagram through which the effects of 1y, manifest itself is
the Higgs self-energy correction induced by the v — ¥ loop (Sargin, 2020).

Another equally important loop diagram is the neutrino mass correction
induced by H° — v loop and will be the subject of this section.

The interaction given in (5) leads to one loop correction to neutrino mass via
the diagram given in Figure 2.

Figure 2. Higgs-vector spinor loop that contributes to the active neutrino
masses in Type-3/2 seesaw mechanism.

The correction to active neutrino mass from H° — s loop is given by

CZ MZ 2
__¥ _Hln‘u_ (7
24n2 My, M2

(6mv)1/) =
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Here,Cy,’s are pure numerical constants at the order of O(1) and the
parameter My = 125.6 GeV. The value of p does not change the value of
the correction significantly. Thus, p is fixed the value 1 TeV which is at the
order of electroweak scale. Then, the only relevant parameter one is left
with in determining the radiative corrections to neutrino masses is My,.

In that regard, from the analysis depicted in Figure 3, it is seen that to
stabilize the neutrino mass against the radiative correction by H® — s loop,
the mass of vector-spinor should be 2.8 x 102 GeV or higher. When we
consider this correction in Type-3/2 seesaw mechanism, the vector-spinor
field with the mass at the order of 101* GeV is more than capable of keeping
the neutrino mass stable against radiative correction by H® — s loop.

([eV) dm,

my =012V

L " . L (GeV) My

1012 1014 1013 1018 1017

Figure 3. The radiative correctons to active neutrino masses vs the mass of
Spin-3/2 field.

4. CONCLUSION

In this paper, we show that in novel Type-3/2 seesaw mechanism the light
neutrino masses remain stabilized at loop level via vector spinors, which
appear only in loops at renormalizable level. The mass of vector-spinor field
required by inducing the active neutrino masses in Type-3/2 seesaw
mechanism leads to trivial radiative corrections to the masses of light
neutrinos. My, ~ 10'* GeV leads to m, ~ 0.002 eV corrections, which is
in agreement with the upper bound on the lightest neutrino mass scale.
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ABSTRACT

In this study, it is aimed to develop a suitable photovoltaic system design for
the needs of Giresun University Faculty of Engineering. After the
determination of the number of panels required for the photovoltaic system
by mathematical equations, a 3-dimensional layout planning was made on
the roofs of the Engineering building using the PVSol program thus the
required equipment was determined for the system. After simulation of the
photovoltaic system and determination of the equipment compatible with the
system was done, some parameters such as cost calculations, financial
analysis and self-paying of the system were determined by the PVSol
simulation program and the results were analyzed.

Keywords: Renewable Energy, Solar Energy, Power Generation,
Photovoltaic.
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FAKULTE OLCEGINDE FOTOVOLTAIK SiSTEM TASARIMI VE
ANALIZI

(074

Bu calismada, Giresun Universitesi Miihendislik Fakiiltesinin ihtiyaclarina
uygun fotovoltaik sistem tasarimi gelistirilmesi amaglanmistir. Fotovoltaik
sistem igin gerekli olan panel sayisi matematiksel denklemlerle tahmini
olarak belirlendikten sonra PVSol programi kullanilarak Moiihendislik
binast ¢atilarinda 3 boyutlu olarak yerlegsim planlamasi yapilmig ve sistem
icin gerekli olan ekipmanlar belirlenmigtir. Fotovoltaik sistemin
simiilasyonu  gergeklestirildikten — ve  sisteme uyumlu  ekipmanlar
belirlendikten sonra PVSol simiilasyon programi yardimiyla maliyet
hesaplamalari, finansal analizleri ve sistemin kendini amorti etmesi gibi
farkli parametreler belirlenmis olup sonuglart analiz edilmistir.

Anahtar Kelimeler: Yenilenebilir Enerji, Giines Enerjisi, Enerji Uretimi,
Fotovoltaik.
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1. INTRODUCTION

A large part of the energy produced in the world is still obtained from fossil
fuels such as coal, oil and natural gas. The search for new energy has gained
importance since fossil energy sources are not renewable and have negative
environmental effects. There are six main renewable energy sources; these
are bioenergy, geothermal energy, hydroelectric energy, ocean energy, wind
energy and solar energy (Ellabban et al., 2014). Renewable energy sources
are clean energy sources that have much lower environmental impacts such
as CO2 emissions compared to traditional energy technologies. In recent
years, energy production with renewable energy sources has increased and
constitutes a good alternative to fossil fuels for the future (Chiu and Chang,
2009).

Solar energy is one of the most important sources of renewable energy
(International Energy Agency, 2011). Technologies developed to take
advantage of solar energy not only increase the amount of solar energy use,
but also reduce infrastructure costs. Solar energy, which meets its
investment in a short time with its low investment cost and high efficiency,
is a costless and environmentally friendly energy source (Masterson, 2021;
Sulukan, 2020).

In order to meet the increasing energy demands, Turkey imports energy to a
large extent and especially uses fossil fuels. It imports about three quarters
of the total energy needed in our country. Therefore, expanding domestic
and national renewable energy resources, reducing foreign dependency and
increasing energy efficiency should be one of Turkey's energy priorities
(Varlik and Yilmaz, 2017).

Our country is in an advantageous geographical position for solar energy.
According to Turkey's Solar Energy Potential Atlas (General Directorate of
Energy Affairs, n.d.);

- Average annual total sunshine duration = 2741.07 hours/year,

- Average daily total sunshine duration = 7.50 hours/day,
- Average annual total radiation intensity = 1527.46 kWh/m?-year,
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- Average daily total radiation intensity = 4.18 kWh/m?-day,

calculated as (Ministry of Energy and Natural Resources of Republic of
Turkey, 2020). Thanks to the solar power plants that can be established in
our country, which has regions that receive sunlight during all four seasons
of the year, a significant part of the energy need can be met.

As a renewable resource, solar energy provides energy without any pollutant
effects and greenhouse gas emissions. Thus, it contributes to the
development of sustainable energy as well as reducing the negative effects
of global warming (TUIK, 2020).

Photovoltaic systems are formed as a result of bringing together needed
equipment such as photovoltaic panels and such as to provide the desired
current and voltage. Depending on the system configuration, there are three
main types of PV systems. These are: off grid systems, on grid systems,
hybrid systems.

In this study, a hybrid PV system that both supports battery and generates
electricity depending on the electricity grid is used. Hybrid systems can be
thought of as an upgraded on-grid system to include a battery backup. This
system has a deep-cycle battery bank that can be charged by both the
electricity grid and solar panels. Thus, in the event of an outage, the backup
battery can be turned on to provide backup power to the building and can be
used for an alternative power source in case of photovoltaic system
operation or failure, until the grid problem is resolved.

2. RESEARCH FINDINGS
2.1. Solar Energy Potential
This study on the distribution of sunshine duration for Turkey was carried
out using the daily total sunshine duration data measured at the stations of

the Turkish State Meteorological Service (MGM) between the years 1988-
2017. Sunlight time measurements, which have been made with heliograph
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devices for many years within the body of MGM, have been made with
sundial measurement devices mounted on Automatic Meteorology
Observation Stations (OMGI) since the 2000s. According to the total daily
sunshine duration for the years 1988-2017 calculated for Turkey, the lowest
average annual sunshine duration was measured in 1988 with 6.37 hours,
and the highest sunshine duration was measured in 1990 with 7.30 hours
(MGM, n.d.).

While calculating the solar system installation, solar panel calculation is
made according to factors such as the sunshine duration information, as well
as the factors such as at which hours the system will be used the most, in
which seasons the system will be used intensively, the exact location of the
system, and the amount of designed stored energy. For example, if a system
IS to be used in all seasons, it should be designed for winter sundials.
Designed with an average of 7 hours a day, the system will be insufficient in
winter. Similarly, if a system is designed to be used only in the summer
months, extreme costs will be avoided if the average duration of sunlight in
the summer months of the region is considered. Figure 2.1 shows the
average duration of sunlight in Turkey by months.

12

[
IS o oo S

Sunbathing time (hour/day)

[

0
Jan Feb Mar Apr May Jun July Aug Sep Oct Nov Dec

Figure 2.1. Turkey's sunshine duration by month (MGM, n.d.).
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As it can be seen in Figure 2.1, the average, which rises to 11 hours in
summer, decreases to 3 hours due to shorter days in winter, the sun reaching
the panel with a more horizontal angle, and the weather being cloudier. In
order not to interrupt off-grid solar energy systems in winter, seasonal
changes should be considered, and the system should be designed according
to the purpose of use.

ES
e R HHEE
[

B8ES
Figure 2.2. Turkey sunshine duration distribution map (MGI\/I n.d.).

Obtaining the data closest to the location of the system will give more
accurate results than making a calculation based on the average value of
Turkey. Figure 2.2 shows the annual periods of sunlight and the average
radiation intensity by region. Monthly sunshine and rainy days of the
provinces are important for solar energy system design (MGM, n.d.).

Solar energy potential is an important parameter in determining the need for

a solar panel for the system to be installed. The solar energy potential shows
how much the sun's rays fall in which city and in which month.
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Figure 2.3 shows the global solar radiation values of Giresun province and
the solar energy potential according to the districts. According to this map,
the districts with the highest solar energy potential are Alucra,
Sebinkarahisar and Camoluk. Figure 2.4 shows the average daily radiation
values for Giresun province by month.

Total Solar
Radiation

KWhim™ year

I 1400-185
B 1450 - 1500
[] 1500-15%
[] 1550 - 1600
[ 1600 - 1650
[ 1650-1700
Bl 1700-17%
B 1750 - 1800

B 120 - 2000

Figure 2.3. Total solar radiation values in Giresun province (General
Directorate of Energy Affairs, n.d.).
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Figure 2.4. Global radiation values in Giresun province (KWh/m?-day)
(General Directorate of Energy Affairs, n.d.).

The angle of incidence of the sun's rays in the Black Sea is inefficient,
moreover, due to the climate of the region, it rains constantly, the time of
the sun falling on the region is less. For this reason, the potential of solar
energy will be less than in the Mediterranean region, which receives more
sun. Figure 2.5 shows the average monthly sunshine periods for Giresun.
According to the data in Figure 2.5, in the province of Giresun, the duration
of the month 9.00 average sunshine hours is the highest of June, with the
lowest average sunshine duration of hours 3.05 in December.

A grid-connected PV system consists of solar panels, inverters, a power
conditioning unit, and grid-connecting equipment. Since there is no loss of
energy storage, it effectively uses the energy generated from solar energy.
Under favorable conditions, the grid-connected PV system provides more
power than the grid-connected load can consume.
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Figure 2.5. Giresun province sunshine durations (hours) (General
Directorate of Energy Affairs, n.d.).

If the system to be installed is to be used only in summer, the daily average
of the summer months should be found. However, if the system to be
installed is to be used in summer and winter, the calculation should be made
by looking at the daily production of the lowest electricity production
month.

2.2. Determination of Energy Needs

As Giresun University Faculty of Engineering will be actively used at all
times of the year, there will not be the same level of power consumption
every month of the year due to changing sun exposure times, air
conditioning loads in summer and more lighting loads in winter.

If the solar system will be used in all seasons, calculations should be made
according to the winter sunshine hours. Thus, the system to be established
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will provide sufficient energy even in the months when electricity is
produced at the lowest level. Looking at Figure 4.5, since the lowest
sunshine value for Giresun province is in December, this value will be used
in the calculations.

At the first stage, it should be known how much electrical energy will be
needed for the solar system that we plan to install on the roof, and it should
be calculated how many solar panels will be used in this context.

For this purpose, Giresun University Faculty of Engineering December
2020 electricity bill information is given in Table 4.1. The monthly
incoming electricity bill showed that 22,591 kWh of energy was used during
the month of December and consumed an average of 728,7419 kWh of
energy per day.

Table 2.1. Giresun University Faculty of Engineering December Billing

Information.
Average Daily Consumption (kWh) 728,741
Monthly Consumption (kWh) 22.591
Annual Consumption (kWh) 263.482

In Figure 2.5, it is seen that the solar panels receive 3.05 hours of sunshine
in Giresun in December. Equation 2.1 given below is used to calculate the
number of panels.

_ DEN(Wh)xSE
PGM(W) x ASTD(h)

(piece) 2.1)

NP = Number of Panels,
DEN = Daily Energy Need,
SE = System Efficiency,
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PGM = Power Generated by a Module,
ASTD = Average Sun Time per Day.

Here the system efficiency is assumed to be approximately 1 for an account.
According to this formula, when using a 300W panel, about 797 solar panel
systems will meet all the energy needs of the Giresun University Faculty of
Engineering when using a 300W panel.

If the 320W panel is used, the number of panels will be reduced to 747, and
it can meet all the energy needs. These calculated panel values are valid for
an off-grid system, and the installation cost and payback period may take
many years depending on the systems connected to the grid.

If the system planned to be installed is to be used throughout the year, but
the electricity consumption is not enough, a calculation should be made of
the amount of energy consumption used for the entire year, considering that
the electricity will be supplied from the grid. In Figure 2.1, to find the value
of the average daily energy consumption from the amount of energy
consumed per year,

Annual Consumption(W)
365

Daily Average Energy Consumption= 2.2)

the equation will be used. With the help of this equation, the Average Daily
Energy Consumption is found to be 721.86 kWh. Figure 2.5 shows the
monthly sunshine periods of Giresun province. Using these data, the
average duration of sunlight for Giresun can be found by equation 2.3.

12MST(hour)
AST = > (2.3)

AST= Average Sunshine Time,

MST=Average Monthly Sunshine time

Accordingly, the average duration of sunlight is obtained as 6.26 hours. In
other words, the average monthly duration of sunlight is 6.26 hours. Using
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equation 2.1, we can find the number of panels we need for a 320W panel.
Accordingly, the number of panels is available in the amount of 360 pieces.

The system to be installed in this study will be used in both summer and
winter months, but when solar energy is not enough; there will be a
connection to the electrical network to avoid disruption in the use of
electricity.

3. PHOTOVOLTAIC SYSTEM DESIGN

After determining the estimated energy needs of Giresun University Faculty
of Engineering, the roof section on the southern facade, which receives the
sun's rays most efficiently and has an approximate slope of 25°, was
determined for the installation of solar panels. The placement of the
designated solar panels was done with the PVSol simulation program, which
can design 3D buildings.

In the PVSol simulation program, in order to add Giresun University
Faculty of Engineering to the system, modeling was performed using the
satellite image of the building in Figure 3.1.

Figure 3.1 Satellite view of Giresun University Egineering Faculty roof.

For the design of this project, a hybrid system with mains connection and
battery boost was preferred. The MeteoSyn Climate database in the PVSol
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program contains about 450 climate data for Germany for the years 1981-
2010 and more than 8,000 climate data for the years 1986-2005 worldwide
on the basis of meteonorm 7.0. Climate data can be easily selected on the
map (Valentin Software, 2020).

In the simulation applied, there are climate data of Giresun province
between 1991-2010. Accordingly, the annual solar radiation value of 1173
kWh/m2 and the annual average temperature of 15° were obtained in real
time for Giresun University Engineering Faculty. The AC data to be used in
the simulation are entered into the system as in Table 3.1.

Table 3.1. AC mains.

Phase Number 3
Mains Voltage (single phase) 230V
Displacement Power Factor (cos phi) +/-1

Thanks to the integration of Google Maps in the 3D modeling of the
program, the roof image of the Faculty of Engineering was uploaded to the
program through the program. When this image is loaded, the program
automatically selects the most suitable facade for modeling - the southern
facade. For Giresun province, located in the north of Turkey, the installation
of photovoltaic panels facing south provides higher energy production. The
annual consumption of Giresun University Faculty of Engineering is shown
as 263.482 kWh in the electricity bill in Table 2.1 and these data are used in
simulation calculations.

In addition to the amount of solar radiation, the most important factor in
calculating the electrical energy to be generated is the characteristic of the
photovoltaic module. The PVSol program has about 13,000 modules in its
database. The photovoltaic module model used in this study is a model
included in the database of the software. As a Solar Panel, a 327 W
SunPower monocrystalline solar panel was preferred. Figure 3.2 shows the
layout of 368 units of 327 W SunPower solar panels on an area of 600.1 m2
selected.
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Figure 3.2. Module layout.

The dimensioning plan of the modules designed to be placed on the roof
area is as in Figure 3.3.

BHm

W .
P. m

Winm

Figure 3.3. Dimensioning plan of modules.

The PVSol software with a 3D design editor draws 3D objects on the
satellite map and performs the nearest realistic simulation to calculate the
amount of shading. For the roof areas of the 3D buildings being drawn, the
software automatically places the maximum number of modules on the roof.
In addition, the selected suitable inverters are automatically configured.
There are 3,100 inverter model specifications in the software database
(Valentin Software, 2020).
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Inverters are the most important photovoltaic system component to be
considered after panels. When choosing an inverter, it should be noted that
the maximum open-circuit voltage of the series-connected wire is higher
than the inverter input voltage. In addition, it is necessary to choose an
inverter with a power close to the power of the photovoltaic system, which
Is designed to be installed so that the inverters can work more efficiently.
Huawei Technologies SUN2000-33KTL-A model 30kW inverter was
selected for the system designed to be installed. The software program has
set the required number of inverters for the system to be 4 units.

In the block diagram of the grid-connected photovoltaic system designed in
Figure 3.4, there are 4 inverters in the first place, and a total of 16 MPPT is
used for each inverter connected to these 4 inverters, 4 of which are
connected to the grid. MPPTs connected to the first and second inverter are
also divided into 2 string zones consisting of 12 modules. Further, the zones
connected to the third and fourth inverter are divided into 2-string zones
consisting of 11 modules.
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Figure 3.4. Block diagram of the designed photovoltaic system.

Batteries are used to store electrical energy on sunny days to use electrical
energy on days when there is no solar energy or on days without solar
energy. A battery group consisting of 12 batteries with battery energy of
14.4 KWh has been added to the system. It is generally not preferred to use it
in such large-scale projects because battery groups are very costly, and their
efficiency decreases after a certain number of years of use. In this study, a
battery system was added to the simulation to provide energy to the system
during the hours when there is no production, and the selected battery group
is loaded alive for a year, and in cases where there is no production from
solar energy, it is planned to provide energy to the system for about 6 hours.
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The list of parts used in the system designed to be installed and the number
of parts is listed in Table 3.2.

Table 3.2. Parts list.

Mat.No Type Manufacturer Name Quantity Unit
1 PV Sun Power SPR-E20-327 368 Piece
module
2 Inverters  Huawei Techn. SUN2000- 4 Piece
33KTL-A
3 Battery Example 2 Kw-AC 1 Piece
System Coupling-
14,45 kWh
4 Counter Production 1 Piece
Counter
5 Counter Bidirectional 1 Piece
Counter

4. SIMULATION RESULTS

After the inputs of the system that is planned to be installed are added to the
program and the equipment intended for use is determined, all the results of
the system are taken graphically from a detailed project report and result
screens. In Figure 4.1 there is a diagram of the energy flow, obtained
because of the simulation of the designed solar power plant. According to
this scheme, it has been calculated that the power plant installed on the roof
of Giresun University Faculty of Engineering produces 138.054 kWh per
year. 3,786 kWh of energy was stored in the battery groups and 3,167 kWh
of energy was provided from the battery groups. According to the
calculations in the simulation program, 86,681 kWh of the consumption of
263,523 kWh was obtained from the installed solar energy system, 173,682
kwh from the grid and 3,167 kWh from the battery group. In addition,
according to the simulation program data, it was calculated that 47.609 kWh
of energy will be sold to the grid when consumption is low.
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M >

<A

Figure 4.1. Energy flow graph.
The following input data is used to determine the evaluation dimensions:

- Ein = Energy radiated to the PV generator surface,

- EPVs = Generated solar energy (on AC side) - own inverter consumption,
- ELoag = Electricity demand of devices,

- Prom = Installed PV generator output,

- nstc = Module efficiency under standard test conditions.

The specific annual efficiency is a measure of the number of hours that the

PV system operates at full load for a year. The specific annual yield value is
found with the help of the following equation.
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EPV,. (kWh)
Prom (kWD)

The performance ratio defines the potential PV power generation efficiency
in each system environment. The performance ratio is a measure of the
energy losses in the system because it is compared with the energy output of
the PV generator under standard test conditions (STC). The energy output
under STC is determined by multiplying the modulus efficiency (n\STC) of
the energy emitted on the PV array surface (Ein) by (Equation 4.2).

Annual Specific Earnings = “.1)

EPV,..(kWh)

= Tusel PP 42
B, (kWh) . stC (4.2)

Performance Ratio=

It consists of PV generator efficiency and inverter efficiency, considering
system efficiency, wiring and battery losses. System efficiency is a measure
used to convert the total amount of energy emitted by the PV system to the
array surface (Ein) (Equation 4.3).

EPV,.. (kWh)
System efficiency= —————M—= 4.3
y iciency E. (kWh) (4.3)

Table 4.1 contains a summary table of the installed photovoltaic system.
Here, the annual energy gain of the PV system is 1,137.06 kwh and the
utilization rate of the system is 90.5%. One of the biggest harms caused by
the use of fossil fuels is the release of greenhouse gases such as CO,. It has
been calculated that the amount of CO2 emissions that can be prevented by
installing the system will be 65.105 kg per year. It is also calculated that the
263.482 kWh requirement of the Faculty of Engineering is met by 94.613
kWh of the PV system and 168.907 kWh of the network, so the autarky
rating (self-sufficiency rating) of the system is 35.9%. The life of the battery
pack installed in the system is 15 years, and it seems so.
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Table 4.1. All system results.

PV System

PV Generator Output

Annual Specific Earnings
System Usage Rate

Loss of gain due to shadowing
PV generator energy (AC grid)
Avoided CO2 emissions

123 kWp

1.137,26 kWh/kWp
90,5%

0,0%/ Year
139.8280kWh/Year
65.105 Kg/Year

Consumer

Consumer 263.482 kWh/Year
Consumption in Standby (Inverters) 38 kWh/ Year
Total Consumption 263.520 kWh/ Year
Battery System

Initial Charge 30 kWh

Battery Charge 9.324 kWh/ Year
Battery energy required to meet the 8.046 kWh/ Year

consumption
Losses due to Charge/Discharge
Battery losses

563 kWh/ Year
744 kWh/ Year

Load Cycle 6,5 %

Lifetime 15 Year

Degree of autarky

Total consumption 263.520 kWh/ Year
Consumption covered by the grid 168.907 kWh/ Year
Degree of autarky 35,9 %
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In Figure 4.2, in the power generation table of the PV system by month, the
yellow bars represent the amount of PV generator energy, the gray bars
represent the amount of direct self-consumption, the blue bars represent the
amount of mains supply, and the green bars represent the battery charge.
yesilmaz According to this graph, almost all of the energy generated by the
PV system was used. December may has the highest energy production, the
highest in May and the lowest in November and December.

= -
-
-
- -
- — -
lan Feb Mar Apr May Jun July Aug Sep Oct Nov Dec
PV generator energy (ac grid) Direct self-consumption | Mains supply [ Battery charge

Figure 4.2 Use of the photovoltaic system.

In Figure 4.3, the gray bars represent the consumption in standby mode, the
yellow bars represent the energy supplied by PV, the blue bars the energy
supplied by the grid, and the green bars the energy amount met by the
battery in the chart of the system to meet the consumption by months.
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Jan Feb Mar Apr May Jun July Aug Sep Oct Nov Dec
B Consumiption in standhby Supplied with PV Supplied by the mains Supplied with battery
(inverters)

Figure 4.3. Graph of meeting the consumption of the system by months.

4.1. Financial Analysis

The calculation of economic efficiency with the PVSol program is
calculated based on the capital value method using the following equations.
The cash value (CV) of a price-dynamic payment sequence Z, Z*r, Z*1? ...
over T years (lifetime).

CV=Z xb(T,q,r) (4.4)

CV = cash value, Z = series of payments and b = net worth factors
The net worth factor is found with the help of equation 4.5 below.
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1-(r/q)"
D
b(T.qn)=1 .1 @.5)
La o

g: Simple interest factor (e.g. 1.08 at 8 % simple interest)
r: Price change factor (e.g. 1.1 at 10 % price change)

The following applies for the net present value:

Net present value of the total investment = £ [CV of the price-dynamic
payment sequences over the lifetime] - investment + subsidies

Positive net present values indicate an investment which can be assessed as
economically positive. The pay-back time is the period the system must
operate for the investment to yield net present cash value of the overall
investment of zero. Pay-back times of over 30 years are not supported.

Figure 4.4 shows the change in electricity bills before and after the
photovoltaic system is installed and installed. In this table, the blue values
indicate the values in the electricity bill before the PV system is installed,
and the yellow values indicate the values in the electricity bill after the PV
system is installed. According to the results of the analysis, the cash flow
graph of the PV system is given in Figure 4.5. The system, which is
projected to have a project life of 21 years, turns into a positive value after
the first 7 years.
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Although solar energy systems are very costly in terms of economy, they
can meet the initial investment costs in the first few years, due to their long
life. The life of the simulated Giresun University Engineering Faculty
Photovoltaic system is predicted to be 21 years, and after the first 7 years,
there will be no extra expenses other than the maintenance costs that must
be done periodically, and according to the unlicensed electricity generation
law; an incentive fee is charged for each kilowatt of solar energy produced.

5. CONCLUSION

Photovoltaic system design developed for this study, solar radiation data
was evaluated for the location of the system designed to be installed by the
PVSol program, the appropriate roof facing south with an angle of 25° was
selected by evaluating the roofs of the buildings, the components of the
photovoltaic system were selected, and finally, the PV system connected to
the grid was designed and financial analyzes were made.

The number of panels required for the photovoltaic system was calculated
using equation 4.1 and the estimated number of panels was determined.
Then, a 3D layout was made on the roof of the engineering building using
the PVSol program and the necessary equipment for the simulation of the
photovoltaic system was determined and the photovoltaic module, inverter
and battery were compatible with the system such as the project design was
made. With the help of PVSol simulation program, various parameters of
the system such as cost calculations, financial analysis and self-wear were
determined, and the technical and economic suitability of the designed
system was examined.

Although solar energy systems are very costly in terms of economy, they
can cover the initial investment costs in the first few years due to their
longevity. The life of the simulated Giresun University Faculty of
Engineering Photovoltaic system will be 21 years and the system will be 7.
it is predicted that he will reproach himself in his year. According to the
unlicensed electricity generation law, an incentive fee is charged for every
kW of solar energy produced.
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Analysis of the simulation results shows that when the project is
implemented, Giresun University Faculty of Engineering will provide
approximately 138.054 MWh of electricity, which is about 52% of the
annual electricity consumption. The system, designed to be installed, also
can save about 64,588 kg of CO2 emitted by a crude oil-fired thermal power
plant that produces the same amount of electricity.

According to the wage conditions prevailing in Turkey, this project may not
be considered financially viable, except for the implementation of a
guaranteed wage plan or other incentives such as grants/capital subsidies.
However, there are other non-financial benefits, such as reducing
greenhouse gas emissions.

Within the scope of this study, the solar energy system planned to be
installed at Giresun University Faculty of Engineering provided an energy
output of 120.34 kW with 368 photovoltaic modules of 327 W, 4 inverters
and 1 battery system on an area of 600.1 m2 on the roof of the faculty. From
this work we can draw the following conclusions that will justify the
viability of the solar energy system:

- This system produces 138,054 kWh energy units per year.

- The rate of return on capital investment is 14.30% per annum.

- The payback period of this system is approximately 7.1 years.

- The average performance rate of the system is 91.3% and the specific
annual efficiency is 1147.24 kWh.

- In the case of using conventional power, the annual CO, emission is
64,588 kg.

- This study has been applied to the south-facing part of the Giresun
University Roof, and if desired, it may be possible to expand the scope of
the project to provide more energy production.
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ABSTRACT

The multi-objective Solid Transportation Problem (MSTP) is type of vector
minimization (or maximization) problem with three parameters: source,
destination, and mode of transport. It may have fractional objective
functions in real-life applications to maximize the profitability ratio like
profit/cost or profit/time. We refer to such transportation problems as the
Multi-objective Fractional Solid Transportation Problem (MFSTP). In this
article is presented a fuzzy approach that combines the usage of linear
programming and the golden section algorithm with linear and exponential
membership functions and a strongly efficient solution is obtained. Finally,
a numerical example from the literature is solved to show the solution
algorithm and a comparison is presented with the solution found by using a
linear membership function.

Keywords: Solid Transportation Problem, Fractional Programming,
Exponential Membership Function, Fuzzy Programming, Golden Section
Method.
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A Golden Section Method for the Multi-objective Fractional Solid
Transportation Problem Using the Exponential Membership Function

COK AMACLI UC BOYUTLU KESIRLI TASIMA PROBLEMI ICIN
USTEL UYELIK FONKSIYONU KULLANARAK ALTIN ORAN
METODU

0z

Cok amacgly ii¢ boyutlu tasima problemi kaynak, varis yeri ve tasima sekli
parametrelerine sahip vektor minimizasyon (veya maksimizasyon)
probleminin ézel bir tipidir. Amacglar, karlilik oranminin- kdar/maliyet veya
kdr/zaman- maksimizasyonu gibi iki lineer fonksiyonun orami olabilir. Bu
tiir problemler, Cok Amacl Kesirli U¢ Boyutlu Tasima Problemi olarak
adlandirilmaktadr. Bu c¢alismada, lineer programlama ve altin oran
yonteminin lineer ve tistel iiyelik fonksiyonlar: ile kullanildigi bulanik bir
vaklagim sunulmakta ve pareto-optimal bir ¢oziim elde edilmektedir. Son
olarak, ¢oéziim ydntemini géstermek icin literatiirden sayisal bir ornek
¢oziilmiis ve dogrusal tiyelik fonksiyonu kullanilarak elde edilen ¢oziimle bir
karsilagtirma yapilmistir.

Anahtar Kelimeler: U¢ Boyutlu Tasima Problemi, Kesirli Programlama,
Ustel Uyelik Fonksiyonu, Bulanik Programlama, Altin Oran Metodu.
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1. INTRODUCTION

In the present day, transportation problems have extra conveyance
constraints such as product type or mode of transportation. In this case, the
Solid Transportation Problem (STP) is obtained as a type of single objective
transportation problem.

There are many different situations due to uncertainty. To deal with such
cases, fuzzy decision-making method should be used. Therefore, an
adaptation of fuzzy set theory in the solution method increases the flexibility
and effectiveness of the proposed approaches. This theory has been used for
the development of the applications of solid transportation. Most research
investigates MSTP under the fuzzy environment in two cases: (1) the costs,
the supplies, the demands, and conveyances capacities are fuzzy numbers
(2) All parameters are crisp while the fuzzy programming approach is used.

(Cui & Sheng, 2013) defined a STP with expected constrained depending on
fuzzy programming. A new procedure using based on the zero-point process
iIs proposed to generate an optimal solution of STP by (Pandian &
Anuradha, 2010). (Sobana & Anuradha, 2018) gave a procedure obtaining
an optimal solution for STP using a-cut under an imprecise environment.
Concerning MSTP, (Bit, Biswal, & Alam, 1993) and (Cadenas & Jimenez,
1994) presented some solution methods. (Jimenez & Verdegay, 1998; 1999)
gave the solution method both interval and fuzzy STP. (Gen, Ida, Li, &
Kubota, 1995) dealt with a genetic algorithm for the solution of the multi-
criteria STP in which all constraints were fuzzy numbers. (Anitha,
Venkateswarlu, & Akilbasha, 2021) gave an innovative procedure to solve
fully rough interval integer STP. (Li, Ida & Gen, 1997) introduced a genetic
algorithm to find a solution to the fuzzy MSTP. An interactive fuzzy
satisfying method was given for MSTP by (Tao & Xu, 2012). (Dalman,
2016) gave a fuzzy approach to find a solution for interval MSTP.
(Anuradha, Jayalakshmi, Deepa, & Sujatha, 2019) explained the procedure
that finds to solve for the bi-objective STP using fuzzy linear membership
functions. A general formulation of the MSTP with some random
parameters is dealt with by (Singh, Pradhan, & Biswal, 2019). (Ojha, Das,
Mondal & Maiti, 2009) dealt with a fully fuzzy version of MSTP using
fuzzy numbers such as trapezoidal and triangular (Nagarajan, Jeyaraman, &
Krishna, 2014) solved MSTP with interval cost in source and demand
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parameters. (Ammar & Khalifa, 2014) gave MSTP having fuzzy parameter.
(Ida, Gen, & Li, 1995) solved multicriteria STP with fuzzy numbers by
genetic algorithms. (Kumar & Dutta, 2015) proposed to base on expected
value and the goal programming approach for solving fuzzy MSTP.

A STP with two or more fractional objective functions is referred to as a
MFSTP. (Radhakrishnan & Anukokila, 2014) dealt with an interval STP
applying fractional goal programming. A capacitated MSTP was defined
as a constrained nonlinear problem and solved using Interactive Fuzzy
Method and Gradient method by (Ojha, Mondal, & Maiti, 2014). (Jana &
Jana, 2020) formed a solution method for STP with additional constraints
and optimized through fuzzy and fractional programming methods. (Basu &
Acharya, 2002) dealt with bi-criterion quadratic fractional STP and
developed a method. In (Khalifa & Al-Shabi, 2018), a fully fuzzy multi-
objective linear fractional programming is given for multi-product
problems. (Khalifa, 2019) investigated a fractional multi-objective multi-
product STP with interval costs, supply, demand, and conveyances.
(Khalifa, Kumar, &Alharbi, 2021) presented fuzzy geometric programming
approach by using membership function to obtain compromise solution of
multi-objective fractional two-stage STP.

This paper is presented three-dimension MFSTP having fractional
objectives and transportation constraints. In the proposed fuzzy solution
method, after linear and exponential membership functions are constructed,
the min operator model is obtained. This model is solved using a fuzzy
method combining linear programming with the golden section algorithm.
To show solution procedure a numerical example is applied.

This article is organized as follows. In Section 2 is presented the
formulation of MFSTP with mixed constraints. Section 3 expresses the
solution method of the problem using a golden section algorithm. A
numerical example is given in Section 4. The last section ends some
conclusions.
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2. MULTI-OBJECTIVE LINEAR FRACTIONAL
TRANSPORTATION PROBLEM WITH MIXED CONSTRAINTS

In fractional STPs, the constraints are not commonly presented with
equalities. However, in many instances, it can be possible to encounter
situations where the supply, demand and mode of transport constraints are
“greater than or equal to” or “less than or equal to”. Therefore, MFSTP with
mixed constraints is discussed in this study in terms of being a more realistic
model.

The aim of the problem is to obtain the minimum cost ratio for transporting
a production from m supplies to n demands via K conveyances, whose
capacities are a, , 1<i<m,; bj ,1<j<n,and ¢, , 1<k <K, respectively.

Co :[c“f’k]mxnand d, :[diﬁ(]mxndenote cost and profit matrix for the p-th

objective functions, respectively. Also, the scalar ¢ is constant cost and

dy is constant profit. The variable X; expresses the unknown amount of

the transported from source i to destination j through conveyance k, the
mathematical model of MFSTP with mixed constraints is written following:
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m n K
DRI
m'an(X*DpE:;:T T p-1.p )
DD NIL LR
i=1 j=1 k=
s.t.
ZZXiija,-,iell; ZZxﬁkza,- Jdel,; ZZ)(iija,-, iel, (1.a)
j kK j k j kK
] J ]
iel,ul,ul, =1

DD Xa=b jed; D> X =b, i€ D D> % <b; jed, (1.b)
ki ki ki

jeJul,ul; =

DD X 26 keK; D D X = kek,; D > x, <g kek, (L)
i j 1 ] I ]

ke K=K UK, UK,

Xijk >0

where the subscripts Zp(x) and superscript cj denote the p-th objective

function, and a,, bj, g >0, Ci 20, Vi, j, k. (La)-(L.c) are defined as

supply, demand and conveyance constraints, respectively. Furthermore, |,
I,, and I, correspond to “greater than or equal to”, “equal t0”, and “less

than or equal to” mode of constraints, respectively. J;, j=12,3 and
K., k=12,3 are also denoted in this way.

A set Sthat is compact and convex is called the feasible set of Problem (1).

In a multi-objective context, we often encounter the descriptions of efficient
or non-dominated or strongly efficient solutions different from the optimal
solution concepts.

Concerning the multi-objective linear fractional programming Pareto-
optimal solution that is the standard definition of efficient solution is
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insufficient and thus weakly efficient concept is paid attention to. Although
obtaining the strongly efficient solutions is claimed in theory, solution
approach tent to generate weakly efficient solutions, since the vertexes of

EY (Weakly efficient solutions set) design a connected graph. For MFSTP
with mixed constraints will be got the definition of strongly efficient,
weakly Pareto-optimal, compromise, compensatory compromise solution
concepts.

Definition 2.1. X €S is a strongly efficient solution iff there does not exist
another feasible point xsuch that Z (x)<Z (X)) Vp,and Z (X)#Z,(X)
for at least one p.

Definition 2.2. X" €S is a weakly pareto-optimal solution iff there does not
exist another X € S such that Zp(x)<Zp(x*) , Vp.

Under these definitions, E¥ > E®, here E" indicates the weakly pareto-
optimal solution set and E°determines the set of strongly efficient solutions.

Definition 2.3. A feasible point X €S is compensatory compromise
solution if X" € E® and Z(x*)gmisn (Z,(,Z,(%),.... Z,(X)) +1- A, 4, 20,

the Q-dimensional column vector with e th element 1 and others elements
Ois I.

Definition 2.4. A feasible point X" €S is a compromise solution iff X' e E"
and Z(x") <min (Z,(X), Z,(X),... Z (X)) .

3. A SOLUTION PROCEDURE FOR MFSTP WITH MIXED
CONSTRAINTS

In the proposed solution procedure, both linear and exponential membership
functions will be used. To present the method clearly, first, the linear
membership function will be discussed in the following subsection.
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3.1. Constructing the Linear Membership Functions

1, L,>Z;

Z (xX)-U, 2

#,(Z5(X)) = —T_p—up , L,<Z,<U, 2)
0, u,<z,

where max Z,(x)=U, and rlligl Z,(X)=L,, vp=1.,P.

By defining a new auxiliary variable A=min z,(Z (X)), problem (1) can
be transformed into using Zimmermann’s “min” operator model:
max A 3)
s.t. 1 (Z,(X) = 4,
XeS, VvVp.
The cooperative satisfactory degree of all objectives is represented by A,

Here, the “cooperative” refers to the lowest degree of satisfaction obtained
for each objective of (1).

3.2. Constructing the Exponential Membership Function

Usage of the exponential membership function would give a more realistic
conclusion than the linear ones in many real-life problems. Also, the
satisfaction rate of exponential one is not always constant, as with linear
one. Therefore, this non-linear membership function is preferred in this
article.

The exponential membership function for an objective can be defined as

VA -L
1-exp (WJ Up2Z (X)L,
p p

H;(Z,(x) = 1, Z,(9<L, 4)

0, U, <Z,(X)
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where ¢, is a shape parameter which is generally assumed as «, =3.
Using (4), the fuzzy model can be written as:

max A ()
Z -L
st uS(Z,(x)=1-exp %(Z,0-L,) >A,Vp
' Up - Lp
XeSs.
Problem (5) is rewritten by making mathematical arrangements as:
max A (6)
st. U, +|n(1—/1)~[ﬂJzzp(x) ,
““p

XeS, Vvp.

We note that, in the problem (6), provided the value of A is constant, it
could be transformed to a set of linear inequalities. Finding the optimal

solution A'to the problem is equivalent to have an acceptable set that
satisfies the constraints of the problem because of 0< A4 <1.

The proposed solution method for this problem can be given as follows.

3.3. Golden Section Method to MFSTP with Mixed Constraints

(Sakawa & Yumine, 1983) and (Sakawa & Yano, 1988) gave an interactive
fuzzy procedure for solving MFTP, which is a combination of linear
programming and the golden section algorithm.

In our paper, an algorithm based on this method is applied to MFSTP with
mixed constraints. The non-linear (3) problem could be transformed into a
set of linear inequalities if the value of A is fixed. Finding the optimal
solution A" to the problem is equivalent to obtain the maximum value of A
in order that there is an admissible set satisfying the constraints of (3).
Because A satisfies g, <A< . +1, where g means the minimum

value of ,, Vp.

Following are the steps for Golden Section Method:
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Step 1: Set A=y, =0 to test whether an admissible set satisfying the
constraints of (3) exists or not. Provided an admissible set exists, go to Step
2. Otherwise, A" =, . and STOP.

Step 2: Set A= u;, +1, then test whether an admissible set satisfying the
constraints of (3) exists or not. Provided an admissible set exists, set
A =pu. +1. Else, go to the next step since the maximum A satisfying the

constraints of (3) exist between g;, and g, +1.

Step 3: Take A4 = 1, +\/_ST_1 as an initial value, and update the value of
A using the golden section algorithm as follows:
J5-1 (7)
A = TS +4,, if admissiblesetexistsfor 4,
1-5 . :
A = TS +74,, if noadmissiblesetexistsfor 4.

That is, for VA, test whether an admissible set of (3) exists or not, solve
linear inequalities and obtain the maximum value of A satisfying the
constraints of (3).

4. AN ILLUSTRATIVE EXAMPLE

Considering the following numerical example which is adapted from
(Radhakrishnan & Anukokila, 2014).
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=12 (8)

2 2 2
s.t. ZZXUKSS, Z
=1 k=1 =1 k=1
2 2 2 2
D2 K 2T, D> X <5
k=1 i=1 k=l i=1
2 2 2 2
ZZMSG' ZZXMZ5
i=1 j=1 i=1 j=1
x“kzo Vi, J, K
where
5 7] 2 1] =10 2 3 1 2] dt=4
=3 1p] %07|g J T Ty 8} %=z 1)
(6 5] 3 7 2 — 15 [2 3] d2=
Cizl_ Cigz_ E > digl_ d|22 = do 6
" 16 15] " |10 3 " 109 “ 16 2]

S' is the feasible region of (8). Also, observe that D =1,,J=1,=1;;
D=01,,0+3,=1;;, O=K,0=K, =K,

The lower and upper bounds for objectives are found as: U, =1.5,
L, =0.953;U, =2.609, L,=1.412. Then, using (2) and (4), linear and
exponential membership functions are defined, respectively, as follows:

1.537-Z7,(X) 1.537-D,(X) - N,(X)

MG =055~ AEN) =R B
2.609-7,(x) ~ 2.609-D,(x)~ N, (¥)
1209 =252 0 1, 2,00) - 22200
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ED e (W} = (2,(0) =1-oxp SO0

-

4(Z,09) =1-exp (WJ = 1200 =1-orp B4

3-(N,(x) ~1.412- D, (X))
1.197-D,(X) '

= 1,(Z,(X)) =1—eXP(

Then, the nonlinear problems obtained using the form (3) can be rewritten
as:

max A
) 9)

s.t. 1.537-D,(x)—N,(x) >0.584- 1 - D(X)

2.609- D, (x) —N,(X) >1.197- 1- D,(X)

xeS'
and

max A (10)
s.t. N, (X) <(1 537 +0.19467 - In(1 Z)) D,(X)

N (x)<(2 609+0.399-In(1-7))- D,(x)

xe§’,

respectively.

Start applying golden section method proposing for solving (8).

Step 1: Set A=y, =0, then test whether an admissible set satisfying the
constraints of (9) exists or not solving linear inequalities. Solving (9)
problem, x© =(0,0,0,0,0,9,0,0) is found. That is, an admissibleg# S’ set
exists.
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Step 2: Set A= u;, +1, then test whether an admissible set satisfying the

constraints of (9) exists or not solving linear inequalities. An admissible set
does not exist. That is, S'=¢.
J5-1

Step 3: For the onset value of A = s, +T =0+0.61803=0.61803,

the problem (9) is solved again. And x® =(0,0,0,0,0,9,0,0) is obtained.
That is, an admissible ¢S’ set exists.

J5-1

For the initial value of A4, =4+ =0.92705, by solving (9), an

22
admissible set cannot be found. (S’ =¢). Since there is no admissible set of
S', A=A~ \/523_1 = A, =0.77254 is updated from (7).

Continuing in this way, the sixth iteration, the solution is
x® =(0,0,0,5,1.973,22.138,0,0) solution. Because the same point is found
at the end of two consecutive iterations, that is, the value cannot be updated
after that, the iteration ends and A" =0.72425 is found. The corresponding
4, =0.71460 and g4, =0.71 membership function values for this point are
obtained.

As all steps of the algorithm are repeated for problem (10), the solutions are
also obtained in this way. Also, the results of models corresponding to linear
and exponential membership functions are presented in Table 1.

In the proposed method, when the linear one is used, both objective
functions have the same satisfaction degree. However, when the exponential
one is used, the objectives Z, and Z, have higher than degree of

satisfaction compared to the linear one. Also, the satisfaction degree of Z,
objective function is better than that of Z,. Moreover, the satisfaction
degree of Z, objective function is better than that of Z,. Each of the

solutions obtained by using both membership functions is pareto-optimal.
However, average satisfaction values of exponential and linear membership
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functions are 0.7252 and 0.7123, respectively. That is, the first membership
function has achieved a higher degree of satisfaction.

Table 1. The comparison of membership functions.

Solution Linear Exponential

x® =(0,0,0,0,0,9,0,0) 14, =0.53616 | 1,=0.86 | 14 =053616 | 1, =0.86
x® =(0,0,0,0,0,22.778,0,0) 44 =0.61803 | w, =0.82

x“ =(0,0,0,0,4.805,22.156,0,0) 1 =0.69528 | 1, =0.70

x® =(0,0,0,5,1.973,22.138,0,0) 14 =0.71460 | 1, =0.71

x® =x® =(0,0,0,0,0,9,0,0) 14 =0.53616 | 1, =0.86
x® =(0,0,0,0,0,30.322,0,0) 14 =0.63192 | 1, =0.81
x® =(0,0,0,0,3.561,11.669,0,0) 1y =0.677 1, =0.68
x™ =(0,0,0,0,4.736,19.522,0,5) 14 =0.70328 | 1, =0.79
x® =(0,0,0,0.780,6,34.298,0,4.22) 4, =0.70995 | 1, =0.71
x4 =(0,0,0,5,1.078,14.540,0,0) # =0.72031 | 1, =0.73
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5. CONCLUSION

This paper presents an iterative method to solve this MFSTP with mixed
constraints. In proposed solution procedure, Firstly linear and exponential
membership functions for all objectives has been defined and then obtained
nonlinear problem using Zimmermann's minimum operator. Secondly, this
nonlinear problems have been convert into a linear inequality problem by
means of golden section method. This transformation enabled
mathematically nonlinear problem to be solved easily. Also, a comparison
is provided for the solutions of linear and exponential membership
functions. The reason for choosing the exponential membership function is
that it is versatile and generates better solutions than the linear one. In other
words, since the solution obtained using the exponential one provides the
highest level of satisfaction among the objectives. Therefore, a more
qualified solution is presented to the decision-maker. As a result, it can be
concluded that the use of the exponential membership function can generate
solutions that fulfill the decision-maker's expectations at a better degree.
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erisilebilmektedir. Yazarlarm “Etik Kurul izni ve/veya Yasal/Ozel izin” gerektiren cahigmalari igin ilgili izin
belgelerini temin etmesi ve bu izin belgelerini ¢aligmalariyla birlikte sisteme yiiklemeleri gerekmektedir.

Sistem Adresi:

https://dergipark.org.tr/tr/pub/jnse

Adres:

Dog¢.Dr. Ertan YAKICI

Barbaros Deniz Bilimleri ve Miihendisligi Enstitiisii
Deniz Harp Okulu Yerleskesi

34942 Tuzla/ Istanbul/Tiirkiye

E-mail: jnse@dho.msu.edu.tr

Yazi Tiirleri: Dergide; orijinal yazilar, derlemeler, teknik notlar, kitap incelemeleri, editére mektuplar ile
konferans ve toplantilarin genisletilmis raporlar1 yayimlanir.

Yazilarin Degerlendirilme Siireci: Makalenin On Kontrol Siireci:
e  Makalenin igerigi ve yazim formati incelenir ve iThenticate Programi ile benzerlik taramasi yapilir.
e Makalenin Ingilizce 6zetinin, Tiirkge 6z ile uygunlugu ve yazim dili kontrol edilir.

e Benzerlik oran1 %40’1n lizerinde olan makale reddedilir. Benzerlik orani %20 ile %40 arasinda olan
(tek bir kaynakla benzerlik %5’ten fazla olmamalidir), yazim formatina uymayan ya da Ingilizce ve Tiirkge
Ozetinde diizeltme gereken makale yazara bildirilir ve “iki hafta” icerisinde makalenin diizeltilmesi istenir. Aksi
takdirde makale geri ¢ekilmis kabul edilir.

Dergimiz, makale degerlendirme siirecinde ¢ift-kor hakemlik sistemini kullanmaktadir. Buna gére degerlendirme
siirecinde hakem ve yazarlar birbirlerinin bilgilerini gorememektedir. Bu nedenle, yiiklenen 6n yiikleme
formatinda yazar(lar)in isim, adres ve bagli oldugu kurulus(lar) yer almamaktadir. Makale degerlendirme
stirecindeki adimlar ise asagidaki gibidir;

e Bas editdr tarafindan makaleye Editor atanir.
e  Editorler makale i¢in hakemleri atar.

e Hakem degerlendirmesi sonucunda makale reddedilebilir, kabul edilebilir veya makalenin diizeltilmesi
istenebilir.

e  Hakem goriislerinin ¢ogunlugu dogrultusunda makale reddedilmis ise siire¢ sonlandirilir ve makale
reddedilir.

e  Makale igin majér / minor diizeltme istenirse hakem goriisleri dogrultusunda yazarin gerekli
diizeltmeleri en ge¢ “iig hafta” igerisinde yapmast istenir.

e  Revize edilmis makale kabul alirsa diizenleme asamasina gegilir.
Degerlendirme siirecine iligkin Akis Semasina, derginin web sayfasindan erisilebilir.
DBMD’ye yayimlanmak iizere gonderilen makaleler; makale gonderim, iglem ve yayin ticretinden muaftir.

Kabul edilen makaleler, iicretsiz olarak basili sekilde ve dergi web sayfasindan cevrimigi (online) olarak
yaymlanmaktadir.
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JOURNAL OF NAVAL SCIENCES AND ENGINEERING (IJNSE)
WRITING RULES

General: Manuscripts must be prepared in MS Word, single-spaced with justify. Font: Times New Roman, 12
points. Margins: left 4,5 cm- right 3,5 cm, top 5 cm- bottom 7 ¢cm, header 3,25 cm- footer 6 cm, gutter 0. Paper
type: A4. Page numbers should be on the middle of bottom of page with -1-, -2-, -3- etc. format. Using footnotes is
not allowed.

Ethics Committee Approval and/or Legal/Special Permission: The articles must state whether an ethical
committee approval and/or legal/special permission is required or not. If these approvals are required, then it
should be clearly presented from which institution, on what date and with which decision or number these
approvals are obtained.

Body of Text: Follow this order when typing manuscripts: Title, Authors, Abstract, Keywords, Title (Turkish),
Abstract (Turkish), Keywords (Turkish), Main Text, Appendix (if any), References.

Title: Title should reflect objectives of the paper clearly, be easily understandable and not exceed 15 words.
Abstracts: Each paper should have an abstract with 100-200 words and have a structured form, i.e. standard
structure of an article (background, purpose, material and methods used, results, conclusion).

Paper Length: The manuscript should be minimum 2000 words or 5 pages, maximum 7000 words or 25 pages
including references.

Keywords: Author must provide some keywords (between 3 and 5) that will be used to classify the paper.

Unit: International System of Unit (Systéme Internationale d’Unités; Sl)
(https://www.britannica.com/science/International-System-of-Units) should be used for all scientific and
laboratory data.

References: References should be given according to the APA standard as effective from November, 2020 issue.
Abbreviations and Acronyms: Standard abbreviations and acronyms should be used for each related discipline.
Acronyms should be identified at the first occurrence in the text. Abbreviations and acronyms may also be
attached to main text as an appendix.

Equations and Formulas: Equations and formulas should be numbered consecutively. These numbers must be
shown within parentheses being aligned to the right. In the text, equations and formulas should be referred with
their numbers given in parentheses. Comprehensive formulas, not appropriate to be written in the texts, should be
prepared in figures.

Figures and Tables: Figures and tables should be numbered consecutively. In the text referring to figures and
tables should be made by typing “Figure 1.” or “Table 1.” etc. A suitable title should be assigned to each of them.
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DENiZ BiLiMLERi VE MUHENDISLiGi DERGIiSi (DBMD)
YAZIM KURALLARI

Genel Bilgiler: Yazilar; Microsoft Word’de tek satir araligi ve iki yana yaslanarak hazirlanmalidir. Yazi tipi:
Times New Roman, 12 punto. Kenar bosluklari: sol 4,5 cm- sag 3,5 cm- iist 5 cm- alt 7 cm- st bilgi 3,25 cm- alt
bilgi 6 cm, oluk 0. Kagit dlgiisii: A4. Sayfa numaralar1 sayfanmn alt ortasinda -1-, -2-, -3- vb. seklinde yer
almalidir. Dipnot kullanilmamalidir.

Etik Kurul izni ve/veya Yasal/Ozel izin: Makalelerde etik kurul izni ve/veya yasal/6zel izin alinmasmnmn gerekip
gerekmedigi belirtilmis olmalidir. Eger bu izinlerin alinmasi gerekli ise, izinlerin hangi kurumdan, hangi tarihte ve
hangi karar veya say1 numarasi ile alindig1 agik¢a sunulmalidir.

Yaz1 Yapist: Yazi su sirada hazirlanmalidir: Baslik, Yazarlar, Ozet, Anahtar Kelimeler, Baslik (Tiirkge), Ozet
(Tiirkge), Anahtar Kelimeler (Tiirkge), Ana Metin, EK (varsa), Referanslar.

Bashk: Baslik; agik, net, anlasilir olmali ve 15 kelimeyi gegmemelidir.

Oz (Abstract): Yazi, 100-200 kelimelik, arka plan, amag, yontem, bulgular ve sonugtan olusan yapilandirilmis bir
Ozeti igermelidir.

Sayfa Sayisi: Dergiye gonderilecek yazilarin boyutu, kaynakga dahil asgari 2000 kelime veya 5 sayfa, azami 7000
kelime veya 25 sayfa arasinda olmalidir.

Anahtar Kelimeler: Yaziy1 simiflandirmaya yarayacak, anahtar gorevi yapan 3-5 kelime yer almalidir.

Birimler: Yazinin uluslararasi alanlarda da kolay izlenebilir ve anlagilabilir olmasi i¢in Uluslararast Birim
Sistemine (https://www.britannica.com/science/International-System-of-Units) uygun olarak hazirlanmasi gerekir.
Referans: Referanslar Kasim, 2020 sayisindan itibaren gegerli olmak tizere APA standardina gore verilmelidir.
Notasyon ve Kisaltmalar: ilgili bilim alanmin standart notasyon ve kisaltmalari kullanilmali, yeni notasyonlar ise
metin iginde ilk gectigi yerde tanimlanmalidir. Gerekli durumlarda, notasyon ve kisaltmalar ek olarak konulabilir.
Denklem ve Formiiller: Denklem ve formiiller ardisik olarak numaralandirilmali ve bu numaralar saga dayali
parantez iginde yazilmalidir. Metin iginde denklem ve formiillere parantez iginde yazilan numaralan ile atifta
bulunulmalidir. Metin arasinda verilmesi uygun olmayan kapsamli formiiller sekil olarak hazirlanmalidir.

Sekiller ve Tablolar: Sekiller ve tablolar, ardisik olarak numaralandirilmalidir. Bunlara metin i¢inde "Sekil 1."
veya “Tablo 1.” seklinde atifta bulunulmalidir. Her bir sekil ve tablo i¢in uygun bir baslik kullanilmalidir.
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Ethical Principles and Publication Policy

Journal of Naval Sciences and Engineering (hereafter INSE) is a peer reviewed, international, inter-disciplinary
journal in science and technology, which is published semi-annually in November and April since 2003. JNSE it is
committed to provide a platform where highest standards of publication ethics are the key aspect of the editorial
and peer-review processes.

The editorial process for a manuscript to the JINSE consists of a double-blind review, which means that both the
reviewer and author identities are concealed from the reviewers, and vice versa, throughout the review process. If
the manuscrit is accepted in the review stage of the Editorial Process then, the submission goes through the editing
stage, which consists of the processes of copyediting, language control, reference control, layout and proofreading.
Reviewed articles are treated confidentially in JNSE.

Papers submitted to JNSE are screened for plagiarism with the iThenticate plagiarism detection tool. In case that
the editors become aware of alleged or proven scientific misconduct, they can take the necessary steps. The editors
have the right to retract an article whether submitted to JNSE or published in JNSE.

Following the completion of the editing stage, the manuscript is then scheduled for publication in an issue of the
JNSE. The articles which are submitted to JNSE to be published are free of article submission, processing and
publication charges. The accepted articles are published free-of-charge as online from the journal website and
printed. The articles that are accepted to appear in the journal are made freely available to the public via the
journal’s website. The journal is also being printed by National Defence University Turkish Naval Academy Press
on demand. The printed version can be accessed free of charge from the libraries of the Turkish Universities.

JNSE has editors and an editorial board which consists of academic members from at least five different
universities. JNSE has an open access policy which means that all contents are freely available without charge to
the user or his/her institution. Users are allowed to read, download, copy, distribute, print, search, or link to the
full texts of the articles, or use them for any other lawful research purposes.

Publication ethics of the JINSE are mainly based on the guidelines and recommendations which are published by
the Committee on Publication Ethics (COPE), World Federation of Engineering Organizations (WFEQ), Council
of Science Editors (CSE) and Elsevier’s Publishing Ethics for Editors statements.

The duties and responsibilities of all parties in the publishing process including editors, authors and others are
defined below.

The Responsibilities of the Authors:

-Authors are responsible for the scientific, contextual, and linguistic aspects of the articles which are published in
the journal. The views expressed or implied in this publication, unless otherwise noted, should not be interpreted
as official positions of the Institution.

-Authors should follow the “Author Guidelines” in JNSE’s web page on DergiPark.
-Authors should conduct their researches in an ethical and responsible manner and follow all relevant legislation.
-Authors should take collective responsibility for their work and for the content of their publications.

-Authors should check their publications carefully at all stages to ensure that methods and findings are  reported
accurately.

-Authors must represent the work of others accurately in citations, quotations and references.
-Authors should carefully check calculations, data presentations, typescripts/submissions and proofs.

-Authors should present their conclusions and results honestly and without fabrication, falsification or
inappropriate data manipulation. Research images should not be modified in a misleading way.

-Authors should describe their methods to present their findings clearly and unambiguously.
-Authors accept that the publisher of JINSE holds and retains the copyright of the published articles.
-Authors are responsible to obtain permission to include images, figures, etc. to appear in the article.
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-In  multi-authored publications -unless otherwise stated- author rankings are made according to their
contributions.

-Authors should alert the editor promptly if they discover an error in any submitted.

-Authors should follow the publication requirements regarding that the submitted work is original and has not
been published elsewhere in any language.

-Authors should work with the editor or publisher to correct their work promptly if errors are discovered after
publication.

-If the work involves chemicals, procedures or equipment that have any unusual hazards inherent in their use, the
authors must clearly identify these in the manuscript.

-If the work involves the use of animals or human participants, the authors should ensure that all procedures were
performed in compliance with relevant laws and institutional guidelines and that the appropriate institutional
committee(s) has approved them; the manuscript should contain a statement to this effect.

-Authors should also include a statement in the manuscript that informed consent was obtained for
experimentation with human participants. Because the privacy rights of human participants must always be
preserved. It is important that authors have an explicit statement explaining that informed consent has been
obtained from human participants and the participants’ rights have been observed.

-Authors have the responsibility of responding to the reviewers’ comments promptly and cooperatively, in a point-
by-point manner.

The Responsibilities of the Reviewers:

-Peer review process has two fundamental purposes as follow: The first purpose is to decide whether the relevant
article can be published in JNSE or not and the second purpose is to contribute to the improvement of the
weaknesses of the related article before the publication.

-The peer review process for an article to the INSE consists of a double-blind review, which means that both the
reviewer and author identities are concealed from the reviewers, and vice versa, throughout the review process.
Reviewed articles are treated confidentially in JNSE.

-Reviewers must respect the confidentiality of peer review process.

-Reviewers must refrain from using the knowledge that they have obtained during the peer review process for their
own or others’ interests.

-Reviewers should definitely be in contact with the INSE if they suspect about the identity of the author(s) during
the review process and if they think that this knowledge may raise potential competition or conflict of interest.
-Reviewers should notify the JNSE in case of any suspicion regarding the potential competition or conflict of
interest during the review process.

-Reviewers should accept to review the studies in which they have the required expertise to conduct an appropriate
appraisal, they can comply with the confidentiality of the double-blind review system and that they can keep the
details about the peer review process in confidential.

-Reviewers should be in contact with the JNSE in order to demand some missing documents, following the
examination of the article, supplementary files and ancillary materials.

-Reviewers should act with the awareness that they are the most basic determinants of the academic quality of the
articles to be published in the journal and they should review the article with the responsibility to increase
academic quality.

-Reviewers should be in contact with the JNSE editors if they detect any irregularities with respect to the Ethical
Principles and Publication Policy.

-Reviewers should review the articles within the time that has been allowed. If they can not review the article
within a reasonable time-frame, then they should notify the journal as soon as possible.

-Reviewers should report their opinions and suggestions in terms of acceptance / revision / rejection for the
manuscript in the peer review process through the Referee Review Form which is provided by JNSE.

-In case of rejection, reviewers should demonstrate the deficient and defective issues about the manuscript in a
clear and concrete manner in the provided Referee Review Form.

-Review reports should be prepared and submitted in accordance with the format and content of the Referee
Review Form which is provided by JNSE.

-Review reports should be fair, objective, original and prudent manner.

-Review reports should contain constructive criticism and suggestions about the relevant article.
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The Responsibilities of the Editors:

-Editors are responsible of enhancing the quality of the journal and supporting the authors in their effort to
produce high quality research. Under no conditions do they allow plagiarism or scientific misconduct.

-Editors ensure that all submissions go through a double-blind review and other editorial procedures. All
submissions are subject to a double-blind peer-review process and an editorial decision based on objective
judgment.

-Each submission is assessed by the editor for suitability in the JNSE and then, sent to the at least two expert
reviewers.

-Editors are responsible for seeking reviewers who do not have conflict of interest with the authors. A double-
blind review assists the editor in making editorial decisions.

-Editors ensure that all the submitted studies have passed initial screening, plagiarism check, review and editing.
In case the editors become aware of alleged or proven scientific misconduct, they can take the necessary steps.
The editors have the right to retract an article. The editors are willing to publish errata, retractions or apologies
when needed.
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Etik ilkeler ve Yayin Politikas

Deniz Bilimleri ve Miihendisligi Dergisi (Bundan sonra DBMD olarak anilacaktir.); uluslararasi diizeyde,
hakemli, ¢ok disiplinli, Nisan ve Kasim aylarinda olmak iizere 2003 yilindan bu yana yilda iki kez yaymlanan,
bilim ve teknoloji dergisidir. DBMD yayin etiginde en yiiksek standartlarin, editoryal ve hakemlik siireclerinin
kilit unsuru olarak degerlendirildigi bir platform sunmayi taahhiit etmektedir.

DBMD’ne gonderilen her bir makale i¢in degerlendirme siirecinde ¢ift-kor hakemlik sistemi uygulanmaktadir.
Buna gore, degerlendirme siireci boyunca hakem ve yazarlar birbirlerinin bilgilerini gérememektedir. Dergiye
gonderilen ¢aligmalarin yazar-hakem ve hakem-yazar agisindan siireglerinde gizlilik esastir. DBMD’ne gonderilen
makalelerin degerlendirme siirecindeki inceleme asamasinda kabul edilmeleri halinde, ilgili makaleler icin
diizenleme asamasina gegilmektedir. Diizenleme asamasinda, ilgili makaleler yazim formati ve dilbilgisel
yonlerden incelenir. Makalelerin sayfalar iizerindeki bigimi ve yerlesimleri kontrol edilip diizenlenir. Ayrica
referans kontrolii yapilir. DBMD’nde kontrol edilen ve diizenlenen makaleler gizli tutulmaktadir.

DBMD’ne gonderilen makaleler, iThenticate intihal tespit programi araciligryla bilimsel ¢alint1 konusunda kontrol
edilir. Editorler, iddia edilen veya kanitlanmis bir bilimsel koti kullanimdan ya da usulsiizliikten haberdar
olurlarsa bu konuda gerekli adimlart atabilirler. Bu anlamda, Editorler gerekli durumlarda DBMD’ne gonderilen
ya da DBMD’nde yayinlanmis makaleleri geri ¢ekme hakkina sahiptir.

Diizenleme asamasmin basarili olarak sonuglanmasini takiben, ilgili makaleler DBMD’nin bir sayisinda
yaymlanmak {izere sakli tutulur ve kayit altma alinir. DBMD’ne yaymlanmak ilizere gonderilen makaleler; yazili
materyal gonderme, isleme ve yayinlama siireglerindeki tiim f{icretlerden muaf tutulmaktadir. DBMD’nde
yaymlanmak tizere kabul edilen makaleler, derginin internet sitesinden g¢evrimi¢i olarak iicretsiz bir sekilde
yayinlanir ve basilir. Dergide yaymlanmas: kabul edilen ¢aligmalar, derginin web sitesinden agik erigim ile
erisilebilir kilinmustir. Dergi ayrica, Milli Savunma Universitesi, Deniz Harp Okulu Basimevi tarafindan
basilmaktadir. Derginin basili haline Universite kiitiiphanelerinden erisilebilmektedir.

DBMD; editorii ve en az bes degisik iiniversitenin 6gretim iiyelerinden olusmus danisman grubu ile agik erisim
politikasin1 benimsemektedir. Buna gore, tiim igerikler ticretsiz olarak kullanicilar veya kurumlar igin
ulagilabilirdir. Kullanicilarin DBMD biinyesindeki makalelerin tam metinlerini okuma, indirme, kopyalama,
dagitma, yazdirma, arama veya bunlara baglanti verme ve diger yasal arastirma amaglar i¢in kullanma haklar
sakli tutulmaktadir.

DBMD’nin yayin etigi, temel olarak Yaym Etigi Komitesi (COPE), Diinya Miihendislik Kuruluslar1 Federasyonu
(WFEO), Bilim Kurulu Editorleri (CSE) ve Elsevier'in Editorler i¢in Yayin Etigi agiklamalari kapsaminda
yaymlanmis yonergelere ve Onerilere dayanmaktadir.

Editorler, yazarlar ve diger taraflar da dahil edilebilecek sekilde yayn siirecindeki gorev ve sorumluluklar
asagidaki gibi tanimlanmustir.

Yazarlarin Sorumluluklar::

-Yazarlar, dergide yaymlanan makalelerinin bilimsel, baglamsal ve dilsel yonlerinden sorumlu tutulmaktadir.
Dergide ifade edilen veya ima edilen goriisler, aksi belirtilmedigi siirece, Enstitiiniin resmi goriisii olarak
yorumlanamaz ve yansitilamaz.

-Yazarlar galiymalarinda, DBMD’nin DergiPark internet sayfasinda yer alan "Yazim Kurallari"n1 dikkate
almalidir.

-Yazarlar arastirmalarini etik ve sorumlu bir sekilde yiiriitmeli ve ilgili tim mevzuatlari takip etmelidir.
-Yazarlar ¢aligmalar1 ve yaymlarinin igerigi i¢in ortak sorumluluk almalidir.

-Yazarlar, yontemlerin ve bulgularin dogru bir sekilde raporlandigindan emin olmak igin yayinlarini her asamada
dikkatlice kontrol etmelidir.

-Yazarlar, baskalarina ait caligmalart dolayli alinti, dogrudan alinti ve referanslar ile dogru bir sekilde
gostermelidir. Yazarlar, makalelerindeki fikirlerin sekillendirilmesinde etkili ya da bilgilendirici olmus her tiirli
kaynaga referans vermelidir.

-Yazarlar ¢alismalarindaki hesaplamalari, ispatlari, veri sunumlarini ve yazi tiplerini dikkatlice kontrol etmelidir.
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-Yazarlar g¢alismalarinin sonuglarmi diiriistge; uydurma, g¢arpitma, tahrifat veya uygunsuz manipiilasyona yer
vermeden sunmalidir. Caligmalardaki gérsel kaynaklar yaniltic: bir sekilde degistirilmemelidir.

-Yazarlar, ¢aligmalarindaki bulgulart agik ve net bir sekilde sunmak i¢in arastirma yontemlerini tanimlamali ve
paylasmalidir.

-Yazarlar, yayinlanmis makalelerinin telif haklarin1 DBMD yayincisma devrettiklerini kabul etmektedir.

-Yazarlar ¢aligmalarina gesitli gorsel kaynaklar, figiirleri, sekilleri vb. dahil etmek igin gerekli izinleri almakla
yiikiimliidiir. Tlgili ¢alismada yer almasi gereken resim, sekil vb. anlatimi destekleyici materyaller igin gerekli
kisilerden ya da kurumlardan izin alinmasi yazarin sorumlulugundadir.

-Cok yazarl yayinlarda -aksi belirtilmedikge- yazar siralamalart sunulan katkilara gore yapilmalidir.

-Yazarlar gonderdikleri ¢alismada herhangi bir hata tespit ederlerse bu konuda derhal edit6rii uyarmalidir.
-Yazarlar dergiye gonderdikleri makalelerin baska bir yerde yayimlanmanmis ya da yayimlanmak {izere
gonderilmemis olmalar ile ilgili DBMD’nin DergiPark internet sayfasinda yer alan “Yaymn Kurallari”m dikkate
almalidir.

-Yazarlar, ilgili ¢alismalart DBMD’nde yayinlandiktan sonra hata tespit ederlerse bu konuda gerekli diizeltmelerin
yapilabilmesi amaciyla derhal editér veya yayinci ile iletisime gegip onlar ile birlikte calismalidir.

-flgili ¢alismada, dogasi geregi kullanimlarinda olagandist tehlikeler barindiran gesitli kimyasallar veya
ekipmanlardan yararlanilmig ise yazarlarin tiim bunlar1 ¢alismasinda agikg¢a belirtmesi ve tanimlamasi
gerekmektedir.

-Insanlar ve hayvanlarin katilimimi gerektiren calismalar igin, yazarlar tiim siirecin ilgili yasalara ve kurumsal
yonergelere uygun olarak gerceklestirildiginden emin olmalidir ve ilgili komitelerden etik onay alindigini
calismalarinda agik bir sekilde ifade edip belgelendirmelidir.

-Insanlarm katilimim gerektiren caligmalar igin, yazarlar kurumsal etik kurul onayr almakla yiikiimliidiirler.
Yazarlar, katilimeilarin siireg ile ilgili olarak bilgilendirildiklerini ve bu anlamda, katilimeilardan gerekli izinlerin
alindigini bildirmek ve belgelemek zorundadir. Yazarlar, katilimcilarm haklarinin gozetildigini agiklayan agik bir
bildirim sunmalidir. Ayrica bu siiregte, katilimeilarin gizlilik haklar: her zaman korunmalidir.

-Yazarlar, hakemlerin degerlendirmelerini, yorumlarini ve elestirilerini zamaninda ve isbirligi igerisinde dikkate
almalidir ve bu konuda, gerekli giincellemeleri yapmalidir.

Hakemlerin Sorumluluklari:

-Hakem degerlendirme siirecinin iki temel amaci vardir: flk amag, ilgili makalenin DBMD’nde yayinlanip
yaymlanamayacagmma karar vermektir ve ikinci amag, yayindan oOnce ilgili makalenin eksik yonlerinin
gelistirilmesine katkida bulunmaktir.

-DBMD’ne gonderilen her bir makale i¢in degerlendirme siirecinde ¢ift-kor hakemlik sistemi uygulanmaktadir.
Buna gore, degerlendirme siireci boyunca hakem ve yazarlar birbirlerinin bilgilerini gorememektedir. Dergiye
gonderilen galismalarin yazar-hakem ve hakem-yazar agisindan siireglerinde gizlilik esastir.

-Hakemler, degerlendirme siirecinin gizliligine saygi géstermelidir.

-Hakemler, degerlendirme siirecinde elde ettikleri bilgileri kendilerinin veya baskalarmm ¢ikarlar igin
kullanmaktan kagmmalidir.

-Hakemler, degerlendirme siirecinde yazar(lar)in kimliginden siiphe etmeleri ve bu bilginin herhangi bir potansiyel
rekabet veya ¢ikar gatigmasi yaratacagini diistinmeleri halinde mutlaka DBMD ile iletisime gegmelidir.

-Hakemler, degerlendirme siirecinde siiphe ettikleri potansiyel rekabet veya ¢ikar ¢atismasi durumlarm1 DBMD’ne
bildirmelidir.

-Hakemler, uygun bir degerlendirme yapabilmek icin gereken uzmanliga sahip olduklari, ¢ift-kor hakemlik
sisteminin gizliligine riayet edebilecekleri ve degerlendirme siireci ile ilgili detaylar1 gizli tutabilecekleri
¢aligmalarin hakemligini kabul etmelidir.

-Hakemler makaleyi, ek dosyalart ve yardimci materyalleri incelemelerini takiben bazi eksik belgelere ihtiyag
duymalar1 halinde bunlari talep etmek tizere DBMD ile iletisime gegmelidir.

-Hakemler dergide yaymlanacak makalelerin akademik kalitesinin en temel tespit edicisi olduklarmnin bilinciyle
davranmali ve akademik kaliteyi arttirma sorumluluguyla inceleme yapmalidir.

-Hakemler, Etik Ilkeler ve Yaym Politikas: ile ilgili herhangi bir usulsiizliik tespit etmeleri halinde DBMD
editorleri ile irtibata gegmelidir.
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-Hakemler, kendilerine tanman siire igerisinde makaleleri degerlendirmelidir. Sayet uygun bir zaman igerisinde
degerlendirme yapamayacaklarsa, bu durumu en kisa zamanda DBMD’ne bildirmelidirler.

-Hakemler, degerlendirme siirecindeki galisma i¢in kabul etme / yeniden gozden gegirme / reddetme seklindeki
onerilerini DBMD tarafindan saglanan Hakem Degerlendirme Formu araciligiyla bildirmelidir.

-Sonucu reddetme seklinde olan degerlendirmeler i¢in hakemler, ilgili calismaya dair eksik ve kusurlu hususlari
Hakem Degerlendirme Formu’nda agik ve somut bir gekilde ortaya koymalidir.

-Hakem degerlendirme raporlarinin, DBMD tarafindan saglanan Hakem Degerlendirme Formu’na uygun bigimde
ve igerikte hazirlanmasi ve gonderilmesi gerekmektedir.

-Hakem degerlendirme raporlar adil, objektif, 6zgiin ve dlgiilii olmalidir.
-Hakem degerlendirme raporlari, ilgili makale ile ilgili yapici elestiriler ve tavsiyeler icermelidir.

Editorlerin Sorumluluklari:

-Editorler, derginin bilimsel kalitesini arttirmak ve yazarlari bilimsel kalitesi yiiksek aragtirmalar tiretmek igin
desteklemek ile sorumludur. Higbir kosulda, intihal ya da bilimsel kotiiye kullanima izin verilmemektedir.
-Editorler, dergiye gonderilen her ¢aligmanin ¢ift-kor hakemlik siirecine ve diger editoryal siireglere tabi olmasini
saglamaktadir. DBMD’ne gonderilen her ¢alisma, ¢ift-kor hakemlik siirecine ve nesnel degerlendirmeye dayali
editor kararina bagl tutulmaktadir.

-DBMD’ne gonderilen her bir ¢aligma, uygunluklar agisindan editor tarafindan degerlendirilir ve daha sonrasinda,
incelenmesi ve degerlendirilmesi amaciyla en az iki uzman hakeme gonderilir.

-Editorler, yazarlar ile ¢ikar ¢atigmasi olmayan hakemleri, calismay1 degerlendirmek tizere atamakla sorumludur.
Cift-kor hakemlik siireci, editor i¢in degerlendirme ve diizenleme agsamalarinda katki saglamaktadir.

-Editérler, DBMD’ne goénderilen tiim g¢alismalarin 6n kontrol, tarama, intihal kontrolii, degerlendirme ve
diizenleme agamalarindan ge¢mesini saglar. Editorler iddia edilen veya kanitlanmig bilimsel kétii kullanimdan
haberdar olurlarsa makaleyi geri ¢ekebilirler. Editorler, gerekli durumlarda gonderilen calismay1 diizeltme, geri
¢ekme veya ¢aligma hakkinda 6ziir yayimlama hakkina sahiptir.
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