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ON GLM TYPE INTEGRAL EQUATION FOR SINGULAR

STURM-LIOUVILLE OPERATOR WHICH HAS

DISCONTINUOUS COEFFICIENT

Nilüfer TOPSAKAL and Rauf AMİROV

Department of Mathematics, Faculty of Sciences, Sivas Cumhuriyet University,

58140 Sivas, TURKEY

Abstract. In this study, we derive Gelfand-Levitan-Marchenko type main

integral equation of the inverse problem for singular Sturm-Liouville equation

which has discontinuous coefficient. Then we prove the unique solvability of
the main integral equation.

1. Introduction

We consider boundary value problem L as follows:

− y′′ +

[
A

x
+ q(x)

]
y = λ2ρ(x)y, x ∈ I = (0, d) ∪ (d, π) , (1)

U (y) := y (0) = 0, V (y) := y (π) = 0 (2)

where λ is spectral parameter, A ∈ R+, ρ(x) =

{
1, 0 ≤ x ≤ d
α2, d < x ≤ π

, α ∈ R,

α ̸= 1, α > 0, d ∈
(π
2
, π
)
, q (x) is a real valued bounded function and q (x) ∈

L2 (0, π) .
Boundary value problems with discontinuous coefficient often appear in ap-

plied mathematics, geophysics, mechanics, electromagnetics, elasticity and other
branches of engineering and physics. The inverse problem of reconstructing the
material properties of a medium from data collected outside of the medium is of
central importance in disciplines ranging from engineering to the geosciences. For
example, torodial vibrations and free vibrations of the earth, reconstructing the

2020 Mathematics Subject Classification. 34A55, 34B24, 34L05.
Keywords. Main integral equation, GLM type equation, inverse problem.
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discontinuous material properties of a nonabsorbing media, as a rule leads to di-
rect and inverse problems or the Sturm-Liouville equation which has discontinuous
coefficient. (see [1]- [7]) Discontinuous inverse problems appear in electronics for
constructing parameters of heterogeneous electronic lines with desirable technical
characteristics [6]. After reducing corresponding mathematical model we come to
boundary value problem L where q (x) must be constructed from the given spectral
information which describes desirable amplitude and phase characteristics. Spectral
information can be used to reconstruct the permittivity and conductivity profiles
of a one-dimensional discontinuous medium [7], [1]. Boundary value problems with
discontinuities in an interior point also appear in geophysical models for oscillations
of the Earth [2]. Here, the main discontinuity is cased by reflection of the shear
waves at the base of the crust. Further, it is known that inverse spectral prob-
lems play an important role for investigating some nonlinear evolution equations of
mathematical physics. Discontinuous inverse problems help to study the blow-up
behaviour of solutions for such nonlinear equations. We also note that inverse prob-
lem considered here appears in mathematics for investigating spectral properties of
some classes of differential, integrodifferential and integral operators.

Sturm-Liouville operators with singular potential were studied in [8]- [10]. In [10],
Sturm-Liouville operators generated by the differential expression −y′′+q (x) y were
considered. Here q (x) is a distribution of first order, i.e.,

∫
q (x) dx ∈ L2 [0, π] . The

minimal and maximal operators corresponding to potentials of this type on a finite
interval were constructed in [8]. All self-adjoint extensions of the minimal operator
were described and the asymptotics of the eigenvalues of these extensions were
found there.

The authors in [11]- [14] study asymptotics of eigenvalue, eigenfunctions and
normalizing numbers and solve the inverse spectral problems of recovering the sin-
gular potential q ∈ W−1

2 (0, 1) of Sturm-Liouville operators by two spectra. The
reconstruction algorithm is presented and necessary and sufficient conditions on
two sequences to be spectral data Sturm-Liouville operators under consideration
are given. Unlike these studies, the proposed method in our work is more practical
and more feasible.

In this study, we derive the Gelfand-Levitan-Marchenko type main integral equa-
tion of the inverse problem for singular Sturm-Liouville equation which has dis-
continuous coefficient. Then we prove the unique solvability of the main integral
equation.

In [15] and [16] , we defined y1 (x) = y (x) , y2 (x) = (Γy) (x) = y′ (x)−u (x) y (x) ,
u (x) = A lnx and got the expression of left hand side of the equation (1) as follows

ℓ (y) = − [(Γy) (x)]
′ − u (x) (Γy) (x)− u2 (x) y + q (x) y = λ2ρ(x)y, (3)

then the equation (1) reduced to the system;{
y′1 − y2 = u (x) y1

y′2 + λ2ρ(x)y1 = −u (x) y2 − u2 (x) y1 + q (x) y1
(4)
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with the boundary conditions

y1 (0) = 0, y1 (π) = 0. (5)

Matrix form of system (4)(
y1
y2

)′

=

(
u 1

−λ2ρ(x)− u2 + q − u

)(
y1
y2

)
(6)

or y′ = Ay such that A =

(
u (x) 1

−λ2ρ(x)− u2 (x) + q (x) − u (x)

)
, y :=

(
y1
y2

)
.

x = 0 is a regular-singular end point for equation (4) and Theorem 2 in [17]
(see Remark 1-2, p.56) extends to interval [0, π] . For this reason, by [17], there
exists only one solution of the system (2) which satisfies the initial conditions

y1 (ξ) = υ1, y2 (ξ) = υ2 for each ξ ∈ [0, π] , υ = (υ1, υ2)
T ∈ C2, especially the

initial conditions y1 (0) = 1, y2 (0) = iλ.

Definition 1. The first component of the solution of the system (4) which satisfies
the initial conditions y1 (ξ) = υ1, y2 (ξ) = (Γy) (ξ) = υ2 is called the solution of the
equation (1) which satisfies these same initial conditions.

It was obtained in [3] by the successive approximations method that (see [18],
[19]) the following theorem is true.

Theorem 1. [3] For each solution of system (6) satisfying the initial conditions(
y1
y2

)
(0) =

(
1
iλ

)
the following expression is true:

y1 = eiλx +

x∫
−x

K11 (x, t) e
iλtdt

y2 = iλeiλx + b (x) eiλx +

x∫
−x

K21 (x, t) e
iλtdt+ iλ

x∫
−x

K22 (x, t) e
iλtdt

, x < d



y1 = α+eiλµ
+(x) + α−eiλµ

−(x) +

µ+(x)∫
−µ+(x)

K11 (x, t) e
iλtdt

y2 = iλα
(
α+eiλµ

+(x) − α−eiλµ
−(x)

)
+b (x)

[
α+eiλµ

+(x) + α−eiλµ
−(x)

]
+

µ+(x)∫
−µ+(x)

K21 (x, t) e
iλtdt+ iλα

µ+(x)∫
−µ+(x)

K22 (x, t) e
iλtdt

, x > d
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where

b (x) = −1

2

x∫
0

[
u2 (s)− q (s)

]
e

−
1

2

x∫
s

u(t)dt

ds,

K11 (x, x) =
α+

2
u (x) ,

K21 (x, x) = b′ (x)− 1

2

x∫
0

[
u2 (s)− q (s)

]
K11 (s, s) ds−

1

2

x∫
0

u (s)K21 (s, s) ds,

K22 (x, x) = −α+

2
[u (x) + 2b (x)] ,

K11 (x, 2d− x+ 0)−K11 (x, 2d− x− 0) =
α−

2
u (x) ,

∂Kij (x, .)

∂x
,
∂Kij (x, .)

∂t
∈ L2 (0, π) , i, j = 1, 2,

α± (x) =
1

2

(
1± 1√

ρ (x)

)
, µ± (x) = ±x

√
ρ (x) + d

(
1±

√
ρ (x)

)
.

2. The Main Equation of the Inverse Problem

Assume that s(x, λ) is solution of the equation (1) with initial condition

s(0, λ) =

(
0
iλ

)
.

We have

s (x, λ) = s0 (x, λ) +

µ+(x)∫
µ−(x)

K11 (x, t) sinλtdt,

where

s0 (x, λ) = α+ (x) sinλµ+ (x) + α− (x) sinλµ− (x) .

Also, let us define αn, α
0
n and ΦN (x, t) as follows:

αn =

π∫
0

ρ (x) s2 (x, λn) dx,

α0
n =

π∫
0

ρ (x) s20
(
x, λ0

n

)
dx,

ΦN (x, t) = ΦN1
(x, t) + ΦN2

(x, t) + ΦN3
(x, t) + ΦN4

(x, t),
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ΦN (x, t) =

N∑
n=0

(
s (x, λn) s (t, λn)

αn
−

s0
(
x, λ0

n

)
s0
(
t, λ0

n

)
α0
n

)
,

ΦN1(x, t) =

N∑
n=0

(
s0 (x, λn) s0 (t, λn)

αn
−

s0
(
x, λ0

n

)
s0
(
t, λ0

n

)
α0
n

)
,

ΦN2
(x, t) =

µ+(x)∫
0

K11 (x, ξ)

N∑
n=0

s0
(
x, λ0

n

)
sinλ0

nξ

α0
n

dξ,

ΦN3
(x, t) =

µ+(x)∫
0

K11 (x, ξ)

N∑
n=0

(
s0 (x, λn) sinλnξ

αn
−

s0
(
x, λ0

n

)
sinλ0

nξ

α0
n

)
dξ,

ΦN4
(x, t) =

µ+(x)∫
0

K11 (x, ξ)

N∑
n=0

s (x, λn) sinλnξ

αn
dξ.

Here, using

s0 (ξ, λ) =

 sinλnξ, ξ ≤ d
1

2

(
1 +

1

α

)
sinλµ+ (ξ) +

1

2

(
1− 1

α

)
sinλµ+ (ξ) , ξ > d

,

we have

s0 (ξ, λ) = α+ sinλµ+ (ξ) + α−s0λ
(
2d− µ+ (ξ)

)
, ξ > d.

Also, since 2d− µ+ (ξ) < d we obtain

sinλµ+ (ξ) =
1

α+
s0 (ξ, λ)−

α−

α+
s0
(
2d− µ+ (ξ) , λ

)
.

Substituting µ+ (ξ) → ξ, we get

sinλnξ =

 s0 (ξ, λ) , ξ ≤ d
1

α+
s0 (ξ, λ)−

α−

α+
s0 (2d− µ+ (ξ) , λ) , ξ > d

. (7)

Now, define F0(x, t) and F (x, t) as follows:

F0(x, t) =

∞∑
n=0

[
s0 (t, λn) sinλnx

αn
−

s0
(
t, λ0

n

)
sinλ0

nx

α0
n

]
(8)

and

F (x, t) =
1

2

(
1 +

1√
ρ (x)

)
F0(µ

+ (x) , t) +
1

2

(
1− 1√

ρ (x)

)
F0(µ

− (x) , t). (9)
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We can write

F (x, t) =

∞∑
n=0

[
s0 (x, λn) s0 (t, λn)

αn
−

s0
(
x, λ0

n

)
s0
(
t, λ0

n

)
α0
n

]
. (10)

Let f ∈ AC[0, π], using Theorem 6 in [4],

f(x) =

∞∑
n=0

π∫
0

f(t)ρ (t)
s (x, λn) s (t, λn)

αn
dt (11)

and

f(x) =

∞∑
n=0

π∫
0

f(t)ρ (t)
s0
(
x, λ0

n

)
s0
(
t, λ0

n

)
α0
n

dt, (12)

we get

lim
N→∞

max
0≤x≤π

π∫
0

f(t)ρ (t) ΦN (x, t)dt

≤ lim
N→∞

max
0≤x≤π

∣∣∣∣∣∣
π∫

0

f(t)ρ (t)

∞∑
n=0

s (x, λn) s (t, λn)

αn
dt− f(x)

∣∣∣∣∣∣ ,
lim

N→∞
max

0≤x≤π

∣∣∣∣∣∣
π∫

0

f(t)ρ (t)

∞∑
n=0

s0
(
x, λ0

n

)
s0
(
t, λ0

n

)
α0
n

dt− f(x)

∣∣∣∣∣∣ = 0.

Furthermore, uniformly for x ∈ [0, π],

lim
N→∞

π∫
0

f(t)ρ (t) ΦN1
(x, t)dt =

π∫
0

f(t)ρ (t)F (x, t)dt. (13)

Similarly, we have

lim
N→∞

π∫
0

f(t)ρ (t) ΦN2
(x, t)dt =

d∫
0

f(t)K11(x, t)dt+

1

α+

x∫
d

f(t)K11(x, µ
+ (t))dt− α−

α+

x∫
d

f(t)K11(x, µ
+ (2d− t))dt.

Because for 2d− t > µ+ (x) , K(x, µ+ (2d− t) ≡ 0, we have
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lim
N→∞

π∫
0

f(t)ρ (t) ΦN2
(x, t)dt =

x∫
0

f(t)K11(x, µ
+ (t))

2
√

ρ (t)

1 +
√
ρ (t)

dt+

x∫
0

f(t)K11(x, µ
+ (2d− t))

2
√
ρ (2d− t)

1 +
√
ρ (2d− t)

dt

uniformly in x ∈ [0, π].

lim
N→∞

π∫
0

f(t)ρ (t) ΦN3(x, t)dt =

π∫
0

ρ (t) f (t)

 µ+(x)∫
0

K11 (x, ξ)F0(ξ, t)dξ

 dt.

Using residue theorem, we get

lim
N→∞

π∫
0

f(t)ρ (t) ΦN4
(x, t)dt =

= 2 lim
N→∞

π∫
0

f(t)ρ (t)
1

2πi

∮
Γn

 λ

∆(λ)

µ+(x)∫
0

K11 (x, ξ) sinλξ

 dλdt

here Γn = {λ : |λ| = N} .

s (x, λ) = O
(
e|Imλ|(µ+(π)−µ+(x))

)
and

|∆(λ)| ≥ Cδ |λ| e|Imλµ+(x)|, λ ∈ Gδ

where Cδ > 0, Gδ =
{
λ :
∣∣λ− λ0

n

∣∣ ≥ δ
}
, for all λ ∈ Gδ, we get∣∣∣∣ λ

∆(λ)

∣∣∣∣ ≤ C̃δe
−|Imλ|(µ+(x)−µ+(t))

where C̃δ > 0 is a constant. Using µ (t) < µ+ (x) , we have

lim
|λ|→∞

max
0≤x≤π

λ

∆(λ)
= 0.

By the way, due to Riemann-Lebesgue lemma, we can write

lim
N→∞

π∫
0

f(t)ρ (t) ΦN4
(x, t)dt = 0.



312 N. TOPSAKAL, R. AMİROV

If we use the last equations we obtain
π∫

0

f(t)ρ (t)F (x, t)dt+

x∫
0

f(t)K11(x, µ
+ (t))

2
√
ρ (t)

1 +
√

ρ (t)
dt+

x∫
0

f(t)K11(x, µ
+ (2d− t))

2
√
ρ (2d− t)

1 +
√
ρ (2d− t)

dt+

π∫
0

f(t)ρ (t)

µ+(x)∫
0

K11 (x, ξ)F0(ξ, t)dξdt = 0.

Since f ∈ AC[0, π] is arbitrary, the following theorem could be proved:

Theorem 2. For every fix x ∈ (0, π) , the kernel function K11(x, t) of the integral
representation of the solution φ(x, λ) satisfies the following linear-functional integral
equation.

2
√
ρ (t)

1 +
√
ρ (t)

K11(x, µ
+ (t)) +

2
√

ρ (2d− t)

1 +
√
ρ (2d− t)

K11(x, µ
+ (2d− t)) + F (x, t)+

+

µ+(x)∫
0

K11 (x, ξ)F0(ξ, t)dξdt = 0, (14)

where the functions F0(x, t) and F (x, t) are defined by the formulas (8) and (9)
respectively.

Theorem 3. For every fix x ∈ (0, π) , the equation (14) has a unique solution
K11(x, t),which belongs to L2 (0, π) .

Proof. For x ≤ d, equation (14) is written as follows:

K11(x, t) + F (x, t) +

x∫
0

K11 (x, ξ)F0(ξ, t)dξ = 0 (15)

which is a Fredholm integral equation and equivalent to the equation of type

(I +B) f = g (16)

where I is the unit operator, B is a compact operator in the space L2 (0, π) , f, g ∈
L2 (0, π) . Let us prove that in the case x > d the equation (14) is also equivalent
to an equation of type (16).

If x > d, the equation (14) can be written as

LxK11 (x, .) +MxK11 (x, .) = −F (x, .) ,

where

(Lxf) (t) =
2

1 +
√
ρ (t)

f
(
µ+ (t)

)
+

1−
√
ρ (2d− t)

1 +
√
ρ (2d− t)

f (2d− t) , 0 < t < x, (17)
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(Mxf) (t) =

µ+(x)∫
0

f(ξ)F0(ξ, t)dξ, 0 < t < x. (18)

It was shown in [5] that the operator Lx has a bounded inverse in the space L2 (0, π)
and

L−1
x f (t) =

{
f (t)− 1−α

2 f
(−t+αd+d

α

)
, t < d

1+α
2 f

(
t+αd−d

α

)
, t > d

(19)

Therefore the equation (14) is equivalent to the equation

K11 (x, .) + L−1
x MxK11 (x, .) = −L−1

x F (x, .) . (20)

Because L−1
x is a bounded and Mx is a compact operator in L2 (0, π) , then the

operator Bx = L−1
x Mx is compact in L2 (0, π) . The right hand side of (20) also

belongs to L2 (0, π) , since Mx is invertible in L2 (0, π) . Consequently, the equation
(20) is a Fredholm integral equation type (16) and it is sufficient to prove that the
homogeneous equation

LxK11 (x, .) +

µ+(x)∫
0

K11(x, ξ)F0(ξ, t)dξ = 0 (21)

has only trivial solutionK11(x, t) = 0. LetK (t) := K11(x, t) be solution of equation
(21). Then

x∫
0

ρ (t) [LxK (t)]
2
dt+

x∫
0

ρ (t)LxK (t) dt

µ+(x)∫
0

K(ξ)F0(ξ, t)dξdt = 0. (22)

Using for ξ < µ− (x) , K (2d− ξ) = 0 and the formulas (7) and (8), we have

LxK (t) =

µ+(x)∫
0

K(ξ)F0(ξ, t)dξ =

x∫
0

ρ (ξ)LxK(ξ)F (ξ, t)dξ.

Therefore (20) can be written as

x∫
0

ρ (t) [LxK (t)]
2
dt+

∞∑
n=0

1

αn

 x∫
0

ρ (t) s0 (t, λn)LxK (t) dt

2

(23)

−
∞∑

n=0

1

α0
n

 x∫
0

ρ (t) s0
(
t, λ0

n

)
LxK (t) dt

2

= 0. (24)

Now if we use Parseval’s equality [4],



314 N. TOPSAKAL, R. AMİROV

x∫
0

ρ (t) f2 (t) dt+

∞∑
n=0

1

α0
n

 x∫
0

ρ (t) f (t) s0
(
t, λ0

n

)
dt

2

,

for

f (t) =

{
LxK (t) , 0 < t < x,
0, t > x

which belongs to L2 (0, π) , we have
x∫

0

ρ (t) (LxK (t)) s0 (t, λn) dt = 0, n ≥ 0.

Since the system of function {s0 (t, λn)}n≥0 is complete in L2 (0, π) by the theorem

in [3], we get LxK (t) = 0. Since the operator Lx has inverse in the space L2 (0, π) ,
we obtain K (t) ≡ K (x, .) . It means that, the theorem is proved. □

Using Theorem 1 and the fact that the functions {s0 (t, λn)}n≥0 is a Riesz basis

of the space L2 (0, π) (see [3]), we get the following theorem:

Theorem 4. The spectral data
{
λ2
n, αn

}
n≥0

uniquely determines the boundary

value problem L.

The integral equation (14) is called main integral equation of GLM (Gelfand-
Levitan-Marchenko) type for the problem L.

3. Properties of the Functions F0(x, t), F (x, t), K11(x, t).

Lemma 1. Denote

B (x) =

∞∑
n=0

(
sinλnx

αn
− sinλ0

nx

α0
n

)
. (25)

Then, B (x) ∈ W 1
2 (0, 2π) , F0 (x, x) ∈ W 1

2 (0, 2π) , F (x, x) ∈ W 1
2 (0, 2π) .

Proof.
∞∑

n=0

(
sinλnx

αn
− sinλ0

nx

α0
n

)
=

∞∑
n=0

(
sinλnx− sinλ0

nx

αn
+

(
1

αn
− 1

α0
n

)
sinλ0

nx

)
(26)

If we denote εn := λn−λ0
n and using asymptotic formulas of λn as follows:(see [3])

λn = λ0
n +

dn

λ0
n

+
kn
n
, dn is a bounded squence, {kn} ∈ ℓ2, (27)

then

sinλnx−sinλ0
nx = εnx cosλ

0
nx+(sin εnx− εnx) cosλ

0
nx−2 sin2

εnx

2
sinλ0

nx. (28)

B (x) = B1 (x) +B2 (x) ,
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where

B1 (x) =

∞∑
n=0

dnx cosλ
0
nx

α0
nλ

0
n

(29)

B2 (x) =

∞∑
n=1

(
1

αn
− 1

α0
n

)
sinλ0

nx+

(
sinλ0x− sinλ0

0x

α0
n

)
(30)

−
∞∑

n=1

knx cosλ
0
nx

α0
nn

−
∞∑

n=1

cosλ0
nx

α0
nn

(sin εnx− εnx)

− 2

∞∑
n=1

sinλ0
nx

α0
n

sin2
εnx

2
.

Using

α0
n =

π∫
0

ρ(x)s20
(
x, λ0

n

)
dx, (31)

where

s0 (x, λn) =
1

2

(
1 +

1√
ρ (x)

)
sinλµ+ (x) +

1

2

(
1− 1√

ρ (x)

)
sinλµ+ (x) (32)

and asymptotic behaviour of αn we obtain B1 (x) , B2 (x) ∈ W 1
2 (0, 2π) i.e.,

B (x) ∈ W 1
2 (0, 2π) .

It is easy to verify that

F0(x, t) =
1

4

(
1 +

1√
ρ (t)

)[
B
(
x− µ+ (t)

)
+B

(
x+ µ+ (t)

)]
+

1

4

(
1− 1√

ρ (t)

)[
B
(
x− µ− (t)

)
+B

(
x+ µ− (t)

)]
. (33)

So, F0 (x, x) ∈ W 1
2 (0, 2π) and by formula (9) we have F (x, x) ∈ W 1

2 (0, 2π) . □

Now using the main integral equation (14), the formulas (15), (16), (18), (33)
and (9) we obtain the following theorem.

Theorem 5. The kernel function K (x, t) of the main integral equation and the
functions F0 (x, t) , F (x, t) satisfy the following relations:

ρ (t)
∂2F0(x, t)

∂t2
= ρ (x)

∂2F0(x, t)

∂x2
, ρ (t)

∂2F (x, t)

∂t2
= ρ (x)

∂2F (x, t)

∂x2
, (34)

F0(x, t) |t=0= B (x) ,

F (x, t) |t=0=
1

2

(
1 +

1√
ρ (t)

)
B
(
µ+ (t)

)
+

1

2

(
1− 1√

ρ (t)

)
B
(
µ+ (t)

)
, (35)
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∂F0(x, t)

∂t
|t=0= 0,

∂F (x, t)

∂t
|t=0= 0, (36)

∂F0(µ
± (x) , t)

∂x
= ±ρ (x)

∂F0(ξ, t)

∂ξ
|t=µ±(x), (37)

∂K(x, 0)

∂x
= 0, (38)√

ρ (x)− 1√
ρ (x) + 1

K11(x, µ
+ (x)) =

d

dx

[
K11(x, µ

− (x) + 0)−K11(x, µ
− (x)− 0)

]
. (39)

4. Solution of the Inverse Problem

In this section the following theorem has been proved for the necessary and
sufficient condition for solvability of the inverse problem with respect to the spectral
data.

The following asymptotic relations were obtained in [3]:
Let

{
λ2
n, αn

}
n≥0

to be the spectral data for a certain boundary value problem

L = L (q (x) , A) with q (x) ∈ L2 (0, π) , then

λn = λ0
n +

dn

λ0
n

+
kn
n
, (kn) ∈ ℓ2, (40)

αn = α0
n +

tn
n
, (tn) ∈ ℓ2, (41)

where λ0
n are zeros of the characteristic function ∆0 (λ) = s0 (π, λ) , (dn) is the

bounded sequence

dn =
α+ sinλ0

nµ
+ (π)− α− sinλ0

nµ
− (π)

.

∆0

(
λ0
n

)
α0
n =

π∫
0

ρ (x) s20 (x, λn) dx.

Let real numbers {λn, αn}n≥0 be given. We construct function F0(x, t), F (x, t)

by the formulas (8) and (9) of the section 2 and consider the main integral equation
(14). Let the function K11(x, t) is the solution of (14). We construct the function
φ (x, λ) by the formula

s (x, λ) = s0 (x, λ) +

µ+(x)∫
0

K11 (x, t) sinλtdt. (42)

To prove the theorem we need some lemmas.
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Lemma 2. The following relations hold:

− s′′ (x, λ) +

[
A

x
+ q(x)

]
s (x, λ) = λρ(x)s (x, λ) (43)

s (0, λ) = 0, s (π, λ) = 0. (44)

Proof. Assume that B (x) ∈ W 2
2 (0, π), where B (x) is defined in equation (25).

Differentiating the identity

G (x, t) :=
2

1 +
√
ρ (t)

K11

(
x, µ+ (x)

)
+

1−
√
ρ (2d− t)

1 +
√

ρ (2d− t)
+

F (x, t) +

µ+(x)∫
0

K11 (x, ξ)F0(ξ, t)dξ = 0, 0 < t < x (45)

we calculate

Gt (x, t) :=
2
√

ρ (t)

1 +
√
ρ (t)

∂K11 (x, µ
+ (t))

∂t
−

1−
√
ρ (2d− t)

1 +
√

ρ (2d− t)

∂K11 (x, µ
+ (2d− t))

∂t

+Ft (x, t) +

µ+(x)∫
0

K11 (x, ξ)
∂F0(ξ, t)

∂t
dξ = 0,

Gtt (x, t) :=
2
√
ρ (t)

1 +
√
ρ (t)

∂2K11 (x, µ
+ (t))

∂t2
+

1−
√
ρ (2d− t)

1 +
√

ρ (2d− t)

∂2K11 (x, µ
+ (2d− t))

∂t2

+
∂2F (x, t)

∂t2
+

µ+(x)∫
0

K11 (x, ξ)
∂2F0(ξ, t)

∂t2
dξ = 0, (46)

Gx (x, t) :=
2
√
ρ (t)

1 +
√
ρ (t)

∂K11 (x, µ
+ (t))

∂x
+

1−
√
ρ (2d− t)

1 +
√
ρ (2d− t)

∂K11 (x, µ
+ (2d− t))

∂x

+
∂F (x, t)

∂x
+
√
ρ (x)K11

(
x, µ+ (x)

)
F0(µ

+ (x) , t) +

µ+(x)∫
0

K11 (x, ξ)F0(ξ, t)dξ

+
√

ρ (x)
[
K11

(
x, µ− (x) + 0

)
−K11

(
x, µ− (x)− 0

)]
F0(µ

− (x) , t) = 0,

Gxx (x, t) :=
2

1 +
√
ρ (t)

∂2K11 (x, µ
+ (t))

∂x2
+

1−
√
ρ (2d− t)

1 +
√

ρ (2d− t)

∂2K11 (x, µ
+ (2d− t))

∂x2

+
∂2F (x, t)

∂x2
+

µ+(x)∫
0

∂2K11 (x, ξ)

∂x2
F0(ξ, t)dξ+

√
ρ (x)F0(µ

+ (x) , t)
∂K11 (x, ξ)

∂x
|ξ=µ+(x)

+
√
ρ (x)F0(µ

+ (x) , t)

[
∂K11 (x, ξ)

∂x
|ξ=µ+(x)+0 −∂K11 (x, ξ)

∂x
|ξ=µ+(x)−0

]
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+
√

ρ (x)F0(µ
+ (x) , t)

d

dx
K11

(
x, µ+ (x)

)
+
√
ρ (x)K11

(
x, µ+ (x)

) ∂F0 (µ
+ (x) , t)

∂x

+
√
ρ (x)

[
K11

(
x, µ− (x) + 0

)
−K11

(
x, µ− (x)− 0

)] ∂F0 (µ
− (x) , t)

∂x

+
√
ρ (x)F0(µ

− (x) , t)
d

dx

[
K11

(
x, µ− (x) + 0

)
−K11

(
x, µ− (x)− 0

)]
= 0. (47)

Using (34) we can write the last equation as follows:

Gtt (x, t) :=
2
√
ρ (t)

1 +
√
ρ (t)

Ktt

(
x, µ+ (t)

)
+

1−
√

ρ (2d− t)

1 +
√

ρ (2d− t)
Ktt

(
x, µ+ (2d− t)

)

+
∂2

∂t2
F (x, t) + ρ (t)

µ+(x)∫
0

K11 (x, ξ)
∂2F0(ξ, t)

∂ξ2
dξ = 0. (48)

Then using the formula(15) we have

1

ρ (t)

∂2

∂t2
G (x, t) :=

2ρ (t)

1 +
√

ρ (t)

∂2

∂t2
K11

(
x, µ+ (t)

)
+

1−
√

ρ (2d− t)

1 +
√

ρ (2d− t)

1

ρ (t)

× ∂2

∂t2
K11

(
x, µ+ (2d− t)

)
+

1

ρ (t)

∂2

∂t2
F (x, t) +

µ+(x)∫
0

K11 (x, ξ)
∂2F0(ξ, t)

∂ξ2
dξ = 0.

(49)
By integrating in parts we obtain

µ+(x)∫
0

K11 (x, ξ)
∂2F0(ξ,t)

∂ξ2
dξ = [K11 (x, µ

− (x) + 0)−K11 (x, µ
− (x)− 0)]

∂F0 (ξ, t)

∂ξ
|ξ=µ−(x)

+K11

(
x, µ+ (x)

) ∂

∂ξ
F0 (ξ, t) |ξ=µ+(x) −F0

(
x, µ− (x)

) ∂K11 (x, ξ)

∂ξ
|ξ=µ−(x)−0

+F0 (x, 0)
∂K11 (x, ξ)

∂ξ
|ξ=0 −F0

(
x, µ+ (x)

) ∂K11 (x, ξ)

∂ξ
|ξ=µ+(x)−0

+ F0

(
x, µ− (x)

) ∂K11 (x, ξ)

∂ξ
|ξ=µ−(x)+0 +

µ+(x)∫
0

∂2K11(x, ξ)

∂2ξ
F0(ξ, t)dξ. (50)

Therefore

Gtt (x, t) =
2

1 +
√
ρ (t)

∂2

∂t2
K11 (x, µ

+ (t)) +
1−

√
ρ (2d− t)

1 +
√

ρ (2d− t)

∂2

∂t2
K11 (x, 2d− t) +

1√
ρ (t)

∂2

∂t2
F (x, t)

+
[
K11

(
x, µ− (x)− 0

)
−K11

(
x, µ− (x) + 0

)] ∂

∂ξ
F0 (ξ, t) |ξ=µ−(x)
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+K11

(
x, µ+ (x)

) ∂

∂ξ
F0 (ξ, t) |ξ=µ+(x) −F0

(
x, µ− (x)

) ∂K11 (x, ξ)

∂ξ
|ξ=µ−(x)−0

+F0 (x, 0)
∂K11 (x, ξ)

∂ξ
|ξ=0 −F0

(
x, µ+ (x)

) ∂K11 (x, ξ)

∂ξ
|ξ=µ+(x)−0

+ F0

(
x, µ− (x)

) ∂K11 (x, ξ)

∂ξ
|ξ=µ−(x)+0 +

µ+(x)∫
0

∂2K11(x, ξ)

∂2ξ
F0(ξ, t)dξ. (51)

It follows from (45), (46), and (50), the identity

Gxx (x, t)− ρ (x)Gtt (x, t)−
[
A

x
+ q (x)

]
G (x, t) ≡ 0.

Using the identity acording to formulas (9),(16)- (22), we get

2

1 +
√
ρ (t)

∂2

∂x2
K11

(
x, µ+ (t)

)
+

1−
√

ρ (2d− t)

1 +
√

ρ (2d− t)

∂2

∂x2
K11 (x, 2d− t)

−ρ (x)

[
2

1 +
√
ρ (t)

∂2

∂t2
K11

(
x, µ+ (t)

)
+

1−
√
ρ (2d− t)

1 +
√
ρ (2d− t)

∂2

∂t2
K11 (2d− t)

]

−
[
A

x
+ q (x)

] [
2

1 +
√
ρ (t)

K11

(
x, µ+ (t)

)
+

1−
√
ρ (2d− t)

1 +
√
ρ (2d− t)

K11 (2d− t)

]
µ+(x)∫
0

{
K11xx (x, t)− ρ (x)K11tt (x, t)−

[
A

x
+ q (x)

]
K11 (x, t)

}
F0(ξ, t)dξ = 0.

(52)
By the Theorem 3 in the first section, the equation (52) has only trivial solution
i.e.,

K11xx (x, t)− ρ (x)K11tt (x, t)−
[
A

x
+ q (x)

]
K11 (x, t) ≡ 0, 0 < t < x. (53)

Now differentiating equation (42) twice, we have

s′ (x, λ) = s′0 (x, λ) +

µ+(x)∫
0

(K11)x (x, t) sinλtdt+
√
ρ (x)K11

(
x, µ+ (x)

)
sinλµ+ (x)

+
√

ρ (x)
[
K11

(
x, µ− (x) + 0

)
−K11

(
x, µ− (x)− 0

)]
sinλµ− (x)

s′′ (x, λ) = s′′0 (x, λ) +

µ+(x)∫
0

(K11)xx (x, t) sinλtdt
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+
√

ρ (x) sinλµ+ (x)

[
∂

∂x
K11

(
x, µ− (x)

)]
t=µ−(x)

+
√

ρ (x) sinλµ− (x)

[
∂

∂x
K11

(
x, µ− (x) + 0

)
|t=µ−(x)+0

− ∂

∂x
K11

(
x, µ− (x)− 0

)
|t=µ−(x)−0

]
+
√

ρ (x) sinλµ+ (x)
∂

∂x

[
K11

(
x, µ− (x)

)]
+
√
ρ (x) sinλµ− (x)

∂

∂x

[
K11

(
x, µ− (x) + 0

)
−K11

(
x, µ− (x)− 0

)]
+ λρ (x)K11

(
x, µ+ (x)

)
cosλµ+ (x)

+ λρ (x)
[
K11

(
x, µ− (x) + 0

)
−K11

(
x, µ− (x)− 0

)]
cosλµ− (x)

□

Lemma 3. For each function g(x) ∈ L2 (0, π) the following relation holds:

π∫
0

ρ (x) g2 (x) dx =

∞∑
n=0

1

αn

 π∫
0

ρ (t) s (t, λn) dt

2

(54)

Proof. Using the formulas (7), (8), (9) of the previous section it is easy to transform
solution

s (x, λ) = s0 (x, λ) +

x∫
0

ρ (x) s (x, t) s0 (t, λ) dt (55)

and the main integral equation (14) form the previous section to the form

w (x, t) + F (x, t) +

x∫
0

ρ (ξ)w (x, ξ)F (ξ, t) dξ = 0, (56)

where

w (x, t) =
2
√
ρ (t)

1 +
√
ρ (t)

K11(x, µ
+ (t)) +

2
√
ρ (2d− t)

1 +
√
ρ (2d− t)

K11(x, µ
+ (2d− t)).

Solving the equation (55) with respect to s0(x, λ) we obtain
For x < d

s0 (x, λ) = s (x, λ) +

x∫
0

ρ (t)H (x, t) s (x, λ) dt. (57)
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By the standart method (see [20]) it can be proved that

H (x, t) = F (x, t) +

t∫
0

ρ (ξ)w (t, ξ)F (x, ξ) dξ, 0 ≤ t ≤ x. (58)

Denote Q (λ) =

π∫
0

ρ (t) g (t)φ (t, λ) dt. Then using (55) we have

Q (λ) =

π∫
0

ρ (t)h (t) s0 (t, λ) dt

where

h (t) = g (t) +

π∫
t

ρ (ξ) g (ξ)w (t, ξ) dξ. (59)

By the similar way, using the formula (57) we obtain

g (t) = h (t) +

π∫
t

ρ (ξ)h (ξ)H (ξ, t) dξ. (60)

Now according to equation (59) we have

π∫
0

ρ (t)h (t)F (x, t) dt

=

x∫
0

ρ (t) g (t)

F (x, t) +

t∫
0

ρ (ξ)W (ξ)F (x, ξ) dξ

 dt (61)

+

π∫
x

ρ (t) g (t)

F (x, t) +

t∫
0

ρ (ξ)W (ξ)F (x, ξ) dξ

 dt.

Consequently, by the formulas (56) and (58) we obtain

π∫
0

ρ (t)h (t)F (x, t) dt =

π∫
0

ρ (t) g (t)H (x, t) dt−
π∫

x

ρ (t) g (t)W (x, t) dt (62)

From the Parseval equality we have

π∫
0

ρ (t)h2 (t) dt+

π∫
0

ρ (t) ρ (x)h (t)h (x)F (x, t) dxdt
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=

∞∑
n=0

1

αn

 π∫
0

h (t) g (t) s0 (t, λn)φ (t, λn) dt

2

=

∞∑
n=0

Q (λn)
2

αn
.

Using (61) we get

∞∑
n=0

Q (λn)
2

αn
=

π∫
0

ρ (t)h2 (t) dt+

π∫
0

ρ (t) g (t)

 π∫
t

ρ (x)h (x)H (x, t) dx

 dt

−
π∫

0

ρ (x)h (x)

 π∫
x

ρ (t) g (t)W (t, x) dx

 dt.

Finally, from (59) and (60) we get

∞∑
n=0

Q (λn)
2

αn
=

π∫
0

ρ (t)h2 (t) dt+

π∫
0

ρ (t) g (t) (g (t)− h (t)) dt

−
π∫

0

ρ (x) g (x) (g (x)− h (x)) dx =

π∫
0

ρ (t) g2 (t) dt.

The lemma is proved. □

Corollary 1. For arbitrary functions f, g ∈ L2 (0, π) , the following relation holds:

π∫
0

ρ (x) f (x) g (x) dx =

∞∑
n=0

1

αn

π∫
0

f (t) s (t, λn) dt

π∫
0

g (t) s (t, λn) dt. (63)

Lemma 4. The following relations hold:
π∫

0

s (t, λk) s (t, λn) dt =

{
0, n ̸= k
αn, n = k

(64)

Proof. Let f (x) ∈ W 2
2 (0, π) , consider the series

f∗ (x) =

∞∑
n=0

cns (x, λn) , (65)

where

cn =
1

αn

π∫
0

f (x) s (x, λn) dx. (66)

Using Lemma 1 and integrating by parts we calculate:

cn =
1

αnλ
2
n

(
hf (0)− f ′ (0) + s (π, λn) f

′ (π)− φ (π, λn) f (π)
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+

π∫
0

s (x, λn) [−f ′′ (x) + g (x)] dx

)
From the asymptotic formulas for the φ (x, λ) and λn in [3], we get

cn = O

(
1

n2

)
, s (x, λn) = O (1)

uniformly for x ∈ [0, π] . Therefore the series (64) converges absolutely and uni-
formly on [0, π] . Using (62) and (65) we obtain

π∫
0

ρ (x) f (x) g (x) dx =

π∫
0

g (t)

∞∑
n=0

cns (x, λn) dt =

π∫
0

g (t) f∗ (t) dt.

Since g (x) is arbitrary, we get

f∗ (x) = f (x) =

∞∑
n=0

cns (x, λn) . (67)

Now, for fix k ≥ 0 and take f (x) = φ (x, λk) , then since (66)

s (x, λk) =

∞∑
n=0

cnk
s (x, λn) , cnk

=
1

αn

π∫
0

s (x, λk) s (x, λn) dx.

Moreover, the system {s0 (x, λn)}n≥0 is minimal in L2 (0, π) , (see theorem 2 of the

previous section), and consequently, in view of (42) the system {φ (x, λn)}n≥0 is

also minimal in L2 (0, π) . Therefore cnk
= δnk

(δnk
is a Kronecker symbol). The

lemma is proved. □

Now we can give the algorithm to construct the problem L (q (x)) using the
spectral data {λn, αn}n≥0 as follows:

1- Use formulas (8) and (9), to construct the functions F0(x, t) and F (x, t).
2- Construct the function K(x, t) as the unique solution of the main integral

equation.
3- Calculate the function q (x) and coefficient A by the formulas in Theorem 1.
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DIRECTION CURVES OF GENERALIZED BERTRAND CURVES

AND INVOLUTE-EVOLUTE CURVES IN E4

Mehmet ÖNDER
Delibekirli Village, Kırıkhan, 31440 Hatay, TURKEY

Abstract. In this study, we define (1,3)-Bertrand-direction curve and (1,3)-

Bertrand-donor curve in the 4-dimensional Euclidean space E4. We introduce

necessary and sufficient conditions for a special Frenet curve to have a (1,3)-
Bertrand-direction curve. We introduce the relations between Frenet vectors

and curvatures of these direction curves. Furthermore, we investigate whether

(1,3)-evolute-donor curves in E4 exist and show that there is no (1,3)-evolute-
donor curve in E4.

1. Introduction

Associated curves are the most interesting subject of curve theory. Such curves
have a special property between their Frenet apparatus. Bertrand curves are one of
the most famous type of such curve pairs. These curves were first discovered by J.
Bertrand in 1850 [1]. In the 3-dimensional Euclidean space E3, a curve α(s) is called
Bertrand curve if there exists a curve γ different from α with the same principal
normal line as α. Bertrand partner curves are important and fascinating examples
of offset curves used in computer-aided design [13]. The classical characterization
for the Bertrand curve is that a curve α(s) is a Bertrand curve if and only if its
curvature functions κ(s), τ(s) satisfy the condition aκ(s) + bτ(s) = 1, where a, b
are real constant numbers. And, the parametric form of the Bertrand mate of
α(s) is defined by γ(s) = α(s) + λN(s), where λ ̸= 0 is constant and N(s) is unit
principal normal line of α [17]. It is interesting that for n ≥ 4, there exists no
Bertrand curves in this form. This fact was proved by Matsuda and Yorozu [12].
Considering this fact, in the same paper, they have defined a new type of associated
curves called (1,3)-Bertrand curves in E4.

Moreover, another well-known type of associated curve pairs is involute-evolute
curve couple. These curves were first studied by Huygens in his work [8]. Classically,
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an evolute of a given curve is defined as the locus of the centers of curvatures of
the curve, which is the envelope of the normal of reference curve. Fuchs defined
an involute of a given curve as a curve for which all tangents of reference curve
are normal [3]. In the same study, equation of enveloping curve of the family of
normal planes for space curve has been also defined. Gere and Zupnik studied
involute-evolute curves by considering a curve composed of two arcs with common
evolute [6]. Fukunaga and Takahashi defined evolutes and involutes of fronts in
the plane and introduced some properties of these curves [4,5]. Later, Yu, Pei and

Cui considered evolutes of fronts on Euclidean 2-sphere [18]. Özyılmaz and Yılmaz
studied involute-evolute of W -curves in Euclidean 4-space E4 [16]. Li and Sun
studied evolutes of fronts in the Minkowski Plane [9].

Recently, Hanif and Hou have defined generalized involute and evolute curves in
E4[7]. They have obtained necessary and sufficient conditions for a curve to have
a generalized involute or evolute curve. Another study of generalized involute-
evolute curves has been given by Öztürk, Arslan and Bulca [15]. They have given
characterization of involute curves of order k of a given curve in En and also
introduced some results on these type of curves in E3 and E4.

Furthermore, Choi and Kim have defined a new type of associated curves in E3

called principal normal (binormal) direction-curve and principal normal (binormal)
donor-curve [2]. Similarly, Macit and Düldül have defined W -direction curve and
W -donor curve in E3, where W is unit Darboux vector of the reference curve [10].
Later, the author has defined Bertrand direction curves, Mannheim direction curves
and involute-evolute direction curves in E3 and introduced relations between those
curves and some special curves such as helices and slant helices [14].

In this study, first, we define (1,3)-Bertrand-direction curves and introduce the
relations between the Frenet apparatus of these curves. We show that a curve with
non-constant first curvature κ does not have (1,3)-Bertrand-direction curve. Later,
we give that no C∞-special Frenet curve in E4 is an (1,3)-evolute-donor curve.

2. Preliminaries

Let α : I → E4 be a regular curve, i.e., ∥α′(t)∥ ≠ 0, where I is subset of real
numbers set R and ∥α′(t)∥ denotes the norm of tangent vector α′(t) in the Eu-

clidean 4-space E4. This norm is defined by ∥x∥ =
√

⟨x, x⟩ =
√

x2
1 + x2

2 + x2
3 + x2

4

where ⟨x, x⟩ is the Euclidean inner(dot) product and x = (x1, x2, x3, x4) is a vector
in E4. The curve α(t) is called unit speed if ∥α′(t)∥ = 1. The parameter of a unit
speed curve is represented by s and called arc-length parameter. The curve α(s) is
called special Frenet curve if there exist differentiable functions κ(s), τ(s) and σ(s)
on I and differentiable orthonormal frame field {T,N,B1, B2} along α(s) such that:

i) Following Frenet formulas hold
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T ′ = κN,
N ′ = −κT + τB1,
B′

1 = −τN + σB2,
B′

2 = −σB1.

(1)

ii) The orthonormal frame field {T,N,B1, B2} has positive orientation.
iii) The functions κ(s), τ(s) are positive and the function σ(s) does not vanish.

The unit vector fields T, N, B1 and B2 are called tangent, principal normal, first
binormal and second binormal of α(s) and the functions κ(s), τ(s) and σ(s) are
called first, second and third curvatures of α(s), respectively [11].

If we take T = n1, N = n2, B1 = n3, B2 = n4, the term “special” means that
the vector field ni+1, (1 ≤ i ≤ 3) is inductively defined by the vector fields ni and
ni−1 and the positive functions κ and τ [12]. For this, the Frenet apparatus of a
special Frenet curve have been determined by the following steps:

(1) α′(s) = T (s)
(2) κ(s) = ∥T ′(s)∥ > 0 , N(s) = 1

κ(s)T
′(s).

(3) τ(s) = ∥N ′(s) + κ(s)T (s)∥ > 0, B1(s) =
1

τ(s) (N
′(s) + κ(s)T (s))

(4) B2(s) = ε 1

∥B1
′ (s)+τ(s)N(s)∥

(
B1

′
(s) + τ(s)N(s)

)
, where ε = ±1 is chosen as

the frame {T,N,B1, B2} has positive orientation and σ(s) = ⟨B′
1(s), B2(s)⟩

does not vanish.

All these 4 steps should be checked that the curve α(s) is a special Frenet curve
[11].

The plane spanned by the vectors T, B1 is called the Frenet (0,2)-plane and
the plane spanned by the vectors N, B2 is called the Frenet (1,3)-normal plane of
α[7,12]

Definition 1. ([12]) A C∞-special Frenet curve α : I → E4 is called a (1,3)-
Bertrand curve if there exits another C∞-special Frenet curve β : J → E4 and a
C∞-mapping φ : I → J such that the Frenet (1,3)-normal planes of α and β at the
corresponding points coincide. The parametric representation of β is β (φ(s)) =
α(s) + zN(s) + tB2(s), where z, t are constant real numbers.

Theorem 1. ([12]) If n ≥ 4, then no C∞-special Frenet curve in En is a Bertrand
curve.

Definition 2. ([7]) Let α(s) and γ(s̄) be two regular curves in E4 such that s̄ = f(s)
is the arc-length parameter of γ(s̄). If the Frenet (0,2)-plane of α and Frenet (1,3)-
plane of γ at the corresponding points coincide, then α is called (1,3)-evolute curve
of γ and γ is called (0,2)-involute curve of α. The (0,2)-involute curve γ has the
parametric form γ(s) = α(s) + (c− s)T (s) + kB1(s), where c, k are real constants.
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Let I ⊂ R be an open interval. For a unit speed special Frenet curve α : I → E4,
let define a vector valued function X(s) as follows

X(s) = p(s)T (s) + l(s)N(s) + r(s)B1(s) + n(s)B2(s), (2)

where p, l, r and n are differentiable scalar functions of s. Let X(s) be unit, i.e.,

p2(s) + l2(s) + r2(s) + n2(s) = 1, (3)

holds. Then the definitions of X-donor curve and X-direction curve in E4 are given
as follows.

Definition 3. Let α be a special Frenet curve in E4 and X(s) be a unit vector
valued function as given in (2). The integral curve γ : I → E4 of X(s) is called an
X-direction curve of α. The curve α having γ as an X-direction curve is called the
X-donor curve of γ in E4.

3. (1,3)-Bertrand-Direction Curves in E4

In this section, we define (1,3)-Bertrand-direction curves and (1,3)-Bertrand-
donor curves for special Frenet curves and introduce necessary and sufficient con-
ditions for these curve pairs.

Definition 4. Let α = α(s) be a special Frenet curve in E4 with arc-length pa-
rameter s and X(s) be a unit vector field as given in (2). Let special Frenet curve
β(s̄) : I → E4 be an X-direction curve of α. The Frenet frames and curvatures of α
and β be denoted by {T,N,B1, B2}, κ, τ , σ and

{
T̄ , N̄ , B̄1, B̄2

}
, κ̄, τ̄ , σ̄, respec-

tively, and let any Frenet vector of α does not coincide with any Frenet vector of β.
If β is a (1,3)-Bertrand partner curve of α, then β is called (1,3)-Bertrand-direction
curve of α and α is said to be (1,3)-Bertrand-donor curve of β.

From Definition 4, it is clear that at the corresponding points of the curves, the
planes spanned by {N,B2} and

{
N̄ , B̄2

}
coincide. Then, we have,

sp {N,B2} = sp
{
N̄ , B̄2

}
, sp {T,B1} = sp

{
T̄ , B̄1

}
, (4)

Moreover, since β is an integral curve of X(s), we have dβ
ds = X(s). Also, since

X(s) is unit, the arc-length parameter s̄ of β is obtained as

s̄ =

∫ s

0

∥∥∥∥dβds
∥∥∥∥ ds = ∫ s

0

ds = s (5)

i.e., arc-length parameters of (1,3)-Bertrand-direction curves α and β are same.
Thus, hereafter we will use prime for both curves to show the derivative with
respect to s.

Theorem 2. The special Frenet curve α : I → E4 is a (1,3)-Bertrand-donor curve
if and only if there exist non-zero constants r, µ, λ, p such that

p2 + r2 = 1, λ2 + µ2 = 1, (6)
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pκ− rτ =
λ

µ
rσ, (7)

(p2 − λ2)κ− prτ ̸= 0. (8)

Proof. Let X(s) = p(s)T (s) + l(s)N(s) + r(s)B1(s) + n(s)B2(s) be a unit vector
valued function and the special Frenet curve β : I → E4 be integral curve of X(s)
and also be a (1,3)-Bertrand-direction curve of α, where p(s), l(s), r(s) and n(s)
are smooth scalar functions of arc-length parameter s. Then, we have

T̄ (s) = p(s)T (s) + l(s)N(s) + r(s)B1(s) + n(s)B2(s). (9)

From (4), it follows T̄⊥sp {N,B2}. Then, multiplying (9) with N and B2, we have
l(s) = 0, n(s) = 0, respectively, and (9) becomes

T̄ (s) = p(s)T (s) + r(s)B1(s), (10)

and from (10), it follows p2(s)+r2(s) = 1, since T̄ is unit. Differentiating (10) with
respect to s and using Frenet formulas (1), we get

κ̄N̄ = p′T + (pκ− rτ)N + r′B1 + rσB2. (11)

Multiplying (11) with T and B1 and considering (4), we get p′ = 0, r′ = 0,
respectively, i.e., p and r are constants. If p or r is zero, then Frenet vectors of α
and β coincide. It follows that p and r are non-zero constants. Then, from (10),
we get p2 + r2 = 1 and we have first equality in (6).

Now, (11) becomes

κ̄N̄ = (pκ− rτ)N + rσB2, (12)

which gives

κ̄ =
√
(pκ− rτ)2 + (rσ)2. (13)

Let define

λ =
pκ− rτ√

(pκ− rτ)2 + (rσ)2
, µ =

rσ√
(pκ− rτ)2 + (rσ)2

. (14)

Then, (12) becomes

N̄ = λN + µB2, λ2 + µ2 = 1. (15)

By Definition 4, any Frenet vector of α does not coincide with any Frenet vector of
β. Thus, we have that λ ̸= 0, µ ̸= 0. Differentiating the first equation in (15) with
respect to s and considering Frenet formulas (1), it follows

− κ̄T̄ + τ̄ B̄1 = −λκT + λ′N + (λτ − µσ)B1 + µ′B2. (16)

Multiplying (16) with N and B2, we get λ′ = 0, µ′ = 0, respectively, i.e., λ, µ are
real non-zero constants. So, we have λ2 + µ2 = 1, which is the second equality in
(6).

Moreover, from (13) and (14), we have

κ̄ =
pκ− rτ

λ
=

rσ

µ
. (17)
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Then, (17) gives us pκ− rτ = λ
µrσ and we obtain (7).

Now, writing (10) and (17) in (16), it follows

λτ̄B̄1 =
(
(p2 − λ2)κ− prτ

)
T +

(
prκ+ (λ2 − r2)τ − λµσ

)
B1. (18)

From (7), we have

σ =
µ(pκ− rτ)

λr
. (19)

Writing (19) in (18) and using (6), equality (18) becomes

τ̄ B̄1 = A
(
T − p

r
B1

)
, (20)

where A = (p2−λ2)κ−prτ
λ . Since B̄1 ̸= 0, we get A ̸= 0, i.e., (p2 − λ2)κ − prτ ̸= 0.

Then we have (8).
Conversely, assume that relations (6), (7) and (8) hold for some non-zero con-

stants r, µ, λ, p and α be a special Frenet curve with Frenet frame {T,N,B1, B2}
and curvatures κ, τ , σ. Let define a vector valued function

X(s) = pT (s) + rB1(s), (21)

and let β : I → E4 be an integral curve of X(s). We will show that β is a (1,3)-
Bertrand-direction curve of α. Differentiating (21) with respect to s gives

κ̄N̄ = (pκ− rτ)N + rσB2. (22)

Writing (7) in (22), it follows

κ̄N̄ = rσ

(
λ

µ
N +B2

)
. (23)

From (23), it follows,

κ̄ = ε1
rσ

µ
, (24)

where ε1 = ±1 such that κ̄ > 0. Writing (24) in (23) gives

N̄ = ε1 (λN + µB2) . (25)

Differentiating (25) with respect to s gives

N̄ ′ = ε1 (−λκT + (λτ − µσ)B1) . (26)

Using (21), (24) and (26), we have

N̄ ′ + κ̄T̄ =
ε1
µ

(
(prσ − λµκ)T + (r2σ + λµτ − µ2σ)B1

)
. (27)

Writing (7) in (27) and using (6), (27) becomes

N̄ ′ + κ̄T̄ = ε1
(p2 − λ2)κ− prτ

λ

(
T − p

r
B1

)
. (28)

From (28) and (8), we have

τ̄ =
∥∥N̄ ′ + κ̄T̄

∥∥ = ε2
(p2 − λ2)κ− prτ

λr
̸= 0, (29)
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where ε2 = ±1 such that τ̄ > 0. Then,

B̄1 =
1

τ̄

(
N̄ ′ + κ̄T̄

)
=

ε1
ε2

(rT − pB1) . (30)

Considering (21), (25) and (30), we can define the unit vector B̄2 as

B̄2 =
1

ε2
(µN − λB2) ,

that is

B̄2 =
1

ε2
√
(pκ− rτ)2 + (rσ)2

(rσN − (pκ− rτ)B2) , (31)

and we have det(T̄ , N̄ , B̄1, B̄2) = 1. Using (30) and (31), it follows

σ̄ =
〈
B̄′

1, B̄2

〉
= ε1 (µ(rκ+ pτ) + pλσ) . (32)

If we assume that σ̄ = 0, then we have µ(rκ + pτ) = −pλσ. Multiplying that
with r, we get µ(r2κ+ prτ) = −prλσ. Since r2 = 1− p2, the last equality becomes
µ (−p(pκ− rτ) + κ) = −prλσ. Using (7), it follows µκ = 0, which is a contradiction
since µ ̸= 0 and α is a special Frenet curve. Then, σ̄ ̸= 0, i.e., β is a special
Frenet curve. Moreover, since r, µ, λ, p are non-zero constants, from the equalities
(21), (25), (30) and (31), it follows that no Frenet vectors of α and β coincide.
Furthermore, since we obtain sp {N,B2} = sp

{
N̄ , B̄2

}
, we have that β is (1,3)-

Bertrand-direction curve of α.
□

Moreover, since α is a (1,3)-Bertrand curve, by Definition 1, its (1,3)-Bertrand
partner curve β has the parametric form β(s) = α(s) + zN(s) + tB2(s) where z, t
are constant real numbers. Differentiating that with respect to s and using the
equality T̄ = pT + rB1, we have pT + rB1 = (1− zκ)T + (zτ − tσ)B1 which gives
that κz = 1−p. If z = 0, we get p = 1. But this is a contradiction since p2+r2 = 1
and r ̸= 0. Then, κ = (1 − p)/z is a non-zero positive constant and we have the
followings.

Corollary 1. No C∞-special Frenet curve in E4 with non-constant first curvature
κ is a (1,3)-Bertrand-donor curve.

Corollary 2. If the special Frenet curve α : I → E4 is a (1,3)-Bertrand-donor
curve, then there exists a linear relation c1τ + c2σ = κ where c1, c2, κ ̸= 0 are
constants and κ, τ , σ are Frenet curvatures of α.

Corollary 3. Let β be (1,3)-Bertrand-direction curve of α. Then the relations
between Frenet apparatus are given as follows

T̄ = pT + rB1, N̄ = ε1 (λN + µB2) , B̄1 =
ε1
ε2

(rT − pB1) , B̄2 =
1

ε2
(µN − λB2) ,

(33)
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κ̄ = ε1
rσ

µ
> 0, τ̄ = ε2

(p2 − λ2)κ− prτ

λr
> 0, σ̄ = ε1 (µ(rκ+ pτ) + pλσ) , (34)

where r, µ, λ, p are non-zero real constants and ε1 = ±1, ε2 = ±1.

Since we have p2 + r2 = 1, λ2 + µ2 = 1, from (33) we also have,

T = pT̄+
ε1
ε2

rB̄1, N = ε1λN̄+ε2µB̄2, B1 = rT̄− ε1
ε2

pB̄1, B2 = ε1µN̄−ε2λB̄2. (35)

Example 1. Let consider unit speed special Frenet curve α(s) given by

α(s) =
1√
2

[
1

2
sin 2s, −1

2
cos 2s,

1

3
sin 3s, −1

3
cos 3s

]
. (36)

The Frenet vectors of α(s) are obtained as

T (s) =
1√
2
(cos 2s, sin 2s, cos 3s, sin 3s) , (37)

N(s) =
1√
13

(−2 sin 2s, 2 cos 2s, −3 sin 3s, 3 cos 3s) , (38)

B1(s) =
1√
2
(cos 2s, sin 2s, − cos 3s, − sin 3s) , (39)

B2(s) =
1√
13

(−3 sin 2s, 3 cos 2s, 2 sin 3s, −2 cos 3s) , (40)

respectively. Then the curvatures are

κ =

√
26

2
, τ =

5
√
26

26
, σ =

6
√
26

13
. (41)

For real constants

r =
1

3
, p =

2
√
2

3
, λ =

5 + 26
√
2√(

5 + 26
√
2
)2

+ 144

, µ =
12√(

5 + 26
√
2
)2

+ 144

, (42)

the conditions (6), (7) and (8) hold. Then α(s) is a (1,3)-Bertrand-donor curve.
From (33), (1,3)-Bertrand-direction curve β of α(s) is obtained as

β(s) = 1
3
√
2

(
2
√
2+1
2 sin 2s+ c1, − 2

√
2+1
2 cos 2s+ c2,

+ 2
√
2−1
3 sin 3s+ c3, − 2

√
2−1
3 cos 3s+ c4

) (43)

where ci; (1 ≤ i ≤ 4) are integration constants.
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4. Generalized Involute-Evolute-Direction Curves in E4

In this section, we will consider a new type of curve pairs. In ref. [7], the authors
defined (1,3)-evolute curve and (0,2)-involute curve in E4 as given in Definition
2. Now, we will show that similar definitions for (1,3)-evolute curve and (0,2)-
involute curve in E4 as direction curves don’t exist, i.e., there are no (0,2)-involute-
direction curves and (1,3)-evolute-donor curves. For this purpose, let assume the
converse, i.e., suppose that (0,2)-involute-direction curves and (1,3)-evolute-donor
curves exist. Let α = α(s) be a special Frenet curve in E4 with arc-length parameter
s and X(s) be a unit vector field in the form Eq. (2). Let the special Frenet curve
γ(s̄) : I → E4 be an X-direction curve of α. The Frenet vectors and curvatures
of α and γ be denoted by {T,N,B1, B2}, κ, τ , σ and

{
T̄ , N̄ , B̄1, B̄2

}
, κ̄, τ̄ , σ̄,

respectively and let any Frenet vector of α does not coincide with any Frenet vector
of γ. By the assumption, let γ be a (0,2)-involute curve of α. Since also γ is
direction curve of α let we call γ as (0,2)-involute-direction curve of α and α as
(1,3)-evolute-donor curve of γ. Then, the Frenet planes spanned by {T,B1} and{
N̄ , B̄2

}
coincide and we have,

sp {T,B1} = sp
{
N̄ , B̄2

}
, sp {N,B2} = sp

{
T̄ , B̄1

}
. (44)

Similar to the (1,3)-Bertrand-direction curves, since γ is an integral curve of X(s)

and X(s) is unit, for the arc-length parameter s̄ of γ we have s̄ =
∫ s

0

∥∥∥dγ
ds

∥∥∥ ds =∫ s

0
ds = s. Then, hereafter the prime will show the derivative with respect to s.

Theorem 3. No C∞-special Frenet curve in E4 is a (1,3)-evolute-donor curve.

Proof. First, we will show that if such curves exist, then the special Frenet curve α :
I → E4 is a (1,3)-evolute-donor curve if and only if there exist non-zero constants
b, d , x1, x2 such that

b2 + d2 = 1, x2
1 + x2

2 = 1, (45)

dσ − bτ =
x2

x1
bκ. (46)

(d2 − x2
2)κ− x1x2τ ̸= 0. (47)

For this purpose, let define a unit vector valued function X(s) as X(s) =
a(s)T (s) + b(s)N(s) + c(s)B1(s) + d(s)B2(s) where a(s), b(s), c(s) and d(s) are
differentiable scalar functions of arc-length parameter s. Let the special Frenet
curve γ : I → E4 be integral curve of X(s) and also be (0,2)-involute-direction
curve of α(s). Then, we have

T̄ (s) = a(s)T (s) + b(s)N(s) + c(s)B1(s) + d(s)B2(s). (48)

By assumption, T̄⊥sp {T,B1}. Then, taking the inner product of (48) with T and
B1, we have a(s) = 0, c(s) = 0, respectively, and (48) becomes

T̄ (s) = b(s)N + d(s)B2, b2(s) + d2(s) = 1. (49)
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Now, differentiating the first equation in (49) with respect to s, it follows

κ̄N̄ = −bκT + b′N + (bτ − dσ)B1 + d′B2. (50)

Taking the inner product of (50) with N and B2 and considering (44), we get b′ =
0, d′ = 0, respectively, i.e., b, d are non-zero constants. Also, we have b2 + d2 = 1,
the first equality in (45).

Now, (50) becomes

κ̄N̄ = −bκT + (bτ − dσ)B1. (51)

From (51), it follows

κ̄ =
√
(bκ)2 + (bτ − dσ)2. (52)

Let define

x1 =
−bκ√

(bκ)2 + (bτ − dσ)2
, x2 =

bτ − dσ√
(bκ)2 + (bτ − dσ)2

. (53)

Then, (51) becomes

N̄ = x1T + x2B1, x2
1 + x2

2 = 1. (54)

Since, any Frenet vector of α does not coincide with any Frenet vector of γ, we have
x1 ̸= 0, x2 ̸= 0. Differentiating the first equation in (54) with respect to s, we get

− κ̄T̄ + τ̄ B̄1 = x′
1T + (x1κ− x2τ)N + x′

2B1 + x2σB2. (55)

Taking the inner product of (55) with T and B1, we get x′
1 = 0, x′

2 = 0, respec-
tively, i.e., x1, x2 are non-zero real constants. Then, from (54), we have the second
equality in (45).

Moreover, from (52) and (53), it follows

x1κ̄ = −bκ, x2κ̄ = bτ − dσ, (56)

which gives us dσ − bτ = x2

x1
bκ, we get (46).

Now, writing (49) and (56) in (55) gives

τ̄ B̄1 =
(d2 − x2

2)κ− x1x2τ

x1
N +

−bdκ+ x1x2σ

x1
B2. (57)

From (46), we get

σx1d = x1bτ + x2bκ. (58)

Writing (58) in (57) and using (46), we have,

τ̄ B̄1 = ζ

(
N − b

d
B2

)
, (59)

where

ζ =
(d2 − x2

2)κ− x1x2τ

x1
. (60)

Since B̄1 ̸= 0, it should be (d2 − x2
2)κ− x1x2τ ̸= 0. Then we have (47).
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Conversely, assume that relations (45), (46) and (47) hold for some non-zero con-
stants b, d, x1, x2 and α be a special Frenet curve with Frenet frame {T,N,B1, B2}
and curvatures κ, τ , σ. Let define a vector valued function

X(s) = bN(s) + dB2(s), (61)

and let γ : I → E4 be an integral curve of X(s). We will show that γ is a (0,2)-
involute-direction curve of α. Since T̄ (s) = X(s), differentiating (61) with respect
to s gives

κ̄N̄ = −bκT + (bτ − dσ)B1. (62)

Writing (46) in (62), we have

κ̄N̄ = −bκ

(
T +

x2

x1
B1

)
. (63)

From (63), it follows

κ̄ = ξ1
bκ

x1
, (64)

where ξ1 = ±1 such that κ̄ > 0. Writing (64) in (63) gives

N̄ = −ξ1 (x1T + x2B1) . (65)

By differentiating (65) with respect to s, we get

N̄ ′ = −ξ1 ((x1κ− x2τ)N + x2σB2) . (66)

Using (61), (64) and (66), we have

N̄ ′ + κ̄T̄ =
ξ1
x1

(
(x1x2τ + (x2

2 − d2)κ)N + (bdκ− x1x2σ)B2

)
. (67)

Writing (46) in (67) and using (45), (67) becomes

N̄ ′ + κ̄T̄ = ξ1
(x2

2 − d2)κ+ x1x2τ

x1

(
N − b

d
B2

)
. (68)

From (68) and (47), we have

τ̄ =
∥∥N̄ ′ + κ̄T̄

∥∥ = ξ2
(x2

2 − d2)κ+ x1x2τ

x1d
̸= 0, (69)

where ξ2 = ±1 such that τ̄ > 0. Then, we get

B̄1 =
1

τ̄

(
N̄ ′ + κ̄T̄

)
=

ξ1
ξ2

(dN − bB2) . (70)

Considering (61), (65) and (70), we can define a unit vector

B̄2 =
1

ξ2
(−x2T + x1B1) , (71)

and the necessary condition det(T̄ , N̄ , B̄1, B̄2) = 1 for the Frenet frame holds. Using
(70) and (71), we obtain

σ̄ =
〈
B̄′

1, B̄2

〉
= ξ1 (dx2κ+ x1(dτ + bσ)) . (72)
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If we assume that σ̄ = 0, then we have x1(dτ + bσ) = −dx2κ. Multiplying that
with b, we get x1(bdτ + b2σ) = −bdx2κ. Since b2 = 1 − d2, the last equality
becomes x1 (−d(dσ − bτ) + σ) = −bdx2κ. Using (46), it follows x1σ = 0, which is
a contradiction since x1 ̸= 0 and α is a special Frenet curve. Then, σ̄ ̸= 0, i.e., γ is a
special Frenet curve. Consequently, since b, d, x1, x2 are non-zero constants, from
(61), (65), (70) and (71), we get sp {T,B1} = sp

{
N̄ , B̄2

}
and no Frenet vectors of

α and γ coincide. So, we have that γ is (0,2)-involute-direction curve of α.
Furthermore, from Definition 2, the parametric form of γ is γ(s) = α(s) + (c −

s)T (s) + kB1(s) where c, k are real constants. Differentiating that with respect to
s and using the equality T̄ = bN + dB2, we have

bN + dB2 = ((c− s)κ− kτ)N + kσB2

which gives that

κ(c− s) = b+ kτ , kσ = d. (73)

From (45)-(47) and (73), we have that if the special Frenet curve α : I → E4 is a
(1,3)-evolute-donor curve then there exists a linear relation

c3κ+ c4τ = σ (74)

where c3, c4, σ are non-zero constants and κ, τ , σ are Frenet curvatures of α. From
(74), we have that if κ (or respectively τ) is constant, then τ (or respectively
κ) must be constant. But considering (73), it follows if the first curvature κ (or
respectively τ) is constant, then τ (or respectively κ) is always non-constant which
is a contradiction and that finishes the proof. □

5. Conclusions

There is no Bertrand curves in E4 given by the classical definition that Bertrand
curves have common principal normal lines. Then, a new type of Bertrand curves
have been introduced in [12] and called (1,3)-Bertrand curves. We considered this
definition with integral curves and define (1,3)-Bertrand-direction curves and (1,3)-
Bertrand-donor curves. Necessary and sufficient conditions for a curve to be a (1,3)-
Bertrand-donor curve have been introduced. Moreover, we investigated whether
(1,3)-evolute-donor curves in E4 exist and show that there is no (1,3)-evolute-donor
curve in E4.
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A STUDY ON SET-CORDIAL GRAPHS

Sudev NADUVATH
Department of Mathematics, CHRIST (Deemed to be University), Bengaluru, INDIA

Abstract. For a non-empty ground set X, finite or infinite, the set-valuation

or set-labeling of a given graph G is an injective function f : V (G) → P(X),
where P(X) is the power set of the set X. In this paper, we introduce a new

type of set-labeling, called set-cordial labeling and study the characteristics of

graphs which admit the set-cordial labeling.

1. Introduction

For all terms and definitions, not defined specifically in this paper, we refer to [11]
and for further terminology on graph classes, we refer to [3]. Unless mentioned
otherwise, all graphs considered here are undirected, simple, finite and connected.

After the introduction of the notion of β-valuations of graphs in [8], studies on
graph labeling problems have emerged as a major research area. It is estimated that
more than two thousand research articles have been published since then. Interested
readers may refer to [6] for a detailed literature and for further investigation on
graph labeling problems.

As an extension of the number valuation of graphs, the notion of set-indexers of
graphs has been introduced in [1] as an injective set-valued function f : V (G) →
P (X) such that the induced function f∗ : E(G) → P (X)−{∅}, defined by f∗(uv) =
f(u)∗f(v) is also injective, where X is a non-empty set, P (X) is the power set of
X and ∗ is a binary operation between the elements of P (X). Note that in the
literature, ∗ is the symmetric difference of two sets. In [1], it is proved that every
graph admits a set-indexer.

In this paper, a set-labeling of a graph G is an injective function f : V (G) →
P (X). Motivated by the studies on the number valuations and set-valuations of
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graphs, mentioned above, in this paper, we introduce a particular type of set-
labeling called set-cordial labeling and study the characteristics of graphs which
admit this type of labeling.

2. Set-Cordial Graphs

We define the notion of the set-cordial labeling of a graph as follows:

Definition 1. Let X be a non-empty set and f : V (G) → P (X) be a set-labeling
defined on a graph G. Then, f is said to be a strict set-cordial labeling or simply,
a set-cordial labeling of G if |f(vi)| − |f(vj)| = ±1 for all vivj ∈ E(G). A graph
which admits a set-cordial labeling is called a set-cordial graph.

Definition 2. The minimum cardinality of a ground set X with respect to which
a given graph G admits a set-cordial labeling is called the set-cordiality index of G,
denoted by ς(G).

An illustration of set-cordial graphs is provided in Figure 1.

∅

{1}

{1, 2}

{2}

{2, 3}

{3}

{1, 3}

{4}

{3, 4}

Figure 1. An illustration to a set-cordial graph.

In Figure 1, it can be noticed that the set-cordial index of the graph G is 4 as
the minimal ground set is X = {1, 2, 3, 4}.

Next, we discuss the admissibility of set-cordial labeling by certain fundamental
graph classes. In order to consider set-cordial labelings on paths on n vertices, we
first show that the hypercube graph Qn contains a Hamiltonian path.

Lemma 1. Every hypercube graph Qn contains a Hamiltonian path. Furthermore,
if n ≥ 2, then Qn has a Hamiltonian cycle.

Proof. We first observe that Q1 = K2 and hence Q2 itself is a Hamiltonian path.
For any positive integer n ≥ 2, let v1 − v2 − . . .− v2n−1 be the list of vertices in a
Hamiltonian path in Qn−1. Then, the list of vertices

(v1, 0), (v2, 0), . . . , (v2n−1 , 0), (v2n−1 , 1), (v2n−1−1, 1), . . . , (v2, 1), (v1, 1)
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is a Hamiltonian path in Qn, and the list of vertices

(v1, 0), (v2, 0), . . . , (v2n−1 , 0), (v2n−1 , 1), (v2n−1−1, 1), . . . , (v2, 1), (v1, 1), (v1, 0)

is a Hamiltonian cycle in Qn as required. □

Recall that a connected bipartite graph G with bipartition (X,Y ), is called
Hamilton-laceable (see [9]), if it has a u−v Hamiltonian path for all pairs of vertices
u ∈ X and v ∈ Y . The hypercube Qn is a bipartite Cayley graph on the Abelian
group Zn

2 =
∏
n
Z2 with the natural generating set S = {(1, 0, 0, . . . , 0), (0, 1, 0, . . . , 0),

. . . , (0, 0, 0, . . . , 0, 1)}. It is proved in [4] that a connected bipartite Cayley graph
on an Abelian group is Hamiltonian laceable.

In view of the above-mentioned concepts, the following theorem discusses the
admissibility of set-cordial labeling by a path and the corresponding set-cordiality
index.

Theorem 1. Every path Pn is set-cordial. Furthermore, ς(Pn) = ⌈log2 n⌉.

Proof. Let Pn denotes a path of order n, whose vertices are consecutively named
by v1, v2, . . . , vn. Let X = {x1, x2, . . . , xn−1} be the ground set for labeling. Start
labeling the vertex v1 by the empty set ∅. For 2 ≤ i ≤ n, label vertices vi by the set
{x1, x2, . . . , xi−1}. Clearly, f(vi+1)− f(vi) = {xi−1} for 0 ≤ i ≤ n− 1. Therefore,
f is a set-cordial labeling of Pn.

Let k = ⌈log2 n⌉. Then n ≤ 2k < 2n. By Lemma 1, let v1, v2, . . . , v2k be the list
of vertices in a Hamiltonian path in the hypercube Qk. Let X = {1, 2, 3, . . . , k}.
We can identify each vertex of Qk with a unique element in P (X) and hence we
identify the path Pn with the subpath v1−v2−. . .−vn in Qk. Thus, the set-labeling
on Pn given by f(vi) = vi is a set-cordial labeling on Pn. Since n > 2k−1, there is
no set-labeling on Pn that uses a ground set with fewer than k elements. Hence,
ς(Pn) = k = ⌈log2 n⌉. This completes the proof. □

Theorem 2. A graph G admits a set-cordial labeling if and only if G is bipartite.

Proof. Let G be a bipartite graph with bipartition (X,Y ). Choose the set N of
natural numbers as the ground set for labeling. For any positive integer k, assign
distinct k-element subsets of N to distinct vertices in X and distinct (k+1)-element
subsets of N to distinct vertices in X. Clearly, this labeling is a set-cordial labeling
of G.

Conversely, assume that G is a set-cordial graph and let f : V (G) → P (A) be a
set-cordial labeling on G. Let X and Y be the partite sets of G defined by

X = {v ∈ V (G) : |f(v)| is even; and}
Y = {v ∈ V (G) : |f(v)| is odd}.

Let u, v ∈ X. Since f(u) and f(v) have an even number of elements, |f(u)| −
|f(v)| is even. Thus, |f(u)| − |f(v)| ≠ ±1. Hence, X is an independent set. A
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similar argument shows that Y is also an independent set. Since V (G) = X ∪ Y ,
G is bipartite, completing the proof. □

The following theorem characterises the cycles which admit set-cordial labeling.

Theorem 3. A cycle Cn admits a set-cordial labeling if and only if n is even.
Furthermore, ς(Pn) = ⌈log2 n⌉.

Proof. First part of the theorem is an immediate consequence of Theorem 2. Hence,
we shall now determine the set-cordiality index of cycles. By Lemma 1, let v1, v2, . . . , v2k
be the list of vertices in a Hamiltonian path in the hypercube Qk. Let X =
{1, 2, 3, . . . , k}.

Let n = 2m,m ∈ N0 and k = ⌈log2 n⌉. Then, by Lemma 1, we have a list of
vertices

(v1, 0), (v2, 0), . . . , (v2k−1 , 0), (v2k−1 , 1), (v2k−1−1, 1), . . . , (v2, 1), (v1, 1), (v1, 0),

which are in a Hamiltonian path in Qk, where v1, v2, . . . , v2k−1 are the vertices in
the Hamiltonian path in the hypercube Qk−1. Also, we can identify a cycle of
length n = 2m in Qk, whose vertices are

(v1, 0), (v2, 0), . . . , (vm−1, 0), (vm, 0), (vm, 1), (vm−1, 1), . . . , (v2, 1), (v1, 1), (v1, 0).

Now, let X = {1, 2, 3, . . . , k}. As explained in the proof of Theorem 1, we can
identify each vertex of Qk with a unique element in P (X) and hence we identify
the cycle Cn with the sub-cycle in Qk. Thus, the set-labeling on Cn given by
f(vi, j) = (vi, j) is a set-cordial labeling on Cn. Since n > 2k−1, in this case also,
we have no set-labeling on Cn that uses a ground set with fewer than k elements.
Hence, ς(Cn) = k = ⌈log2 n⌉, completing the proof. □

In view of Theorem 2, we notice that graphs consisting of odd cycles will not
admit set-cordial labelings. Therefore, the fundamental graph classes like wheel
graphs, friendship graphs and helm graphs do not admit a set-cordial labeling.
Also, we note that a complete graph Kn admits a set-cordial labeling if and only if
n ≤ 2.

Suppose that a and b are positive integers such that a ≤ b. Let α = α(a, b) be
the smallest positive integer such that

a ≤
(
2α

α

)
and b ≤

(
2α

α− 1

)
+

(
2α

α+ 1

)
.

Similarly, define β = β(a, b) as the smallest positive integer such that

a ≤
(
2β + 1

β + 1

)
and b ≤

(
2β + 1

β

)
+

(
2β + 1

β + 2

)
.

Using the above notations,the set-cordiality index of a complete bipartite graph
is determined in the following theorem.
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Theorem 4. A complete bipartite graph Ka,b, where a ≤ b, admits a set-cordial
labeling. Furthermore, ς(Ka,b) = min{2α, 2β + 1}.

Proof. Let (A,B) be the bipartition of Ka,b such that |A| = a ≤ |B| = b. Assume
that f is a set-cordial labeling of Ka,b with respect to the minimal ground set X.
Then, f(vi) can be an empty set, a single set or a 2-element set. We try to label
the vertices of A by singleton subsets of the ground set X and label one vertex of
B with empty set and other vertices by 2-element subset of X. This labeling is
possible only when b − 1 is less than or equal to the number of 2-element subsets
of the set

⋃
v∈A

f(v). If this condition holds, then f is a set-cordial labeling which

yields the minimum ground set
⋃

v∈A

f(v). If this condition does not hold, we cannot

label the vertices in A by singleton subsets of X and as a result, the vertices of
B must be labeled by singleton subsets of X. In this case, a − 1 will be less than
the number 2-element combinations of the set

⋃
v∈B

f(v) and f will be a set-cordial

labeling of Ka,b.
Now, we shall determine the set-cordiality number of Ka,b. Here, the following

two cases are to be addressed.

Case-1: Let n be even, say n = 2m,m ∈ N0. Let X be a set containing n = 2m
elements, and let f : V (Ka,b) → P (X) be a set-cordial labeling on Ka,b. Suppose
that there exists a vertex u0 in one partite set of Ka,b such that |f(u0)| = k, and
there exist vertices v0 and w0 in the other partite set ofKa,b such that |f(v0)| = k−1
and |f(w0)| = k + 1. Since |f(u)| − |f(v0)| = ±1 and |f(u)| − |f(w0)| = ±1 for all
u in the first partite set, we have |f(u)| = k, for all u in the first partite set. Since
|f(v)|−|f(u0)| = ±1, for all v in the second partite set, we have either |f(v)| = k−1
or |f(v)| = k + 1. Since a ≤ b and(

2m

k

)
≤

(
2m

k − 1

)
+

(
2m

k + 1

)
,

we have

a ≤
(
2m

k

)
and b ≤

(
2m

k − 1

)
+

(
2m

k + 1

)
.

Since for all 1 ≤ k ≤ 2m− 1, (
2m

k

)
≤

(
2m

m

)
,

we have k = m. Thus, ς(Ka,b) = 2m = 2α.
Case-2: Let n be odd, say n = 2m + 1,m ∈ N0. Let X be a set containing

n = 2m+1 elements and let f : V (Ka,b) → P (X) be a set-cordial labeling on Ka,b.
An argument similar to that in the above paragraph shows that we have |f(u)| = k,
for all u in one partite set, and either |f(v)| = k − 1 or |f(v)| = k + 1 for all v in
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the other partite set. Since a ≤ b and(
2m+ 1

k

)
≤

(
2m+ 1

k − 1

)
+

(
2m+ 1

k + 1

)
,

we have

a ≤
(
2m+ 1

k

)
and b ≤

(
2m+ 1

k − 1

)
+

(
2m+ 1

k + 1

)
.

Since for all 1 ≤ k ≤ 2m, (
2m+ 1

k

)
≤

(
2m+ 1

m+ 1

)
,

we have k = m+ 1. Thus, ς(Ka,b) = 2m+ 1 = 2β + 1. From, the above two cases,
we have ς(Ka,b) = min{2α, 2β + 1}, completing the proof. □

Figure 2 illustrates a set-cordial labeling of a complete bipartite graph K6,7, with
respect to the ground set X = {1, 2, 3, 4}.

{1, 2} {1, 3} {1, 4} {2, 3} {2, 4} {3, 4}

{1} {1, 2, 3} {2} {1, 2, 4} {3} {1, 3, 4} {4}

Figure 2. An illustration to a set-cordial labeling of K6,7.

3. Glutting Number of a Graph

As a consequence of Theorem 2, non-bipartite graphs do not admit a set-cordial
labeling. But, by the removal of certain edges from the graph will make the graph
set-cordial. Hence, we have the following notion:

Definition 3. The glutting number of a graph G, denoted by ξ(G), is the minimum
number of edges of G to be removed so that the reduced graph admits a set-cordial
labeling.

In view of Theorem 2, we note that the glutting number of a bipartite graph is
0. Therefore, ξ(Pn) = 0.
The following discusses the glutting number of a cycle Cn.
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Proposition 1.

ξ(Cn) =

{
0; if n is even

1; if n is odd.

Proof. The proof is straight forward from Theorem 3. □

We shall now discuss the glutting number of certain fundamental graph classes.
Recall that a wheel graph is defined by W1,n = K1 + Cn. The following result
discusses the glutting number of a wheel graph.

Proposition 2. ξ(W1,n) =

{
n
2 ; if n is even;
n+1
2 if n is odd.

Proof. Note that every edge incident on the central vertex of W1,n is contained
in exactly two triangles of W1,n. So, removal of any such edge will result in the
removal of two triangles in Wn. Also, there are n triangles in W1,n. Here, we have
to address the following two cases:

Case-1: Let n be even. Then, we need to remove n
2 edges incident on the central

vertex to make the graph triangle free. Then, the reduced graph has girth 4 and
has no odd cycles. Hence, in this case, ξ(W1,n) =

n
2 .

Case-2: Let n be odd. Then, the outer cycle Cn is an odd cycle and hence one
edge, say e, must be removed from Cn. Now, there exist n − 1 triangles in the
graph Wn − e. Since, n− 1 is even, we need to remove n−1

2 edges from Wn − e to
make it triangle free. After the removal of this much edges, the reduced graph has
girth 4 and has no odd cycles (see Figure 3, for example). Therefore, in this case,
ξ(Wn) = 1 + n−1

2 = n+1
2 . □

A helm graph H1,n is the graph obtained from a wheel graph W1,n by attaching
one pendant edge to each vertex of the outer cycle Cn of Wn. Then, we have

Proposition 3. ξ(H1,n) =

{
n
2 ; if n is even;
n+1
2 if n is odd.

Proof. The proof is exactly as in the proof of Theorem 2. □

A closed helm CH1,n is the graph obtained from a helm graph Hn by joining the
pendant vertices of Hn so as to form an outer cycle of length n. Then, we have

Proposition 4. ξ(Hn) =

{
n
2 ; if n is even;
n+3
2 if n is odd.

Proof. In CHn, the central vertex is contained in all triangles. Hence, the only
thing to be noted here is that if n is odd, we need to remove one edge each from
inner and outer cycles. Then, the proof is exactly as in the proof of Theorem 2. □

The following theorem determines the glutting number of a complete graph Kn.
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Theorem 5. ξ(Kn) =

{
1
4n(n− 2); if n is even;
1
4 (n− 1)2; if n is odd.

Proof. Consider the complete graph Kn. Let G be a spanning subgraph of Kn such
that ξ(Km) = |E(Kn)| − |E(G)|. By Theorem 2, G is bipartite. Since |E(Kn)| −
|E(G)| is a minimum among all bipartite spanning subgraphs G of Kn, G is a
complete bipartite spanning subgraph of Kn. Let A and B be partite vertex sets
of G such that |A| = k and |B| = m − k. Since A and B are independent sets in
G, we have

ξ(Kn) =
1

2
k(k − 1) +

1

2
(n− k)(n− k − 1)

=
n2

4
− n

2
+

(
k − n

2

)2

Here, we have to address the following cases:
Case-1: Let n even. Thus, there exists a positive integer m such that n = 2m.

Then, ξ(Kn) = n2 − n + (k − n)2. This value is a minimum when k = m. Thus,

ξ(Kn) = m2 −m = n2−n
4 .

Case-2: Suppose n is odd. Let m be the positive integer such that n = 2m+ 1.
Then, ξ(Kn) = n2 − 1

4 +(k−n− 1
2 )

2. This value is a minimum when either k = m

or k = m+ 1. Thus ξ(Kn) = m2 = (n−1)2

4 . This completes the proof. □

4. Some Variations of Set-Cordial Labeling

Definition 4. Let X be a non-empty set and f : V (G) → X be a set-labeling
defined on a graph G. Then, f is said to be a weakly set-cordial labeling of G if
||f(vi)| − |f(vj)|| ≤ 1 for all vivj ∈ E(G). A graph which admits a set-cordial
labeling is called a weakly set-cordial graph.

Theorem 6. Every graph G admits a weakly set-cordial labeling.

Proof. If G is bipartite, the theorem follows by Theorem 2. So, let G be a non-
bipartite graph. Let I and be a maximal independent of G. Then, it is possible to
choose the ground set X, sufficiently large, in such a way that

(i) all vertices in G− I can be labeled by distinct singleton subsets of X,
(ii) one vertex of I is labeled by the empty set and other vertices can be labeled

by distinct 2-element subsets of X.

Clearly, this labeling will be a set-cordial labeling of G, completing the proof. □

Observation 7. It can be noted that the glutting number of G is equal to the
number of edges uv in G having | |f(u)| − |f(v)| | = 0, with respect to a weakly
set-cordial labeling f .

Figure 3 depicts a weakly set-cordial labeling of a wheel graph. The dashed lines
represent the edges uv with | |f(u)| − |f(v)| | = 0.
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∅

{x2}

{x1, x2}

{x3}

{x2, x3}

{x4}

{x1, x3} {x5}

{x6}

{x1}

Figure 3. A weakly set-cordial labeling of a wheel graph.

5. Conclusion

In this article, we have introduced a particular type of set-labeling, called set-
cordial labeling, of graphs and discussed certain properties of graphs which admits
this type type of labeling. A couple of new graph parameters, related to the set-
cordial labeling have also been introduced. These graph parameters seem to be
promising for further studies. The set-cordial labeling of the operations, products
and certain derived graphs of given set-cordial graphs can also be studied in detail.
The newly introduced parameters can also be studied. All these facts highlight the
wide scope for further research in this area.
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THE COMPLEMENTARY NABLA BENNETT-LEINDLER

TYPE INEQUALITIES
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Abstract. We aim to find the complements of the Bennett-Leindler type
inequalities in nabla time scale calculus by changing the exponent from 0 < ζ <

1 to ζ > 1. Different from the literature, the directions of the new inequalities,

where ζ > 1, are the same as that of the previous nabla Bennett-Leindler type
inequalities obtained for 0 < ζ < 1. By these settings, we not only complement

existing nabla Bennett-Leindler type inequalities but also generalize them by
involving more exponents. The dual results for the delta approach and the

special cases for the discrete and continuous ones are obtained as well. Some

of our results are novel even in the special cases.

1. Introduction

The theory of inequalities containing series or integrals has been shown to be of
great importance due to their effective usage in differential equations and in their
applications after the celebrated discrete and continuous inequalities of Hardy have
been obtained. In 1920, when Hardy [24] tried to find a simple and elementary
proof of Hilbert’s inequality [32]

∞∑
n=1

∞∑
m=1

amcn
m+ n

≤ π

( ∞∑
m=1

a2m

)1/2( ∞∑
n=1

c2n

)1/2

,
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where am, cn ≥ 0 and

∞∑
m=1

a2m and

∞∑
n=1

c2n are convergent, he showed the following

pioneering discrete inequality

∞∑
j=1

(
1

j

m∑
i=1

c(i)

)ζ

≤
(

ζ

ζ − 1

)ζ ∞∑
j=1

cζ(j), c(j) ≥ 0, ζ > 1 (1)

and pioneering continuous inequality for a nonnegative function Γ and for a real
constant ζ > 1, as∫ ∞

0

(
1

t

∫ t

0

Γ(s)ds

)ζ

dt ≤
(

ζ

ζ − 1

)ζ ∫ ∞

0

Γζ(t)dt, (2)

where

∫ ∞

0

Γζ(t)dt < ∞. In fact, Hardy only stated inequality (2) in [24] but did

not prove it. Later in 1925, the proof of inequality (2), which depends on the
calculus of variations, was shown by Hardy in [25].

The constant
(

ζ
ζ−1

)ζ
that appears in the above inequalities also has been found

as the best possible one, since if it is replaced by a smaller constant then inequalities
(1) and (2) are not fulfilled anymore for the involved sequences and functions,
respectively.

Hardy et al. [26, Theroem 330] developed inequality (2) and derived the following
integral inequality for a nonnegative function Γ as∫ ∞

0

Ψζ(t)

tθ
dt ≤

∣∣∣∣ ζ

θ − 1

∣∣∣∣ζ ∫ ∞

0

Γζ(t)

tθ−ζ
dt, ζ > 1, (3)

where Ψ(t) =


∫ t

0

Γ(s)ds, if θ > 1,∫ ∞

t

Γ(s)ds, if θ < 1.

The exhibition of the results containing the improvements, generalizations and
applications of the discrete and continuous Hardy inequalities can be found in the
books [7, 26,32,33,38] and references therein.

Since various generalizations and numerous variants of the discrete Hardy in-
equality (1) exist in the literature, all of which can not be covered here, we only
focus on the extensions which have been established by Copson [15, Theorem 1.1,
Theorem 2.1]. We refer these inequalities as Hardy-Copson type inequalities. The
discrete Hardy inequality (1) or Copson’s discrete inequalities were generalized
in [9, 14,34–37] and references therein.

The investigation of the reverse Hardy-Copson inequalities, which are called
Bennett-Leindler inequalities, were started almost at the same time with the origi-
nal inequalities.
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The first reverse discrete Hardy-Copson inequalities were obtained by Hardy and
Littlewood [23] in 1927 for 0 < ζ < 1 without finding the best possible constants.
Then Copson [15], Bennett [10] and Leindler [35] established discrete Bennett-
Leindler inequalities by means of the following: Assume that the sequences z and
h are nonnegative. If 0 < ζ < 1, then

∞∑
m=1

z(m)[
G(m)

]θ
 ∞∑

j=m

h(j)z(j)

ζ

≥ ζζ
∞∑

m=1

z(m)hζ(m)
[
G(m)

]ζ−θ
, 0 ≤ θ < 1,

(4)

where G(m) =

m∑
j=1

z(j) and

∞∑
m=1

z(m)[
G(m)

]θ
 ∞∑

j=m

h(j)z(j)

ζ

≥
(

ζ

1− θ

)ζ ∞∑
m=1

z(m)hζ(m)
[
G(m)

]ζ−θ
, θ < 0

(5)

and for 0 < L ≤ z(m)

z(m+ 1)
,

∞∑
m=1

z(m)[
G(m)

]θ
 m∑

j=1

h(j)z(j)

ζ

≥
(

Lζ

θ − 1

)ζ ∞∑
m=1

z(m)hζ(m)
[
G(m)

]ζ−θ
, θ > 1.

(6)
There are some results in [36] about the reverse discrete Hardy-Copson inequalities
different than the above ones and in [19] about finding conditions on the sequence
z(m) for 0 < ζ < 1 to obtain best possible constant.

The following results are interesting due to the fact that in contrast to the
literature, discrete Bennett-Leindler inequalities were obtained for ζ > 1, which
is the same interval as for the Hardy-Copson inequalities. In 1986, Renaud [45]
established the following discrete Bennett-Leindler inequality for the nonnegative
and nonincreasing sequence h(m) whenever ζ > 1 as

∞∑
m=1

1

mζ

 m∑
j=1

h(j)

ζ

≥ Z(ζ)

∞∑
m=1

hζ(m), (7)

where Z(ζ) is Riemann-Zeta function.
Similar to the discrete Hardy inequality (1), the continuous versions (2) or (3)

have attracted many mathematicians’ interests and expansions of these continuous
inequalities have appeared in the literature. The first continuous refinements were
obtained by Copson [16, Theorem 1, Theorem 3] and after these results many papers
were devoted to continuous analogues and continuous improvements of the discrete
Hardy-Copson inequalities, see [8, 27,39,41,42].
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The first continuous Bennett-Leindler inequality, which is the reverse version of
the continuous Hardy-Copson inequality (3), when θ = ζ, was established in [26,

Theorem 337] for 0 < ζ < 1 and for H(t) =

∫ ∞

t

h(s)ds as

∫ ∞

0

H
ζ
(t)

tζ
dt ≥

(
ζ

1− ζ

)ζ ∫ ∞

0

hζ(t)dt, h(t) ≥ 0. (8)

Then Copson derived continuous analogues of the discrete Bennett-Leindler in-
equalities (5) and (6), which are called continous Bennett-Leindler inequalities,
in [16, Theorem 4, Theorem 2], respectively, for z(t) ≥ 0 and h(t) ≥ 0 and

G(t) =

∫ t

0

z(s)ds, H(t) =

∫ t

0

z(s)h(s)ds, H(t) =

∫ ∞

t

z(s)h(s)ds in the follow-

ing manners: If 0 < ζ ≤ 1, θ < 1 then∫ b

0

z(t)

[G(t)]θ
[H(t)]ζdt ≥

(
ζ

1− θ

)ζ ∫ b

0

z(t)[G(t)]ζ−θhζ(t)dt, 0 < b ≤ ∞. (9)

If 0 < ζ ≤ 1 < θ, a > 0, then∫ ∞

a

z(t)

[G(t)]θ
[H(t)]ζdt ≥

(
ζ

θ − 1

)ζ ∫ ∞

a

z(t)[G(t)]ζ−θhζ(t)dt. (10)

Unlike the above classical results, for ζ > 1, the continuous counterpart of the
discrete Bennett-Leindler inequality (7) was obtained in [45] as follows: Let ζ > 1
and for nonnegative and decreasing function h, we have∫ ∞

0

1

tζ

[∫ t

0

h(s)ds

]ζ
dt ≥ ζ

ζ − 1

∫ ∞

0

hζ(t)dt. (11)

Following the development of the time scale concept [6, 12, 13, 20, 21], the analysis
of dynamic inequalities have become a popular research area and most classical
inequalities have been extended to an arbitrary time scale. The surveys [1, 46]
and the monograph [3] can be used to see these extended dynamic inequalities
for delta approach. Although the nabla dynamic inequalities are less attractive
compared to the delta ones, some of the nabla dynamic inequalities can be found
in [5, 11,22,40,43].

The growing interest to Hardy-Copson type inequalities take place in the time
scale calculus as well and delta unifications of these inequalities are established in
the book [4] and in the articles [2,18,44,47,48,50–54] whereas their nabla counter-
parts and extensions can be seen in [29–31] for ζ > 1.

In the delta time scale calculus, the reverse Hardy-Copson type inequalities,
which are called delta Bennett-Leindler inequalities, can be found in [17,47,49,54,55]
for 0 < ζ < 1. These results are unifications of discrete and continuous Bennett-
Leindler inequalities mentioned above except the ones in [45]. In addition to delta
calculus, the above discrete and continuous Bennett-Leindler inequalities can be
unified by nabla calculus and the previous reverse Hardy-Copson type inequalities
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can be obtained for the nabla case, see [28] for 0 < ζ < 1. Then these inequalities
are called nabla Bennett-Leindler inequalities.

For our further purposes, we will show the nabla Bennett-Leindler inequalities
established for 0 < ζ < 1 in [28] and use them in the sequel. As is customary, ρ
denotes the backward jump operator and fρ(t) = (f ◦ ρ)(t) = f(ρ(t)).

The following theorem presented in [28, Theorem 3.1] asserts a nabla analogue of
the delta Bennett-Leindler type inequalities given in [55, Theorem 2.1] for 0 < ζ < 1.

Theorem 1. [28] For nonnegative functions z and h, let us define the functions

G(t) =

∫ ∞

t

z(s)∇s and H(t) =

∫ t

a

z(s)h(s)∇s. If θ ≤ 0 < ζ < 1, then∫ ∞

a

z(t)

[Gρ(t)]θ
[H(t)]ζ∇t ≥

(
ζ

1− θ

)ζ ∫ ∞

a

z(t)hζ(t)[Gρ(t)]ζ−θ∇t. (12)

The following theorem presented in [28, Theorem 3.9] asserts a nabla analogue of
the delta Bennett-Leindler type inequalities given in [55, Theorem 2.3] for 0 < ζ < 1.

Theorem 2. [28] For nonnegative functions z and h, let us define the functions

G(t) =

∫ t

a

z(s)∇s and H(t) =

∫ ∞

t

z(s)h(s)∇s. If θ ≤ 0 < ζ < 1, then∫ ∞

a

z(t)

[G(t)]θ
[H

ρ
(t)]ζ∇t ≥

(
ζ

1− θ

)ζ ∫ ∞

a

z(t)hζ(t)[G(t)]ζ−θ∇t. (13)

The following theorem presented in [28, Theorem 3.12] asserts a nabla analogue of
the delta Bennett-Leindler type inequalities given in [55, Theorem 2.4] for 0 < ζ < 1.

Theorem 3. [28] For nonnegative functions z and h, let us define the functions

G(t) =

∫ t

a

z(s)∇s and H(t) =

∫ t

a

z(s)h(s)∇s. For L = inf
t∈T

G
ρ
(t)

G(t)
> 0, if 0 < ζ <

1 < θ, then∫ ∞

a

z(t)

[G(t)]θ
[H(t)]ζ∇t ≥

(
ζLθ

θ − 1

)ζ ∫ ∞

a

z(t)hζ(t)[G(t)]ζ−θ∇t. (14)

The following theorem presented in [28, Theorem 3.4] asserts a nabla analogue of
the delta Bennett-Leindler type inequalities given in [55, Theorem 2.2] for 0 < ζ < 1.

Theorem 4. [28] For nonnegative functions z and h, let us define the functions

G(t) =

∫ ∞

t

z(s)∇s and H(t) =

∫ ∞

t

z(s)h(s)∇s. If 0 < ζ < 1 < θ, then∫ ∞

a

z(t)

[Gρ(t)]θ
[H

ρ
(t)]ζ∇t ≥

(
ζ

θ − 1

)ζ ∫ ∞

a

z(t)hζ(t)[Gρ(t)]ζ−θ∇t. (15)

Although delta and nabla Bennett-Leindler type inequalities for the case 0 <
ζ < 1 have been deeply analyzed, the case ζ > 1 has been investigated neither
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via nabla and delta approaches nor for continuous and discrete cases. Hence the
main aim of this article is to complement aforementioned Bennett-Leindler type
inequalities obtained for 0 < ζ < 1 to the case ζ > 1 by using nabla and delta
time scale calculi without changing the directions of the inequalities derived for
0 < ζ < 1. We preserve the directions of the known inequalities since otherwise
we obtain the reverse Bennett-Leindler type inequalities, which are called Hardy-
Copson type inequalities and have already been established for the case ζ > 1
in delta [53] and nabla settings [29]. Our results are inspired by the papers [28]
and [55] which contain nabla and delta Bennett-Leindler type inequalities for the
case 0 < ζ < 1. We notice that the cases θ ≤ 0 and θ > 1 were considered in [28]
and [55] while the case 0 ≤ θ < 1 was not investigated therein. By taking account
of another constant η ≥ 0, we not only generalize the nabla and delta Bennett-
Leindler type inequalities presented in [28] and [55] for η ≥ 0, but also complement
them from the case 0 < ζ < 1 to the case ζ > 1. Furthermore novel discrete
and continuous Bennett-Leindler type inequalites, which are complementary and
generalized inequalities of inequalities (4)-(11), are established for ζ > 1 and η ≥ 0.

The organization of this paper can be seen as follows. The nabla time scale
calculus and its main properties are introduced in Section 2. The delta version can
be obtained similarly. The contribution of Section 3, which includes the main result,
is to extend the recently developed nabla and delta results, which were established
for 0 < ζ < 1 and presented in [28,55], to the case ζ > 1 by using the properties of
nabla and delta derivatives and integrals. Then the special cases of the nabla and
delta ζ > 1 type inequalities, which are continuous and discrete inequalities, are
stated.

2. Preliminaries

This section is devoted to present the main definitions and theorems of the nabla
time scale calculus. The fundamental theories of the delta and nabla calculi can be
found in [6, 12].

If T ̸= ∅ is a closed subset of R, then T is called a time scale. If t > inf T, we
define the backward jump operator ρ : T → T by ρ(t) := sup {τ < t : τ ∈ T} . The
backward graininess function ν : T → R+

0 is defined by ν(t) := t− ρ(t), for t ∈ T.
The ∇-derivative of Γ : T → R at the point t ∈ Tκ = T/[inf T, σ(inf T)) denoted

by Γ∇(t) is the number enjoying the property that for all ϵ > 0, there exists a
neighborhood V ⊂ T of t ∈ Tκ such that

|Γ(s)− Γ(ρ(t))− Γ∇(t)(s− ρ(t))| ≤ ϵ|s− ρ(t)|

for all s ∈ V.
The nabla derivative satisfies the following.

Lemma 1. [6, 12] Let Λ : T → R and t ∈ Tκ.
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(1) If Λ is continuous at a left scattered point t, then Λ is nabla differentiable

at t with Λ∇(t) =
Λ(t)− Λ(ρ(t))

ν(t)
.

(2) Λ is nabla differentiable at a left dense point t if and only if the limit

Λ∇(t) = lim
s→t

Λ(t)− Λ(s)

t− s
exists as a finite number.

(3) If Λ is nabla differentiable at t, then Λρ(t) = Λ(t)− ν(t)Λ∇(t).

A function Γ : T → R is ld-continuous if it is continuous at each left-dense points
in T and lim

s→t+
Γ(s) exists as a finite number for all right-dense points in T. The set

Cld(T,R) denotes the class of real, ld-continuous functions defined on a time scale
T.

If Γ ∈ Cld(T,R), then there exists a function Γ(t) such that Γ
∇
(t) = Γ(t) and

the nabla integral of Γ is defined by

∫ b

a

Γ(s)∇s = Γ(b)− Γ(a).

Some of the properties of the nabla integral are gathered next.

Lemma 2. [6, 12] Let t1, t2, t3 ∈ T with t1 < t3 < t2 and a, b ∈ R. If Λ,Γ : T → R
are ld-continuous, then

1)

∫ t2

t1

[aΛ(s) + bΓ(s)]∇s = a

∫ t2

t1

Λ(s)∇(s) + b

∫ t2

t1

Γ(s)∇s.

2)

∫ t1

t1

Λ(s)∇(s) = 0.

3)

∫ t3

t1

Λ(s)∇s+

∫ t2

t3

Λ(s)∇s =

∫ t2

t1

Λ(s)∇s = −
∫ t1

t2

Λ(s)∇s.

4) integration by parts formula holds:∫ t2

t1

Λ(s)Γ∇(s)∇s = Λ(t2)Γ(t2)− Λ(t1)Γ(t1)−
∫ t2

t1

Λ∇(s)Γ(ρ(s))∇s.

Lemma 3 (Hölder’s inequality). [40] Let t1, t2 ∈ T. For Λ,Γ ∈ Cld([t1, t2]T,R) and
for constants κ,ϖ > 1 with

1

κ
+

1

ϖ
= 1, Hölder’s inequality

∫ t2

t1

|Λ(s)Γ(s)|∇s ≤
[∫ t2

t1

|Λ(s)|κ∇s

]1/κ [∫ t2

t1

|Γ(s)|ϖ∇s

]1/ϖ
holds true.

If 0 < κ < 1 or κ < 0 with
1

κ
+

1

ϖ
= 1, then the reversed Hölder’s inequality

∫ t2

t1

|Λ(s)Γ(s)|∇s ≥
[∫ t2

t1

|Λ(s)|κ∇s

]1/κ [∫ t2

t1

|Γ(s)|ϖ∇s

]1/ϖ
(16)

is satisfied.
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Lemma 4 (Chain rule for the nabla derivative). [22] If Λ : R → R is continuously
differentiable and Γ : T → R is nabla differentiable, then Λ◦Γ is nabla differentiable
and

(Λ ◦ Γ)∇(s) = Γ∇(s)

[∫ 1

0

Λ′(Γ(ρ(s)) + hν(s)Γ∇(s))dh

]
.

3. Bennett-Leindler type inequalities

In the sequel, we will obtain several Bennett-Leindler type inequalities for non-
negative, ld-continuous, ∇-differentiable and locally nabla integrable functions z
and h and for the functions G,H,G and H defined in Theorem 1-Theorem 4.

The next theorem, which is proven for ζ > 1, η ≥ 0 and η + θ ≤ 0, provides
complements and generalizations of some of the abovementioned Bennett-Leindler
type inequalities given for 0 < ζ < 1, η = 0 and θ ≤ 0. These previous Bennett-
Leindler type inequalities are listed as follows:

(a) The discrete inequality obtained by Saker et al. [55, Remark 2] or Kayar et
al. [28, Remark 3.3].

(b) The continuous inequality obtained by Saker et al. [55, Remark 1] or Kayar
et al. [28, Remark 3.2].

(c) The delta counterpart of the nabla inequality (12) in Theorem 1 obtained
by Saker et al. [55, Theorem 2.1].

(d) The nabla inequality (12) in Theorem 1 obtained by Kayar et al. [28, The-
orem 3.1].

Theorem 5. Let the functions z, h,G and H be defined as in Theorem 1. For a

constant L1 > 0, assume that
Gρ(t)

G(t)
≤ L1 for t ∈ (a,∞)T. Let ζ > 1, η ≥ 0 be real

constants. If η + θ ≤ 0, then we have

(1)∫ ∞

a

z(t)[Hρ(t)]η+ζ

[G(t)]η+θ
∇t ≥ Lη+θ

1 (η + ζ)

1− η − θ

∫ ∞

a

z(t)h(t)[Hρ(t)]η+ζ−1

[G(t)]η+θ−1
∇t, (17)

∫ ∞

a

z(t)[Hρ(t)]η+ζ

[G(t)]η+θ
∇t ≥

[
Lη+θ
1 (η + ζ)

1− η − θ

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[Hρ(t)]η+ζ− 1
ζ

[G(t)]η+θ− 1
ζ

∇t.

(18)
(2)∫ ∞

a

z(t)[Hρ(t)]η+ζ

[Gρ(t)]η+θ
∇t ≥ η + ζ

1− η − θ

∫ ∞

a

z(t)h(t)[Hρ(t)]η+ζ−1

[G(t)]η+θ−1
∇t, (19)

∫ ∞

a

z(t)[Hρ(t)]η+ζ

[Gρ(t)]η+θ
∇t ≥

[
Lη+θ−1
1 (η + ζ)

1− η − θ

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[Hρ(t)]η+ζ− 1
ζ

[Gρ(t)]η+θ− 1
ζ

∇t.

(20)
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Proof. The same methodology used in the proof of [28, Theorem 3.1] works for the
proof of this theorem except some steps.

(1) We start by the following equation similar to (3.2) in the proof of [28,
Theorem 3.1] as∫ ∞

a

z(t)[Hρ(t)]η+ζ

[G(t)]η+θ
∇t =

∫ ∞

a

−u(t)
[
Hη+ζ(t)

]∇ ∇t, (21)

where u(t) = −
∫ ∞

t

z(s)

[G(s)]η+θ
∇s. Observe that since η + ζ > 1,

[Hη+ζ(t)]∇ ≥ (η + ζ)z(t)h(t)[Hρ(t)]η+ζ−1, (22)

which is different than (3.3) in the proof of [28, Theorem 3.1]. In our case,
when η + θ ≤ 0, since[

G1−η−θ(t)
]∇ ≥ −(1− η − θ)

z(t)

[Gρ(t)]η+θ
≥ −(1− η − θ)

z(t)

Lη+θ
1 [G(t)]η+θ

,

using (22) and

−u(t) =

∫ ∞

t

z(s)∇s

[G(s)]η+θ
≥
∫ ∞

t

−Lη+θ
1

[
G1−η−θ(s)

]∇ ∇s

1− η − θ
=

Lη+θ
1 [G(t)]1−η−θ

1− η − θ

in (21) implies the desired result (17). In order to obtain inequality (18), we
apply reversed Hölder inequality (16) to inequality (17) with the constants
1

ζ
< 1 and

1

1− ζ
< 0.

(2) When the above process is repeated for the left hand side of inequality (19)

with u(t) = −
∫ ∞

t

z(s)

[Gρ(s)]η+θ
∇s, the desired results can be obtained.

□

Remark 1. The nabla Bennett-Leindler type inequalities (17)-(20) obtained for
ζ > 1, η ≥ 0 and η + θ ≤ 0 are complements and generalizations of the nabla
Bennett-Leindler type inequalities given in [28, Theorem 3.1] for 0 < ζ < 1, η = 0
and θ ≤ 0.

Corollary 1. From inequalities (17)-(20) obtained by the nabla calculus, we can
get the dual inequalities in the delta setting by replacing Gρ, G,Hρ, H presented in
Theorem 1 by G,Gσ, H,Hσ, repectively, where

G(t) =

∫ ∞

t

z(s)∆s and H(t) =

∫ t

a

z(s)h(s)∆s (23)

and σ : T → T denotes the forward jump operator defined by σ(t) := inf {τ > t : τ ∈ T}
with fσ(t) = (f ◦ σ)(t) = f(σ(t)).
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Let z and h be nonnegative functions and G and H be defined as in (23). For

a constant M1 > 0, assume that
G(t)

Gσ(t)
≤ M1 for t ∈ (a,∞)T. In this case for

ζ > 1, η ≥ 0 and η + θ ≤ 0, nabla Bennett-Leindler type inequalities (17)-(20)
become novel delta Bennett-Leindler type inequalities, two of which obtained from
(18) and (20) can be written as follows∫ ∞

a

z(t)[H(t)]η+ζ

[Gσ(t)]η+θ
∆t ≥

[
Mη+θ

1 (η + ζ)

1− η − θ

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[H(t)]η+ζ− 1
ζ

[Gσ(t)]η+θ− 1
ζ

∆t

and∫ ∞

a

z(t)[H(t)]η+ζ

[G(t)]η+θ
∆t ≥

[
Mη+θ−1

1 (η + ζ)

1− η − θ

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[H(t)]η+ζ− 1
ζ

[G(t)]η+θ− 1
ζ

∆t,

respectively.
The delta variants of the nabla Bennett-Leindler type inequalities (17)-(20) ob-

tained for ζ > 1, η ≥ 0 and η + θ ≤ 0 are complements and generalizations of
the delta Bennett-Leindler type inequalities given in [55, Theorem 2.1] for 0 < ζ <
1, η = 0 and θ ≤ 0.

Remark 2. If the time scale is the set of real numbers, then for all t ∈ R, the back-
ward jump operator results in ρ(t) = t and L1 = 1 in (17)-(20). Hence inequalities
(17) and (19) as well as inequalities (18) and (20) coincide and their delta versions
become exactly the same inequalities as them. Therefore together with their coin-
cident inequalities, inequalities (17) and (18) reduce to the following inequalities
as ∫ ∞

a

z(t)[H(t)]η+ζ

[G(t)]η+θ
dt ≥ η + ζ

1− η − θ

∫ ∞

a

z(t)h(t)[H(t)]η+ζ−1

[G(t)]η+θ−1
dt

and ∫ ∞

a

z(t)[H(t)]η+ζ

[G(t)]η+θ
dt ≥

[
η + ζ

1− η − θ

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[H(t)]η+ζ− 1
ζ

[G(t)]η+θ− 1
ζ

dt,

respectively, where ζ > 1, η ≥ 0 and η + θ ≤ 0 and the functions G and H are
defined as

G(t) =

∫ ∞

t

z(s)ds and H(t) =

∫ t

a

z(s)h(s)ds. (24)

For the continuous case, when 0 < ζ < 1, η = 0 and θ ≤ 0, the first Bennett-
Leindler type inequalities were established in [55, Remark 1] and [28, Remark 3.2]
for the given aforementioned functions G and H. These inequalities are extended to
the cases ζ > 1, η ≥ 0 and η+θ ≤ 0 by the above novel continuous Bennett-Leindler
type inequalities.
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Remark 3. If the time scale is the set of natural numbers, then for all t ∈ N, the
backward jump operator results in ρ(t) = t− 1 in (17)-(20).

Using

∫ ∞

t

z(s)∇s =

∞∑
k=t+1

z(k), we have Gρ(t) = G(t − 1) =

∞∑
k=t

z(k), where

G(t) =

∞∑
k=t+1

z(k). Moreover H(t) =

t∑
k=a+1

z(k)h(k). For a constant L1 > 0, let us

assume that
G(t− 1)

G(t)
≤ L1. For a = 0, ζ > 1, η ≥ 0 and η + θ ≤ 0, in the set of

natural numbers, inequalities (17)-(20) become novel discrete Bennett-Leindler type
inequalities, two of which obtained from (18) and (20) can be written as follows

∞∑
t=1

z(t)[H(t− 1)]η+ζ

[G(t)]η+θ
≥

[
Lη+θ
1 (η + ζ)

1− η − θ

]1/ζ ∞∑
t=1

z(t)h1/ζ(t)[H(t− 1)]η+ζ− 1
ζ

[G(t)]η+θ− 1
ζ

and
∞∑
t=1

z(t)[H(t− 1)]η+ζ

[G(t− 1)]η+θ
≥
[

η + ζ

1− η − θ

]1/ζ ∞∑
t=1

z(t)h1/ζ(t)[H(t− 1)]η+ζ− 1
ζ

[G(t− 1)]η+θ− 1
ζ

,

respectively.
For the discrete case, when 0 < ζ < 1, η = 0 and θ ≤ 0, the first Bennett-

Leindler type inequalities were established in [55, Remark 2] and [28, Remark 3.3]
for the given aforementioned series G and H. These inequalities are extended to
the cases ζ > 1, η ≥ 0 and η + θ ≤ 0 by the above novel discrete Bennett-Leindler
type inequalities.

The next theorem, which is proven for ζ > 1, η ≥ 0 and 0 ≤ η+ θ < 1, provides
complements and generalizations of some of the abovementioned Bennett-Leindler
type inequalities given for 0 < ζ < 1, η = 0 and θ ≤ 0. These previous Bennett-
Leindler type inequalities are listed as follows:

(a) The discrete inequality obtained by Saker et al. [55, Remark 2] or Kayar et
al. [28, Remark 3.3].

(b) The continuous inequality obtained by Saker et al. [55, Remark 1] or Kayar
et al. [28, Remark 3.2].

(c) The delta counterpart of the nabla inequality (12) in Theorem 1 obtained
by Saker et al. [55, Theorem 2.1].

(d) The nabla inequality (12) in Theorem 1 obtained by Kayar et al. [28, The-
orem 3.1].

Theorem 6. Let the fuctions z, h,G and H be defined as in Theorem 1. For

a constant L2 > 0, let us assume that 1 ≤ Gρ(t)

G(t)
≤ 1

L2
for t ∈ (a,∞)T. Let

ζ > 1, η ≥ 0 be real constants. If 0 ≤ η + θ < 1, then we have
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(1)∫ ∞

a

z(t)[Hρ(t)]η+ζ

[Gρ(t)]η+θ
∇t ≥ Lη+θ

2 (η + ζ)

1− η − θ

∫ ∞

a

z(t)h(t)[Hρ(t)]η+ζ−1

[G(t)]η+θ−1
∇t, (25)

∫ ∞

a

z(t)[Hρ(t)]η+ζ

[Gρ(t)]η+θ
∇t ≥

[
L2(η + ζ)

1− η − θ

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[Hρ(t)]η+ζ− 1
ζ

[Gρ(t)]η+θ− 1
ζ

∇t. (26)

(2) ∫ ∞

a

z(t)[Hρ(t)]η+ζ

[G(t)]η+θ
∇t ≥ η + ζ

1− η − θ

∫ ∞

a

z(t)[Hρ(t)]η+ζ

[G(t)]η+θ
∇t, (27)

∫ ∞

a

z(t)[Hρ(t)]η+ζ

[G(t)]η+θ
∇t ≥

[
η + ζ

1− η − θ

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[Hρ(t)]η+ζ− 1
ζ

[G(t)]η+θ− 1
ζ

∇t. (28)

Proof. The same methodology used in the proofs of [28, Theorem 3.1] and Theorem
6 works for the proof of this theorem except that for 0 ≤ η + θ < 1, we have[

G1−η−θ(t)
]∇ ≥ −(1− η − θ)

z(t)

[G(t)]η+θ
.

□

Remark 4. The nabla Bennett-Leindler type inequalities (25)-(28) obtained for
ζ > 1, η ≥ 0 and 0 ≤ η + θ < 1 are complements and generalizations of the nabla
Bennett-Leindler type inequalities given in [28, Theorem 3.1] for 0 < ζ < 1, η = 0
and θ ≤ 0.

Corollary 2. From inequalities (25)-(28) obtained by the nabla calculus, we can
get the dual inequalities in the delta setting by replacing Gρ, G,Hρ, H presented in
Theorem 1 by G,Gσ, H,Hσ defined in (23), repectively.

Let z and h be nonnegative functions and G and H be defined as in (23). For

a constant M2 > 0, let us assume that 1 ≤ G(t)

Gσ(t)
≤ 1

M2
for t ∈ (a,∞)T. In

this case for ζ > 1, η ≥ 0 and 0 ≤ η + θ < 1, the nabla Bennett-Leindler type
inequalities (25)-(28) become novel delta Bennett-Leindler type inequalities, two of
which obtained from (26) and (28) can be written as follows∫ ∞

a

z(t)[H(t)]η+ζ

[G(t)]η+θ
∆t ≥

[
M2

η + ζ

1− η − θ

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[H(t)]η+ζ− 1
ζ

[G(t)]η+θ− 1
ζ

∆t

and ∫ ∞

a

z(t)[H(t)]η+ζ

[Gσ(t)]η+θ
∆t ≥

[
η + ζ

1− η − θ

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[H(t)]η+ζ− 1
ζ

[Gσ(t)]η+θ− 1
ζ

∆t,

respectively.
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The delta variants of the nabla Bennett-Leindler type inequalities (25)-(28) ob-
tained for ζ > 1, η ≥ 0 and 0 ≤ η + θ < 1 are complements and generaliza-
tions of the delta Bennett-Leindler type inequalities given in [55, Theorem 2.1] for
0 < ζ < 1, η = 0 and θ ≤ 0.

Remark 5. If the time scale is the set of real numbers, then for all t ∈ R, the back-
ward jump operator results in ρ(t) = t and L2 = 1 in (25)-(28). Hence inequalities
(25) and (27) as well as inequalities (26) and (28) coincide and their delta versions
become exactly the same inequalities as them. Therefore together with their coin-
cident inequalities, inequalities (25) and (26) reduce to the following inequalities
as ∫ ∞

a

z(t)[H(t)]η+ζ

[G(t)]η+θ
dt ≥ η + ζ

1− η − θ

∫ ∞

a

z(t)h(t)[H(t)]η+ζ−1

[G(t)]η+θ−1
dt

and ∫ ∞

a

z(t)[H(t)]η+ζ

[G(t)]η+θ
dt ≥

[
η + ζ

1− η − θ

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[H(t)]η+ζ− 1
ζ

[G(t)]η+θ− 1
ζ

dt,

respectively, where ζ > 1, η ≥ 0 and 0 ≤ η + θ < 1 and the functions G and H are
defined as in (24).

For the continuous case, when 0 < ζ < 1, η = 0 and θ ≤ 0, the first Bennett-
Leindler type inequalities were established in [55, Remark 1] and [28, Remark 3.2]
for the given aforementioned functions G and H. These inequalities are extended
to the cases ζ > 1, η ≥ 0 and 0 ≤ η + θ < 1 by the above novel continuous
Bennett-Leindler type inequalities.

Remark 6. If the time scale is the set of natural numbers, then for all t ∈ N, the
backward jump operator results in ρ(t) = t− 1 in (25)-(28). Suppose that the series
G and H are defined as in Remark 3. For a constant L2 > 0, let us assume that

1 ≤ G(t− 1)

G(t)
≤ 1

L2
. For a = 0, ζ > 1, η ≥ 0 and 0 ≤ η + θ < 1, in the set of

natural numbers, inequalities (25)-(28) become novel discrete Bennett-Leindler type
inequalities, two of which obtained from (26) and (28) can be written as follows

∞∑
t=1

z(t)[H(t− 1)]η+ζ

[G(t− 1)]η+θ
≥
[
L2

η + ζ

1− η − θ

]1/ζ ∞∑
t=1

z(t)h1/ζ(t)[H(t− 1)]η+ζ− 1
ζ

[G(t− 1)]η+θ− 1
ζ

and
∞∑
t=1

z(t)[H(t− 1)]η+ζ

[G(t)]η+θ
≥
[

η + ζ

1− η − θ

]1/ζ ∞∑
t=1

z(t)h1/ζ(t)[H(t− 1)]η+ζ− 1
ζ

[G(t)]η+θ− 1
ζ

,

respectively.
For the discrete case, when 0 < ζ < 1, η = 0 and θ ≤ 0, the first Bennett-

Leindler type inequalities were established in [55, Remark 2] and [28, Remark 3.3]
for the given aforementioned series G and H. These inequalities are extended to the
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cases ζ > 1, η ≥ 0 and 0 ≤ η + θ < 1 by the above novel discrete Bennett-Leindler
type inequalities.

The next theorem, which is proven for ζ > 1, η ≥ 0 and η + θ ≤ 0, provides
complements and generalizations of some of the abovementioned Bennett-Leindler
type inequalities given for 0 < ζ < 1, η = 0 and η + θ ≤ 0. These previous
Bennett-Leindler type inequalities are listed as follows:

(a) The discrete inequality (5) obtained by Copson [15, Theorem 2.3] and by
Bennett [10, Corollary 1] or Leindler [35, Proposition 6].

(b) The continuous inequality (8) obtained by Hardy et al. [26, Theorem 337]
and the continuous inequality (9) obtained by Copson [16, Theorem 4].

(c) The delta counterpart of the nabla inequality (13) in Theorem 2 obtained
by Saker et al. [55, Theorem 2.3].

(d) The nabla inequality (13) in Theorem 2 obtained by Kayar et al. [28, The-
orem 3.9].

Theorem 7. Let the fuctions z, h,G and H be defined as in Theorem 2. For a

constant L3 > 0, assume that
G(t)

G
ρ
(t)

≤ L3 for t ∈ (a,∞)T. Let ζ > 1, η ≥ 0 be real

constants. If η + θ ≤ 0, then we have

(1)∫ ∞

a

z(t)[H(t)]η+ζ

[G
ρ
(t)]η+θ

∇t ≥ Lη+θ
3 (η + ζ)

1− η − θ

∫ ∞

a

z(t)h(t)[H(t)]η+ζ−1

[G
ρ
(t)]η+θ−1

∇t, (29)

∫ ∞

a

z(t)[H(t)]η+ζ

[G
ρ
(t)]η+θ

∇t ≥

[
Lη+θ
3 (η + ζ)

1− η − θ

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[H(t)]η+ζ− 1
ζ

[G
ρ
(t)]η+θ− 1

ζ

∇t.

(30)
(2) ∫ ∞

a

z(t)[H(t)]η+ζ

[G(t)]η+θ
∇t ≥ η + ζ

1− η − θ

∫ ∞

a

z(t)h(t)[H(t)]η+ζ−1

[G
ρ
(t)]η+θ−1

∇t, (31)

∫ ∞

a

z(t)[H(t)]η+ζ

[G(t)]η+θ
∇t ≥

[
Lη+θ−1
3 (η + ζ)

1− η − θ

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[H(t)]η+ζ− 1
ζ

[G(t)]η+θ− 1
ζ

∇t.

(32)

Proof. The same methodology used in the proof of [28, Theorem 3.9] works for the
proof of this theorem except some steps.

(1) We start by the following equation similar to (3.11) in the proof of [28,
Theorem 3.9] as∫ ∞

a

z(t)[H(t)]η+ζ

[G
ρ
(t)]η+θ

∇t =

∫ ∞

a

uρ(t)

{
−
[
H

η+ζ
(t)
]∇}

∇t, (33)
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where u(t) =

∫ t

a

z(s)

[G
ρ
(s)]η+θ

∇s. Observe that since η + ζ > 1,

− [H
η+ζ

(t)]∇ ≥ (η + ζ)z(t)h(t)[H(t)]η+ζ−1, (34)

which is different than (3.12) in the proof of [28, Theorem 3.9]. In our case,
when η + θ ≤ 0, since[
G

1−η−θ
(t)
]∇

≤ (1− η − θ)
z(t)

[G(t)]η+θ
≤ (1− η − θ)

z(t)

Lη+θ
3 [G

ρ
(t)]η+θ

,

using (34) and

uρ(t) =

∫ ρ(t)

a

z(s)∇s

[G
ρ
(s)]η+θ

≥
∫ ρ(t)

a

Lη+θ
3

[
G

1−η−θ
(s)
]∇

∇s

1− η − θ
=

Lη+θ
3 [G

ρ
(t)]1−η−θ

1− η − θ

in (33) implies the desired result (29). In order to obtain inequality (30), we
apply reversed Hölder inequality (16) to inequality (29) with the constants
1

ζ
< 1 and

1

1− ζ
< 0.

(2) When the above process is repeated for the left hand side of inequality (31)

with u(t) =

∫ t

a

z(s)

[G(s)]η+θ
∇s, the desired results can be obtained.

□

Remark 7. The nabla Bennett-Leindler type inequalities (29)-(32) obtained for
ζ > 1, η ≥ 0 and η + θ ≤ 0 are complements and generalizations of the nabla
Bennett-Leindler type inequalities given in [28, Theorem 3.9] for 0 < ζ < 1, η = 0
and θ ≤ 0.

Corollary 3. From inequalities (29)-(32) obtained by the nabla calculus, we can

get the dual inequalities in the delta setting by replacing G
ρ
, G,H

ρ
, H presented in

Theorem 2 by G,G
σ
, H,H

σ
defined as

G(t) =

∫ t

a

z(s)∆s and H(t) =

∫ ∞

t

z(s)h(s)∆s, (35)

respectively.
Let z and h be nonnegative functions and G and H be defined as in (35). For a

constant M3 > 0, let us assume that
G

σ
(t)

G(t)
≤ M3 for t ∈ (a,∞)T. In this case for

ζ > 1, η ≥ 0 and η + θ ≤ 0, the nabla Bennett-Leindler type inequalities (29)-(32)
become novel delta Bennett-Leindler type inequalities, two of which obtained from
(30) and (32) can be written as follows∫ ∞

a

z(t)[H
σ
(t)]η+ζ

[G(t)]η+θ
∆t ≥

[
Mη+θ

3 (η + ζ)

1− η − θ

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[H
σ
(t)]η+ζ− 1

ζ

[G(t)]η+θ− 1
ζ

∆t
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and∫ ∞

a

z(t)[H
σ
(t)]η+ζ

[G
σ
(t)]η+θ

∆t ≥

[
Mη+θ−1

3 (η + ζ)

1− η − θ

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[H
σ
(t)]η+ζ− 1

ζ

[G
σ
(t)]η+θ− 1

ζ

∆t,

respectively.
The delta variants of the nabla Bennett-Leindler type inequalities (29)-(32) ob-

tained for ζ > 1, η ≥ 0 and η + θ ≤ 0 are complements and generalizations of
the delta Bennett-Leindler type inequalities given in [55, Theorem 2.3] for 0 < ζ <
1, η = 0 and θ ≤ 0.

Remark 8. If the time scale is the set of real numbers, then for all t ∈ R, the back-
ward jump operator results in ρ(t) = t and L3 = 1 in (29)-(32). Hence inequalities
(29) and (31) as well as inequalities (30) and (32) coincide and their delta versions
become exactly the same inequalities as them. Therefore together with their coin-
cident inequalities, inequalities (29) and (30) reduce to the following inequalities
as ∫ ∞

a

z(t)[H(t)]η+ζ

[G(t)]η+θ
dt ≥ η + ζ

1− η − θ

∫ ∞

a

z(t)h(t)[H(t)]η+ζ−1

[G(t)]η+θ−1
dt

and ∫ ∞

a

z(t)[H(t)]η+ζ

[G(t)]η+θ
dt ≥

[
η + ζ

1− η − θ

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[H(t)]η+ζ− 1
ζ

[G(t)]η+θ− 1
ζ

dt,

respectively, where ζ > 1, η ≥ 0 and η + θ ≤ 0 and the functions G and H are
defined as

G(t) =

∫ t

a

z(s)ds and H(t) =

∫ ∞

t

z(s)h(s)ds. (36)

These novel inequalities complement and generalize the continuous inequality (8)
obtained by Hardy et al. [26, Theorem 337] for 0 < ζ < 1, η = 0 and θ = ζ and the
continuous inequality (9) obtained by Copson [16, Theorem 4] for 0 < ζ < 1, η = 0
and θ < 1 to the cases ζ > 1, η ≥ 0 and η + θ ≤ 0.

Remark 9. If the time scale is the set of natural numbers, then for all t ∈ N, the
backward jump operator results in ρ(t) = t− 1 in (29)-(32).

Using G(t) =

∫ t

a

z(s)∇s =
t∑

k=a+1

z(k), we have G
ρ
(t) = G(t − 1) =

t−1∑
k=a+1

z(k).

Moreover H(t) =

∞∑
k=t+1

z(k)f(k). For a constant L3 > 0, let us assume that

G(t)

G(t− 1)
≤ L3. For a = 0, ζ > 1, η ≥ 0, and η + θ ≤ 0, in the set of nat-

ural numbers, inequalities (29)-(32) become novel discrete Bennett-Leindler type
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inequalities, two of which obtained from (30) and (32) can be written as follows

∞∑
t=1

z(t)[H(t)]η+ζ

[G(t− 1)]η+θ
≥

[
Lη+θ
3 (η + ζ)

1− η − θ

]1/ζ ∞∑
t=1

z(t)h1/ζ(t)[H(t)]η+ζ− 1
ζ

[G(t− 1)]η+θ− 1
ζ

and

∞∑
t=1

z(t)[H(t)]η+ζ

[G(t)]η+θ
≥

[
Lη+θ−1
3 (η + ζ)

1− η − θ

]1/ζ ∞∑
t=1

z(t)h1/ζ(t)[H(t)]η+ζ− 1
ζ

[G(t)]η+θ− 1
ζ

,

respectively.
The discrete Bennett-Leindler type inequality (5) obtained by Copson [15, The-

orem 2.3] and by Bennett [10, Corollary 1] or Leindler [35, Proposition 6] for
0 < ζ < 1, η = 0, θ < 0 is complemented and generalized to the cases ζ > 1, η ≥
0, η + θ ≤ 0 by Theorem 7 and particularly by this remark.

The next theorem, which is proven for ζ > 1, η ≥ 0 and 0 ≤ η+ θ < 1, provides
complements and generalizations of some of the abovementioned Bennett-Leindler
type inequalities given for 0 < ζ < 1, η ≥ 0 and η + θ ≤ 0. These previous
Bennett-Leindler type inequalities are listed as follows:

(a) The discrete inequality (4) obtained by Copson [15, Theorem 2.3].
(b) The continuous inequality (8) obtained by Hardy et al. [26, Theorem 337]

and the continuous inequality (9) obtained by Copson [16, Theorem 4].
(c) The delta analogue of the inequality (13) in Theorem 2 obtained by Saker

et al. [55, Theorem 2.3].
(d) The nabla inequality (13) in Theorem 2 obtained by Kayar et al. [28, The-

orem 3.9].

Theorem 8. Let the functions z, h,G and H be defined as in Theorem 2. For

a constant L4 > 0, let us assume that 1 ≤ G(t)

G
ρ
(t)

≤ 1

L4
for t ∈ (a,∞)T. Let

0 < ζ < 1, η ≥ 0 be real constants. If 0 ≤ η + θ < 1, then we have

(1)∫ ∞

a

z(t)[H(t)]η+ζ

[G(t)]η+θ
∇t ≥ Lη+θ

4 (η + ζ)

1− η − θ

∫ ∞

a

z(t)h(t)[H(t)]η+ζ−1

[G
ρ
(t)]η+θ−1

∇t, (37)

∫ ∞

a

z(t)[H(t)]η+ζ

[G(t)]η+θ
∇t ≥

[
L4(η + ζ)

1− η − θ

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[H(t)]η+ζ− 1
ζ

[G(t)]η+θ− 1
ζ

∇t. (38)

(2) ∫ ∞

a

z(t)[H(t)]η+ζ

[G
ρ
(t)]η+θ

∇t ≥ η + ζ

1− η − θ

∫ ∞

a

z(t)h(t)[H(t)]η+ζ−1

[G
ρ
(t)]η+θ−1

∇t, (39)

∫ ∞

a

z(t)[H(t)]η+ζ

[G
ρ
(t)]η+θ

∇t ≥
[

η + ζ

1− η − θ

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[H(t)]η+ζ− 1
ζ

[G
ρ
(t)]η+θ− 1

ζ

∇t. (40)
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Proof. The same methodology used in the proofs of [28, Theorem 3.9] and Theorem
7 works for the proof of this theorem except that for 0 ≤ η + θ < 1, we have[

G
1−η−θ

(t)
]∇

≤ (1− η − θ)
z(t)

[G
ρ
(t)]η+θ

.

□

Remark 10. The nabla Bennett-Leindler type inequalities (37)-(40) obtained for
ζ > 1, η ≥ 0 and 0 ≤ η + θ < 1 are complements and generalizations of the nabla
Bennett-Leindler type inequalities given in [28, Theorem 3.9] for 0 < ζ < 1, η = 0
and θ ≤ 0.

Corollary 4. From inequalities (37)-(40) obtained by the nabla calculus, we can

get the dual inequalities in the delta setting by replacing G
ρ
, G,H

ρ
, H presented in

Theorem 2 by G,G
σ
, H,H

σ
defined in (35), repectively.

Let z and h be nonnegative functions and G and H be defined as in (35). For

a constant M4 > 0, let us assume that 1 ≤ G
σ
(t)

G(t)
≤ 1

M4
for t ∈ (a,∞)T. In

this case for ζ > 1, η ≥ 0 and 0 ≤ η + θ < 1, the nabla Bennett-Leindler type
inequalities (37)-(40) become novel delta Bennett-Leindler type inequalities, two of
which obtained from (38) and (40) can be written as follows∫ ∞

a

z(t)[H
σ
(t)]η+ζ

[G
σ
(t)]η+θ

∆t ≥
[
M4

η + ζ

1− η − θ

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[H
σ
(t)]η+ζ− 1

ζ

[G
σ
(t)]η+θ− 1

ζ

∆t

and ∫ ∞

a

z(t)[H
σ
(t)]η+ζ

[G(t)]η+θ
∆t ≥

[
η + ζ

1− η − θ

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[H
σ
(t)]η+ζ− 1

ζ

[G(t)]η+θ− 1
ζ

∆t,

respectively.
The delta variants of the nabla Bennett-Leindler type inequalities (37)-(40) ob-

tained for ζ > 1, η ≥ 0 and 0 ≤ η + θ < 1 are complements and generaliza-
tions of the delta Bennett-Leindler type inequalities given in [55, Theorem 2.3] for
0 < ζ < 1, η = 0 and θ ≤ 0.

Remark 11. If the time scale is the set of real numbers, then for all t ∈ R,
the backward jump operator results in ρ(t) = t and L4 = 1 in (37)-(40). Hence
inequalities (37) and (39) as well as inequalities (38) and (40) coincide and their
delta versions become exactly the same inequalities as them. Therefore together
with their coincident inequalities, inequalities (37) and (38) reduce to the following
inequalities as∫ ∞

a

z(t)[H(t)]η+ζ

[G(t)]η+θ
dt ≥ η + ζ

1− η − θ

∫ ∞

a

z(t)h(t)[H(t)]η+ζ−1

[G(t)]η+θ−1
dt
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and ∫ ∞

a

z(t)[H(t)]η+ζ

[G(t)]η+θ
dt ≥

[
η + ζ

1− η − θ

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[H(t)]η+ζ− 1
ζ

[G(t)]η+θ− 1
ζ

dt,

respectively, where ζ > 1, η ≥ 0 and 0 ≤ η + θ < 1 and the functions G and H are
defined as in (36).

These novel inequalities complement and generalize the continuous inequality (8)
obtained by Hardy et al. [26, Theorem 337] for 0 < ζ < 1, η = 0 and θ = ζ and the
continuous inequality (9) obtained by Copson [16, Theorem 4] for 0 < ζ < 1, η = 0
and θ < 1 to the cases ζ > 1, η ≥ 0 and 0 ≤ η + θ < 1.

Remark 12. If the time scale is the set of natural numbers, then for all t ∈ N,
the backward jump operator results in ρ(t) = t − 1 in (37)-(40). Suppose that the
series G and H are defined as in Remark 9. For a constant L4 > 0, let us assume

that
G(t)

G(t− 1)
≤ 1

L4
. For a = 0, ζ > 1, η ≥ 0 and 0 ≤ η + θ < 1, in the set of

natural numbers, inequalities (37)-(40) become novel discrete Bennett-Leindler type
inequalities, two of which obtained from (38) and (40) can be written as follows

∞∑
t=1

z(t)[H(t)]η+ζ

[G(t)]η+θ
≥
[
L4

η + ζ

1− η − θ

]1/ζ ∞∑
t=1

z(t)h1/ζ(t)[H(t)]η+ζ− 1
ζ

[G(t)]η+θ− 1
ζ

and
∞∑
t=1

z(t)[H(t)]η+ζ

[G(t− 1)]η+θ
≥
[

η + ζ

1− η − θ

]1/ζ ∞∑
t=1

z(t)h1/ζ(t)[H(t)]η+ζ− 1
ζ

[G(t− 1)]η+θ− 1
ζ

,

respectively.
The discrete Bennett-Leindler type inequality (4) obtained by Copson [15, The-

orem 2.3] for 0 < ζ < 1, η = 0, 0 ≤ θ < 1 is complemented and generalized to the
case ζ > 1, η ≥ 0, 0 ≤ η + θ < 1 by Theorem 8 and particularly by this remark.

The next theorem, which is proven for ζ > 1, η ≥ 0 and η + θ > 1, provides
complements and generalizations of some of the previous Bennett-Leindler type
inequalities given for 0 < ζ < 1, η = 0, θ > 1 or ζ > 1, η = 0, θ = ζ. These
previous Bennett-Leindler type inequalities are listed as follows:

(a) The discrete inequality (6) obtained by Copson [15, Theorem 1.3] and Ben-
nett [10, Corollary 3] or Leindler [35, Proposition 7] as well as the discrete
inequality (7) obtained by Renaud [45, Theorem 1].

(b) The continuous inequality (10) obtained by Copson [16, Theorem 2] and
the continuous inequality (11) obtained by Renaud in [45, Theorem 3].

(c) The delta counterpart of the nabla inequality (14) in Theorem 3 obtained
by Saker et al. [55, Theorem 2.4].

(d) The nabla inequality (14) in Theorem 3 obtained by Kayar et al. [28, The-
orem 3.12].
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Theorem 9. Suppose that the functions z, h,G and H are defined as in Theorem 3
and the constant L4 is defined as in Theorem 8. Let ζ > 1, η ≥ 0 be real numbers.
If η + θ > 1, then we have

(1)∫ ∞

a

z(t)[Hρ(t)]η+ζ

[G(t)]η+θ
∇t ≥ Lη+θ

4 (η + ζ)

η + θ − 1

∫ ∞

a

z(t)h(t)[Hρ(t)]η+ζ−1

[G(t)]η+θ−1
∇t, (41)

∫ ∞

a

z(t)[Hρ(t)]η+ζ

[G(t)]η+θ
∇t ≥

[
Lη+θ
4 (η + ζ)

η + θ − 1

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[Hρ(t)]η+ζ− 1
ζ

[G(t)]η+θ− 1
ζ

∇t.

(42)
(2)∫ ∞

a

z(t)[Hρ(t)]η+ζ

[G
ρ
(t)]η+θ

∇t ≥ η + ζ

η + θ − 1

∫ ∞

a

z(t)h(t)[Hρ(t)]η+ζ−1

[G(t)]η+θ−1
∇t, (43)

∫ ∞

a

z(t)[Hρ(t)]η+ζ

[G
ρ
(t)]η+θ

∇t ≥

[
Lη+θ−1
4 (η + ζ)

η + θ − 1

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[Hρ(t)]η+ζ− 1
ζ

[G
ρ
(t)]η+θ− 1

ζ

∇t.

(44)

Proof. The same methodology used in the proof of [28, Theorem 3.12] works for
the proof of this theorem except some steps.

(1) We start by the following equation similar to (3.16) in the proof of [28,
Theorem 3.12] as∫ ∞

a

z(t)[Hρ(t)]η+ζ

[G(t)]η+θ
∇t =

∫ ∞

a

−u(t)
[
Hη+ζ(t)

]∇ ∇t, (45)

where u(t) =

∫ ∞

t

z(s)

[G(s)]η+θ
∇s. In our case, when η + θ > 1, since

[
G

1−η−θ
(t)
]∇

≥ −(η + θ − 1)
z(t)

[G
ρ
(t)]η+θ

≥ −(η + θ − 1)
z(t)

Lη+θ
4 [G(t)]η+θ

,

using (22) and

−u(t) =

∫ ∞

t

z(s)∇s

[G(s)]η+θ
≥
∫ ∞

t

−Lη+θ
4

[
G

1−η−θ
(s)
]∇

∇s

η + θ − 1
=

Lη+θ
4 [G(t)]1−η−θ

η + θ − 1

in (45) implies the desired result (41). In order to obtain inequality (42), we
apply reversed Hölder inequality (16) to inequality (41) with the constants
1

ζ
< 1 and

1

1− ζ
< 0.

(2) When the above process is repeated for the left hand side of inequality (43)

with u(t) =

∫ ∞

t

z(s)

[G
ρ
(s)]η+θ

∇s, the desired results can be obtained.
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□

Remark 13. The nabla Bennett-Leindler type inequalities (41)-(44) obtained for
ζ > 1, η ≥ 0 and η + θ > 1 are complements and generalizations of the nabla
Bennett-Leindler type inequalities given in [28, Theorem 3.12] for 0 < ζ < 1, η = 0
and θ > 1.

Corollary 5. From inequalities (41)-(44) obtained by the nabla calculus, we can

get the dual inequalities in the delta setting by replacing G
ρ
, G,Hρ, H presented in

Theorem 3 by G,G
σ
, H,Hσ defined in (35) and (23), repectively.

Let z and h be nonnegative functions and G and H be defined as in (35) and
(23), repectively, and the constant M4 be defined as in Corollary 4. In this case for
ζ > 1, η ≥ 0 and η + θ > 1, the nabla Bennett-Leindler type inequalities (41)-(44)
become novel delta Bennett-Leindler type inequalities, two of which obtained from
(42) and (44) can be written as follows∫ ∞

a

z(t)[H(t)]η+ζ

[G
σ
(t)]η+θ

∆t ≥

[
Mη+θ

4 (η + ζ)

η + θ − 1

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[H(t)]η+ζ− 1
ζ

[G
σ
(t)]η+θ− 1

ζ

∆t

and∫ ∞

a

z(t)[H(t)]η+ζ

[G(t)]η+θ
∆t ≥

[
Mη+θ−1

4 (η + ζ)

η + θ − 1

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[H(t)]η+ζ− 1
ζ

[G(t)]η+θ− 1
ζ

∆t,

respectively.
The delta variants of the nabla Bennett-Leindler type inequalities (41)-(44) ob-

tained for ζ > 1, η ≥ 0 and η + θ > 1 are complements and generalizations of
the delta Bennett-Leindler type inequalities given in [55, Theorem 2.4] for 0 < ζ <
1, η = 0 and θ > 1.

Remark 14. If the time scale is the set of real numbers, then for all t ∈ R,
the backward jump operator results in ρ(t) = t and L4 = 1 in (41)-(44). Hence
inequalities (41) and (43) as well as inequalities (42) and (44) coincide and their
delta versions become exactly the same inequalities as them. Therefore together
with their coincident inequalities, inequalities (41) and (42) reduce to the following
inequalities as∫ ∞

a

z(t)[H(t)]η+ζ

[G(t)]η+θ
dt ≥ η + ζ

η + θ − 1

∫ ∞

a

z(t)h(t)[H(t)]η+ζ−1

[G(t)]η+θ−1
dt

and ∫ ∞

a

z(t)[H(t)]η+ζ

[G(t)]η+θ
dt ≥

[
η + ζ

η + θ − 1

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[H(t)]η+ζ− 1
ζ

[G(t)]η+θ− 1
ζ

dt.

respectively, where ζ < 1, η ≥ 0 and η + θ > 1 and the functions G and H are
defined as in (36) and (24), respectively.



370 Z. KAYAR, B. KAYMAKÇALAN

These novel inequalities complement and generalize the continuous inequality
(10) obtained by Copson [16, Theorem 2] for 0 < ζ < 1, η = 0 and θ > 1 and the
continuous inequality (11) obtained by Renaud in [45, Theorem 3] for ζ > 1, η = 0
and θ = ζ to the cases ζ > 1, η ≥ 0 and η + θ > 1.

Remark 15. If the time scale is the set of natural numbers, then for all t ∈ N, the
backward jump operator results in ρ(t) = t− 1 in (41)-(44). Let the constant L4 be
defined as in Remark 12. For a = 0, ζ > 1, η ≥ 0 and η + θ > 1, in the set of
natural numbers, inequalities (41)-(44) become novel discrete Bennett-Leindler type
inequalities, two of which obtained from (42) and (44) can be written as follows

∞∑
t=1

z(t)[H(t− 1)]η+ζ

[G(t)]η+θ
≥

[
Lη+θ
4 (η + ζ)

η + θ − 1

]1/ζ ∞∑
t=1

z(t)h1/ζ(t)[H(t− 1)]η+ζ− 1
ζ

[G(t)]η+θ− 1
ζ

and

∞∑
t=1

z(t)[H(t− 1)]η+ζ

[G(t− 1)]η+θ
≥

[
Lη+θ−1
4 (η + ζ)

η + θ − 1

]1/ζ ∞∑
t=1

z(t)h1/ζ(t)[H(t− 1)]η+ζ− 1
ζ

[G(t− 1)]η+θ− 1
ζ

,

respectively, where the series G and H are defined as in Remark 9 and Remark 3,
respectively.

The discrete Bennett-Leindler type inequality (6) obtained by Copson [15, Theo-
rem 1.3] and Bennett [10, Corollary 3] or Leindler [35, Proposition 7] for 0 < ζ <
1, η = 0, θ > 1 as well as the discrete inequality (7) obtained by Renaud [45, The-
orem 1] for ζ > 1, η = 0, θ = ζ are complemented and generalized to the cases
ζ > 1, η ≥ 0, η + θ > 1 by Theorem 9 and particularly by this remark.

The next theorem, which is proven for ζ > 1, η ≥ 0 and η + θ > 1, provides
complements and generalizations of some of the previous Bennett-Leindler type
inequalities given for 0 < ζ < 1, η = 0 and θ > 1. These previous Bennett-Leindler
type inequalities are listed as follows:

(a) The discrete inequalities obtained by Saker et al. [55, Remark 4] and by
Kayar et al. [28, Remark 3.8].

(b) The continuous inequalities obtained by Saker et al. [55, Remark 3] and by
Kayar et al. [28, Remark 3.7].

(c) The delta counterpart of the nabla inequality (15) in Theorem 4 obtained
by Saker et al. [55, Theorem 2.2].

(d) The nabla inequality (15) in Theorem 4 obtained by Kayar et al. [28, The-
orem 3.4].

Theorem 10. Suppose that the functions z, h,G and H are defined as in Theorem
4 and the constant L2 is defined as in Theorem 6. Let ζ > 1, η ≥ 0 be real numbers.
If η + θ > 1, then we have
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(1)∫ ∞

a

z(t)[H(t)]η+ζ

[Gρ(t)]η+θ
∇t ≥ Lη+θ

2 (η + ζ)

η + θ − 1

∫ ∞

a

z(t)h(t)[H(t)]η+ζ−1

[Gρ(t)]η+θ−1
∇t, (46)

∫ ∞

a

z(t)[H(t)]η+ζ

[Gρ(t)]η+θ
∇t ≥

[
Lη+θ
2 (η + ζ)

η + θ − 1

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[H(t)]η+ζ− 1
ζ

[Gρ(t)]η+θ− 1
ζ

∇t.

(47)
(2) ∫ ∞

a

z(t)[H(t)]η+ζ

[G(t)]η+θ
∇t ≥ η + ζ

η + θ − 1

∫ ∞

a

z(t)h(t)[H(t)]η+ζ−1

[Gρ(t)]η+θ−1
∇t, (48)

∫ ∞

a

z(t)[H(t)]η+ζ

[G(t)]η+θ
∇t ≥

[
Lη+θ−1
2 (η + ζ)

η + θ − 1

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[H(t)]η+ζ− 1
ζ

[G(t)]η+θ− 1
ζ

∇t.

(49)

Proof. The same methodology used in the proof of [28, Theorem 3.4] works for the
proof of this theorem except some steps.

(1) We start by the following equation similar to (3.7) in the proof of [28,
Theorem 3.4] as∫ ∞

a

z(t)[H(t)]η+ζ

[Gρ(t)]η+θ
∇t =

∫ ∞

a

uρ(t)

{
−
[
H

η+ζ
(t)
]∇}

∇t, (50)

where u(t) =

∫ t

a

z(s)

[Gρ(s)]η+θ
∇s. In our case, when η + θ > 1, since

[
G1−η−θ(t)

]∇ ≤ (η + θ − 1)
z(t)

[G(t)]η+θ
≤ (η + θ − 1)

z(t)

Lη+θ
2 [Gρ(t)]η+θ

,

using (34) and

uρ(t) =

∫ ρ(t)

a

z(s)∇s

[Gρ(s)]η+θ
≥
∫ ρ(t)

a

Lη+θ
2

[
G1−η−θ(s)

]∇ ∇s

η + θ − 1
=

Lη+θ
2 [Gρ(t)]1−η−θ

η + θ − 1

in (50) implies the desired result (46). In order to obtain inequality (47), we
apply reversed Hölder inequality (16) to inequality (46) with the constants
1

ζ
< 1 and

1

1− ζ
< 0.

(2) When the above process is repeated for the left hand side of inequality (48)

with u(t) =

∫ t

a

z(s)

[G(s)]η+θ
∇s, the desired results can be obtained.

□
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Remark 16. The nabla Bennett-Leindler type inequalities (46)-(49) obtained for
ζ > 1, η ≥ 0 and η + θ > 1 are complements and generalizations of the nabla
Bennett-Leindler type inequalities given in [28, Theorem 3.4] for 0 < ζ < 1, η = 0
and θ > 1.

Corollary 6. From inequalities (46)-(49) obtained by the nabla calculus, we can

get the dual inequalities in the delta setting by replacing Gρ, G,H
ρ
, H presented in

Theorem 4 by G,Gσ, H,H
σ
defined in (23) and (35), repectively.

Let z and h be nonnegative functions and H be defined as in (23) and (35),
repectively, and the constant M2 be defined as in Corollary 2. In this case for
ζ > 1, η ≥ 0 and η + θ > 1, the nabla Bennett-Leindler type inequalities (46)-(49)
become novel delta Bennett-Leindler type inequalities, two of which obtained from
(47) and (49) can be written as follows∫ ∞

a

z(t)[H
σ
(t)]η+ζ

[G(t)]η+θ
∆t ≥

[
Mη+θ

2 (η + ζ)

η + θ − 1

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[H
σ
(t)]η+ζ− 1

ζ

[G(t)]η+θ− 1
ζ

∆t

and∫ ∞

a

z(t)[H
σ
(t)]η+ζ

[Gσ(t)]η+θ
∆t ≥

[
Mη+θ−1

2 (η + ζ)

η + θ − 1

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[H
σ
(t)]η+ζ− 1

ζ

[Gσ(t)]η+θ− 1
ζ

∆t,

respectively. The delta variants of the nabla Bennett-Leindler type inequalities (46)-
(49) obtained for ζ > 1, η ≥ 0 and η + θ > 1 are complements and generalizations
of the delta Bennett-Leindler type inequalities given in [55, Theorem 2.2] for 0 <
ζ < 1, η = 0 and θ > 1.

Remark 17. If the time scale is set of real numbers, then for all t ∈ R, the back-
ward jump operator results in ρ(t) = t and L2 = 1 in (46)-(49). Hence inequalities
(46) and (48) as well as inequalities (47) and (49) coincide and their delta versions
become exactly the same inequalities as them. Therefore together with their coin-
cident inequalities, inequalities (46) and (47) reduce to the following inequalities
as ∫ ∞

a

z(t)[H(t)]η+ζ

[G(t)]η+θ
dt ≥ η + ζ

η + θ − 1

∫ ∞

a

z(t)h(t)[H(t)]η+ζ−1

[G(t)]η+θ−1
dt

and ∫ ∞

a

z(t)[H(t)]η+ζ

[G(t)]η+θ
dt ≥

[
η + ζ

η + θ − 1

]1/ζ ∫ ∞

a

z(t)h1/ζ(t)[H(t)]η+ζ− 1
ζ

[G(t)]η+θ− 1
ζ

dt,

respectively, where ζ > 1, η ≥ 0 and η + θ > 1 and the functions G and H are
defined as in (24) and (36), repectively.

For the continuous case, when 0 < ζ < 1, η = 0 and θ > 1, the first Bennett-
Leindler type inequalities were established in [55, Remark 3] and [28, Remark 3.7]
for the given aforementioned functions G and H. By this remark, these inequalities
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are extended to the cases ζ > 1, η ≥ 0 and η+ θ > 1 by the above novel continuous
Bennett-Leindler type inequalities.

Remark 18. If the time scale is the set of natural numbers, then for all t ∈ N, the
backward jump operator results in ρ(t) = t − 1 in (46)-(49). Let the constant L2

be defined as in Remark 5. For a = 0, ζ > 1, η ≥ 0 and η + θ > 1, in the set of
natural numbers, inequalities (46)-(49) become novel discrete Bennett-Leindler type
inequalities, two of which obtained from (47) and (49) can be written as follows

∞∑
t=1

z(t)[H(t)]η+ζ

[G(t− 1)]η+θ
≥

[
Lη+θ
2 (η + ζ)

η + θ − 1

]1/ζ ∞∑
t=1

z(t)h1/ζ(t)[H(t)]η+ζ− 1
ζ

[G(t− 1)]η+θ− 1
ζ

and

∞∑
t=1

z(t)[H(t)]η+ζ

[G(t)]η+θ
≥

[
Lη+θ−1
2 (η + ζ)

η + θ − 1

]1/ζ ∞∑
t=1

z(t)h1/ζ(t)[H(t)]η+ζ− 1
ζ

[G(t)]η+θ− 1
ζ

,

respectively, where the series H and G are defined as in Remark 9 and Remark 3,
respectively.

For the discrete case, when 0 < ζ < 1, η = 0 and θ > 1, the first Bennett-
Leindler type inequalities were established in [55, Remark 4] and [28, Remark 3.8]
for the given aforementioned series G and H. By this remark, these inequalities
are extended to the cases ζ > 1, η ≥ 0 and η + θ > 1 by the above novel discrete
Bennett-Leindler type inequalities.
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plications, Birkhäuser Boston, Inc., Boston, MA, 2001. https://doi.org/10.1007/978-1-4612-
0201-1

[13] Bohner, M., Peterson, A., Advances in Dynamic Equations on Time Scales, Birkhäuser
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Abstract. We study a new version of the weak subgradient method, recently

developed by Dinc Yalcin and Kasimbeyli for solving nonsmooth, nonconvex

problems. This method is based on the concept of using any weak subgradient
of the objective of the problem at the currently generated point with a version

of the dynamic stepsize in order to produce a new point at each iteration.
The target value needed in the dynamic stepsize is defined using a path based

target level (PBTL) algorithm to ensure the optimal value of the problem is

reached. We analyze the convergence and give an estimate of the convergence
rate of the proposed method. Furthermore, we demonstrate the performance

of the proposed method on nonsmooth, nonconvex test problems, and give

the computational results by comparing them with the approximately optimal
solutions.

1. Introduction

In this paper, we focus on nonsmooth problems where the objective function
is lower locally Lipschitz but not necessarily convex or smooth. Many real-world
application such as control theory, machine learning, optimal shape design are
nonsmooth optimization problems.

In nonsmooth convex optimization, a subgradient defines the normal vectors of
the supporting hyperplane to the graph of the function at the relevant point. Thus,
in nonsmooth convex optimization, the projected subgradient methods are well
known and the fundamentals of these methods have been investigated by Polyak
[50], Ermoliev [23], Shor [53]. The main purpose of a projected subgradient method
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is to generate a new point by using a subgradient of the function at the current point
and a positive stepsize parameter. The projection is not computationally expensive
if the constraint set is easy for example box constraints. For the convergence
analysis, the selection of the stepsize parameter is significant. The classical stepsize
types are a (fixed positive) constant, diminishing, and dynamic stepsize. With the
dynamic stepsize, the target value is an estimate of the optimal value of the problem
and it can be defined as a constant or it can be updated throughout the projected
subgradient method. The constant target value may be greater or lower than the
optimal value. Alternatively, the target value may be calculated by a path based
target level (PBTL) algorithm, which guarantees that the target value will converge
to the optimal value [14,27,45,56].

When the function is nonsmooth and nonconvex, various definitions of sub-
gradients are used such as Clarke’s subgradient [18] and weak subgradient [3, 4].
Clarke’s subgradient is used in nonsmooth, nonconvex (unconstrained or only box
constrained) optimization problems, and employed in various methods such as
bundle-type methods (see, e.g., [24, 29, 30, 36, 41]), gradient sampling algorithm
(see, e.g., [16, 19,39]), variable metric method (see, e.g., [55]), trust region method
(see, e.g., [1, 21, 31, 52]), cutting planes (see, e.g., [25]), proximal algorithms (see,
e.g., [9,11,12,48]), quasi-Newton method (see, e.g., [20,40]). In these methods, the
descent directions are usually computed by solving a subproblem which may be
quadratic.

Besides subgradient based methods, smoothing methods are also proposed in
literature to solve some class of nonsmooth optimization problems. In these meth-
ods, the nonsmooth function is approximated by a smooth function, then the
smooth function is optimized. The nonsmooth function may be convex (see, e.g.,
[8,10,13,47,54]), convex composite(see, e.g., [15]), or nonconvex (see, e.g., [10,17]).

In addition to these methods, for solving nonsmooth, nonconvex optimization
problems, the weak subgradient method [22] is the first to use weak subgradients
which have vector and scalar parts, corresponding the supporting conic surfaces to
the graph of the function at the relevant point. The weak subgradient method is a
generalization of projected subgradient methods, and a convergence analysis of it
is investigated with various stepsize parameters: constant and diminishing as well
as three types of dynamic.

The aim of this paper is to propose a new version of the weak subgradient
method that uses a stepsize parameter computed with PBTL algorithm. Then, the
convergence properties and the convergence rate of the proposed method are also
investigated. We approximately compute the weak subgradient of the function at
the relevant point with the algorithm using the theorem [22, Theorem 2.8] which
establish the relation between the directional derivative and weak subdifferential.
Additionally, we test the performance of the method on nonsmooth, nonconvex test
problems from the literature.
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The rest of the paper is organized as follows. Section 2 gives the main properties
of the weak subdifferentials and the algorithm for the approximate computing of
the weak subgradient is presented. In section 3, we give the convergence proper-
ties and convergence rate of the weak subgradient method with PBTL algorithm.
Section 4 gives the computational results. In section 5 we draw some conclusions.

2. Preliminaries

In this section, we explain the weak subdifferential and the approximate com-
puting of the weak subgradient.

2.1. Weak Subdifferentials. In this section, we give the definition of the weak
subdifferentials and some properties related to this study (see [3, 4, 22,33,34] ).

Definition 1. Let f : S → R and x̄ ∈ S. A pair (v, c) ∈ Rn × R+ is called a weak
subgradient of f at x̄ on S if

f(x) ≥ f(x̄) + ⟨v, x− x⟩ − c∥x− x̄∥, ∀x ∈ S. (1)

The set

∂wS f(x̄) = {(v, c) ∈ Rn × R+ : f(x) ≥ f(x̄) + ⟨v, x− x̄⟩ − c∥x− x̄∥, ∀x ∈ S}
of all weak subgradients of f at x̄ is called the weak subdifferential of f at x̄ on S.

As a result of the definition of the weak subgradient, a continuous (superlinear)
and concave function is obtained as follows

g(x) = f(x̄) + ⟨v, x− x̄⟩ − c∥x− x̄∥,
where x ∈ S, g(x̄) = f(x̄), and (v, c) ∈ ∂wS f(x̄). In addition, the hypograph of

this function g(x) is a cone and thus supports the epigraph of the function f(x) at
the point (x̄, f(x̄)).

Assumption 1. Let S ⊆ Rn be starshaped at x̄ ∈ S, and let f : S → R be a given
function. Suppose that f has a directional derivative at x̄ in every direction x− x̄
with arbitrary x ∈ S and

f(x)− f(x̄) ≥ f ′(x̄;x− x̄) for all x ∈ S− {x̄}. (2)

When Assumption 1 holds, the following equation

f ′(x̄;h) = max{⟨v, h⟩ − c ∥h∥ : (v, c) ∈ ∂wS f(x̄), ∥v∥+ c ≤M}, ∀h ∈ Rn

explains the relation between the weak subdifferential ∂wS f(x̄) and the directional
derivative f ′(x̄;h) (see [22, Theorem 2.8]), where M is a positive number. The
relation plays an important role in the approximation of the weak subgradients.

In addition, it is known that the weak subdifferential of a function is convex
and closed (see [33, Theorem 2.4]), and also compact (see [22, Theorem 2.9]). The
property of compactness is handled by limiting the scalar part of weak subgradient c
with an upper bound L and thus the norm of the vector part of the weak subgradient
v is also bounded with an uper bound D. It means that ∂wSLf(x̄) is nonempty for
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c ≤ L and with the number D > 0, ∥v∥ ≤ D for all (v, c) ∈ ∂wSLf(x̄). This
property of the weak subgradient is essential for both the approximation of the
weak subgradients and the convergence analysis of the weak subgradient method.

2.2. Approximation of Weak Subgradients. Dinc Yalcin and Kasimbeyli [22]
presented an algorithm which makes use of the relation between the directional
derivative and weak subgradients, and also the compactness property of the weak
subdifferential and, in addition, utilizes the discrete gradient method given by [6].
The algorithm numerically computes the weak subgradient of a function at a given
point. Note that the approximation is computed more properly when the value of
L which is the upper limit of the scalar part of the weak subgradient c is defined
large enough. In addition, throughout this work Assumption 1 holds. We briefly
explain the method.

Let us consider the set G = {e = (e1, e2, ..., en) ∈ Rn : |ej | = 1, j = ¯1, n}
and generate the n vectors ej(α) = (αe1, α

2e2, ..., α
jej , 0, ..., 0), j = ¯1, n where

e = (e1, e2, ..., en) ∈ G and α ∈ (0, 1] is a fixed number. Then, the equation
f ′(x̄; ej(α)) = ⟨v̄, ej(α)⟩ − c̄

∥∥ej(α)∥∥ is constructed by the relation between the
directional derivative and the weak subdifferential. In addition, with using the
compactness of the weak subdifferential, the set Vc̄ = {v ∈ Rn : (v, c̄)} is obtained
for the particular c̄ ≤ L. Thus, the weak subgradient (v̄, c̄) exists, where v̄ ∈ Vc̄.
Note that L may be defined as the lower Lipschitz constant.

Due to the compactness of the weak subdifferential and the relation with the di-
rectional derivative, a weak subgradient (v̄, c̄) that satisfies the equation f ′(x̄; ej(α)) =
⟨v̄, ej(α)⟩ − c̄

∥∥ej(α)∥∥ exists, where v̄ ∈ Vc̄ defined as Vc̄ = {v ∈ Rn : (v, c̄)} for the
particular c̄. Note that c̄ can be taken less or equal to the lower Lipschitz constant
L.

Let take any e ∈ G, and let define λ > 0, α > 0 and given any c̄ and generate
the points where the zeroth point is the current point x0 = x̄ and the others
are obtained as xj = x0 + λej(α), j = ¯1, n. Furthermore, the points are easily
generated by xj = xj−1 + (0, . . . , 0, λαjej , 0, . . .) for every j = ¯1, n. After that, the
vector v(e, α, λ) ∈ Rn with the coordinates

vj(e, α, λ) =
f(xj)− f(xj−1)

λαjej
+

c̄

ej
, j = ¯1, n

is defined and with the given numbers, we can state the set W (e, α) = {(w, c̄) ∈
Rn × C : ∃(λk → +0, k → +∞), w = limk→∞ v(e, α, λk)}. Finally, the set W (e, α)
is a subset of weak subdifferential, W (e, α) ⊂ ∂wSLf(x̄) ∀α ∈ (0, α0] (see [22,
Proposition 3.5], also see [22, Proposition 3.1], [22, Proposition 3.3], [22, Corollary
3.4] for more details).

By using the construction given above, Algorithm 1 is constructed in [22] as
follows.
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Algorithm 1 Approximate computing of the weak subgradient (v, c) ∈ ∂wSLf(x̄).

1: Let e ∈ G = {e = (e1, e2, ..., en) ∈ Rn : |ej | = 1, j = ¯1, n} and λ > 0, α ∈ (0, 1],
x̄ ∈ S, and L > 0 sufficient large.

2: Define ej(α) = (e1α, e2α
2, ..., ejα

j , 0, ..., 0), j = ¯1, n.
3: Choose a number 0 < c < L.
4: Let x0 = x̄.
5: j ← 1.
6: while j ≤ n do
7: xj = x0 + λej(α),

8: vj =
f(xj)−f(xj−1)

λαjej
+ c

ej
,

9: j ← j + 1.
10: end while

3. Weak Subgradient Method with Path Based Target Level (Pbtl)
Algorithm

In this paper, we focus on the following box constrained nonsmooth optimization
problem:

minimize f(x)
subject to x ∈ S (3)

where f : S → R is a lower locally Lipschitz function not necessarily convex and
smooth. S ⊂ Rn defines the box constraints S = {x ∈ Rn : l ≤ x ≤ u}, where l and
u shows the lower and upper bounds, respectively.

We present the weak subgradient method with the PBTL algorithm for solving
Problem (3). The process of weak subgradient method at every iteration k is as
follows:

xk+1 = PS(xk − αkvk). (4)

Here, PS denotes projection on the set S, (vk, ck) ∈ ∂wSLf(xk) is the weak subgradient
and the parameter αk is a positive stepsize. Since the set consists of box constraints,
the projection is simple.

Some notations is used through this section. x∗ and f∗ denote a critical point and
the critical value of the problem (3) in the sense of weak subdifferential, respectively.
We assume that positive numbers D and L exists satisfying

∥vk∥ ≤ D, (5)

ck ≤ L, (6)

for all (vk, ck) ∈ ∂wSLf(xk) for all xk ∈ S. The diameter of S is denoted by the notion
dS = diam(S) = maxx1,x2∈S ∥x1 − x2∥. Then

∥xk − x∗∥ ≤ dS, (7)
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where ∥ · ∥ is the Euclidean norm.
The dynamic stepsize is generally defined as

αk = γk
f(xk)− f levk − ckdS

∥vk∥2
, 0 < γ ≤ γk ≤ γ̄ < 2, (8)

where the target value f levk is an estimate of f∗. The convergence analysis for the
various selections of f levk is given in [22]. When these selections of f lev are defined
constantly, greater or lower value of f lev than the optimal value f∗ occurs. In
this circumstances, the convergence depends on f lev and the difference (f∗− f lev),
respectively. When f levk is updated during the algorithm with the procedure f levk =
mink{f(xk)} − δk and the parameter δk is computed, regardless of whether or not
the current iteration is better than f levk , the upper limit of δk has an impact on the
convergence.

In this paper, we analyze the weak subgradient method with a new dynamic
stepsize (8), where f levk is defined by the PBTL algorithm given in [14,27,45,56] to
ensure f levk → f∗. The pseudocode is given in Algorithm 2.

The algorithm decreases the δl parameter only in Steps 14-16 if the length of the
path σk travelled by iterates for all k < kl+1 exceeds the prescribed upper bound
R; otherwise, the parameter remains the same. Decreasing δl means increasing the
target level f levk . σk is reset when a new point is generated with sufficient descent
of the objective function.

We begin the convergence analysis with the following lemma without proof which
gives a general inequality between the generated points and the critical point that
is true for all stepsizes (also, see e.g. [2,26,32,37,38,45,46,51] for other subgradient
methods) This lemma is essential for the subsequent convergence analysis.

Lemma 1. [22, Lemma 2] Let {xk} be the sequence generated by the weak sub-
gradient method. Then for all k ≥ 0, we have

∥xk+1 − x∗∥2 ≤ ∥xk − x∗∥2 − 2αk[f(xk)− f∗ − ck∥x∗ − xk∥] + α2
k∥vk∥2.

We start with a lemma which explains that if δl is nondiminishing, then the target
values f levk are updated infinitely through iterations which means infk≥0 f(xk) =
−∞. The lemma holds true regardless of whether the computation of the weak
subgradient is exact or approximate.

Lemma 2. Algorithm 2 generates infinitely many values of l which means l→∞.
Thus we have either infk≥0 f(xk) = −∞ or liml→∞ δl = 0 for the sequence {xk}
generated by the weak subgradient method with the PBTL algorithm.

Proof. Assume that l takes only a finite number of values, let l̄ > 0 be the upper
bound of l. In this case, we have

σk + αk∥vk∥ ≤ σk + αkD = σk+1 ≤ R
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Algorithm 2 Weak subgradient method with PBTL algorithm

1: Select a starting initial solution x0 ∈ X, and δ0 > 0, R > 0, let the incumbent
solution be xbest = x0, and σ0 = 0, frec−1 =∞.

2: Define tolerance tol, and let iteration counter k = 0 and l = 0, kl = 0.
3: while δl > tol do
4: Calculate f(xk).
5: if f(xk) < freck−1, then

6: Set freck = f(xk), x
best = xk

7: else
8: Set freck = freck−1.
9: end if

10: if f(xk) < freckl
− δl

2 , then
11: Set kl+1 = k, σk = 0, δl+1 = δl, l = l + 1,
12: Go to 17.
13: end if
14: if σk > R, then
15: Set kl+1 = k, σk = 0, δl+1 = δl

2 , l = l + 1.
16: end if
17: Set f levk = freckl

− δl.
18: Compute a weak subgradient (vk, ck) ∈ ∂wSLf(xk) of f at xk via Algorithm

1 in Sect. 2.2.
19: Calculate xk+1 via (4) and (8).
20: σk+1 = σk + αk∥vk∥.
21: k ← k + 1.
22: end while

from (5) and Step 20 for all k ≥ kl̄. This would mean that limk→∞ αk = 0, which
is impossible. Since for all k ≥ kl̄, from Step 17, we have

f(xk)− f levk ≥ δl̄. (9)

Furthermore, ck is chosen less than
f(xk)−f lev

k

dS
since the stepize is a positive param-

eter. Thus, with (9) and the way of choosing the vale of ck, we have

αk = γk
f(xk)− f levk − ckdS

∥vk∥2
> 0.

This implies that for all k ≥ kl̄, the stepsize αk is bounded below with a positive
value which means limk→∞ αk > 0. As a consequence l cannot be finite: l→∞.

Since l goes to infinite, there should be a limit δ = liml→∞ δl. If δ = 0, then
liml→∞ δl = 0. Otherwise, let l0 is large enough so that for all l ≥ l0, we have δl = δ
from 10-13 and 14-16 and

freckl+1
− freckl

≤ −δ
2
,
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implying that infk≥0 f(xk) = −∞. □

Remark 1. Algorithm 2 is terminated when δl is less than tol. According to Lemma
2, if the function f goes to negative infinity, then while l goes to infinity, δl has a
limit point δ. In this case, Algorithm 2 runs infinite iterations since the stopping
condition δl ≤ tol cannot be hold. Therefore, another termination rule such as a
time limit or an iteration limit may be used to prevent this situation.

The convergence property of the weak subgradient method with the PBTL al-
gorithm is given in the following proposition.

Proposition 1. For the sequence {xk} generated by the weak subgradient method
with the PBTL algorithm, we have

• (a) if liml→∞ δl > 0, then

inf
k≥0

f(xk) = −∞,

• (b) if liml→∞ δl = 0, then

inf
k≥0

f(xk) = f∗.

Proof. If liml→∞ δl > 0, according to Lemma 2, we have infk≥0 f(xk) = −∞. Thus
the proof is completed for part (a).

Now, we prove part (b).
Let ψ be the set of l given by

ψ =
{
l|δl =

δl−1

2
, l ≥ 1

}
.

We obtain

σk = σk−1 + αk−1∥vk−1∥ =
k−1∑
j=kl

αj∥vj∥

from Steps 10-16 and 20 . When the length of the path becomes greater than the

upper value
∑k−1
j=kl

αjD >
∑k−1
j=kl

αj∥vj∥ > R at Steps 14-16, kl+1 becomes equal
to iteration number kl+1 = k where l + 1 ∈ ψ . Thus, the sum gives

k−1∑
j=kl−1

αj >
R

D
∀l ∈ ψ,

and, since the cardinality of ψ is infinite, we have the inequality,

∞∑
j=0

αj ≥
∑
l∈ψ

k−1∑
kl−1

αj >
∑
l∈ψ

R

D
=∞. (10)

Now, assume to contrary that there exists some ε > 0

inf
k≥0

f(xk) > f∗ + ε,
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inf
k≥0

f(xk)− ε > f∗.

Since liml→∞ δl = 0, let l̄ be large enough so that there exits some ε such that
δl ≤ ε for all l ≤ l̄. Thereby for all k ≤ kl̄ we obtain,

f levk = freckl
− δl ≥ inf

k≥0
f(xk)− ε > f∗. (11)

By using the inequality obtained in (11) and by Lemma 1, and in addition, with
assumption (5), the diameter of S given in (7), the dynamic stepsize (8), and finally
using the fact that γk < 2, γ2k ≤ γk, 0 < γ < γk ≤ γ̄ < 2, the following inequality
is obtained

∥xk+1 − x∗∥2 ≤ ∥xk − x∗∥2 − γ(2− γ)
(f(xk)− f levk − ckdS)2

D2
. (12)

By summing these inequalities over k ≥ kl̄, we have

∥xk+1 − x∗∥2 ≤ ∥xkl̄ − x
∗∥ −

γ(2− γ)
D2

∞∑
k=kl̄

(f(xk)− f levk − ckdS)2. (13)

Due to (8) and (10), the last term
∑∞
k=kl̄

(f(xk)− f levk − ckdS)2 of the inequality

(13) goes to infinity. Then, the relation cannot hold true. Thus, we obtain the
contradiction. □

Now, we give a convergence rate analysis.

Proposition 2. If the weak subgradient method with the PBTL algorithm termi-
nates after a finite number of K iterations, then K is the largest positive integer
such that

K−1∑
k=0

(δk − LdS)2 ≤
D2

γ(2− γ̄)
∥x0 − x∗∥2

and we have

inf
0≤k≤K

f(xk) ≤ f∗ + δ0.

Proof. Assume to the contrary that

f(xk) ≥ f∗ + δ0 (14)

for all k = 0, ...,K.
Since f levk = min0≥j≥k f(xj)− δk and δk ≤ δ0 for all k ≥ 0, with (14) we have

f levk ≥ f∗ − δ0 ≥ f∗ − δk ≥ f∗ (15)

for all k = 0, ...,K.
Hereby, by using the inequality f levk ≥ f∗ obtained in (15) and by Lemma 1,

and in addition, with the diameter of S given in (7), the definition of the dynamic
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stepsize (8),0 < γ < γk ≤ γ̄ < 2 (similar to the Proposition 1), we get the inequality
(12).

When we combine the inequality (12) using the fact f(xk) − f levk ≥ δk∀k and
ck ≤ L given in (6), for all k ≤ K the following inequality

∥xk+1 − x∗∥2 ≤ ∥xk − x∗∥2 − γ(2− γ)
(δk − LdS)2

D2

is obtained.
By summing these inequalities over k = 0, ...K, we have

∥xK+1 − x∗∥2 ≤ ∥x0 − x∗∥2 −
γ(2− γ)
D2

K∑
k=0

(δk − LdS)2.

The last relation cannot hold for sufficiently large K because of the compactness
of the set S. Thus, it implies

K−1∑
k=0

(δk − LdS)2 ≤
D2

γ(2− γ̄)
∥x0 − x∗∥2.

□

Remark 2. Let the Assumption 1 hold true. Then, there exists a weak subgradient
(vk, ck) ∈W (e, α) ⊂ ∂wSLf(xk) and thus, we have

f(x∗)− f(xk) ≥ f ′(xk;x∗ − xk) = ⟨vk, x∗ − xk⟩ − ck ∥x∗ − xk∥
for all k ≥ 0, which plays an important role in proving Lemma 1. Since Lemma
1 is essential to prove the results on the propositions of convergence analysis and
convergence rate, all the results of this section are valid if the weak subgradient is
computed via Algorithm 1.

4. Computational Results

In this section, we verify the performance and analyze the efficiency of the weak
subgradient method with the PBTL algorithm by solving completely 49 nonsmooth,
nonconvex test problems, of which 19 are small scale, P-SS, (P1-P19) with 2 to 10
decision variables and 15+15 are large scale (P20-P34), with 50, P-LS-50, (shown
as P20-50 to P34-50) and 200, P-LS-200 (shown as P20-200 to P34-200) decision
variables, respectively. Table 1 shows the properties of the test problems, including
the names given in the literature and references to where they were taken from,
the variable numbers, n, and the optimal values of the problems, f∗. Note that the
optimal values of some problems are approximate, P12 and P13 are the L1 version
of the Rosenbrock and Wood functions, respectively, and P21 is the nonsmooth
version of the Brown function.
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Table 1: Nonsmooth nonconvex test problems

Small Scale
Problem

n f∗ Large Scale Problem n f∗

P1 Crescent [35] 2 0 P20 Active faces [28] any 0
P2 Mifflin 2 [44] 2 −1 P21 Brown function [29] any 0
P3 WF [42] 2 0 P22 Chained crescent I [29] any 0
P4 SPIRAL [42] 2 0 P23 Chained crescent II [29] any 0
P5 EVD52 [42] 3 3.5991193 P24 Problem 6 in [43] any 0
P6 PBC3 [42] 3 0.0042021427 P25 Problem 17 in [43] any 0
P7 Bard [42] 3 0.050816327 P26 Problem 19 in [43] any 0
P8 Polak 6 [49] 4 −44 P27 Problem 20 in [43] any 0
P9 El-Attar [42] 6 0.5598131 P28 Problem 22 in [43] any 0
P10 Gill [42] 10 9.7857721 P29 Problem 24 in [43] any 0
P11 Problem 1 [5] 2 2 P30 DC Maxl [5] any 0
P12 Rosenbrock [5] 2 0 P31 DC Maxlq [7] any 0
P13 Wood [5] 4 0 P32 Problem 6 in [7] any 0
P14 EXP [42] 5 0.00012237125 P33 Problem 7 in [7] any 0
P15 Kow.-Osb. [42] 4 0.0080843684

P34 Chained Mifflin 2 [29]
50 −34.795

P16 OET5 [42] 4 0.0026359735 200 −140.86
P17 OET6 [42] 4 0.0020160753
P18 PBC1 [42] 5 0.022340496
P19 EVD61 [42] 6 0.034904926

The constraint set is S = {x|xi ∈ [−5, 5] i = 1, ..., n} in the problems, however
if any component of the optimal solution is not in this interval, then the constraint
set is updated as [x∗i − 5, x∗i + 5] i ∈ {1, ..., n}. In addition, the starting points of
the problems needed in the algorithm are the same in reference to the corresponding
problems.

We code the weak subgradient method with the PBTL algorithm in the Python
programming language and carry out numerical experiments on MacBook Pro with
2.5GHz Intel Core i7 processor and with 16GB 1600 MHz DDR3 RAM. The al-
gorithm is terminated if δk becomes less than tol = 0.001 or the CPU (s) time
reaches 3600s for all test problems. δ0 is defined as |f(x0)|. The prescribed upper
bound R is defined as 100, 5000 and 50 for P-SS, P-LS-50 and P-LS-200, respec-
tively. For P7, R is defined as 10000. The parameters α and λ is set as 1 and 0.001
for the approximate computing of the weak subgradient via Algorithm 1, respec-
tively. The upper bound c̄k of the scaler parameter ck of the weak subgradient is

c̄k =
f(xk)−f lev

k

dS
to ensure the positiveness of the stepsize. The scaler parameter

ck is defined ck = c̄k ∗ 0.5 to compute the vector part vk of the subgradient in
Algorithm 1.
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The computational results, the CPU times, and iteration numbers of nonsmooth,
nonconvex test problems obtained via weak subgradient method with the PBTL
algorithm are given in Table 2, where the following notations are used:

• WSM − Path: The weak subgradient method with the PBTL algorithm.
• WSM −Dyn: The weak subgradient method with dynamic stepsize with
dynamic f levk from [22].
• fpathwsa : The best value of the objective function, computed using WSM −
Path.
• fdynwsa : The best value of the objective function, computed using WSM −
Dyn.
• iter: The number of iterations at which the weak subgradient method with
the PBTL algorithm is terminated.

Table 2 compares the results with the (approximate) optimal solutions obtained so
far and the results obtained byWSM−Dyn. The better results are shown in bold.
The results show that WSM −Path outperforms WSM −Dyn in 29 out of 49 test
problems and two algorithms find the same value in 7 out of 49 test problems.

f − f∗

1 + |f∗|
≤ ε. (16)

We evaluate the results with the evaluation criteria (16) given above, where f is the
results obtained by the relevant method (fdynwsm or fpathwsm in this paper). When the
evaluation criteria of each result is less than ε, the results is accepted as successful.
The successful percentage is computed by the total number of successful results
over the total number of the problems. We take ε as 10−2, 10−3, and 5× 10−5. We
summarize the results in Table 3.

If we take the ε = 10−2, then WSA − Path reaches the optimal value with
%95,%60 and %40 percentages for P-SS, P-LS-50, and P-LS-200, respectively. Sim-
ilar, If we take the ε = 10−3, then %95,%46 and %33 percentages are obtained.
Last, if we take the ε = 5 × 10−5, then %68,%40 and %27 percentages are ob-
served. Additional, WSA − Path finds better solution for P14 (EXP). Moreover,
WSA− Path outperforms the successful percentage of WSM −Dyn.

5. Conclusion

In this paper, we propose a new version of the weak subgradient method with
the PBTL algorithm (WSA−Path). A weak subgradient of the current point with
a version of dynamic stepsize is used to produce a new solution at each iteration,
where the weak subgradient is computed with Algorithm 1 using the theorem about
the directional derivative and weak subdifferential. The target level in the dynamic
stepsize is computed with the PBTL algorithm. Then, the difference with the PBTL
algorithm compared to the other dynamic stepsizes is the method of defining the
target level to ensure f levk → f∗. We give the convergence analysis and converge
rate of the method. Furthermore, we show the tests performed using the method
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Table 2: Computational results for nonsmooth test problems for
test problems

Prob. f∗ fdynwsm
WSM − Path

fpathwsm CPU
(s)

P1 0 0 0 86.19
P2 −1 −1 −1 80.41
P3 0 0 0.00000169 81.30
P4 0 0 0 1.14
P5 3.5991193 3.59984305 3.59973074 123.51
P6 0.0042021427 0.00421077 0.00420479 429.55
P7 0.050816327 0.0508552 0.050829 232.20
P8 −44 −43.99 −43.99 215.58
P9 0.5598131 0.56171104 0.55993735 1859.47
P10 9.7857721 9.813723 9.79246244 2739.11
P11 2 2 2 118.39
P12 0 0.00015433 0 16.50
P13 0 0.0090316 0 0.04
P14 0.00012237125 −0.0024076 −6 552.60
P15 0.0080843684 0.00815057 0.00810742 114.80
P16 0.0026359735 0.00325996 0.0026544 367.68
P17 0.0020160753 0.00317971 0.00209686 353.22
P18 0.022340496 0.11826176 0.02251701 155.31
P19 0.034904926 0.03578041 0.07816864 12.48
P20-50 0 0.004235249 0 90.75
P21-50 0 0.01909278 0 1656.90
P22-50 0 0.045976722 0 3606.05
P23-50 0 0.0048727756 0 3636.80
P24-50 0 0.004071199 0.00300322 3544.41
P25-50 0 0 0.87361276 200, 47
P26-50 0 0.002417618 0.18014279 4106, .27
P27-50 0 0.0073205 0.103582595 552.50
P28-50 0 0.000680983 0.00068109 0.004
P29-50 0 0.012916485 0.00928192 3019.05
P30-50 0 2.575630571 0 1054.63
P31-50 0 1 1 906.04
P32-50 0 0.028024848 0.02395819 3548.23
P33-50 0 0 0.07654164 3684.00
P34-50 −34.795 −34.70324 −34.774069 2517.02
P20-200 0 0.01170317 0.76033843 27.00
P21-200 0 0.096967 0 3600.04
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Prob. f∗ fdynwsm
WSM − Path

fpathwsm CPU
(s)

P22-200 0 0.662850133 0 1211.46
P23-200 0 0.08312041 0 3600.07
P24-200 0 0.0093181 0.00489712 1698.22
P25-200 0 0 0.83829569 544.62
P26-200 0 0.00852129 0.0300995 398.30
P27-200 0 0.505147266 0.2388156 1018.13
P28-200 0 0 0 0.04
P29-200 0 0.01205072 0.02550528 1037.98
P30-200 0 9.54184555 0.0787 3600.05
P31-200 0 1 1 152.23
P32-200 0 0.00613751490.09293225 3600.28
P33-200 0 1.170935921 0.32948383 3600.28
P34-200 −140.86 −139.8939 −140.75363 3196.39

Table 3: Success percentage of WSM − Path for nonsmooth test prob-
lems versus the optimal value and WSM −Dyn

Type of
Prob.

Criteria f−f∗
1+|f∗| fdyn

wsm fpath
wsm

P-SS
< 5× 10−5 63% 68%
< 10−3 74% 95%
< 10−2 95% 95%

P-LS-50
< 5× 10−5 14% 40%
< 10−3 20% 46%
< 10−2 60% 60%

P-LS-200
< 5× 10−5 14% 27%
< 10−3 14% 33%
< 10−2 34% 40%

on nonsmooth, nonconvex optimization problems. The performance of WSA −
Path over the (approximate) optimal values and WSM − Dyn is shown by the
computational experiments. Besides WSM − Path shows good performance in
reaching the optimal values, it also outperforms WSM −Dyn in 29 out of 49 test
problems and the two algorithms find the same value from 7 out of 49 test problems.
We intend to investigate the ways of weakening Assumption 1 as a part of our future
work. Additionally, we would like to solve other nonsmooth optimization problems,
such as those found in machine learning problems.
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QUATERNIONIC BERTRAND CURVES ACCORDING TO TYPE

2-QUATERNIONIC FRAME IN R4

Ferdağ KAHRAMAN AKSOYAK

Ahi Evran University, Division of Elementary Mathematics Education, Kirsehir, TURKEY

Abstract. In this paper, we give some characterizations of quaternionic Bert-

rand curves whose torsion is non-zero but bitorsion is zero in R4 according to

Type 2-Quaternionic Frame. One of the most important points in working on
quaternionic curves is that given a curve in R4, the curve in R3 associated with

this curve is determined individually. So, we obtain some relationships between
quaternionic Bertrand curve α(4) in R4and its associated spatial quaternionic

curve α in R3. Also, we support some theorems in the paper by means of an

example.

1. Introduction

Bertrand curve was introduced by Bertrand in 1850 (see [1]). When a curve is
given, if there exists a second curve whose principal normal is the principal normal
of that curve, then the first curve is called Bertrand curve and the second curve
is called the Bertrand mate of the first curve. The most important properties of
Bertrand curves in Euclidean 3-space are that the distance between corresponding
points is constant and there is a linear relation between the curvature functions of
the first curve, that is, for λ, µ ∈ R, λκ + µτ = 1, where κ is curvature and τ is
the torsion of the first curve. Also, the absolute value of the real number λ in this
linear relation is equal to the distance between corresponding points of Bertrand
curves. The Bertrand curves in Euclidean 3-space were extended by L. R. Pears
into Riemannian n−space and gave general results for Bertrand curves [13]. If
these general results were applied to Euclidean n−space, then either torsion k2 or
bitorsion k3 of the curve vanishes. In other words, Bertrand curves in Rn (n > 3)
are degenerate curves. Also, for n > 3, some studies about Bertrand curves in
Euclidean n−space and Lorentzian n−space were made in [3], [5], [15].
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Bharathi and Nagaraj introduced spatial quaternionic curve in R3 and quater-
nionic curve in R4. By using the quaternionic multiplication, they obtained the
Serret-Frenet equations of the curve in R3 and then they formed the Serret-Frenet
formulae of a quaternionic curve in R4 by means of the Frenet vectors and cur-
vature functions of the spatial quaternionic curve in R3 [2]. After then by using
these quaternionic frames defined by Bharathi and Nagaraj, a lot of paper about
quaternionic curves were made in R3 and R4 ( [4], [6], [7], [9], [10], [11], [12], [14],
[16], [17], [18]).

Kahraman Aksoyak introduced a new quaternionic frame in R4. This new type
of quaternionic frame was called Type 2-Quaternionic Frame [8].

In this paper, we investigate quaternionic Bertrand curves whose torsion is non-
zero but bitorsion is zero in R4 according to Type 2-Quaternionic Frame. One
of the most important points in working on quaternionic curves is that given a
curve in R4, the curve in R3 associated with this curve is determined individually.
Hence we obtain some relationships between quaternionic Bertrand curve α(4) in
R4 and spatial quaternionic curve α in R3 associated with α(4) in R4. For example,
we obtain that quaternionic curve α(4) in R4 is a quaternionic Bertrand curve if
and only if the curve α in R3 associated with α(4) in R4 is a spatial quaternionic

Bertrand curve. Also, we show that result: if
(
α(4), β(4)

)
is a quaternionic Bertrand

curve couple then (α, β) is a spatial quaternionic Bertrand curve couple, where α

and β are curves in R3 associated with quaternionic curves α(4) and β(4) in R4,
respectively. And then we give an example about these results.

2. Preliminaries

The quaternion was defined by Hamilton. A real quaternion is as:

q = q0 + q1e1 + q2e2 + q3e3

where qi ∈ R for 0 ≤ i ≤ 3 and e1, e2, e3 are unit vectors in usual three dimensional
real vector space. Any quaternion q can be divided into two parts such that the
scalar part denoted by Sq and the vectorial part denoted by Vq, that is, for Sq = q0
and Vq = q1e1 + q2e2 + q3e3 we can express any real quaternion as q = Sq + Vq.

If q = Sq+Vq and q′ = Sq′ +Vq′ are any two quaternions, then equality, addition,
the multiplication by a real scalar c and the conjugate of q denoted by γq are as:

equality : q = q′ if and only if Sq = Sq′ and Vq = Vq′

addition : q + q′ = (Sq + Sq′) + (Vq + Vq′)

multiplication by a real scalar : cq = cSq + cVq

conjugate : γq = Sq − Vq.

Let us denote the set of quaternions by H. H is a real vector space with above
addition and scalar multiplication. A basis of this vector space is {1, e1, e2, e3}.
Hence, we can think of any quaternion q as an element (q0, q1, q2, q3) of R4. Even a
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quaternion whose scalar part is zero (it is called spatial quaternion) can be consid-
ered as a ordered triple (q1, q2, q3) of R3.

The product of two quaternions is defined by means of the multiplication rule
between the units e1, e2, e3 are given by:

e1e1 = e2e2 = e3e3 = e1e2e3 = −1. (1)

So, by using (1), quaternionic multiplication is obtained as:

q × q′ = SqSq′ − ⟨Vq, Vq′⟩+ SqVq′ + Sq′Vq + Vq ∧ Vq′ for every q, q′ ∈ H, (2)

where ⟨, ⟩ and ∧ denote the inner product and cross products in R3, respectively.
Also, H is a real algebra and it is called quaternion algebra.

Now, by using (2) the symetric, non-degenerate, bilinear form h on H is given
by :

h : H ×H → R,

h(q, q′) =
1

2
(q × γq′ + q′ × γq) for q, q′ ∈ H (3)

and the norm of any q real quaternion is defined by

∥q∥2 = h(q, q) = q × γq = S2
q + ⟨Vq, Vq⟩ .

So the mapping given by (3) is called the quaternion inner product [2].
We note that a quaternionic curve in R4 is denoted by α(4) and the spatial

quaternionic curve in R3 associated with α(4) in R4 is denoted by α.
Bharathi and Nagaraj introduced the Serret-Frenet formulas for spatial quater-

nionic curves in R3 and quaternionic curves in R4 follow as:

Theorem 1. (see [2]) Let I = [0, 1] denote the unit interval in the real line R and
S be the set of spatial quaternionic curve

α : I ⊂ R −→ S,

s −→ α(s) = α1(s)e1 + α2(s)e2 + α3(s)e3

be an arc-lenghted curve. Then the Frenet equations of α are as follows: t′

n′

b′

 =

 0 k 0
−k 0 r
0 −r 0

 t
n
b

 ,

where t = α
′
is unit tangent, n is unit principal normal, b = t × n is binormal,

where × denotes the quaternion product. k = ∥t′∥ is the principal curvature and r
is the torsion of the curve γ.

Theorem 2. (see [2]) Let I = [0, 1] denote the unit interval in the real line R and

α(4) : I ⊂ R −→ Q,

s −→ α(4)(s) = α
(4)
0 (s)+α

(4)
1 (s)e1+α

(4)
2 (s)e2+α

(4)
3 (s)e3
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be an arc-length curve in R4. Then Frenet equations of α(4) are given by
T

′

N
′

1

N ′
2

N ′
3

 =


0 K 0 0

−K 0 k 0
0 −k 0 (K − r)
0 0 −(K − r) 0




T
N1

N2

N3

 ,

where T = dα(4)

ds , N1, N2, N3 are the Frenet vectors of the curve α(4) and K =
∥∥∥T ′

∥∥∥
is the principal curvature, k is the torsion and (K − r) is the bitorsion of the curve
α(4). There exists following relations between the Frenet vectors of α(4) and the
Frenet vectors of α

N1 (s) = t(s)× T (s), N2 (s) = n(s)× T (s), N3 (s) = b(s)× T (s).

Type 2-Quaternionic Frame which is introduced by Kahraman Aksoyak in [8] is
given as:

Theorem 3. (see [8]) Let I = [0, 1] denote the unit interval in the real line R and

α(4) : I ⊂ R −→ Q,

s −→ α(4)(s) = α
(4)
0 (s)+α

(4)
1 (s)e1+α

(4)
2 (s)e2+α

(4)
3 (s)e3

be an arc-length curve in R4. Then Frenet equations of α(4) are given by
T

′

N
′

1

N ′
2

N ′
3

 =


0 K 0 0

−K 0 −r 0
0 r 0 (K − k)
0 0 −(K − k) 0




T
N1

N2

N3

 , (4)

where T = dα(4)

ds , N1, N2, N3 are the Frenet vectors of the curve α(4) and K =
∥∥∥T ′

∥∥∥
is the principal curvature, −r is the torsion and (K − k) is the bitorsion of the
curve α(4). There exists following relations between the Frenet vectors of α(4) and
the Frenet vectors of α

N1 (s) = b(s)× T (s), N2 (s) = n(s)× T (s), N3 (s) = t(s)× T (s).

3. Characterizations of Quaternionic Bertrand Curve

In this section, we consider the quaternionic curve whose the torsion (−r) is
non-zero and bitorsion (K − k) is zero according to Type 2-Quaternionic Frame in
R4 given by (4) and obtain various characterizations for cases where such curves
are quaternionic Bertrand curves. Also, we give some relationships between quater-
nionic Bertrand curves in R4 and spatial quaternionic curves in R3 which are related
to these curves and discuss some theorems in this section on an example.

Definition 1. Let α(4) : I ⊂ R → E4 and β(4) : Ī ⊂ R → E4 be quaternionic curves
given by the arc-length parameter s and s̄, respectively.
{T (s), N1(s), N2(s), N3(s)} and

{
T̄ (s̄), N̄1(s̄), N̄2(s̄), N̄3(s̄)

}
are Frenet vectors
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of these curves. If the principal normal vectors N1(s) and N̄1(s̄) of the curves

α(4) and β(4) are linearly dependent, then these curves are called quaternionic

Bertrand curves. Let (α(4), β(4)) be quaternionic Bertrand curve couple, where α(4)

is a quaternionic Bertrand curve and β(4) is quaternionic Bertrand mate of α(4).

Theorem 4. Let α(4) : I ⊂ R → E4 and β(4) : Ī ⊂ R → E4 be quaternionic

curves with arc-length parameter s and s̄, respectively. If (α(4), β(4)) is a quater-
nionic Bertrand curve couple, then the distance at corresponding points is constant,
that is

d(α(4) (s) , β(4) (s̄)) = const., for all s ∈ I.

Proof. We assume that α(4) is a quaternionic Bertrand curve and β(4) is a quater-
nionic Bertrand mate of α(4). From Definition (1), we can write

β(4) (s) = α(4) (s) + λ(s)N (s) ,

where λ : I → R is a differentiable function. If we take the derivative of the above
equation with respect to s and use the equations of Type 2-Quaternionic Frame
given by (4), we get

T̄ (s̄) =
ds

ds̄

[
(1− λ(s)K (s))T (s) + λ′ (s)N1 (s)− λ (s) r (s)N2 (s)

]
. (5)

Since h(T̄ (s̄) , N̄1(s̄)) = 0 and h(N1 (s) , N̄1(s̄)) = ±1,

λ′ (s) = 0

and we have that λ is a constant function on I. □

Theorem 5. The measure of the angle between the tangent vector fields of quater-

nionic Bertrand curve couple
(
α(4), β(4)

)
is constant, that is

h
(
T (s), T̄ (s̄)

)
= cosϕ0 = const. (6)

Proof. If we derivative h
(
T (s), T̄ (s̄)

)
and use the equations of Type 2-Quaternionic

Frame, we obtain following equality:

dh
(
T (s), T̄ (s̄)

)
ds

= h

(
dT (s)

ds
, T̄ (s̄)

)
+ h

(
T (s),

T̄ (s̄)

ds̄

ds̄

ds

)
= h

(
K (s)N1(s), T̄ (s̄)

)
+ h

(
T (s), K̄ (s̄) N̄1(s̄)

ds̄

ds

)
.

Since N̄1(s̄) = ±N1(s), we find

dh
(
T (s), T̄ (s̄)

)
ds

= 0

which implies that h
(
T (s), T̄ (s̄)

)
is constant. □
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Theorem 6. Let α(4) : I ⊂ R → E4 be a quaternionic curve with arc-length param-
eter s whose torsion is non-zero and bitorsion is zero. Then α(4) is a quaternionic
Bertrand curve if and only if

λK + µr = 1,

where λ and µ are real numbers, K is the principal curvature, −r is the torsion of
the curve α(4).

Proof. We suppose that α(4) is a quaternionic Bertrand curve such that r ̸= 0 and

K−k = 0. Then there exists a quaternionic Bertrand mate of α(4) denoted by β(4).

β(4) can be expressed as:

β(4) (s) = α(4) (s) + λN1 (s) , (7)

where λ is non-zero real number. Since the angle between the tangent vector fields

of α(4) and β(4) is constant, from (5) and (6), the tangent vector of β(4) can be
written as:

T̄ (s̄) = cosϕ0T (s) + sinϕ0N2(s)

in here

cosϕ0 = (1− λK (s))
ds

ds̄
, (8)

sinϕ0 = −λr (s)
ds

ds̄
. (9)

Since λ and r (s) are non-zero, sinϕ0 is non-zero. If we take as −λ cosϕ0

sinϕ0
= µ and

ratio the equations given by (8) and (9) side by side, we find

λK + µr = 1.

Conversely, let α(4) : I ⊂ R → E4 be a quaternionic curve whose the curvatures
K and −r hold the relation λK + µr = 1 for λ and µ real numbers. Let define a
quaternionic curve by using λ real number as:

β(4) (s) = α(4) (s) + λN1 (s) .

It is clearly shown that the principal normal lines of α(4) and β(4) are linearly
dependent. □

Theorem 7. Let
(
α(4), β(4)

)
be a quaternionic Bertrand curve couple, then the

product of torsions r(s) and r̄ (s̄) at the corresponding points of the curves α and
β is a constant, where α and β are spatial quaternionic curves in R3 related to

quaternionic curves α(4) and β(4)in R4, respectively.

Proof. Let consider that β(4) is a quaternionic Bertrand mate of α(4). Then we have

β(4) (s) = α(4) (s) + λN1 (s) .

If we displace the position vectors α(4) (s) and β(4) (s) , we get

α(4) (s) = β(4) (s)− λN̄1 (s̄) . (10)
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By differentiating (10) with respect to s and using the equations of Type 2-Quaternionic
Frame, we obtain

T (s) =
[
(1 + λK̄ (s̄))T̄ (s̄) + λr̄ (s̄) N̄2 (s̄)

] ds̄
ds

.

So, we can rewrite

T (s) = cosϕ0T̄ (s̄)− sinϕ0N̄2 (s̄) ,

where

cosϕ0 = (1 + λK̄ (s̄))
ds̄

ds
, (11)

sinϕ0 = −λr̄ (s̄)
ds̄

ds
. (12)

Multiplying the equations (9) and (12) side by side, we find

rr̄ =
sin2 ϕ0

λ2 = const.

□

Theorem 8. Let
(
α(4), β(4)

)
be a quaternionic Bertrand curve couple. Then the

curvatures K(s), −r(s) and K̄ (s̄) , −r̄ (s̄) of the curves α(4) and β(4), respectively,
satisfy the following equation

λ
(
K + K̄

)
+ µ (r − r̄) = 0. (13)

Proof. We assume that
(
α(4), β(4)

)
is a quaternionic Bertrand curve couple. Then

if we ratio the equations given by (8) and (9) side by side, we find

cosϕ0

sinϕ0

=
1− λK

−λr

and similarly if we proportion the equation (11) to equation (12),

cosϕ0

sinϕ0

=
1 + λK̄

−λr̄
.

If we take as − cosϕ0

sinϕ0
λ = µ, we have

λK + µr = 1 (14)

and

λK̄ − µr̄ = −1. (15)

From (14) and (15), we obtain

λ
(
K + K̄

)
+ µ (r − r̄) = 0.

□
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Theorem 9. Let α(4) : I ⊂ R → E4 be a quaternionic curve whose the torsion is
non-zero and bitorsion is zero and α : I ⊂ R → E3 be a spatial quaternionic curve
associated with α(4) quaternionic curve. Then α is a spatial quaternionic Bertrand
curve if and only if α(4) is a quaternionic Bertrand curve.

Proof. We assume that α : I ⊂ R → E3 is a spatial quaternionic Bertrand curve.
Then there are λ, µ are real constants such that the curvatures k(s) and r(s) of α
satisfy

λk + µr = 1. (16)

Since the bitorsion of the quaternionic curve α(4) vanishes, we have

K = k. (17)

From (16) and (17), we get

λK + µr = 1.

From Theorem (6), the above equality says that α(4)(s) is a quaternionic Bertrand
curve.

Conversely it is clearly shown that if α(4) is a quaternionic Bertrand curve whose
the bitorsion vanishes, then α is a spatial quaternionic Bertrand curve. □

Theorem 10. If
(
α(4), β(4)

)
is a quaternionic Bertrand curve couple then (α, β)

is a spatial quaternionic Bertrand curve couple, where α and β are curves in R3

associated with quaternionic curves α(4) and β(4) in R4, respectively.

Proof. We consider that α(4) is a quaternionic Bertrand curve and β(4) is a quater-
nionic Bertrand mate of α(4). Then from Definition (1), N1(s) and N̄1(s̄) are linearly

dependent. On the other hand, from Theorem (9), we know that if α(4) and β(4)

are Bertrand curve then the curves α and β in R3 which are associated with α(4)

and β(4) in R4, respectively are Bertrand curves, too. Now, we show that β is
quaternionic Bertrand mate of α.

From Type 2- Quaternionic Frame, the binormal b̄ of β is written as:

b̄ = N̄1 × γT̄ (18)

Since β(4) is a quaternionic Bertrand mate of α(4), we have N̄1 = N1 and T̄ =
cosϕ0T + sinϕ0N2. So we can rewrite (18) following as:

b̄ = N1 × γ (cosϕ0T + sinϕ0N2)

= cosϕ0 (N1 × γT ) + sinϕ0 (N1 × γN2) .

In last equality, if we use N1 × γT = b and N2 = n× T, we obtain

b̄ = cosϕ0b+ sinϕ0t. (19)

Differentiating (19), we find

−r̄n̄
ds̄

ds
= (− cosϕ0r + sinϕ0k)n
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and it implies that n̄ = ±n. Hence β is a Bertrand mate of α. □

Now, we will see an application of some theorems in the paper by means of
following example.

Example 1. Let α(4)(s) =
(
cos s√

3
, sin s√

3
, s√

3
, s√

3

)
be a quaternionic curve in R4

which is given by arc-length parameter s. The Frenet vectors and the curvatures of
the curve α(4) in R4 are as:

T (s) =
1√
3

(
− sin

s√
3
, cos

s√
3
, 1, 1

)
,

N1 (s) =

(
− cos

s√
3
,− sin

s√
3
, 0, 0

)
,

N2 (s) =
1√
6

(
−2 sin

s√
3
, 2 cos

s√
3
,−1,−1

)
,

N3(s) =
1√
2
(0, 0,−1, 1)

and

k1 = K =
1

3
, k2 = −r = −

√
2

3
, k3 = K − k = 0.

By using the definition of Type-2 Quaternionic Frame, the curve α in R3 which is
associated with α(4) is obtained as:

α (s) =
1√
2

(
2

s√
3
,− cos

s√
3
− sin

s√
3
, cos

s√
3
− sin

s√
3

)
.

The Frenet vectors and the curvatures of α are computed as:

t (s) =
1√
6

(
2,− cos

s√
3
+ sin

s√
3
,− cos

s√
3
− sin

s√
3

)
,

n(s) =
1√
2

(
0, cos

s√
3
+ sin

s√
3
,− cos

s√
3
+ sin

s√
3

)
,

b(s) =
1√
3

(
1, cos

s√
3
− sin

s√
3
, cos

s√
3
+ sin

s√
3

)
and

k =
1

3
, r =

√
2

3
.

From the definition of Type-2 Quaternionic Frame, there exists following relations
between Frenet vectors of α(4) in R4 and α in R3 :

N1 (s) = b(s)× T (s), N2 (s) = n(s)× T (s), N3 (s) = t(s)× T (s).

α(4) is a quaternionic curve whose torsion is non zero and bitorsion is zero and
we can see that the curvatures of α(4) hold λK + µr = 1, for λ = −2 and µ = 5√

2
.
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So it is a quaternionic Bertrand curve. From Theorem (9), we know that if α(4) is
a quaternionic Bertrand curve then α is a spatial quaternionic Bertrand curve. We
can easily see that λk+µr = 1, for λ = −2 and µ = 5√

2
. Since α(4) is a quaternionic

Bertrand curve, we can determine the quaternionic Bertrand mate of it as:

β(4)(s) = α(4) (s)− 2N1(s)

=

(
3 cos

s√
3
, 3 sin

s√
3
,
s√
3
,
s√
3

)
,

where s̄ = φ (s) =
∫ ∥∥∥dβ(4)(s)

ds

∥∥∥ ds = √
11√
3
s and s̄ is arc-length parameter of β(4). Now

by using Type-2 Quaternionic Frame, we can determine the Frenet vectors and the

curvatures of the curve β(4) as follows:

β(4)(s̄) =

(
3 cos

s̄√
11

, 3 sin
s̄√
11

,
s̄√
11

,
s̄√
11

)
,

T̄ (s̄) =
1√
11

(
−3 sin

s̄√
11

, 3 cos
s̄√
11

, 1, 1

)
,

N̄1 (s̄) =

(
− cos

s̄√
11

,− sin
s̄√
11

, 0, 0

)
,

N̄2 (s̄) =
1√
22

(
−2 sin

s̄√
11

, 2 cos
s̄√
11

,−3,−3

)
,

N̄3 (s̄) =
1√
22

(0, 0,−11, 11)

and

k̄1 = K̄ =
3

11
, k̄2 = −r̄ = −

√
2

11
, k̄3 = K̄ − k̄ = 0.

The curve β which is associated with β(4) is found as:

β (s̄) =
1√
2

(
2

s̄√
11

, 3

(
− sin

s̄√
11

− cos
s̄√
11

)
, 3

(
− sin

s̄√
11

+ cos
s̄√
11

))
.

The Frenet vectors and the curvatures of β are found as:

t̄(s̄) =
1√
22

(
2, 3

(
− cos

s̄√
11

+ sin
s̄√
11

)
, 3

(
− cos

s̄√
11

− sin
s̄√
11

))
,

n̄(s̄) =
1√
2

(
0, cos

s̄√
11

+ sin
s̄√
11

,− cos
s̄√
11

+ sin
s̄√
11

)
,

b̄(s̄) =
1√
11

(
3, cos

s̄√
11

− sin
s̄√
11

, cos
s̄√
11

+ sin
s̄√
11

)
and

k̄ =
3

11
, r̄ =

√
2

11
.



QUATERNIONIC BERTRAND CURVES 405

From the definition of Type-2 Quaternionic Frame, there exists following relations

between Frenet vectors of β(4) in R4 and β in R3

N̄1 (s̄) = b̄(s̄)× T̄ (s̄), N̄2 (s̄) = n̄(s̄)× T̄ (s̄), N̄3 (s̄) = t̄(s̄)× T̄ (s̄).

Since β(4) is a quaternionic Bertrand curve, β is a spatial quaternionic Bertrand
curve and the curvatures of β satisfy λ̄k̄ + µ̄r̄ = 1, for λ̄ = 2 and µ̄ = 5√

2
real

numbers. From Theorem (10), we know that β is Bertrand mate of α. In fact n̄ = n
and β (s) = α (s)− 2n (s) .

Also, in this example, we can see that the equation (13) in Theorem (8) holds for

λ = −2, µ = 5√
2
, K = 1

3 , r =
√
2
3 , K̄ = 3

11 , r̄ =
√
2

11 , that is λ
(
K + K̄

)
+µ (r − r̄) =

0.
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APPROXIMATION BY SZÁSZ-MIRAKJAN-DURRMEYER

OPERATORS BASED ON SHAPE PARAMETER λ

Reşat ASLAN

Department of Mathematics, Faculty of Sciences and Arts, Harran University,

63300 Şanlıurfa, TURKEY

Abstract. In this work, we study several approximation properties of Szász-
Mirakjan-Durrmeyer operators with shape parameter λ ∈ [−1, 1]. Firstly,

we obtain some preliminaries results such as moments and central moments.
Next, we estimate the order of convergence in terms of the usual modulus

of continuity, for the functions belong to Lipschitz type class and Peetre’s

K-functional, respectively. Also, we prove a Korovkin type approximation
theorem on weighted spaces and derive a Voronovskaya type asymptotic the-

orem for these operators. Finally, we show the comparison of the convergence

of these newly defined operators to certain functions with some graphics and
an error of approximation table.

1. Introduction

One of the famous linear positive operators in the theory of approximation,
Szász [29] and Mirakjan [18] introduced following operators

Sm(µ; y) =

∞∑
j=0

sm,j(y)µ

(
j

m

)
, (1)

where m ∈ N, y ≥ 0, µ ∈ C[0,∞) and Szász-Mirakjan basis functions sm,j(y) are
defined as below:

sm,j(y) = e−my (my)j

j!
. (2)
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Keywords. Modulus of continuity, Lipschitz type class, Voronovskaya type asymptotic theorem,

Szász-Mirakjan-Durrmeyer operators, weighted approximation.
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In 1985, Mazhar and Totik [17] proposed Durrmeyer type integral modifications
of operators (1) as follows:

Dm(µ; y) = m

∞∑
j=0

sm,j(y)

∞∫
0

sm,j(t)µ (t) dt, y ∈ [0,∞), (3)

where sm,j(y) given as in (2).
Recently, some various approximation properties of operators (3) have been

introduced by several authors. We refer the readers some papers on this direc-
tion [1, 3, 11–15].

A short time ago, the Bézier basis with shape parameter λ ∈ [−1, 1] which is
presented by Ye et al. [30], has attracted attention by some authors. Firstly, Cai et
al. [7] introduced λ−Bernstein operators and obtained various approximation theo-
rems, namely, Korovkin type convergence, local approximation and Voronovskaya-
type asymptotic. Acu et al. [2] proposed the Kantorovich type λ−Bernstein opera-
tors and established some approximation features such as order of convergence, in
connection with the Ditzian-Totik modulus of smoothness and Grüss-Voronovskaya
type theorems. In 2019, Qi et al. [25] introduced a new generalization of Szász-
Mirakjan operators based on shape parameter λ ∈ [−1, 1] as below:

Sm,λ(µ; y) =

∞∑
j=0

s̃m,j(λ; y)µ

(
j

m

)
, (4)

where Szász-Mirakjan basis functions s̃m,j(λ; y) with shape parameter λ ∈ [−1, 1] :

s̃m,0(λ; y) = sm,0(y)−
λ

m+ 1
sm+1,1(y);

s̃m,i(λ; y) = sm,i(y) + λ

(
m− 2i+ 1

m2 − 1
sm+1,i(y)

−m− 2i− 1

m2 − 1
sm+1,i+1(y)

)
(i = 1, 2, ...,∞, y ∈ [0,∞)). (5)

For the operators defined by (4), they studied some theorems such as Korovkin
type convergence, local approximation, Lipschitz type convergence, Voronovskaja
and Grüss-Voronovskaja type. Also, we refer some recent works based on shape
parameter λ ∈ [−1, 1], see details: [5, 6, 8, 19–24,26–28].

Motivated by all above-mentioned papers, we construct the following λ−Szász-
Mirakjan-Durrmeyer operators as:

Dm,λ(µ; y) = m

∞∑
j=0

s̃m,j(λ; y)

∞∫
0

sm,j(t)µ (t) dt, y ∈ [0,∞), (6)

where s̃m,j(λ; y) (j = 0, 1, ..∞) given in (5) and λ ∈ [−1, 1].
This work is organized as follows: In Sect. 2, we compute some preliminaries

results such as moments and central moments. Then, in Sect. 3, we obtain the
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order of convergence in respect of the usual modulus of continuity, for the functions
belong to Lipschitz class and Peetre’s K-functional, respectively. Next, In Sect. 4,
we prove a Korovkin type convergence theorem on weighted spaces also in Sect.
5, we establish a Voronovskaya type asymptotic theorem. Finally, with the aid of
Maple software, we present the comparison of the convergence of operators (6) to
certain functions with some graphics and error of approximation table.

2. Preliminaries

Lemma 1. [25]. For the λ−Szász-Mirakjan operators Sm,λ(µ; y), following results
are satisfied:

Sm,λ(1; y) = 1;

Sm,λ(t; y) = y +

[
1− e−(m+1)y − 2y

m(m− 1)

]
λ;

Sm,λ(t
2; y) = y2 +

y

m
+

[
2y + e−(m+1)y − 1− 4(m+ 1)y2

m2(m− 1)

]
λ;

Sm,λ(t
3; y) = y3 +

3y2

m
+

y

m2

+

[
1− e−(m+1)y − 2y + 3(m− 3)(m+ 1)y2 − 6(m+ 1)y3

m3(m− 1)

]
λ;

Sm,λ(t
4; y) = y4 +

6y3

m
+

7y2

m2
+

y

m3

+

[
e−(m+1)y − 1 + 2my + 2(3m− 11)(m+ 1)y2

m4(m− 1)

+
4(m− 8)(m+ 1)2y3 − 8(m+ 1)3y4

m4(m− 1)

]
λ.

Lemma 2. For the operators defined by (6), we obtain the following moments

Dm,λ(1; y) = 1; (7)

Dm,λ(t; y) = y +
1

m
+

[
1− e−(m+1)y − 2y

m(m− 1)

]
λ; (8)

Dm,λ(t
2; y) = y2 +

4y

m
+

2

m2
+

[
1− e−(m+1)y − 2y − 2(m+ 1)y2

m2(m− 1)

]
2λ; (9)

Dm,λ(t
3; y) = y3 +

9y2

m
+

18y

m2
+

6

m3

+

[
2− 2e−(m+1)y − 4y + (m− 11)(m+ 1)y2 − 2(m+ 1)y3

m3(m− 1)

]
3λ;

(10)
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Dm,λ(t
4; y) = y4 +

16y3

m
+

72y2

m2
+

96y

m3
+

24

m4

+

[
24− 24e−(m+1)y + y(m− 25) + 18(m− 7)(m+ 1)y2

m4(m− 1)

− 2(m2 − 7m− 23)(m+ 1)y3 + 4(m+ 1)3y4

m4(m− 1)

]
2λ. (11)

Proof. In view of the following relation

∞∫
0

sm,j(t)t
udt = m−(u+1)Γ(j + u+ 1)

Γ(j + 1)
,

it is easy to get
∞∑
j=0

s̃m,j(λ; y) = 1, hence we find (7).

Now, with the help of Lemma 1, we will compute the expressions (8) and (9).

Dm,λ(t; y) = m

∞∑
j=0

s̃m,j(λ; y)

∞∫
0

e−mt (mt)j

j!
tdt

= m

∞∑
j=0

s̃m,j(λ; y)
1

m2

Γ(j + 2)

Γ(j + 1)

=

∞∑
j=0

s̃m,j(λ; y)
j + 1

m

= Sm,λ(t; y) +
1

m
Sm,λ(1; y)

= y +
1

m
+

[
1− e−(m+1)y − 2y

m(m− 1)

]
λ.

Dm,λ(t
2; y) = m

∞∑
j=0

s̃m,j(λ; y)

∞∫
0

e−mt (mt)j

j!
tdt

= m

∞∑
j=0

s̃m,j(λ; y)
1

m3

Γ(j + 3)

Γ(j + 1)

=

∞∑
j=0

s̃m,j(λ; y)
(j + 2)(j + 1)

m2

= Sm,λ(t
2; y) +

3

m
Sm,λ(t; y) +

2

m2
Sm,λ(1; y)

= y2 +
4y

m
+

2

m2
+

[
1− e−(m+1)y − 2y − 2(m+ 1)y2

m2(m− 1)

]
2λ.
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Similarly, from Lemma 1, we can get expressions (10) and (11) by simple compu-
tation, thus we have omitted details. □

Corollary 1. As a consequence of Lemma 2, we arrive the following relations:

(i) Dm,λ(t− y; y) =
1

m
+

[
1− e−(m+1)y − 2y

m(m− 1)

]
λ

≤ m+ e−(m+1)y + 2y

m(m− 1)
:= αm(y);

(ii) Dm,λ((t− y)2; y) =
2y

m
+

2

m2

+

[
1 + (m− 1)ye−(m+1)y + (m+ 2)y + (2m− 2(m+ 1)2)y2

m2(m− 1)

]
2λ

≤ 2y

m
+

2

m2

+
2 + 2(m− 1)ye−(m+1)y + 2(m+ 2)y + 2(2m− 2(m+ 1)2)y2

m2(m− 1)

:= βm(y);

(iii) Dm,λ((t− y)4; y) =
12y2

m2
+

48y

m3
+

24

m4

+

(
24− 24e−(m+1)y + y(m− 25) + 18(m− 7)(m+ 1)y2

m4(m− 1)

−2(m2 − 7m− 23)(m+ 1)y3 + 4(m+ 1)3y4

m4(m− 1)

+
12ye−(m+1)y − 12y + 24y2 − 6(m− 11)(m+ 1)y3 + 12(m+ 1)y4

m3(m− 1)

+
6y2(1− e−(m+1)y)− 12y3 − 12(m+ 1)2y4

m2(m− 1)

+
2y3(1− e−(m+1)y) + 4y4

m(m− 1)

)
2λ.

3. Direct Theorems of Dm,λ Operators

In this section, we discuss the order of convergence in connection with the usual
modulus of continuity, for the function belong to Lipschitz type class and Peetre’s
K-functional, respectively. Let the space CB [0,∞) denotes the all continuous and
bounded functions on [0,∞) and it has the sup-norm for a function µ as below:

∥µ∥[0,∞) = sup
y∈[0,∞)

|µ(y)| .
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The Peetre’s K-functional is defined as

K2(µ, η) = inf
ν∈C2[0,∞)

{∥µ− ν∥+ η ∥ν′′∥} ,

where η > 0 and C2
B [0,∞) = {ν ∈ CB [0,∞) : ν′, ν′′ ∈ CB [0,∞)} .

From [9], there exists an absolute constant C > 0 such that

K2(µ; η) ≤ Cω2(µ;
√
η), η > 0, (12)

where

ω2(µ; η) = sup
0<z≤η

sup
y∈[0,∞)

|µ(y + 2z)− 2µ(y + z) + µ(y)| ,

is the second order modulus of smoothness of the function µ ∈ CB [0,∞). Also, we
define the usual modulus of continuity of µ ∈ CB [0,∞) as follows

ω(µ; η) := sup
0<α≤η

sup
y∈[0,∞)

|µ(y + z)− µ(y)| .

Since η > 0, ω(µ; η) has some useful properties see details in [4].
Further, we give an elements of Lipschitz type continuous function with LipL(ζ),

where L > 0 and 0 < ζ ≤ 1. If the following expression

|µ(t)− µ(y)| ≤ L |t− y|ζ , (t, y ∈ R),

holds, then one can say a function µ belongs to LipL(ζ).

Theorem 1. Let µ ∈ CB [0,∞), y ∈ [0,∞) and λ ∈ [−1, 1]. Then, the following
inequality is satisfied:

|Dm,λ(µ; y)− µ(y)| ≤ 2ω(µ;
√
βm(y)),

where βm(y) given as in Corollary 1.

Proof. Using the well-known property of modulus of continuity |µ(t)− µ(y)| ≤(
1 + |t−y|

δ

)
ω(µ; δ) and operating Dm,λ(.; y), we arrive

|Dm,λ(µ; y)− µ(y)| ≤
(
1 +

1

δ
Dm,λ(|t− y| ; y)

)
ω(µ; δ).

Utilizing the Cauchy-Bunyakovsky-Schwarz inequality and by Corollary 1, we get

|Dm,λ(µ; y)− µ(y)| ≤
(
1 +

1

δ

√
Dm,λ((t− y)2; y)

)
ω(µ; δ)

≤
(
1 +

1

δ

√
βm(y)

)
ω(µ; δ).

Choosing δ =
√
βm(y), thus we have the proof of this theorem. □

Theorem 2. Let µ ∈ LipL(ζ), y ∈ [0,∞) and λ ∈ [−1, 1]. Then, we obtain

|Dm,λ(µ; y)− µ(y)| ≤ L(βm(y))
ζ
2 .
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Proof. Taking into consideration the linearity and monotonicity properties of the
operators (6), it gives

|Dm,λ(µ; y)− µ(y)| ≤ Dm,λ(|µ(t)− µ(y)| ; y)

≤ m

∞∑
j=0

s̃m,j(λ; y)

∞∫
0

e−mt (mt)j

j!
|µ (t)− µ(y)| dt

≤ L

m

∞∑
j=0

s̃m,j(λ; y)

∞∫
0

e−mt (mt)j

j!
|t− y|ζ dt

 .

Utilizing the Hölder’s inequality with p1 = 2
ζ and p2 = 2

2−ζ , from Corollary 1 and

Lemma 2, we arrive

|Dm,λ(µ; y)− µ(y)| ≤ L

m

∞∑
j=0

s̃m,j(λ; y)

∞∫
0

e−mt (mt)j

j!
(t− y)

2
dt


ζ
2

·


∞∑
j=0

s̃m,j(λ; y)


2−ζ
2

= L
{
Dm,λ((t− y)2; y)

} ζ
2 {Dm,λ(1; y)}

2−ζ
2

≤ L(βm(y))
ζ
2 .

Hence, we obtain the required sequel. □

Theorem 3. For all µ ∈ CB [0,∞), y ∈ [0,∞) and λ ∈ [−1, 1], the following
inequality holds:

|Dm,λ(µ; y)− µ(y)| ≤ Cω2(µ;
1

2

√
βm(y) + (αm(y))2) + ω(µ; |αm(y)|),

where C > 0 is a constant, αm(y), βm(y) defined as in Corollary 1.

Proof. We denote γm,λ(y) := y+ 1
m+

[
1−e−(m+1)y−2y

m(m−1)

]
λ, it is obvious that γm,λ(y) ∈

[0,∞) for sufficently large m. We define the following auxiliary operators:

D̂m,λ(µ; y) = Dm,λ(µ; y)− µ(γm,λ(y)) + µ(y). (13)

From (7) and (8), we find

D̂m,λ(t− y; y) = 0.

Using Taylor’s formula, one has

ξ(t) = ξ(y) + (t− y)ξ′(y) +

t∫
y

(t− u)ξ′′(u)du, (ξ ∈ C2
B [0,∞)). (14)
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Operating D̂m,λ(.; y) to (14), it gives

D̂m,λ(ξ; y)− ξ(y) = D̂m,λ((t− y)ξ′(y); y) + D̂m,λ(

t∫
y

(t− u)ξ′′(u)du; y)

= ξ′(y)D̂m,λ(t− y; y) +Dm,λ(

t∫
y

(t− u)ξ′′(u)du; y)

−

γm,λ(y)∫
y

(γm,λ(y)− u)ξ′′(u)du

= Dm,λ(

t∫
y

(t− u)ξ′′(u)du; y)−

γm,λ(y)∫
y

(γm,λ(y)− u)ξ′′(u)du.

Taking Lemma 2 and (13) into the account, we get

∣∣∣D̂m,λ(ξ; y)− ξ(y)
∣∣∣ ≤

∣∣∣∣∣∣Dm,λ(

t∫
y

(t− u)ξ′′(u)du; y)

∣∣∣∣∣∣
+

∣∣∣∣∣∣∣
γm,λ(y)∫

y

(γm,λ(y)− u)ξ′′(u)du

∣∣∣∣∣∣∣
≤ Dm,λ(

t∫
y

(t− u)
∣∣ξ′′(u)∣∣ du; y)

+

γm,λ(y)∫
y

(
γm,λ(y)− u

) ∣∣ξ′′(u)∣∣ du
≤

∥∥ξ′′∥∥{Dm,λ((t− y)2; y) +
(
γm,λ(y)− y

)2}
≤

{
βm(y) + (αm(y))2

}∥∥ξ′′∥∥ .
From (7), (8) and (13), it deduces the following∣∣∣D̂m,λ(µ; y)

∣∣∣ ≤ |Dm,λ(µ; y)|+ 2 ∥µ∥ ≤ ∥µ∥Dm,λ(1; y) + 2 ∥µ∥ ≤ 3 ∥µ∥ .

Also by (14) and using above relation, we get

|Dm,λ(µ; y)− µ(y)| ≤
∣∣∣D̂m,λ(µ− ξ; y)− (µ− ξ)(y)

∣∣∣
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+
∣∣∣D̂m,λ(ξ; y)− ξ(y)

∣∣∣+ |µ(y)− µ(αm,λ(y))|

≤ 4 ∥µ− ξ∥+
{
βm(y) + (γm,λ(y))

2
}∥∥ξ′′∥∥+ ω (µ; |αm(y)|) .

Hence, if we take the infimum on the right hand side over all ξ ∈ C2
B [0,∞) and by

(12), we arrive

|Dm,λ(µ; y)− µ(y)| ≤ 4K2(µ;

{
βm(y) + (αm(y))2

}
4

) + ω(µ; |αm(y)|)

≤ Cω2(µ;
1

2

√
βm(y) + (αm(y))2) + ω(µ; |αm(y)|).

Thus, the proof is completed. □

4. Weighted Approximation

In this section, we will establish the Korovkin type convergence theorem on
weighted spaces. Let By2 [0,∞) be the space of all functions κ verifying the con-
dition |κ(y)| ≤ Mκ(1 + y2), y ∈ [0,∞) with constant Mκ, which depend only
on κ. We denote with Cy2 [0,∞) the set of all continuous functions belonging to

By2 [0,∞) and it is endowed with the norm ∥κ∥y2 = sup
y∈[0,∞)

|κ(y)|
1+y2 and also we define

C∗
y2 [0,∞) := {κ : κ ∈ Cy2 [0,∞), lim

y→∞
|κ(y)|
1+y2 < ∞}.

Theorem 4. For all µ ∈ C∗
y2 [0,∞), we arrive

lim
m→∞

sup
y∈[0,∞)

|Dm,λ(µ; y)− µ(y)|
1 + y2

= 0.

Proof. Considering to the Korovkin type convergence theorem presented by Gadzhiev
[10], we want to show that operators (3) verifies the following condition:

lim
m→∞

sup
y∈[0,∞)

|Dm,λ(t
s; y)− ys|

1 + y2
= 0, s = 0, 1, 2. (15)

By (7), the first condition in (15) is clear for s = 0.
For s = 1, using (8), we have

sup
y∈[0,∞)

|Dm,λ(t; y)− y|
1 + y2

≤
∣∣∣∣m− 1 + λ

m(m− 1)

∣∣∣∣ sup
y∈[0,∞)

1

1 + y2
+

∣∣∣∣ 3λ

m(m− 1)

∣∣∣∣ sup
y∈[0,∞)

y

1 + y2
.

Hence,

lim
m→∞

sup
y∈[0,∞)

|Dm,λ(t; y)− y|
1 + y2

= 0.

Similarly for s = 2, using (9), we get
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sup
y∈[0,∞)

∣∣Dm,λ(t
2; y)− y2

∣∣
1 + y2

≤
∣∣∣∣2((m− 1) + λ)

m2(m− 1)

∣∣∣∣ sup
y∈[0,∞)

1

1 + y2

+

∣∣∣∣4m(m− 1)− 6λ

m2(m− 1)

∣∣∣∣ sup
y∈[0,∞)

y

1 + y2
+

∣∣∣∣ 4(m+ 1)λ

m2(m− 1)

∣∣∣∣ sup
y∈[0,∞)

y2

1 + y2
.

It follows

lim
m→∞

sup
y∈[0,∞)

∣∣Dm,λ(t
2; y)− y2

∣∣
1 + y2

= 0.

This gives the proof of this theorem. □

5. Voronovskaya Type Asymptotic Theorem

In this section, we will prove Voronovskaya type asymptotic theorem. Firstly we
consider the following lemma, which we will use in the proof of our main theorem.

Lemma 3. Let y ∈ [0,∞) and λ ∈ [−1, 1]. Then, the following results are satisfied:

(i) lim
m→∞

mDm,λ(t− y; y) = 1,

(ii) lim
m→∞

mDm,λ((t− y)2; y) = 2y(1− 2y),

(iii) lim
m→∞

m2Dm,λ((t− y)4; y) = 4y2(1− y)(2y + 3).

Theorem 5. Let µ ∈ Cy2 [0,∞) such that µ′, µ′′ ∈ Cy2 [0,∞) and λ ∈ [−1, 1], then
we have for any y ∈ [0,∞) that

lim
m→∞

m [Dm,λ(µ; y)− µ(y)] = µ′(y) + y(1− 2y)µ′′(y).

Proof. Suppose that µ, µ′, µ′′ ∈ Cy2 [0,∞) and y ∈ [0,∞). Using Taylor’s expansion
formula, we find

µ(t) = µ(y) + (t− y)µ′(y) +
1

2
(t− y)2µ′′(y) + (t− y)2∆(t; y). (16)

In (16), ∆(t; y) is a Peano of the remainder term and by the fact that ∆(.; y) ∈
C∗

y2 [0,∞), we arrive lim
t→y

∆(t; y) = 0.

After operating Dm,λ(.; y) to (16), then

Dm,λ(µ; y)− µ(y) = Dm,λ((t− y); y)µ′(y) +
1

2
Dm,λ((t− y)2; y)µ′′(y)

+Dm,λ((t− y)2∆(t; y); y).

If we take the limit of the both sides of above expression as m → ∞, hence
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lim
m→∞

m(Dm,λ(µ; y)− µ(y))

= lim
m→∞

m

(
Dm,λ((t− y); y)µ′(y) +

1

2
Dm,λ((t− y)2; y)µ′′(y) +Dm,λ((t− y)2∆(t; y); y)

)
.

(17)

Utilizing the Cauchy-Bunyakovsky-Schwarz inequality to the last term on the right
hand side of the above relation, it gives

lim
m→∞

mDm,λ((t−y)2∆(t; y); y) ≤
√

lim
m→∞

Dm,λ(∆2(t; y); y)
√

lim
m→∞

m2Dm,λ((t− y)4; y).

Since ∆(t; y) ∈ Cy2 [0,∞), then from Theorem 4, lim
t→y

∆(t; y) = 0. It becomes

lim
m→∞

Dm,λ(∆
2(t; y); y) = ∆2(y; y) = 0. (18)

Combining (17)-(18) and by Lemma 3 (iii), one has

lim
m→∞

mDm,λ((t− y)2∆(t; y); y) = 0.

Hence, we obtain the following desired sequel

lim
m→∞

m [Dm,λ(µ; y)− µ(y)] = µ′(y) + y(1− 2y)µ′′(y).

□

6. Graphical and Numerical Analysis

In this section, with the aid of Maple software, we present some graphics and
an error of approximation table to see the convergence of operators (6) to certain
functions with the different values of m and λ parameters.

In Figure 1, we show the convergence of operators (6) to the function µ(y) =
ysin(y)/2 (black) for λ = 1, m = 10 (red), m = 30 (green) and m = 75 (blue). In
Figure 2, we show the convergence of operators (6) to the function µ(y) = ysin(y)/2
(black) for λ = −1, m = 10 (red), m = 30 (green) and m = 75 (blue). It is obvious
from Figure 1 and Figure 2 that, as the values of m increases than the convergence
of operators (6) to the functions µ(y) becomes better. In Figure 3, we compare
the convergence of operators (3) (green) and operators (6) (red) with the function
µ(y) = 1 − sin(πy) (black) for λ = 1 and m = 10. It is clear from Figure 3 that,
operators (6) has better approximation than operators (3). Also, in Table 1, we
present an error of approximation of operators (6) to function µ(y) = ysin(y)/2
for the certain values of m and λ ∈ [−1, 1]. We can check from Table 1 that, as
the value of m increases than the error of approximation of operators (6) to µ(y) is
decreases. One the other hand, for λ > 0, the absolute difference between operators
(6) and µ(y) is smaller than between operators (3) and µ(y).
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Figure 1. The convergence of operators Dm,λ(µ; y) to the func-
tion µ(y) = ysin(y)/2 for λ = 1 and m = 10, 30, 75

Figure 2. The convergence of operators Dm,λ(µ; y) to the func-
tion µ(y) = ysin(y)/2 for λ = −1 and m = 10, 30, 75
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Figure 3. The convergence of operators Dm,λ(µ; y) and Dm(µ; y)
to the function µ(y) = 1− sin(πy) for λ = 1 and m = 10

Table 1. Error of approximation Dm,λ(µ; y) operators to µ(y) =
ysin(y)/2 for m = 10, 30, 75, 150

λ |µ(y)−Dm,λ(µ; y)|
m = 10 m = 30 m = 75 m = 150

-1 0.0779267654 0.0274289801 0.0110996263 0.0055687488
-0.75 0.0778118774 0.0274227761 0.0110991971 0.0055686940
0 0.0774672138 0.0274041639 0.0110979093 0.0055685292

0.75 0.0771225502 0.0273855517 0.0110966215 0.0055683644
1 0.0770076622 0.0273793477 0.0110961923 0.0055683096
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Abstract. The bihyperbolic numbers are extension of hyperbolic numbers

to four dimensions. In this paper we introduce the concept of Pell and Pell-
Lucas bihypernomials as a generalization of bihyperbolic Pell and Pell-Lucas

numbers, respectively.

1. Introduction

Let consider Pell and Pell-Lucas numbers which belong to the family of the
Fibonacci type numbers, for details see [14]. We recall that the nth Pell number Pn

is defined by Pn = 2Pn−1+Pn−2 for n ≥ 2 with P0 = 0, P1 = 1. The nth Pell-Lucas
number Qn is defined by Qn = 2Qn−1 +Qn−2 for n ≥ 2 with Q0 = Q1 = 2.

For the nth Pell number and the nth Pell-Lucas number the explicit formulas
have the form

Pn =
(1 +

√
2)n − (1−

√
2)n

2
√
2

Qn = (1 +
√
2)n + (1−

√
2)n.

The above equations are named as Binet type formulas for Pell and Pell-Lucas
numbers, respectively. For other properties of Pn andQn see [5,6,9]. In [7] Horadam
and Mahon introduced Pell and Pell-Lucas polynomials and next their properties
were studied among others in [4].
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Let x be any variable quantity. Polynomials Pn(x) and Qn(x) defined as follows

Pn(x) = 2x · Pn−1(x) + Pn−2(x) for n ≥ 2 with P0(x) = 0, P1(x) = 1

Qn(x) = 2x ·Qn−1(x) +Qn−2(x) for n ≥ 2 with Q0(x) = 2, Q1(x) = 2x

generalize Pell and Pell-Lucas numbers and they are called as Pell polynomials and
Pell-Lucas polynomials, respectively. Clearly Pn(1) = Pn and Qn(1) = Qn.

Let

α(x) = x+
√

x2 + 1, β(x) = x−
√
x2 + 1 (1)

be roots of the characteristic equation for the Pell and Pell-Lucas polynomials.
Then solving this equation we have

Pn(x) =
αn(x)− βn(x)

α(x)− β(x)
(2)

and

Qn(x) = αn(x) + βn(x), (3)

respectively.
We recall selected identities for Pell and Pell-Lucas polynomials, which will be

used in the next part of this paper.

Theorem 1. [7] Let n be an integer. Then

Pn+1(x) + Pn−1(x) = Qn(x) = 2x · Pn(x) + 2Pn−1(x), for n ≥ 1, (4)

Qn+1(x) +Qn−1(x) = 4(x2 + 1)Pn(x), for n ≥ 1, (5)

n−1∑
l=1

Pl(x) =
Pn(x) + Pn−1(x)− 1

2x
, for n ≥ 2, (6)

n−1∑
l=1

Ql(x) =
Qn(x) +Qn−1(x)− 2− 2x

2x
, for n ≥ 2. (7)

For Pell numbers and Pell polynomials we can find different generalizations given
by the kth order linear recurrence relations, k ≥ 2. One of the fundamental gener-
alization of Pell polynomials is Horadam polynomials which describe a wide family
of polynomials defined by linear recurrence relations of order two. Some properties
of the Horadam polynomials can be found in [8]. Horadam polynomials play an
important role in the theory of hypercomplex numbers, for details see [12–14]. In
this paper we will use Pell and Pell-Lucas polynomials in the theory of bihyperbolic
numbers.

Let H2 be the set of bihyperbolic numbers ζ of the form

ζ = x0 + j1x1 + j2x2 + j3x3,

where x0, x1, x2, x3 ∈ R and j1, j2, j3 /∈ R are operators such that

j2
1 = j2

2 = j2
3 = 1, j1j2 = j2j1 = j3, j1j3 = j3j1 = j2, j2j3 = j3j2 = j1. (8)
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From the definition of bihyperbolic numbers follows that their multiplication can
be made analogously to the multiplication of algebraic expressions. The addition
and the subtraction of bihyperbolic numbers is done by adding and subtracting
corresponding terms and hence their coefficients.

Since the addition and multiplication on H2 are commutative and associative,
so (H2,+, ·) is a commutative ring.

Note that bihyperbolic numbers are a generalization of hyperbolic numbers. For
the definition of hyperbolic numbers and their properties see [10, 11]. For the
algebraic properties of bihyperbolic numbers see [1].

A special kind of bihyperbolic numbers, namely bihyperbolic Pell numbers, were
introduced in [2] in the following way.

The nth bihyperbolic Pell number BhPn is defined as

BhPn = Pn + j1Pn+1 + j2Pn+2 + j3Pn+3. (9)

By analogy

BhQn = Qn + j1Qn+1 + j2Qn+2 + j3Qn+3 (10)

is the nth bihyperbolic Pell-Lucas number. Note that some combinatorial properties
of bihyperbolic Pell numbers we can find in [3].

Based on definitions of BhPn and BhQn we introduce Pell and Pell-Lucas bihy-
pernomials.

For n ≥ 0 Pell and Pell-Lucas bihypernomials are defined by

BhPn(x) = Pn(x) + j1Pn+1(x) + j2Pn+2(x) + j3Pn+3(x) (11)

and

BhQn(x) = Qn(x) + j1Qn+1(x) + j2Qn+2(x) + j3Qn+3(x), (12)

respectively. Note that BhPn(1) = BhPn and BhQn(1) = BhQn.

2. Main results

In this section we will give some identities for Pell bihypernomials and Pell-Lucas
bihypernomials.

Theorem 2. Let n ≥ 0 be an integer. For any variable quantity x, we have

BhPn(x) = 2x ·BhPn−1(x) +BhPn−2(x) for n ≥ 2 (13)

with BhP0(x) = j1 + j2 · 2x+ j3 · (4x2 + 1)
and BhP1(x) = 1 + j1 · 2x+ j2 · (4x2 + 1) + j3 · (8x3 + 4x).
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Proof. If n = 2 we have

BhP2(x) = P2(x) + j1P3(x) + j2P4(x) + j3P5(x)

= 2x+ j1 · (4x2 + 1) + j2 · (8x3 + 4x) + j3 · (16x4 + 12x2 + 1)

= 2x · (1 + j1 · 2x+ j2 · (4x2 + 1) + j3 · (8x3 + 4x))

+ j1 + j2 · 2x+ j3 · (4x2 + 1)

= 2x ·BhP1(x) +BhP0(x).

Let n ≥ 3. By the definition of Pn(x) we obtain

BhPn(x) = Pn(x) + j1Pn+1(x) + j2Pn+2(x) + j3Pn+3(x)

= (2x · Pn−1(x) + Pn−2(x)) + j1(2x · Pn(x) + Pn−1(x))

+ j2(2x · Pn+1(x) + Pn(x)) + j3(2x · Pn+2(x) + Pn+1(x))

= 2x (Pn−1(x) + j1Pn(x) + j2Pn+1(x) + j3Pn+2(x))

+ Pn−2(x) + j1Pn−1(x) + j2Pn(x) + j3Pn+1(x)

= 2x ·BhPn−1(x) +BhPn−2(x),

which ends the proof. □

Using the same method we can prove the next result.

Theorem 3. Let n ≥ 0 be an integer. For any variable quantity x, we have

BhQn(x) = 2x ·BhQn−1(x) +BhQn−2(x) for n ≥ 2

with BhQ0(x) = 2 + j1 · 2x+ j2 · (4x2 + 2) + j3 · (8x3 + 6x)
and BhQ1(x) = 2x+ j1 · (4x2 + 2) + j2 · (8x3 + 6x) + j3 · (16x4 + 16x2 + 2).

Note that some identities for BhPn(x) and BhQn(x) can be found based on
identities for Pell and Pell-Lucas polynomials mentioned in the introduction of this
paper.

Theorem 4. Let n ≥ 1 be an integer. Then

BhPn+1(x) +BhPn−1(x) = BhQn(x) = 2x ·BhPn(x) + 2BhPn−1(x).

Proof. Using (4) we have

BhPn+1(x) +BhPn−1(x)

= Pn+1(x) + j1Pn+2(x) + j2Pn+3(x) + j3Pn+4(x)

+ Pn−1(x) + j1Pn(x) + j2Pn+1(x) + j3Pn+2(x)

= (Pn+1(x) + Pn−1(x)) + j1(Pn+2(x) + Pn(x))

+ j2(Pn+3(x) + Pn+1(x)) + j3(Pn+4(x) + Pn+2(x))

= Qn(x) + j1Qn+1(x) + j2Qn+2(x) + j3Qn+3(x)

= BhQn(x).
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On the other hand

2x ·BhPn(x) + 2BhPn−1(x)

= 2x · (Pn(x) + j1Pn+1(x) + j2Pn+2(x) + j3Pn+3(x))

+ 2 (Pn−1(x) + j1Pn(x) + j2Pn+1(x) + j3Pn+2(x))

= (2x · Pn(x) + 2Pn−1(x)) + j1(2x · Pn+1(x) + 2Pn(x))

+ j2(2x · Pn+2(x) + 2Pn+1(x)) + j3(2x · Pn+3(x) + 2Pn+2(x))

= Qn(x) + j1Qn+1(x) + j2Qn+2(x) + j3Qn+3(x)

= BhQn(x).

□

Theorem 5. Let n ≥ 1 be an integer. Then

BhQn+1(x) +BhQn−1(x) = 4(x2 + 1)BhPn(x).

Theorem 6. Let n ≥ 2 be an integer. Then

n−1∑
l=1

BhPl(x) =
BhPn(x) +BhPn−1(x)−BhP0(x)−BhP1(x)

2x
.

Proof. For an integer n ≥ 2 we have

n−1∑
l=1

BhPl(x) = BhP1(x) +BhP2(x) + · · ·+BhPn−1(x)

= P1(x) + j1P2(x) + j2P3(x) + j3P4(x)

+ P2(x) + j1P3(x) + j2P4(x) + j3P5(x) + · · ·
+ Pn−1(x) + j1Pn(x) + j2Pn+1(x) + j3Pn+2(x)

= P1(x) + P2(x) + · · ·+ Pn−1(x)

+ j1(P2(x) + P3(x) + · · ·+ Pn(x) + P1(x)− P1(x))

+ j2(P3(x) + P4(x) + · · ·+ Pn+1(x) + P1(x) + P2(x)− P1(x)− P2(x))

+ j3(P4(x) + P5(x) + · · ·+ Pn+2(x) + P1(x) + P2(x) + P3(x)

− P1(x)− P2(x)− P3(x)).
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Using (6) we obtain

n−1∑
l=1

BhPl(x) =
Pn(x) + Pn−1(x)− 1

2x

+ j1

(
Pn+1(x) + Pn(x)− 1

2x
− P1(x)

)
+ j2

(
Pn+2(x) + Pn+1(x)− 1

2x
− P1(x)− P2(x)

)
+ j3

(
Pn+3(x) + Pn+2(x)− 1

2x
− P1(x)− P2(x)− P3(x)

)
=

Pn(x) + Pn−1(x)− 1

2x

+ j1
Pn+1(x) + Pn(x)− 1− 2x

2x

+ j2
Pn+2(x) + Pn+1(x)− 1− 2x− 4x2

2x

+ j3
Pn+3(x) + Pn+2(x)− 1− 2x− 4x2 − 2x(4x2 + 1)

2x

=
Pn(x) + j1Pn+1(x) + j2Pn+2(x) + j3Pn+3(x)

2x

+
Pn−1(x) + j1Pn(x) + j2Pn+1(x) + j3Pn+2(x)

2x

+
−(0 + 1)− j1(1 + 2x)− j2(2x+ (4x2 + 1))− j3((4x

2 + 1) + (8x3 + 4x))

2x

=
BhPn(x) +BhPn−1(x)−BhP0(x)−BhP1(x)

2x
.

Thus the Theorem is proved. □

Theorem 7. Let n ≥ 2 be an integer. Then

n−1∑
l=1

BhQl(x) =
BhQn(x) +BhQn−1(x)−BhQ0(x)−BhQ1(x)

2x
.

Now we give Binet type formulas for Pell and Pell-Lucas bihypernomials.

Theorem 8. (Binet type formula for Pell bihypernomials) Let n ≥ 0 be an integer.
Then

BhPn(x) =
αn(x)

α(x)− β(x)

(
1 + j1α(x) + j2α

2(x) + j3α
3(x)

)
− βn(x)

α(x)− β(x)

(
1 + j1β(x) + j2β

2(x) + j3β
3(x)

)
,

(14)
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where α(x), β(x) are given by (1).

Proof. Using (2) and (11) we obtain

BhPn(x) = Pn(x) + j1Pn+1(x) + j2Pn+2(x) + j3Pn+3(x)

=
αn(x)− βn(x)

α(x)− β(x)
+ j1

αn+1(x)− βn+1(x)

α(x)− β(x)

+ j2
αn+2(x)− βn+2(x)

α(x)− β(x)
+ j3

αn+3(x)− βn+3(x)

α(x)− β(x)

and by simple calculations the result follows. □

In the same way, using (3) and (12), we obtain the next theorem.

Theorem 9. (Binet type formula for Pell-Lucas bihypernomials) Let n ≥ 0 be an
integer. Then

BhQn(x) = αn(x)
(
1 + j1α(x) + j2α

2(x) + j3α
3(x)

)
+ βn(x)

(
1 + j1β(x) + j2β

2(x) + j3β
3(x)

)
,

(15)

where α(x), β(x) are given by (1).

Using Binet type formulas for Pell and Pell-Lucas bihypernomials we can obtain
Catalan type identity, Cassini type identity and d’Ocagne type identity for Pell and
Pell-Lucas bihypernomials.

For simplicity of notation let

α̂(x) = 1 + j1α(x) + j2α
2(x) + j3α

3(x),

β̂(x) = 1 + j1β(x) + j2β
2(x) + j3β

3(x).

Consequently we can write (14) and (15) as

BhPn(x) =
αn(x)α̂(x)− βn(x)β̂(x)

α(x)− β(x)
(16)

and

BhQn(x) = αn(x)α̂(x) + βn(x)β̂(x). (17)

Moreover,

α(x) · β(x) = −1,

α(x) + β(x) = 2x,

α(x)− β(x) = 2
√

x2 + 1,

α3(x) + β3(x) = (α(x) + β(x))3 − 3α(x)β(x)(α(x) + β(x)) = 8x3 + 6x,
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and

α̂(x) · β̂(x) = β̂(x) · α̂(x)

= 1 + j1β(x) + j2β
2(x) + j3β

3(x) + j1α(x)− 1− j3β(x)− j2β
2(x)

+ j2α
2(x)− j3α(x) + 1 + j1β(x) + j3α

3(x)− j2α
2(x) + j1α(x)− 1

= j1 (2α(x) + 2β(x)) + j3

(
α3(x) + β3(x)− α(x)− β(x)

)
= j1 · 4x+ j3

(
8x3 + 4x

)
.

Theorem 10. (Catalan type identity for Pell bihypernomials) Let n ≥ 0, r ≥ 0 be
integers such that n ≥ r. Then

BhPn−r(x) ·BhPn+r(x)− (BhPn(x))
2

=
(−1)n−r+1((x+

√
x2 + 1)r − (x−

√
x2 + 1)r)2

4x2 + 4

(
j1 · 4x+ j3

(
8x3 + 4x

))
.

Proof. By formula (16) we have

BhPn−r(x) ·BhPn+r(x)− (BhPn(x))
2

= − αn−r(x)

α(x)− β(x)
α̂(x)

βn+r(x)

α(x)− β(x)
β̂(x)− βn−r(x)

α(x)− β(x)
β̂(x)

αn+r(x)

α(x)− β(x)
α̂(x)

+
αn(x)

α(x)− β(x)
α̂(x)

βn(x)

α(x)− β(x)
β̂(x) +

βn(x)

α(x)− β(x)
β̂(x)

αn(x)

α(x)− β(x)
α̂(x)

=
αn(x)βn(x)

(α(x)− β(x))2
α̂(x)β̂(x)

2αr(x)βr(x)− (βr(x))2 − (αr(x))2

(α(x)β(x))r

=
(α(x)β(x))

n

(α(x)− β(x))2
α̂(x)β̂(x)(−1)

(αr(x)− βr(x))2

(α(x)β(x))r

=
(−1)n−r+1(αr(x)− βr(x))2

(α(x)− β(x))2
α̂(x)β̂(x),

so the result follows. □

Theorem 11. (Catalan type identity for Pell-Lucas bihypernomials) Let n ≥ 0,
r ≥ 0 be integers such that n ≥ r. Then

BhQn−r(x) ·BhQn+r(x)− (BhQn(x))
2

= (−1)n−r(αr(x)− βr(x))2 · α̂(x)β̂(x)

= (−1)n−r((x+
√
x2 + 1)r − (x−

√
x2 + 1)r)2

(
j1 · 4x+ j3

(
8x3 + 4x

))
.

Note that for r = 1 we get the Cassini type identities for Pell and Pell-Lucas
bihypernomials.
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Corollary 1. (Cassini type identity for Pell bihypernomials) Let n ≥ 1 be an
integer. Then

BhPn−1(x) ·BhPn+1(x)− (BhPn(x))
2

= (−1)n
(
j1 · 4x+ j3

(
8x3 + 4x

))
.

Corollary 2. (Cassini type identity for Pell-Lucas bihypernomials) Let n ≥ 1 be
an integer. Then

BhQn−1(x) ·BhQn+1(x)− (BhQn(x))
2

= (−1)n−1(4x2 + 4)
(
j1 · 4x+ j3

(
8x3 + 4x

))
.

Theorem 12. (d’Ocagne type identity for Pell bihypernomials) Let m ≥ 0, n ≥ 0
be integers such that m ≥ n. Then

BhPm(x) ·BhPn+1(x)−BhPm+1(x) ·BhPn(x)

=
(−1)n

(
αm−n(x)− βm−n(x)

)
α(x)− β(x)

α̂(x)β̂(x).

Proof. By formula (16) we have

BhPm(x) ·BhPn+1(x)−BhPm+1(x) ·BhPn(x)

=
αm+n+1(x)

(α(x)− β(x))
2 α̂

2(x)− αm(x)βn+1(x)

(α(x)− β(x))
2 α̂(x)β̂(x)

− αn+1(x)βm(x)

(α(x)− β(x))
2 β̂(x)α̂(x) +

βm+n+1(x)

(α(x)− β(x))
2 β̂

2
(x)

− αm+1+n(x)

(α(x)− β(x))
2 α̂

2(x) +
αm+1(x)βn(x)

(α(x)− β(x))
2 α̂(x)β̂(x)

+
αn(x)βm+1(x)

(α(x)− β(x))
2 β̂(x)α̂(x)−

βm+1+n(x)

(α(x)− β(x))
2 β̂

2
(x)

=

(
αm(x)βn(x)(α(x)− β(x))

(α(x)− β(x))
2 − αn(x)βm(x)(α(x)− β(x))

(α(x)− β(x))
2

)
α̂(x)β̂(x)

=
(α(x)β(x))

n

α(x)− β(x)

(
αm−n(x)− βm−n(x)

)
α̂(x)β̂(x)

=
(−1)n

(
αm−n(x)− βm−n(x)

)
α(x)− β(x)

α̂(x)β̂(x),

so the result follows. □
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Theorem 13. (d’Ocagne type identity for Pell-Lucas bihypernomials) Let m ≥ 0,
n ≥ 0 be integers such that m ≥ n. Then

BhQm(x) ·BhQn+1(x)−BhQm+1(x) ·BhQn(x)

= (−1)n+1(α(x)− β(x))
(
αm−n(x)− βm−n(x)

)
α̂(x)β̂(x).

Theorem 14. Let m ≥ 0, n ≥ 0 be integers. Then

BhPm(x) ·BhQn(x)−BhQm(x) ·BhPn(x)

=
2(−1)n(αm−n(x)− βm−n(x))

α(x)− β(x)
α̂(x)β̂(x).

Proof. By formulas (16) and (17) we have

BhPm(x) ·BhQn(x)−BhQm(x) ·BhPn(x)

=
αm(x)αn(x)

α(x)− β(x)
α̂2(x) +

αm(x)βn(x)

α(x)− β(x)
α̂(x)β̂(x)

− βm(x)αn(x)

α(x)− β(x)
β̂(x)α̂(x)− βm(x)βn(x)

α(x)− β(x)
β̂

2
(x)

− αm(x)αn(x)

α(x)− β(x)
α̂2(x) +

αm(x)βn(x)

α(x)− β(x)
α̂(x)β̂(x)

− βm(x)αn(x)

α(x)− β(x)
β̂(x)α̂(x) +

βn(x)βm(x)

α(x)− β(x)
β̂

2
(x)

=
2αm(x)βn(x)− 2βm(x)αn(x)

α(x)− β(x)
α̂(x)β̂(x)

=
2(−1)n(αm−n(x)− βm−n(x))

α(x)− β(x)
α̂(x)β̂(x),

so the result follows. □

Theorem 15. The generating function for the Pell bihypernomial sequence
{BhPn(x)} is

G(t) =
j1 + j2 · 2x+ j3 · (4x2 + 1) + (1 + j2 + j3 · 2x)t

1− 2xt− t2
.

Proof. Suppose that the generating function of the Pell bihypernomials sequence

{BhPn(x)} has the form G(t) =
∞∑

n=0
BhPn(x)t

n. Then

G(t) = BhP0(x) +BhP1(x)t+BhP2(x)t
2 + · · ·

Multiply the above equality on both sides by −2xt and then by −t2 we obtain

−G(t) · (2x)t = −BhP0(x) · (2x)t−BhP1(x) · (2x)t2 −BhP2(x) · (2x)t3 − · · ·

−G(t)t2 = −BhP0(x)t
2 −BhP1(x)t

3 −BhP2(x)t
4 − · · ·
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By adding these three equalities above, we will get

G(t)(1− 2xt− t2) = BhP0(x) + (BhP1(x)−BhP0(x) · (2x))t
since BhPn(x) = 2x ·BhPn−1(x) +BhPn−2(x) (see (13)) and the coefficient of tn,
for n ≥ 2, are equal to zero. Moreover, BhP0(x) = j1 + j2 · 2x + j3 · (4x2 + 1),
BhP1(x)−BhP0(x) · (2x) = 1 + j2 + j3 · 2x. □

Using the same method we give the generating function g(t) for Pell-Lucas bi-
hypernomials.

Theorem 16. The generating function for the Pell-Lucas bihypernomials sequence
{BhQn(x)} is

g(t) =
2 + j1 · 2x+ j2 · (4x2 + 2) + j3 · (8x3 + 6x)

1− 2xt− t2

+
(−2x+ 2j1 + j2 · 2x+ j3 · (4x2 + 2))t

1− 2xt− t2
.

At the end we will give the matrix generator of Pell and Pell-Lucas bihypernomi-
als.

Theorem 17. Let n ≥ 0 be an integer. Then[
BhPn+2(x) BhPn+1(x)
BhPn+1(x) BhPn(x)

]
=

[
BhP2(x) BhP1(x)
BhP1(x) BhP0(x)

]
·
[

2x 1
1 0

]n
.

Proof. (by induction on n)
If n = 0 then assuming that the matrix to the power 0 is the identity matrix the
result is obvious. Now suppose that for any n ≥ 0 holds[

BhPn+2(x) BhPn+1(x)
BhPn+1(x) BhPn(x)

]
=

[
BhP2(x) BhP1(x)
BhP1(x) BhP0(x)

]
·
[

2x 1
1 0

]n
.

We shall show that[
BhPn+3(x) BhPn+2(x)
BhPn+2(x) BhPn+1(x)

]
=

[
BhP2(x) BhP1(x)
BhP1(x) BhP0(x)

]
·
[

2x 1
1 0

]n+1

.

Using induction’s hypothesis we have[
BhP2(x) BhP1(x)
BhP1(x) BhP0(x)

]
·
[

2x 1
1 0

]n
·
[

2x 1
1 0

]
=

[
BhPn+2(x) BhPn+1(x)
BhPn+1(x) BhPn(x)

]
·
[

2x 1
1 0

]
=

[
2x ·BhPn+2(x) +BhPn+1(x) BhPn+2(x)
2x ·BhPn+1(x) +BhPn(x) BhPn+1(x)

]
=

[
BhPn+3(x) BhPn+2(x)
BhPn+2(x) BhPn+1(x)

]
,

which ends the proof. □
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Theorem 18. Let n ≥ 0 be an integer. Then[
BhQn+2(x) BhQn+1(x)
BhQn+1(x) BhQn(x)

]
=

[
BhQ2(x) BhQ1(x)
BhQ1(x) BhQ0(x)

]
·
[

2x 1
1 0

]n
.

Using algebraic operations and matrix algebra, properties of these bihypernomi-
als can be found.
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SKEW ABC ENERGY OF DIGRAPHS
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Abstract. In this paper, skew ABC matrix and its energy are introduced

for digraphs. Firstly, some fundamental spectral features of the skew ABC
matrix of digraphs are established. Then some upper and lower bounds are

presented for the skew ABC energy of digraphs. Further extremal digraphs
are determined attaining these bounds.

1. Introduction and Preliminaries

Let G be a simple connected graph with vertex set V (G) = {v1, v2, ..., vn} and
edge set E(G). An edge joining vertices vi and vj is denoted by vivj ∈ E (G) and
degree of a vertex vi is denoted by di. The atom-bond connectivity index ABC of
G is introduced by Estrada et al. [6] as

ABC (G) =
∑

vivj∈E(G)

√
di + dj − 2

didj
,

which is a significant predictive index in the studies about the heat of formation
in alkanes (see [8]- [6]), for further information about mathematical and chemical
applications about atom-bond connectivity index, also see ( [9]- [11]- [13]- [15]-
[27]). The concept of graph energy is defined as sum of the absolute values of the
eigenvalues of a graph by Gutman [16]. The energy of a graph has been widely
studied by many mathematicians and chemists, as it has close links with chemistry
(see [17]). So, several kinds of graph energy are introduced and examined such as
Laplacian energy, Randić energy, distance energy, Zagreb energy, etc.

Estrada [7] defined the generalized ABC matrix Sα (G) =
(
sαij
)
of order n, where

the (i, j)− th entry is
(

di+dj−2
didj

)α
, if vivj ∈ E (G) and 0, otherwise. If α = 1

2 , the
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generalized ABC matrix is called as ABC matrix of a graph and will be denoted by
Ω(G). Let ςi be the eigenvalues of Ω(G) (also called ABC eigenvalues of G). ABC

energy of a graph is defined by EΩ(G) =

n∑
i=1

|ςi|. As Ω(G) is a real symmetric

matrix, the ABC eigenvalues of G are real numbers. Recently, some bounds have
presented for the ABC eigenvalues and ABC energy of graphs by Chen [5] and
Ghorbani et al. [12].

Let G⃗ be a digraph with vertex set V (G⃗) = {v1, v2, ..., vn} and arc set Γ(G⃗). An
arc from vi to vj is denoted by vi → vj . Throughout this paper, all the digraphs are
simple and do not have loops and if there is an arc from vi to vj , then there is not

an arc from vj to vi. Hence, a digraph G⃗ without orientation gives the underlying
graph G is simple.

Graph energy concept is extended to digraphs in [22]. Then the skew Laplacian
energy of a digraph is defined by Adiga et al. [3] and new definitions are proposed
for the skew Laplacian energy (see [2]- [4]). The skew energy of a digraph is defined

by Adiga et al. [1] as ES
(
G⃗
)
=

n∑
i=1

|λi| , where λi are the eigenvalues of the skew

adjacency matrix S(G⃗) of order n. Let S(G⃗)=(sij), where the (i, j) − th entry is
1, if vi → vj ; −1, if vj → vi and 0, otherwise. Since λi (1 ≤ i ≤ n) are purely

imaginary numbers, the singular values of S(G⃗) equal to the absolute values of λi.
For recent studies about kinds of skew energy, also see the survey in [21] and the
references therein.

The Randić index is introduced as ”branching index” by R (G) =
∑

uv∈E(G)

1√
dudv

in [24]. The general Randić index of a graph is defined by Rγ (G) =
∑

uv∈E(G)

(dudv)
γ

in [20]. R−1 is called as modified second Zagreb index. The skew Randić energy of
a digraph is introduced by Gu et al. [14] and some bounds are presented for this
energy kind. Inspired by the studies of the skew energy kinds of graphs, we will
introduce skew ABC matrix of a digraph and its energy.

Skew ABC matrix of a simple digraph G⃗ is Ωs=Ωs

(
G⃗
)
=(bij) of order n and we

define the (i, j)− th entry of Ωs as

bij =


(

di+dj−2
didj

) 1
2

if vi → vj

−
(

di+dj−2
didj

) 1
2

if vj → vi

0 otherwise,

where di and dj are the degrees of the corresponding vertices in the underlying graph
G. The skew ABC matrix of a simple digraph can be considered as a weighted skew

adjacency matrix with
(

di+dj−2
didj

) 1
2

weights.
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Let {ϑ1, ϑ2, ..., ϑn} be eigenvalues of the skew ABC matrix of G⃗, namely be

skew ABC eigenvalues. Since Ωs

(
G⃗
)
is a skew symmetric matrix, the skew ABC

eigenvalues are purely imaginary numbers. We can define skew ABC energy of a
digraph as

EΩs

(
G⃗
)
=

n∑
j=1

|ϑj | .

This paper is only concerned with the mathematical aspects of the skew ABC
energy of digraphs. The rest of the paper is composed of two sections. In the next
section, the spectral features of the skew ABC matrix of digraphs are presented.
In the last section, some upper and lower bounds are obtained for the skew energy
and the extremal digraphs are determined attaining these bounds.

2. Skew ABC Eigenvalues

In this section we consider some fundamental spectral properties of the skew
ABC matrix of digraphs.

Proposition 1. Let G⃗ be a digraph of order n with no isolated vertices. If ϕ
(
G⃗;ϑ

)
=

det(ϑIn−ΩS) = c0ϑ
n+ c1ϑ

n−1+ ...+ cn is the characteristic polynomial of Ωs

(
G⃗
)
,

then
(i) c0 = 1, c1 = 0,
(ii) c2 = n− 2R−1 (G),
(iii) cj = 0, for all odd j.

Proof. (i) Let tr(.) stands for trace of a matrix. Obviously we have c0 = 1 and

c1 =

n∑
j=1

ϑj = tr (Ωs) = 0.

(ii) c2 equals to the sum of the determinants of all 2 × 2 principal submatrices

of Ωs

(
G⃗
)
, thus

c2 =
∑
j<k

det

(
0 bjk
bkj 0

)
=
∑
j<k

−bjkbkj =
∑
j<k

(bjk)
2
=

∑
vjvk∈E(G)

dj + dk − 2

djdk

=
∑

vjvk∈E(G)

dj + dk
djdk

− 2
∑

vjvk∈E(G)

1

djdk

= n− 2R−1 (G) ,

where R−1 (G) =
∑

uv∈E(G)

1

dudv
.

(iii) Let j be odd. cj equals to the sum of the determinants of all j × j principal

submatrices of Ωs

(
G⃗
)
is 0 as a principal submatrix of a skew symmetric matrix is

skew symmetric. □
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Proposition 2. Let G⃗ be a digraph of order n(≥ 3) with no isolated vertices and

{iϑ1, iϑ2, ..., iϑn} be the skew ABC eigenvalues of G⃗ such that ϑ1 ≥ ϑ2 ≥ ... ≥ ϑn.
Then

(i) ϑj = −ϑn+1−j for all 1 ≤ j ≤ n. If n is even, then ϑn
2
≥ 0 and if n is odd,

then ϑn+1
2

= 0.

(ii)

n∑
j=1

|ϑj |2 = 2 (n− 2R−1 (G)) .

Proof. (i) The proof is clear.
(ii) Obviously we have

n∑
j=1

(iϑj)
2
= tr((Ωs)

2
) =

n∑
j=1

n∑
k=1

bjkbkj = −
n∑

j=1

n∑
k=1

(bjk)
2
= −2 (n− 2R−1 (G)) ,

which completes the proof. □

From Proposition 1 and Proposition 2, we also have

∑
1≤i<j≤n

ϑiϑj =
1

2

( n∑
i=1

ϑi

)2

−
n∑

i=1

ϑ2
i

 = 2R−1 (G)− n.

Sp
(
Ωs

(
G⃗
))

denotes the skew ABC spectrum of G⃗ which is a multiset consist of

eigenvalues (with multiplicities) of Ωs

(
G⃗
)
. Also, Sp (Ω (G)) is the ABC spectrum

of the underlying graph G.

Example 1. Let C⃗4 be a directed cycle of order 4 with the arc set {(1, 2) , (2, 3) , (3, 4) ,
(4, 1)}. The skew ABC spectrum of G⃗ is Sp

(
Ωs

(
C⃗4

))
=
{
− 1

2 i
√
2,− 1

2

√
2, 1

2 i
√
2, 1

2

√
2
}

and the skew ABC energy of C⃗4 is EΩs

(
C⃗4

)
= 2

√
2. Consider the underlying

graph C4. The ABC spectrum of C4 is Sp (Ω (C4)) =
{
−
√
2, 0(2),

√
2}. Hence,

EΩs

(
C⃗4

)
= EΩ (C4) .

Example 2. Let K⃗p,q (p, q ̸= 1) be a complete bipartite digraph in which the vertex
set is a disjoint union A ∪ B with |A| = p and |B| = q. Consider the elementary
orientation that is, orienting all the edges from A to B and writing the elements of

A firstly, form the matrix Ωs

(
K⃗p,q

)
=

(
0p βJp×q

−βJq×p 0q

)
, where β =

√
p+q−2

pq

and Jn is the order n matrix with all entries are 1.

det(ϑIp+q − Ωs

(
K⃗p,q

)
) = det

(
ϑIp −βJp×q

βJq×p ϑIq

)
.

Since ϑIp is nonsingular, then

det(ϑIp+q − Ωs

(
K⃗p,q

)
) = det (ϑIp) det

(
ϑIq + βJq×p (ϑIp)

−1
βJp×q

)
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= det (ϑIp) det

(
ϑIq + βJq×p

1

ϑ
IpβJp×q

)
,

(see [23]). Recall Jq×pJp×q = pJq, thus

det(ϑIp+q − Ωs

(
K⃗p,q

)
) = ϑp det

(
ϑIq +

β2

ϑ
pJq

)
= ϑp−q det

(
ϑ2Iq + β2pJq

)
.

β2pJq has eigenvalues β2pq of multiplicity 1 and 0 of multiplicity q − 1, since

Sp (Jq) =
{
q, 0(q−1)

}
. Then

ϕ
(
Ωs

(
K⃗p,q

)
;ϑ
)
= ϑp+q−2

(
ϑ2 + β2pq

)
,

and Ωs

(
K⃗p,q

)
has eigenvalues −β

√
pqi, β

√
pqi and 0 of multiplicity p+ q − 2, i.e.,√

p+ q − 2i, −
√
p+ q − 2i and 0 of multiplicity p+ q − 2, hence

EΩs

(
K⃗p,q

)
= 2
√
p+ q − 2,

and Sp
(
Ωs

(
K⃗p,q

))
=
{
−
√
p+ q − 2i, 0(n−2),

√
p+ q − 2i

}
. It is seen that there

is an orientation such that Sp
(
Ωs

(
K⃗p,q

))
= iSp(Ω(Kp,q)). Orienting all the edges

from B to A and writing the elements of B firstly, form the matrix Ωs

(
K⃗p,q

)
=(

0q βJq×p

−βJp×q 0p

)
. Obviously, carrying out the process above gives the same

skew ABC eigenvalues.

The relationship between the skew spectrum of a digraph and spectrum of its
underlying graph is firstly analyzed in [25]. By Example 2, it is concluded that

there is an orientation such that Sp
(
Ωs

(
K⃗p,q

))
= iSp (Ω (Kp,q)) . An analogous

relation that can be seen in Theorem 1, exists between the skew ABC spectrum
and ABC spectrum.

Lemma 1 ( [25]). If A =

(
0 Y
Y T 0

)
and B =

(
0 Y

−Y T 0

)
are two real

matrices, then Sp(B) = iSp(A).

Theorem 1. G is a bipartite graph if and only if there is an orientation such that

Sp
(
Ωs

(
G⃗
))

= iSp(Ω(G)).

Proof. If G is bipartite, then by suitable labelling the vertices, the ABC matrix

of G takes the form Ω(G) =

(
0 Y
Y T 0

)
. Let G⃗ be an orientation such that the

skew ABC matrix is of the form Ωs

(
G⃗
)
=

(
0 Y

−Y T 0

)
. By Lemma 1, the proof

is obvious.
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Conversely, assume that Sp
(
Ωs

(
G⃗
))

=iSp(Ω(G)) for some orientation. As Ωs

(
G⃗
)

is a real skew symmetric matrix, Sp
(
Ωs

(
G⃗
))

has only pure imaginary eigenvalues,

thus the skew ABC eigenvalues are symmetric with respect to the real axis. Hence,

Sp
(
Ωs

(
G⃗
))

= −iSp(Ω(G)) is symmetric about the imaginary axis. So, G is bipar-

tite. □

3. Bounds for the Skew ABC Energy

In this section, we intend to obtain bounds for the skew ABC energy of digraphs
by using the mathematical inequalities and properties of the skew ABC eigenvalues
and examine the equality case of these bounds. In recent studies, many bounds are
presented for R−1 (G) . Using these bounds, one can also obtain different bounds
for the skew ABC energy of digraphs by combining the bounds will be presented in
this section. Now, we consider the bounds for R−1 (G) in [19] and [26]. Throughout
this section, it is assumed that {iϑ1, iϑ2, ..., iϑn} be the skew ABC eigenvalues of

G⃗ with ϑ1≥ ϑ2 ≥ ... ≥ ϑn. Moreover Kn denotes the complete graph of order n
and G =

(
n
2

)
K2 stands for the vertex-disjoint union of n

2 copies of K2.

Theorem 2 ( [26]). If G is a graph of order n(≥ 2) with no isolated vertices with
maximum vertex degree ∆ and minimum vertex degree δ, then

n

2∆
≤ R−1 (G) ≤ n

2δ
, (1)

with equality if and only if G is regular.

Theorem 3 ( [19]). If G is a graph of order n with no isolated vertices, then

n

2 (n− 1)
≤ R−1 (G) ≤

⌊n
2

⌋
. (2)

Equality in lower bound holds if and only if G = Kn. Equality in upper bound holds
if and only if either (i) G =

(
n
2

)
K2 when n is even or (ii) G = K1,2∪ n−3

2 K2 when
n is odd.

Initially, we can give the following upper bound involving R−1 (G) and n for the
skew ABC energy of digraphs.

Theorem 4. If G⃗ is a digraph of order n(≥ 3) with no isolated vertices, then

EΩs

(
G⃗
)
≤
√
2n (n− 2R−1 (G)). (3)

with equality if |ϑi| = |ϑj | for all 1 ≤ i ̸= j ≤ n.

Proof. Applying Cauchy-Schwarz inequality and using Proposition 2 yields

EΩs

(
G⃗
)

=

n∑
i=1

|ϑi| ≤

√√√√ n∑
i=1

|ϑi|2
√
n (4)
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=
√

2n (n− 2R−1 (G)).

Equality case is obvious from the equality in (4). □

Using the lower bound of (1) in (3), we can obtain a new upper bound in terms
of n and ∆ as follows.

Corollary 1. If G⃗ is a digraph of order n(≥ 3) and ∆(≥ 1) is the maximum vertex
degree of the underlying graph G, then

EΩs

(
G⃗
)
≤ n

√
2

(
1− 1

∆

)
, (5)

with equality if and only if n is even and G⃗ =
(
n
2

)
K⃗2.

Proof. From (1) and (3), clearly we get EΩs

(
G⃗
)
≤
√

2n
(
n− n

∆

)
, so the proof is

obvious. We will focus on the equality case. Equality holds in (5) if and only if
equality holds in (4), namely |ϑi| = |ϑj | for all 1 ≤ i ̸= j ≤ n and G is regular. Thus

ϑ1=ϑ2 = ... = ϑn = 0 that is, Ωs

(
G⃗
)
= 0 and we have n is even and G⃗ =

(
n
2

)
K⃗2,

for an arbitrary orientation. □

The following bound presents a relationship between the skew ABC energy of a
digraph and ABC energy of complete graph Kn.

Corollary 2. If G⃗ is a digraph of order n(≥ 3) with no isolated vertices, then

EΩs

(
G⃗
)
≤
(

n

2
√
n− 1

)
EΩ (Kn) . (6)

Proof. If G = Kn, then Kn has two distinct ABC eigenvalues such that
√
2n− 4

of multiplicity 1 and −
√
2n−4
n−1 of multiplicity n− 1 (see Proposition 3.1, [5]). Then

EΩ (Kn) = 2
√
2n− 4. Using this fact with (2) and (3)

EΩs

(
G⃗
)

≤
√

2n (n− 2R−1 (G))

≤

√
2n

(
n2 − 2n

n− 1

)
=

n√
n− 1

√
2n− 4

=

(
n

2
√
n− 1

)
EΩ (Kn)

yields the result. □

The following theorem presents a new upper and lower bound in terms of det
(
Ωs

(
G⃗
))

,

R−1 (G) and n.
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Theorem 5. If G⃗ is a digraph of order n(≥ 3) with no isolated vertices and

p =det
(
Ωs

(
G⃗
))

, then√
2 (n− 2R−1 (G)) + n (n− 1) p

2
n ≤ EΩs

(
G⃗
)
≤
√
2 (n− 1) (n− 2R−1 (G)) + np

2
n ,

(7)

with equality if and only if n is even and G⃗ =
(
n
2

)
K⃗2.

Proof. Recall the arithmetic-geometric mean inequality in [18], where x1, x2, ..., xn

are non-negative numbers and

n

 1

n

n∑
j=1

xj −

 n∏
j=1

xj

 1
n

 ≤ n

n∑
j=1

xj −

 n∑
j=1

√
xj

2

(8)

≤ n (n− 1)

 1

n

n∑
j=1

xj −

 n∏
j=1

xj

 1
n

 ,

with equality if and only if x1 = x2 = ... = xn. Choosing xj = |ϑj |2 in (8) yields

nK ≤ n
n∑

j=1

|ϑj |2 −

(
n∑

j=1

|ϑj |

)2

≤ n (n− 1)K,

where K = 1
n

n∑
j=1

|ϑj |2 −

(
n∏

j=1

|ϑj |2
) 1

n

. Hence

nK ≤ 2n (n− 2R−1 (G))−
(
EΩs

(
G⃗
))2

≤ n (n− 1)K. (9)

From Proposition 2, we haveK = 1
n [2 (n− 2R−1 (G))]−p

2
n , where p = det

(
Ωs

(
G⃗
))

.

From the left hand side of (9), we obtain(
EΩs

(
G⃗
))2

≤ 2 (n− 1) (n− 2R−1 (G)) + np
2
n ,

i.e.,

EΩs

(
G⃗
)
≤
√

2 (n− 1) (n− 2R−1 (G)) + np
2
n .

From the right hand side of (9)

2n (n− 2R−1 (G))− n (n− 1)K ≤
(
EΩs

(
G⃗
))2

.

As n (n− 1)K = 2 (n− 1) (n− 2R−1 (G))− n (n− 1) p
2
n , we have

EΩs

(
G⃗
)

≥
√
2 (n− 2R−1 (G)) + n (n− 1) p

2
n .
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Note that if n is odd, then p = 0. Consequently, we have√
2 (n− 2R−1 (G)) ≤ EΩs

(
G⃗
)
≤
√

2 (n− 1) (n− 2R−1 (G)).

The equality holds in (7) if and only if |ϑ1|2 = |ϑ2|2 = ... = |ϑn|2 . Thus ϑ1=ϑ2 =

... = ϑn = 0. So, Ωs

(→
G
)
= 0 and we have n is even and

→
G =

(
n
2

)
K⃗2 for an arbitrary

orientation. □

Lemma 2 ( [10]). If x1, x2, ..., xn ≥ 0 and r1, r2, ..., rn ≥ 0 such that
n∑

j=1

rj = 1,

then
n∑

j=1

xjrj −
n∏

j=1

x
rj
j ≥ nr

 1

n

n∑
j=1

xj −
n∏

j=1

x
1
n
j

 , (10)

where r = min {r1, r2, ..., rn} . Equality holds if and only if x1 = x2 = ... = xn.

Finally, we give a new lower bound involving det
(
Ωs

(−→
G
))

, |ϑ1| and n.

Theorem 6. If G⃗ is a digraph of order n(≥ 3) with no isolated vertices and

p =det
(
Ωs

(
G⃗
))

, then

EΩs

(
G⃗
)
≥ |ϑ1|+ 2 (n− 1)

[
p

2n−1
2n(n−1)

|ϑ1|
1

2(n−1)

− 1

2
p

1
n

]
(11)

with equality if and only if n is even and G⃗ =
(
n
2

)
K⃗2.

Proof. Setting xj = |ϑj | for j = 1, 2, ..., n, r1 = 1
2n , rj = 2n−1

2n(n−1) for j = 2, ..., n

and r = 1
2n in (10), we obtain |ϑ1|

2n
+

2n− 1

2n (n− 1)

n∑
j=2

|ϑj |

− |ϑ1|
1
2n

n∏
j=2

|ϑj |
2n−1

2n(n−1)

≥ n
1

2n

 1

n

n∑
j=1

|ϑj | −
n∏

j=1

|ϑj |
1
n


=

1

2n
EΩs

(
G⃗
)
− 1

2
p

1
n .

Note that |ϑ1|
1
2n

n∏
j=2

|ϑj |
2n−1

2n(n−1) = |ϑ1|−
1

2(n−1)

n∏
j=1

|ϑj |
2n−1

2n(n−1) = p
2n−1

2n(n−1)

|ϑ1|
1

2(n−1)
and

n∑
j=2

|ϑj | = EΩs

(
G⃗
)
− |ϑ1| , thus

[
1

2n
− 2n− 1

2n (n− 1)

]
|ϑ1|+

[
2n− 1

2n (n− 1)
− 1

2n

]
EΩs

(
G⃗
)
≥ p

2n−1
2n(n−1)

|ϑ1|
1

2(n−1)

− 1

2
p

1
n ,
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then

− 1

2 (n− 1)
|ϑ1|+

1

2 (n− 1)
EΩs

(
G⃗
)
≥ p

2n−1
2n(n−1)

|ϑ1|
1

2(n−1)

− 1

2
p

1
n .

Hence, we have

EΩs

(
G⃗
)
≥ |ϑ1|+ 2 (n− 1)

[
p

2n−1
2n(n−1)

|ϑ1|
1

2(n−1)

− 1

2
p

1
n

]
.

If n is odd, then EΩs

(
G⃗
)
≥ |ϑ1| . The equality holds in (11) if and only if |ϑ1| =

|ϑ2|=...=|ϑn|, then ϑ1=ϑ2 = ... = ϑn = 0. So, we have p = 0 and Ωs

(
G⃗
)
= 0, that

is, n is even and G⃗ =
(
n
2

)
K⃗2 for an arbitrary orientation. □

Conclusion

In recent studies, the ABC matrix and ABC energy of graphs have introduced.
This paper expands these concepts to skew ABC matrix and skew ABC energy of
digraphs. The skew ABC matrix of a digraph is defined and its spectral features
are established. Further, some upper and lower bounds for the skew ABC energy
of digraphs are presented with extremal digraphs attaining these bounds.

Author Contribution Statements All authors contributed to the study con-
ception and design. The first draft of the manuscript was written by the first
author and all authors commented on previous versions of the manuscript. All
authors read and approved the final manuscript.

Declaration of Competing Interests The authors declare that they have no
competing interest.

Acknowledgement The authors thank the editors and anonymous referees for
their time and effort. The significant suggestions and comments of the reviewers
contributed to the improvement of the article.

References

[1] Adiga, C., Balakrishnan, R., So, W., The skew energy of a digraph, Linear Algebra Appl.,

432 (2010), 1825–1835. https://doi:10.1016/j.laa.2009.11.034

[2] Adiga, C., Khoshbakht, Z., On some inequalities for the skew Laplacian energy of digraphs,
J. Inequal. Pure and Appl. Math., 10(3) (2009), Art. 80, 6 pp.

[3] Adiga, C., Smitha, M., On the skew Laplacian energy of a digraph, Int. Math. Forum, 4
(39)(2009), 1907–1914.

[4] Cai, Q., Li, X., Song, J., New skew Laplacian energy of simple digraphs, Trans. Comb., 2

(2013), 27–37.

[5] Chen, X., On ABC eigenvalues and ABC energy, Linear Algebra Appl., 544 (2018), 141–157.
https://doi.org/10.1016/j.laa.2018.01.011
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its chemical applicability, Indian J. Chem. 51A (2012), 690–694.

[16] Gutman, I., The energy of a graph, Berlin Mathematics-Statistics Forschungszentrum, 103

(1978), 1–22.
[17] Gutman, I., Polansky, O.E., Mathematical Concepts in Organic Chemistry, Springer-Verlag,

Berlin, 1986.

[18] Kober, H., On the arithmetic and geometric means and the Hölder inequality, Proc. Amer.
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Comput. Chem., 51 (2004), 155–166.

[20] Li, X., Gutman, I., Mathematical Aspects of Randić-type Molecular Structure Descriptors,
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INDEPENDENCE COMPLEXES OF STRONGLY

ORDERABLE GRAPHS
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Abstract. We prove that for any finite strongly orderable (generalized strong-

ly chordal) graph G, the independence complex Ind(G) is either contractible
or homotopy equivalent to a wedge of spheres of dimension at least bp(G)− 1,

where bp(G) is the biclique vertex partition number of G. In particular, we

show that if G is a chordal bipartite graph, then Ind(G) is either contractible
or homotopy equivalent to a sphere of dimension at least bp(G)− 1.

1. Introduction

An independent set in a graph is a subset of its vertices which are pairwise non-
adjacent. The independence complex Ind(G) of a graph G is an abstract simplicial
complex whose simplices correspond to independent sets of G. The topology of in-
dependence complexes of graphs has been the central subject of many papers (see,
for instance [8, 9, 12, 13]). In the present work, we are mainly concerned with the
homotopy type of independence complexes of strongly orderable graphs.

The class of strongly orderable graphs is firstly introduced by Dahlhaus [5] under
the name “generalized strongly chordal graphs” as it constitutes a generalization
of strongly chordal graphs and chordal bipartite graphs. Dragan [6] also provided
vertex and edge elimination ordering characterizations of strongly orderable graphs.
In our study, we benefit one of these characterizations of strongly orderable graphs,
described in terms of quasi-simple vertex elimination schemes.

It turns out that the biclique vertex partititon number has a role to play in
determining the homotopy type of independence complexes of strongly orderable
graphs (and possibly of many other classes). Our main result is the following.
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Theorem 1. If G is a strongly orderable graph, then Ind(G) is either contractible
or homotopy equivalent to a wedge

∨
Sdi of spheres, where di ≥ bp(G)− 1 for each

i.

Denote by γ(G), the domination number of the graph G. A simple observation
shows that bp(G) = γ(G) for every graph G which does not contain C4 as a sub-
graph (see, [7]). Moreover, we show that this is also the case for C4-free graphs.
This naturally helps unifying several of earlier results regarding to the homotopy
type of independence complexes of graphs. Recall from [12] that the independence
complex of a chordal graph G is either contractible or homotopy equivalent to a
wedge of spheres of dimension at least γ(G) − 1. Since bp(G) = γ(G) for ev-
ery chordal graph G, it can be said that the independence complexes of strongly
orderable graphs and chordal graphs have similar topological structure.

As Theorem 1 generalizes the current characterization for homotopy type of
independence complexes of strongly chordal graphs, it is further possible to achieve
an improvement in the case of bipartite graphs, since we have the advantage that
any bipartite graph which is strongly orderable is a chordal bipartite graph.

Theorem 2. If G is a chordal bipartite graph, then Ind(G) is either contractible
or homotopy equivalent to a sphere of dimension at least bp(G)− 1.

Theorem 2 also generalizes a result from [14]. In their seminal paper [14], Nagel
and Reiner introduce some classes of graphs parametrized from shifted-skew shaped
diagrams and determine the homotopy type of the independence complexes cor-
responding to these graphs via rectangular decompositions. As bipartite graphs
related to such diagrams constitute a subclass of chordal bipartite graphs, we are
also able to determine the homotopy type of their independence complexes.

Our paper is structured as follows: Section 2 provides the necessary background
on graphs and simplicial complexes. In the subsequent section, we recall the struc-
tural properties of strongly orderable graphs and provide the characterization on
the homotopy type of their independence complexes. In Section 4, we describe
the bipartite graphs associated to shifted-skew diagrams from [14] and decide the
homotopy type of their independence complexes.

2. Preliminaries

We start with recalling some basic notions from graph theory.

2.1. Graphs. All the graphs we study on are simple, i.e., do not have any loops or
multiple edges. By writing V (G) and E(G), we mean the vertex set and the edge
set of G, respectively. The edge e := uv is contained in E(G) if and only if u and v
are adjacent in G. If S ⊂ V (G), the graph induced by S is written G[S]. A graph
G is said to be H-free, if it does not contain any induced subgraph isomorphic to
H. We abbreviate G[V \S] to G−S, and write G−x whenever S = {x}. The open
and closed neighborhood of a vertex v are NG(v) = {u ∈ V (G) : uv ∈ E(G)} and
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NG[v] = NG(v) ∪ {v}, respectively. The cardinality of the set NG(v) is called the
degree of the vertex v in G and denoted by degG(v).

A bipartite graph G = (X,Y,E) is a graph with the vertex set X ∪ Y such that
each of its edges is between a vertex of X and a vertex of Y . A bipartite graph
G = (X,Y,E) is called convex on Y if the vertices of Y can be ordered in such a
way that the neighbours of any vertex v ∈ X are consecutive. A bipartite graph G
is called convex bipartite if it is convex on X or Y . If G is both convex on X and
Y , then it is called biconvex or doubly convex.

Throughout, Ck denotes the cycle graph on k ≥ 3 vertices and Km,n denotes the
complete bipartite graph, for any m,n ≥ 1. In particular, the complete bipartite
graph K1,n is called a star. A graph is called chordal if it is Ck-free for k ≥ 4. A
bipartite graph is called chordal bipartite if it is Ck-free for k ≥ 6.

A biclique in a graph G is a complete bipartite subgraph of G which is not
necessarily induced. A set B = {B1, B2, . . . , Bk} of bicliques of a graph G is a
biclique vertex partition of G of size k, if each vertex of G belongs to exactly one
biclique in B. Biclique vertex-partition number of a graph G, denoted by bp(G), is
the smallest integer k such that G admits a biclique vertex-partition of size k.

A subset S ⊆ V (G) is called a dominating set of G, if each vertex of G is either
in S or adjacent to a vertex in S. The minimum size of a dominating set of G,
denoted by γ(G), is called the domination number of G.

We also use the notation [n] := {1, 2, . . . , n} throughout, for any integer n ≥ 1.
Let G = (X,Y,E) be a bipartite graph with |X| = m and |Y | = n. Then the

m×n matrix A(G) = [aij ] is called the bipartite adjacency (biadjacency) matrix of
G, where

aij =

{
1, xiyj ∈ E(G)

0, otherwise.

Now let A(G) be the biadjacency matrix of G indexed by any ordering of X and
convex ordering Y = [y1 < y2 < . . . < yn]. It is clear that A(G) has consecutive 1’s
in each row (i.e, no induced submatrix [1 0 1]). Therefore, one may observe that
if A(G) is a biadjacency matrix of a convex bipartite graph G, then columns (or
rows) of A(G) can be permuted so that all the 1’s in each row (or each column)
appears consecutively in the resulting matrix.

2.2. Simplicial Complexes. An (abstract) simplicial complex ∆ on a finite set
of vertices V is a collection of subsets of V such that

(i) {v} ∈ ∆ for every v ∈ V
(ii) if σ ∈ ∆ and τ ⊆ σ, then τ ∈ ∆.

The elements of ∆ are called faces. The dimension of a face σ ∈ ∆ is dim(σ) :=
|σ| − 1 and the dimension of ∆ is dim(∆) := max{dim(σ) : σ ∈ ∆}. The join of
two complexes ∆1 and ∆2 is defined by ∆1 ∗∆2 = {τ ∪ σ : τ ∈ ∆1, σ ∈ ∆2}.

In particular, the join of a simplicial complex ∆ and zero-dimensional sphere
S0 = {∅, {a}, {b}} is called the suspension of ∆ and denoted by Σ∆ = S0 ∗ ∆.
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Similarly, the join of ∆ and the simplicial complex {∅, {a}} is called the cone of
∆ with apex a. A topological space is called contractible if its identity map is
homotopic to a constant map. Note that a simplicial complex is contractible if it
is a cone of another simplicial complex. It is also well-known that the suspension
of a k-dimensional sphere is homotopy equivalent to k+1-dimensional sphere, that
is, ΣSk ≃ Sk+1.

One can associate to a graph G, the simplicial complex Ind(G), namely the
independence complex of G, whose faces are independent sets of G.

We now provide some well-known facts from combinatorial topology, for which
we use as a tool while computing the homotopy type of given graphs.

Theorem 3. [9,13] Let G be a simple graph. If NG(u) ⊆ NG(v) for some distinct
vertices u, v ∈ V (G), then the homotopy equivalence Ind(G) ≃ Ind(G− v) holds.

Theorem 4. [13] If v and u are distinct vertices with NG[v] ⊆ NG[u], then
Ind(G) ≃ Ind(G− u) ∨ Σ(Ind(G−NG[u]).

Note that a vertex v is called simplicial in G if NG[v] induces a complete graph
in G. If v is a simplicial vertex in the graph G, then for any u ∈ NG(v), we have
NG[v] ⊆ NG[u]. Since v remains simplicial in the graph G−u, applying Theorem 4
repeatedly for each neighbor of v leads us to the following property (see also [1]).

Corollary 1. [9] If v is a simplicial vertex of the graph G, then

Ind(G) ≃
∨

u∈NG(v)

Σ(Ind(G−NG[u]).

3. Homotopy Type of Strongly Orderable Graphs

In this section, we determine the homotopy type of independence complexes of
strongly orderable graphs. We start with describing strongly orderable graphs.

Definition 1. [6] Let σ : v1, v2, . . . , vn be an ordering of the vertices of a graph G.
Then σ is called a simplicial ordering of G, if i < j, i < k and vivj , vivk ∈ E(G)
implies that vivk ∈ E(G). On the other hand, σ is called a strong ordering of G, if
vivj , vivk, vjvl ∈ E(G), i < l and j < k implies that vjvk ∈ E(G). The ordering σ
is called a strong simplicial ordering of G if it is both strong and simplicial.

Chordal graphs are well-known to be the class of graphs admitting a simplicial
ordering [11], while graphs admitting a strong simplicial ordering are known as
strongly chordal graphs, which is introduced by Farber [10].

A graph G is called a strongly orderable if G has a strong ordering of its vertices.
Thus by definition, the class of strongly orderable graphs is a natural generaliza-
tion of strongly chordal graphs. A strong simplicial ordering of a strongly chordal
graph G is known to have further properties. A vertex v of G is called simple if
NG[x] ⊆ NG[y] or NG[y] ⊆ NG[x] for any x, y ∈ NG(v), that is, the closed neigh-
borhoods of neighbors of v are linearly ordered under inclusion. Then an ordering
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σ : v1, v2, . . . , vn is called a simple elimination ordering if vi is a simple vertex in
the graph Gi := G[{vi, vi+1, . . . , vn}] for each i ∈ [n]. Farber [10] showed that a
graph is strongly chordal if and only if it has a simple elimination ordering of its
vertices. Dragan [6] gave a similar characterization for strongly orderable graphs.

Definition 2. [6] Any two vertices u and v are said to be comparable in the graph
G, if there holds NG(v)\{u} ⊆ NG(u)\{v} or NG(u)\{v} ⊆ NG(v)\{u}, otherwise
they are noncomparable. A vertex w ∈ E(G) is called quasi-simple if for every
u, v ∈ NG(w), the vertices u and v are comparable. An ordering v1, v2, . . . , vn of
the vertices of a graph G is called a quasi-simple elimination ordering if for each
i ∈ [n], the vertex vi is a quasi-simple vertex in Gi := G[{vi, vi+1, . . . , vn}].

Theorem 5. [6] A graph G is strongly orderable if and only if G has a quasi-simple
elimination ordering.

Now our task is to investigate the homotopy type of the independence complexes
of strongly orderable graphs. In order to do that, we first need a structural property,
namely hereditary property of strongly orderable graphs. We show that being a
strongly orderable graph is closed under taking induced subgraphs.

Lemma 1. If G is strongly orderable, then so is G− x for any vertex x of G.

Proof. Let α : v1, v2, . . . , vn be a strong ordering of the vertices of G. We show
that removal of any vertex x from G still preserves the ordering. The case when
x = v1 is clear. Thus we assume that x = vi for some i ∈ {2, 3, . . . , n} and consider
the graph Gi := G − vi. We claim that the ordering β : v1, . . . , vi−1, vi+1, . . . , vn
is a strong ordering of G − vi. For every s ∈ {2, 3, . . . , n}\{i}, we need to verify
that the vertex vs is quasi-simple in the graph Gi

s := Gi\{v1, . . . , vs−1}. Firstly,
if s > i, then it is straightforward because of the strong ordering α of G. Now
let s < i and assume on the contrary that vs is not quasi-simple. Then for some
vk, vl ∈ NGi

s
(vs) with s < k < l, the vertices vk and vl must be noncomparable

in Gi
s, while they are comparable in Gs. Therefore the set NGi

s
(vk)\NGs

(vl) must
contain a vertex vr with r > s and r ̸= i. However, this is a contradiction, since
NGs(vk)\{vl} ⊆ NGs(vl)\{vk} because of the ordering α of G. □

Lemma 2. [4] Let G be a graph. If NG(u) ⊆ NG(v) for some distinct vertices
u, v ∈ V (G), then bp(G) ≤ bp(G− v) holds.

Proof. Let {B1, B2, . . . , Bk} be a biclique vertex partitioning of G − v. Assume
without loss of generality that u ∈ B1. Then observe that {B1 ∪ {v}, B2, . . . , Bk}
is a biclique vertex partitioning of G. □

Remark 1. The inequality bp(G) ≥ bp(G−v) is not true in general. For the graph
G in Figure 1, we have bp(G) = 2 < bp(G− v) = n+ 1 while NG(ui) ⊆ NG(v) for
each i ∈ [n].



450 M. A. YETİM

v1
v2

vn
vn−1 v

u1

u2

un
un−1u

Figure 1. A graph G such that bp(G) = 2 < bp(G− v) = n+ 1

Proof of Theorem 1. We use induction on the number of vertices. The theorem
is trivial if G has fewer than 3 vertices. Let G be a strongly orderable graph
and σ : v1, v2, . . . , vn be a quasi-simple elimination ordering of the vertices of G.
Suppose that the theorem is true for the graphs with fewer than n vertices. Since
v1 is quasi-simple in G, all of its neighbors are comparable. First assume that v1
have two neighbors vi, vj (with i < j) which are not adjacent to each other. In
this case, we must have NG(vi) ⊆ NG(vj), since vi and vj are comparable in G.
Then it follows that Ind(G) ≃ Ind(G−y) by Theorem 3. Therefore, if Ind(G−y) is
contractible, then Ind(G) is also contractible. If Ind(G−y) is not contractible, then
by induction hypothesis, Ind(G− y) ≃

∨
Sdi , where di ≥ bp(G− y)− 1 for each i.

Since Ind(G) ≃ Ind(G− y) and bp(G− y)− 1 ≥ bp(G)− 1 by Lemma 2, we obtain
that Ind(G) ≃

∨
Sdi , where di ≥ bp(G)− 1. Thus we may further assume that all

the neighbors of v1 are pairwise adjacent. Notice that the vertex v1 is simplicial in
such a case. Following Theorem 4, we have

Ind(G) ≃
∨

u∈NG(v1)

Σ(Ind(G−NG[u])) (∗)

Recall that G − NG[u] is a strongly orderable graph for each u ∈ NG(v1), by
Lemma 1. By the induction hypothesis, we know that for each u ∈ NG(v1), the
complex Ind(G −NG[u]) is either contractible or homotopy equivalent to a wedge
sum

∨
Sdu of spheres, where du ≥ bp(G − NG[u]) − 1. Now, if Ind(G − NG[u])

is contractible for each u ∈ NG(v1), then so is Ind(G). Therefore, we let u be an
arbitrary neighbor of v1 such that Ind(G − NG[u]) ≃

∨
Sdu . Then it follows that

Σ(Ind(G−NG[u])) ≃
∨
Sdu+1. For any biclique vertex partition {B1, B2, . . . , Bk} of

G−NG[u], observe that the collection {NG[u], B1, B2, . . . , Bk} is a biclique partiton
of G, which implies that bp(G) ≤ bp(G − NG[u]) + 1. Thus we have du + 1 ≥
bp(G−NG[u]) ≥ bp(G)− 1. Hence the theorem follows from (∗). □

As every strongly chordal graph is strongly orderable, we have the following.

Corollary 2. If G is a strongly chordal graph, then Ind(G) is either contractible
or homotopy equivalent to a wedge

∨
Sdi of spheres, where di ≥ bp(G)− 1 for each

i.
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Note that Corollary 2 is well-known since every strongly chordal graph is a
chordal graph and the biclique vertex partition number coincides with the domina-
tion number on C4-free graphs. Although it is not hard to see, we include its proof
for the completeness.

Proposition 1. If G is a C4-free graph, then bp(G) = γ(G).

Proof. If S is a dominating set of G, then it is clear that V (G) can be partitioned
into stars each of which has its center from S, thus bp(G) ≤ γ(G).

Conversely, let B = {B1, B2, . . . , Bk} be a biclique partition of G. We claim that
for each i ∈ [k], the subgraph Bi has at least one vertex vi which is adjacent all
other vertices in Bi so that {vi : i ∈ [k]} is a dominating set in G. Let Bi ∈ B
be an arbitrary biclique of G, with the partitioning Xi ∪ Yi. Note that Xi and Yi

need not to be independent. The claim is trivial if |Xi| = 1 or |Yi| = 1. Thus we
let min{|Xi|, |Yi|} ≥ 2 and assume on the contrary that there is no such vertex in
Bi. This forces that there exist some vertices xi1 , xi2 ∈ Xi and yi1 , yi2 ∈ Yi such
that xi1 and xi2 (resp. yi1 and yi2) are nonadjacent in G. This is a contradiction,
since the set {xi1xi2 , yi1 , yi2} induces a C4 in G. This completes the proof. □

Since chordal graphs are C4-free, Proposition 1 allows us interpret the homotopy
type of independence complexes of chordal graphs in terms of biclique vertex parti-
tion number, when they are homotopy equivalent to a wedge sum of spheres. Recall
from [12] that if the complex Ind(G) of a chordal graph G is homotopy equivalent
to a wedge of spheres, then each of the spheres has dimension at least γ(G) − 1.
Hence, Proposition 1 helps us unify the results for chordal and strongly orderable
graphs.

Remark 2. It is known that chordal graphs are vertex-decomposable, since they
are codismantlable [3]. Therefore, the homotopy type of independence complexes of
chordal graphs can also be inferred from vertex-decomposability [2]. However, unlike
the class of chordal graphs, strongly orderable graphs are not vertex-decomposable.
C4 is an easy example of chordal bipartite (thus a strongly orderable) graph which
is not vertex decomposable.

Strongly orderable bipartite graphs coincide with the class of chordal bipartite
graphs. Any quasi-simple vertex turns out to be a weak simplicial vertex in a
chordal bipartite graph. A vertex x in G is said to be a weak simplicial if for any
u, v ∈ NG(x), either NG(u) ⊆ NG(v) or NG(v) ⊆ NG(u) holds [15]. This leads to a
refinement of our main result on chordal bipartite graphs.

Lemma 3. Every connected chordal bipartite graph with more than one edge has a
pair x, y of vertices such that NG(x) ⊆ NG(y).

Proof. Let G be a chordal bipartite graph with more than one edge and let v be a
weak simplicial vertex of G. First assume that degG(v) = 1 and let NG(v) = {w}.
Then for every u ∈ NG(w)\{v}, we have NG(v) ⊆ NG(u). If degG(v) ≥ 2, then any
two neighbors of u form such a pair. □
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Theorem 6. If G is a chordal bipartite graph, then Ind(G) is either contractible
or homotopy equivalent to a sphere of dimension at least bp(G)− 1.

Proof. Once again, we use the induction on the number of the vertices. Let G
be a bipartite graph. We may assume that G has a component with more than
one edge, since otherwise the claim is clear. Let H be such component of G. By
Lemma 3, H has a pair of vertices x, y such that NG(x) ⊆ NG(y). It follows that
Ind(G) ≃ Ind(G − v), by Theorem 3. By induction hypothesis, the subcomplex
Ind(G − v) is either contractible or homotopy equivalent to a sphere of dimension
at least bp(G − v) − 1. If Ind(G − v) is contractible, then so is Ind(G). Assume
further that Ind(G − v) is homotopy equivalent to a sphere of dimension at least
bp(G − v) − 1. Since bp(G − v) ≥ bp(G) by Lemma 2 and Ind(G) ≃ Ind(G − v),
the complex Ind(G) is homotopy equivalent to a sphere of dimension of at least
bp(G)− 1. □

We also have the following corollary, since every convex bipartite graph is a
chordal bipartite graph.

Corollary 3. If G = (X,Y,E) is a convex bipartite graph, then Ind(G) is either
contractible or homotopy equivalent to a sphere.

4. Bipartite Graphs Related to Shifted-Skew Diagrams

In [14], Nagel and Reiner introduced graph classes associated to shifted-skew
shaped diagrams. They also compute the homotopy type of such constructed
graphs. In the case of bipartite graphs, our results from previous section gener-
alize the mentioned classification. We first provide the necessary background about
these diagrams and then conclude the homotopy type of independence complexes
of bipartite graphs corresponding such diagrams. For more detailed description of
shifted-skew shapes, we refer to [14].

Definition 3. [14] A shifted diagram is an interpretation of the lattice points
{(i, j) ∈ N × N : 1 ≤ i < j} by replacing each point with unit squares/cells where
the first coordinate i (row index) increases from top to the bottom and the second
coordinate j (column index) increases from left to the right, as in matrices.

(1, 2)(1, 3)(1, 4) . . .

(2, 3)(2, 4) . . .

(3, 4) . . .

. . .

Figure 2. A shifted diagram
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A shifted Ferrers diagram Dλ with respect to the strict partition λ = (λ1, λ2, . . . ,
λt) (where λ1 > λ2 > . . . > λt > 0) is a finite shifted diagram consisting of λi cells
in the row i. For instance, given partition λ = (13, 12, 11, 9, 6, 3, 2, 1), corresponding
diagram is depicted in the Figure 3-(a).

Now let λ and µ are such partitions with λ ⊆ µ, that is µi ≤ λi for all i, and
possibly µ has less number of parts than λ has. Then one can form the shifted
skew diagram D := Dλ/µ by removing the diagram Dµ from the diagram Dλ. An
example with partitions λ = (13, 12, 11, 9, 6, 3, 2, 1) and µ = (9, 7, 6, 5, 3, 1) given
below (compare Figure 3-(a) with Figure 3-(b)).

1 2 3 4 5 6 7 8 9 10111213
1
2 .
3 . .
4 . . .
5 . . . .
6 . . . . .
7 . . . . . .
8 . . . . . . .

(a) Dλ

1 2 3 4 5 6 7 8 9 10111213
1
2 .
3 . .
4 . . .
5 . . . .
6 . . . . .
7 . . . . . .
8 . . . . . . .

(b) Dλ/µ

Figure 3. A shifted Ferrers diagram Dλ and shifted skew diagram Dλ/µ.

For any shifted skew diagram and linearly ordered subsets X = {x1 < x2 <
. . . < xm} and Y = {y1 < y2 < . . . < yn} of positive integers, let DX,Y denote
the diagram consisting of cells in the position (i, j) whenever the cell (xi, xj) is
present in D, i.e., we restrict the diagram D to the rows indexed by X and columns
indexed by Y . For instance, if we set X = {x1, x2, x3, x4, x5} = {1, 3, 5, 6, 7} and
Y = {y1, y2, y3, y4} = {8, 9, 11, 13} for the diagram D := Dλ/µ in Figure 3, the
corresponding diagram DX,Y is drawn as in the Figure 4.

Given shifted-skew diagram DX,Y , Nagel and Reiner [14] define the bipartite
graph G(DX,Y ) = (X,Y ;E) on the vertexX∪Y = {x1, x2, . . . xm}∪{y1, y2, . . . , yn}

y1 y2 y3 y4
8 9 1113

x1 = 1
x2 = 3
x3 = 5
x4 = 6
x5 = 7

x5 x4 x3 x2 x1

y1 y2 y3 y4

Figure 4. Shifted skew diagram DX,Y and the bipartite graph G(DX,Y ).
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such that (xi, yj) ∈ E(G) if the cell (i, j) is present in DX,Y . One may observe
that there is a one-to-one correspondence between the biadjacency matrix and the
diagram of the graph G(DX,Y ), such that the cells in the diagram corresponds to
1’s in the matrix (see, Figure 5).

A(G(DX,Y )) =


0 0 1 1
0 1 1 1
1 1 0 0
1 0 0 0
1 0 0 0


Figure 5. Biadjacency matrix of G(DX,Y )

Consequently, we deduce that all the 1’s in each row (and each column) are
consecutive, which in turn implies that the graph G(DX,Y ) is a doubly convex
graph. Note that this fact is independent from the choice of the sets X and Y . In
fact, the bipartite graph G(D) corresponding to the diagram D := Dλ/µ is clearly
a convex bipartite graph. Therefore, the choice of the sets X and Y will determine
an induced subgraph G(DX,Y ) of G(D) which is again convex bipartite. Hence the
following fact is an immediate consequence of Corollary 3.

Corollary 4. [14] Let G(DX,Y ) is the bipartite graph associated to a shifted-skew
diagram DX,Y . Then the complex Ind(G(DX,Y )) is either contractible or homotopy
equivalent to a sphere.

The same argument can be further applied to a bipartite graph G(D) paramet-
rized (in the similar fashion) from any diagram D whose cells in each row (or each
column) appear consecutively, since G(D) is a convex bipartite graph.

5. Conclusion

In our study, we characterize the homotopy type of the independence complexes
of strongly orderable graphs. We further refine the mentioned characterization in
the case of chordal bipartite graphs. These characterizations extend several known
results and unify them in terms of biclique vertex partitions. There is, however,
a natural question which arises in this context: “For which classes of graphs, the
biclique vertex partitions is also relevant to the topology of independence com-
plexes?”.
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Abstract. In this paper a new quantum analog of Hermite-Hadamard in-

equality is presented, and based on it, two new quantum trapezoid and mid-

point identities are obtained. Moreover, the quantum analog of some trapezoid
and midpoint type inequalities are established.

1. Introduction

A function f : J ⊆ R → R is said to be convex on the interval J , if the following
inequality

f(tx+ (1− t)y) ≤ tf(x) + (1− t)f(y),

holds for all x, y ∈ J and t ∈ [0, 1].
One of the most useful inequalities for convex functions is Hermite-Hadamard’s

inequality, due to its geometrical importance and applications, which is described
as follows:

Let f : J ⊆ R → R be a convex function on the interval of real numbers and
a, b ∈ J with a < b. Then

f(
a+ b

2
) ≤ 1

b− a

∫ b

a

f(t)dt ≤ f(a) + f(b)

2
. (1)

Hermite-Hadamard’s inequality is investigated for several classes of functions in
a number of papers and different types of inequalities have been obtained from it.
For more details, see [16,18,21,22,28] and references therein.
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In recent years Tariboon and Ntouyas in [31], generalized the classic quantum
derivative and integral. Also, in [23], the authors by using the notions of left and
right quantum derivative and integral have derived a similar generalization of classic
quantum derivative and integral. In many research papers, the quantum analogue
of Hermite-Hadamard type inequalities has been obtained via the generalized form
of quantum integral, which were given in [31]. For more information in this regard,
the reader is refer to [1]- [6], [8]- [15], [17], [19], [24]- [27], [29]- [36]

In this paper, we use the notions of left and right quantum derivatives and
integrals together to introduce a new quantum analogue of Hermite-Hadamard
inequality and based on it we obtain two new quantum trapezoid and midpoint
type identities. In addition by using these new identities, we establish quantum
analogue of some trapezoid and midpoint inequalities. We get the results of the
trapezoid and midpoint inequalities as a special case when q → 1. The idea and
techniques of this paper may help the interested reader for further research in this
area.

2. Preliminaries

In this section, we recall some previously known concepts.
In [31], Tariboon and Ntouyas introduced the concepts of quantum derivative

and definite quantum integral for the functions of defined on an arbitrary finite
intervals as follows:

Definition 1. [31] A function f (t) defined on [a, b] is called quantum differentiable
on (a, b] with the following expression:

aDqf (t) =
f (t)− f (qt+ (1− q) a)

(1− q) (t− a)
∈ R, t ̸= a, (2)

and quantum differentiable on t = a, if the following limit exists:

aDqf (a) = lim
t→a+

aDqf (t) ,

for any a < b.

Clearly, if a = 0 in (2), then 0Dqf (t) = Dqf (t) where Dqf (t) is familiar
quantum derivative of the function f defined by

Dqf (t) :=
f (t)− f (qt)

(1− q) t
, t ̸= 0, Dqf (0) = lim

t→0
Dqf (t) . [7, 20] (3)

Definition 2. [31] Let a function f be defined on [a, b]. Then the quantum integral
of f on [a, b] is defined by

∫ b

a

f (t) adqt = (1− q) (b− a)

∞∑
n=0

qnf (qnb+ (1− qn) a) . (4)



458 A.W. BAIDAR, M. KUNT

If the series in the right-hand side of (4) converges, then f is said to be quantum
integrable on [a, b]. Also, for any c ∈ (a, b)∫ b

c

f (t) adqt =

∫ b

a

f (t) adqt −
∫ c

a

f (t) adqt . (5)

Clearly, if a = 0 in (5), then∫ b

0

f (t) 0dqt =

∫ b

0

f (t) dqt ,

where
∫ b

0
f (t) dqt is well-known Jackson integral of f on [0, b]. For more details,

see [7, 20].
In [23], the authors have denoted (2) and (4) respectively as left quantum deriv-

ative and definite left quantum integral and it has been written in this wise:

aDqf (t) =a+ Dqf (t) ,

∫ b

a

f (t) adqt =

∫ b

a

f (t) a+dqt .

We use these notations in the rest of the paper.

Lemma 1. [31] Let f : [a, b] → R be a differentiable function. Then we have

lim
q→1−

a+Dqf (t) =
df (t)

dt
. (6)

Lemma 2. [31] Let f : [a, b] → R be an arbitrary function. If
∫ b

a
f (t) dt is exist,

then we have

lim
q→1−

∫ b

a

f (t) a+dqt =

∫ b

a

f (t) dt. (7)

Recently, Kunt et al. [23], presented the notions of right quantum derivative and
right definite quantum integral as follows:

Definition 3. [23] A function f (t) defined on [a, b] is called the right quantum
differentiable on [a, b) with the following expression:

b−Dqf (t) =
f (t)− f (qt+ (1− q) b)

(1− q) (t− b)
∈ R, t ̸= b, (8)

and quantum differentiable on t = b, if the following limit exists:

b−Dqf (b) = lim
t→b−

b−Dqf (t) ,

for any a < b.
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Definition 4. [23] Let a function f be defined on [a, b]. Then the right quantum
integral of f on [a, b] is defined by∫ b

a

f (t) b−dqt = (1− q) (b− a)

∞∑
n=0

qnf (qna+ (1− qn) b) . (9)

If the series in right hand side of (9) converges, then f is said to be right quantum
integrable on [a, b]. Also, for any c ∈ (a, b)∫ c

a

f (t) b−dqt =

∫ b

a

f (t) b−dqt −
∫ b

c

f (t) b−dqt . (10)

Lemma 3. [23] Let f : [a, b] → R be a differentiable function. Then we have

lim
q→1−

b−Dqf (t) =
df (t)

dt
. (11)

Lemma 4. [23] Let f : [a, b] → R be an arbitrary function. If
∫ b

a
f (t) dt is exist,

then we have

lim
q→1−

∫ b

a

f (t) b−dqt =

∫ b

a

f (t) dt. (12)

3. Auxiliary Results

In this section, we describe some auxiliary lemmas which are used in the obtain-
ing of main results.

Lemma 5. Let 0 < q < 1 be a constant, then the following equality holds:∫ 1

0

|1− qt| t 0+dqt =
1

(1 + q)(1 + q + q2)
. (13)

Proof. By using the definition of q-integral, we have∫ 1

0

|1− qt| t 0+dqt =

∫ 1

0

(1− qt) t 0+dqt

=

∫ 1

0

t 0+dqt −
∫ 1

0

qt2 0+dqt

=
1

1 + q
− q

1 + q + q2

=
1

(1 + q)(1 + q + q2)
.

The proof is completed. □

Lemma 6. Let 0 < q < 1 be a constant, then the following equality holds:∫ 1

0

|1− qt| (1− t) 0+dqt =
q

1 + q + q2
. (14)
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Proof. By using Lemma (5) and the definition of q-integral, we have∫ 1

0

|1− qt| (1− t) 0+dqt =

∫ 1

0

|1− qt| 0+dqt −
∫ 1

0

|1− qt| t 0+dqt

=

∫ 1

0

(1− qt) 0+dqt − 1

(1 + q)(1 + q + q2)

=
1

1 + q
− 1

(1 + q)(1 + q + q2)

=
q

1 + q + q2
.

The proof is completed. □

Lemma 7. Let 0 < q < 1 be a constant, then the following equality holds:∫ 1

0

t (1− t) 0+dqt =
q2

(1 + q)(1 + q + q2)
. (15)

Proof. By using the definition of q-integral, we have∫ 1

0

t (1− t) 0+dqt =

∫ 1

0

t 0+dqt −
∫ 1

0

t2 0+dqt

=
1

1 + q
− 1

1 + q + q2

=
q2

(1 + q)(1 + q + q2)
.

The proof is completed. □

Lemma 8. Let 0 < q < 1 be a constant, then the following equality holds:∫ 1

0

tp 0+dqt =
1− q

1− qp+1
. (16)

Proof. By using the definition of q-integral, we have∫ 1

0

tp 0+dqt = (1− q)

∞∑
n=0

qn (qn)
p

= (1− q)

∞∑
n=0

(
qp+1

)n
=

1− q

1− qp+1
.

The proof is completed. □
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4. Main Results

In this section, we use Definition 2 together with Definition 4 of the quantum
integrals to present a new quantum form of the Hermite-Hadamard inequality.

Let a function f be defined on [a, b] ⊂ R, then from (4) and (9), we can write∫ a+b
2

a

f (t) a+dqt +

∫ b

a+b
2

f (t) b−dqt

=
(1− q) (b− a)

2

∞∑
n=0

qn
[
f

(
qn
(
b− a

2

)
+ a

)
+ f

(
qn
(
a− b

2

)
+ b

)]
.(17)

For shortness we write the left-hand side of (17), as follows:∫ b

a

f (t) a+b
2
dqt :=

∫ a+b
2

a

f (t) a+dqt +

∫ b

a+b
2

f (t) b−dqt .

If the series in the right-hand side of (17) converges or f is left quantum integrable

on
[
a, a+b

2

]
and right quantum integrable on

[
a+b
2 , b

]
, then

∫ b

a
f (t) a+b

2
dqt is exist.

Lemma 9. Let f : [a, b] → R be an arbitrary function. If
∫ b

a
f (t) dt converges,

then we have

lim
q→1−

∫ b

a

f (t) a+b
2
dqt =

∫ b

a

f (t) dt. (18)

Proof. By using (17) and lemma 2 and lemma 4, we get

lim
q→1−

∫ b

a

f (t) a+b
2
dqt = lim

q→1−

[∫ a+b
2

a

f (t) a+dqt +

∫ b

a+b
2

f (t) b−dqt

]

= lim
q→1−

∫ a+b
2

a

f (t) a+dqt + lim
q→1−

∫ b

a+b
2

f (t) b−dqt

=

∫ a+b
2

a

f (t) dt+

∫ b

a+b
2

f (t) dt

=

∫ b

a

f (t) dt.

The proof is completed. □

Lemma 10. Let
∫ b

a
f (t) a+b

2
dqt be exist. Then we have∫ b

a

f (t) a+b
2
dqt =

∫ b

a

f (a+ b− t) a+b
2
dqt . (19)

Proof. By direct computing from (17), we get∫ b

a

f (a+ b− t) a+b
2
dqt
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=
(1− q) (b− a)

2

∞∑
n=0

qn
[

f
(
a+ b−

(
qn
(
b−a
2

)
+ a
))

+f
(
a+ b−

(
qn
(
a−b
2

)
+ b
)) ]

=
(1− q) (b− a)

2

∞∑
n=0

qn
[
f

(
b− qn

(
b− a

2

))
+ f

(
a− qn

(
a− b

2

))]

=
(1− q) (b− a)

2

∞∑
n=0

qn
[
f

(
qn
(
a− b

2

)
+ b

)
+ f

(
qn
(
b− a

2

)
+ a

)]

=

∫ b

a

f (t) a+b
2
dqt .

This complete the proof. □

Theorem 1. Let f : [a, b] → R be a convex function and 0 < q < 1. Then we have

f

(
a+ b

2

)
≤ 1

b− a

∫ b

a

f (t) a+b
2
dqt ≤ f (a) + f (b)

2
. (20)

Proof. Clearly
∫ b

a
f (t) a+b

2
dqt is exist. By using (17), we have∫ 1

0

f (ta+ (1− t) b) 0+1
2
dqt

=
(1− q) (1− 0)

2

∞∑
n=0

qn
[

f
([
qn
(
1−0
2

)
+ 0
]
a+

[
1−

(
qn
(
1−0
2

)
+ 0
)]

b
)

+f
([
qn
(
0−1
2

)
+ 1
]
a+

[
1−

(
qn
(
0−1
2

)
+ 1
)]

b
) ]

=
1

b− a

(1− q) (b− a)

2

∞∑
n=0

qn
[
f

(
qn (a− b)

2
+ b

)
+ f

(
qn (b− a)

2
+ a

)]

=
1

b− a

∫ b

a

f (t) a+b
2
dqt , (21)

and ∫ 1

0

f (tb+ (1− t) a) 0+1
2
dqt

=
(1− q) (1− 0)

2

∞∑
n=0

qn
[

f
([
qn
(
1−0
2

)
+ 0
]
b+

[
1−

(
qn
(
1−0
2

)
+ 0
)]

a
)
+

f
([
qn
(
0−1
2

)
+ 1
]
b+

[
1−

(
qn
(
0−1
2

)
+ 1
)]

a
) ]

=
1

b− a

(1− q) (b− a)

2

∞∑
n=0

qn
[
f

(
qn (b− a)

2
+ a

)
+ f

(
qn (a− b)

2
+ b

)]

=
1

b− a

∫ b

a

f (t) a+b
2
dqt . (22)

Again by applying (17), we get∫ 1

0

f

(
a+ b

2

)
0+1
2
dqt = f

(
a+ b

2

)∫ 1

0

1 0+1
2
dqt
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= f

(
a+ b

2

)
(1− q) (1− 0)

2

∞∑
n=0

qn [1 + 1]

= f

(
a+ b

2

)
, (23)

and

∫ 1

0

f (a) + f (b)

2
0+1
2
dqt =

f (a) + f (b)

2

∫ 1

0

1 0+1
2
dqt

=
f (a) + f (b)

2

(1− q) (1− 0)

2

∞∑
n=0

qn [1 + 1]

=
f (a) + f (b)

2
. (24)

Since f is convex on [a, b], then we can write

f

(
a+ b

2

)
≤ 1

2
[f (ta+ (1− t) b) + f (tb+ (1− t) a)] ≤ f (a) + f (b)

2
,

for all t ∈ [0, 1], and∫ 1

0

f

(
a+ b

2

)
0+1
2
dqt

≤
∫ 1

0

(
1

2
[f (ta+ (1− t) b) + f (tb+ (1− t) a)]

)
0+1
2
dqt

≤
∫ 1

0

f (a) + f (b)

2
0+1
2
dqt .

Therefore by using (21),(22) , (23) and (24), we get

f

(
a+ b

2

)
≤ 1

b− a

∫ b

a

f (t) a+b
2
dqt ≤ f (a) + f (b)

2
.

This complete the proof. □

Remark 1. If q → 1, then by using Lemma 9, the inequality (20)reduce to (1).

Lemma 11. Let f : [a, b] → R be a continuous function. If a+Dqf
(
t
(
a+b
2

)
+ (1− t) a

)
and

b−Dqf
(
t
(
a+b
2

)
+ (1− t) b

)
are left quantum integrable on [0, 1], then the follow-

ing identity holds:

1

b− a

∫ b

a

f (t) a+b
2
dqt − f (a) + f (b)

2

=
b− a

4

∫ 1

0

(1− qt)

(
a+Dqf

(
t
(
a+b
2

)
+ (1− t) a

)
− b−Dqf

(
t
(
a+b
2

)
+ (1− t) b

) )
0+dqt . (25)
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Proof. Since a+Dqf
(
t
(
a+b
2

)
+ (1− t) a

)
and b−Dqf

(
t
(
a+b
2

)
+ (1− t) b

)
are

left quantum integrable on [0, 1], using the linearity of left quantum integral, then
we have

b− a

4

∫ 1

0

(1− qt)

(
a+Dqf

(
t
(
a+b
2

)
+ (1− t) a

)
− b−Dqf

(
t
(
a+b
2

)
+ (1− t) b

) )
0+dqt

=
b− a

4

[∫ 1

0

(1− qt) a+Dqf
(
t
(
a+b
2

)
+ (1− t) a

)
0+dqt

−
∫ 1

0

(1− qt)b− Dqf

(
t

(
a+ b

2

)
+ (1− t) b

)
0+dqt

]
=

b− a

4
[M1 −M2] . (26)

Since f is continuous on [a, b], we get

∞∑
n=0

f

(
qn
(
a+ b

2

)
+ (1− qn) a

)
−

∞∑
n=0

f

(
qn+1

(
a+ b

2

)
+
(
1− qn+1

)
a

)
= f

(
a+ b

2

)
− f (a) , (27)

and
∞∑

n=0

f

(
qn
(
a+ b

2

)
+ (1− qn) b

)
−

∞∑
n=0

f

(
qn+1

(
a+ b

2

)
+
(
1− qn+1

)
b

)
= f

(
a+ b

2

)
− f (b) . (28)

Using (27), we achieve

M1 =

∫ 1

0

(1− qt) a+Dqf
(
t
(
a+b
2

)
+ (1− t) a

)
0+dqt

=

∫ 1

0
a+Dqf

(
t
(
a+b
2

)
+ (1− t) a

)
0+dqt

− q

∫ 1

0

t a+Dqf
(
t
(
a+b
2

)
+ (1− t) a

)
0+dqt

=

∫ 1

0

[
f
(
t
(
a+b
2

)
+ (1− t) a

)
− f

(
qt
(
a+b
2

)
+ (1− qt) a

)
(1− q)

(
a+b
2 − a

)
t

]
0+dqt

− q

∫ 1

0

t

[
f
(
t
(
a+b
2

)
+ (1− t) a

)
− f

(
qt
(
a+b
2

)
+ (1− qt) a

)
(1− q)

(
a+b
2 − a

)
t

]
0+dqt

=
2

b− a

[ ∞∑
n=0

f

(
qn
(
a+ b

2

)
+ (1− qn) a

)
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−
∞∑

n=0

f

(
qn+1

(
a+ b

2

)
+
(
1− qn+1

)
a

)]

− 2q

b− a

[ ∞∑
n=0

qnf

(
qn
(
a+ b

2

)
+ (1− qn) a

)

−
∞∑

n=0

qnf

(
qn+1

(
a+ b

2

)
+
(
1− qn+1

)
a

)]

=
2

b− a

[
f

(
a+ b

2

)
− f (a)

]
− 2q

b− a

[ ∞∑
n=0

qnf

(
qn
(
a+ b

2

)
+ (1− qn) a

)

−1

q

∞∑
n=1

qnf

(
qn
(
a+ b

2

)
+ (1− qn) a

)]

=
2

b− a

[
f

(
a+ b

2

)
− f (a)

]
− 2q

b− a

[ ∞∑
n=0

qnf

(
qn
(
a+ b

2

)
+ (1− qn) a

)

−1

q

∞∑
n=0

qnf

(
qn
(
a+ b

2

)
+ (1− qn) a

)
+

1

q
f

(
a+ b

2

)]

=
2

b− a

[
f

(
a+ b

2

)
− f (a)

]
− 2

b− a
f

(
a+ b

2

)
− 2q

b− a

[
q − 1

q

∞∑
n=0

qnf

(
qn
(
a+ b

2

)
+ (1− qn) a

)]

=
4

(b− a)
2

[
(1− q) (b− a)

2

∞∑
n=0

qnf

(
qn
(
a+ b

2

)
+ (1− qn) a

)]

− 4

b− a

f (a)

2

=
4

(b− a)
2

∫ a+b
2

a

f (t) a+dqt − 4

b− a

f (a)

2
. (29)

Similarly, using (28) 3, we get

M2 =

∫ 1

0

(1− qt) b−Dqf
(
t
(
a+b
2

)
+ (1− t) b

)
0+dqt
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=

∫ 1

0
b−Dqf

(
t
(
a+b
2

)
+ (1− t) b

)
0+dqt

−q

∫ 1

0

t b−Dqf
(
t
(
a+b
2

)
+ (1− t) b

)
0+dqt

=

∫ 1

0

[
f
(
t
(
a+b
2

)
+ (1− t) b

)
− f

(
qt
(
a+b
2

)
+ (1− qt) b

)
(1− q)

(
a+b
2 − b

)
t

]
0+dqt

−q

∫ 1

0

t

[
f
(
t
(
a+b
2

)
+ (1− t) b

)
− f

(
qt
(
a+b
2

)
+ (1− qt) b

)
(1− q)

(
a+b
2 − b

)
t

]
0+dqt

= − 2

b− a

[ ∞∑
n=0

f

(
qn
(
a+ b

2

)
+ (1− qn) b

)

−
∞∑

n=0

f

(
qn+1

(
a+ b

2

)
+
(
1− qn+1

)
b

)]

+
2q

b− a

[ ∞∑
n=0

qnf

(
qn
(
a+ b

2

)
+ (1− qn) b

)

−
∞∑

n=0

qnf

(
qn+1

(
a+ b

2

)
+
(
1− qn+1

)
b

)]

= − 2

b− a

[
f

(
a+ b

2

)
− f (b)

]
+

2q

b− a

[ ∞∑
n=0

qnf

(
qn
(
a+ b

2

)
+ (1− qn) b

)

−1

q

∞∑
n=1

qnf

(
qn
(
a+ b

2

)
+ (1− qn) b

)]

= − 2

b− a

[
f

(
a+ b

2

)
− f (b)

]
+

2q

b− a

[ ∞∑
n=0

qnf

(
qn
(
a+ b

2

)
+ (1− qn) b

)

−1

q

∞∑
n=0

qnf

(
qn
(
a+ b

2

)
+ (1− qn) b

)
+

1

q
f

(
a+ b

2

)]

= − 2

b− a

[
f

(
a+ b

2

)
− f (b)

]
+

2

b− a
f

(
a+ b

2

)
+

2q

b− a

[
q − 1

q

∞∑
n=0

qnf

(
qn
(
a+ b

2

)
+ (1− qn) b

)]
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=
4

b− a

f (b)

2

− 4

(b− a)
2

[
(1− q) (b− a)

2

∞∑
n=0

qnf

(
qn
(
a+ b

2

)
+ (1− qn) b

)]

=
4

b− a

f (b)

2
− 4

(b− a)
2

∫ b

a+b
2

f (t) b−dqt . (30)

Combining (26), (29) and (30) , we obtain

b− a

4
[M1 −M2]

=
1

b− a

(∫ a+b
2

a

f (t) a+dqt +

∫ b

a+b
2

f (t) b−dqt

)
− f (a) + f (b)

2

=
1

b− a

∫ b

a

f (t) a+b
2
dqt − f (a) + f (b)

2
,

which gives (25). This complete the proof. □

Remark 2. If f is differentiable on [a, b] and q → 1, then the identity (25) reduce
to

1

b− a

∫ b

a

f (t) dt− f (a) + f (b)

2

=
b− a

4

∫ 1

0

(1− t)

(
f ′ (t (a+b

2

)
+ (1− t) a

)
−f ′ (t (a+b

2

)
+ (1− t) b

) ) dt.

See also [21, Lemma 1, for x = a+b
2 ].

Next, we present quantum analogue of some trapezoid type inequalities as fol-
lows:

Theorem 2. Let f : [a, b] → R be a continuous function, a+Dqf
(
t
(
a+b
2

)
+ (1− t) a

)
and

b−Dqf
(
t
(
a+b
2

)
+ (1− t) b

)
are left quantum integrable on [0, 1]. If |a+Dqf | and

|b−Dqf | are convex on [a, b], then the following inequality holds:∣∣∣∣∣ 1

b− a

∫ b

a

f (t) a+b
2
dqt − f(a) + f(b)

2

∣∣∣∣∣
≤ b− a

4

 |a+Dqf( a+b
2 )|+|b−Dqf( a+b

2 )|
(1+q)(1+q+q2)

+
q(|a+Dqf(a)|+|b−Dqf(b)|)

1+q+q2

 . (31)

Proof. By using Lemma (11) and convexity of |a+Dqf | and |b−Dqf | , we have∣∣∣∣∣ 1

b− a

∫ b

a

f (t) a+b
2
dqt − f (a) + f (b)

2

∣∣∣∣∣
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=

∣∣∣∣b− a

4

∫ 1

0

(1− qt)

(
a+Dqf

(
t
(
a+b
2

)
+ (1− t) a

)
− b−Dqf

(
t
(
a+b
2

)
+ (1− t) b

) )
0+dqt

∣∣∣∣
≤ b− a

4

[ ∫ 1

0
|(1− qt)|

∣∣
a+Dqf

(
t
(
a+b
2

)
+ (1− t) a

)∣∣
0+dqt

+
∫ 1

0
|(1− qt)|

∣∣
b−Dqf

(
t
(
a+b
2

)
+ (1− t) b

) ∣∣
0+dqt

]

≤ b− a

4


∣∣
a+Dqf

(
a+b
2

)∣∣ ∫ 1

0
|(1− qt)| t 0+dqt

+ |a+Dqf (a)|
∫ 1

0
|(1− qt)| (1− t)0+dqt

+
∣∣
b−Dqf

(
a+b
2

)∣∣ ∫ 1

0
|(1− qt)| t 0+dqt

+ |b−Dqf (b)|
∫ 1

0
|(1− qt)| (1− t)0+dqt

 .

Applying Lemma 5 and Lemma 6, we have

∣∣∣∣∣ 1

b− a

∫ b

a

f (t) a+b
2
dqt − f(a) + f(b)

2

∣∣∣∣∣
≤ b− a

4

 |a+Dqf( a+b
2 )|

(1+q)(1+q+q2) +
q|a+Dqf(a)|

1+q+q2

+
|b−Dqf( a+b

2 )|
(1+q)(1+q+q2) +

|b−Dqf(b)|
1+q+q2


=

b− a

4

 |a+Dqf( a+b
2 )|+|b−Dqf( a+b

2 )|
(1+q)(1+q+q2)

+
q(|a+Dqf(a)|+|b−Dqf(b)|)

1+q+q2

 .

This complete the proof. □

Remark 3. If f is differentiable on [a, b] and q → 1, then the inequality (31) reduce
to ∣∣∣∣∣f(a) + f(b)

2
− 1

b− a

∫ b

a

f(t)dt

∣∣∣∣∣ ≤ b− a

12

(
|f ′(a)|+

∣∣∣∣f ′(
a+ b

2
)

∣∣∣∣+ |f ′(b)|
)
.

See also [21, Corollary 2].

Theorem 3. Let f : [a, b] → R be a continuous function, a+Dqf
(
t
(
a+b
2

)
+ (1− t) a

)
and

b−Dqf
(
t
(
a+b
2

)
+ (1− t) b

)
are left quantum integrable on [0, 1]. If |a+Dqf |r and

|b−Dqf |r are convex on [a, b] where r > 0, then the following inequality holds:∣∣∣∣∣ 1

b− a

∫ b

a

f (t) a+b
2
dqt − f(a) + f(b)

2

∣∣∣∣∣
≤ b− a

4

(
1

1 + q

)1− 1
r


(
|a+Dqf( a+b

2 )|r
(1+q)(1+q+q2) +

q|a+Dqf(a)|r
1+q+q2

) 1
r

+(
|b−Dqf( a+b

2 )|r
(1+q)(1+q+q2) +

q|b−Dqf(a)|r
1+q+q2

) 1
r

 . (32)
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Proof. Since |a+Dqf |r and |b−Dqf |r are convex functions, so from Lemma 11 and
using the power mean inequality, we have∣∣∣∣∣ 1

b− a

∫ b

a

f (t) a+b
2
dqt − f (a) + f (b)

2

∣∣∣∣∣
=

∣∣∣∣b− a

4

∫ 1

0

(1− qt)

(
a+Dqf

(
t
(
a+b
2

)
+ (1− t) a

)
− b−Dqf

(
t
(
a+b
2

)
+ (1− t) b

) )
0+dqt

∣∣∣∣
≤ b− a

4

[ ∫ 1

0
|(1− qt)|

∣∣
a+Dqf

(
t
(
a+b
2

)
+ (1− t) a

)∣∣
0+dqt

+
∫ 1

0
|(1− qt)|

∣∣
b−Dqf

(
t
(
a+b
2

)
+ (1− t) b

) ∣∣
0+dqt

]

≤ b− a

4



(∫ 1

0
|(1− qt)| 0+dqt

)1− 1
r

×
(∫ 1

0
|(1− qt)|

∣∣
a+Dqf

(
t
(
a+b
2

)
+ (1− t) a

)∣∣r
0+dqt

) 1
r

+
(∫ 1

0
|(1− qt)| 0+dqt

)1− 1
r

×
(∫ 1

0
|(1− qt)|

∣∣
b−Dqf

(
t
(
a+b
2

)
+ (1− t) b

) ∣∣
0+dqt

) 1
r


≤ b− a

4

(∫ 1

0

|(1− qt)| 0+dqt

)1− 1
r

×


( ∣∣

a+Dqf
(
a+b
2

)∣∣r ∫ 1

0
|(1− qt)| t 0+dqt

+ |a+Dqf (a)|r
∫ 1

0
|(1− qt)| (1− t)0+dqt

) 1
r

+

( ∣∣
b−Dqf

(
a+b
2

)∣∣r ∫ 1

0
|(1− qt)| t 0+dqt

+ |b−Dqf (b)|r
∫ 1

0
|(1− qt)| (1− t)0+dqt

) 1
r

 .

Applying Lemma 5 and Lemma 6, we have∣∣∣∣∣ 1

b− a

∫ b

a

f (t) a+b
2
dqt − f (a) + f (b)

2

∣∣∣∣∣
≤ b− a

4

(
1

1 + q

)1− 1
r


(
|a+Dqf( a+b

2 )|r
(1+q)(1+q+q2) +

q|a+Dqf(a)|r
1+q+q2

) 1
r

+

(
|b−Dqf( a+b

2 )|r
(1+q)(1+q+q2) +

q|b−Dqf(a)|r
1+q+q2

) 1
r

 .

This complete the proof. □

Remark 4. If f is differentiable on [a, b] and q → 1, then the inequality (32) reduce
to ∣∣∣∣∣f(a) + f(b)

2
− 1

b− a

∫ b

a

f(t)dt

∣∣∣∣∣
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≤
(
b− a

8

)(
1

3

) 1
r


(∣∣f ′(a+b

2 )
∣∣r + 2 |f ′(a)|r

) 1
r

+
(∣∣f ′(a+b

2 )
∣∣r + 2 |f ′(b)|r

) 1
r

 .

See also [21, Corollary 4].

Theorem 4. Let f : [a, b] → R be a continuous function, a+Dqf
(
t
(
a+b
2

)
+ (1− t) a

)
and

b−Dqf
(
t
(
a+b
2

)
+ (1− t) b

)
are left quantum integrable on [0, 1]. If |a+Dqf |r and

|b−Dqf |r are convex on [a, b] where p, r > 1, 1
p +

1
r = 1, then the following inequality

holds: ∣∣∣∣∣ 1

b− a

∫ b

a

f (t) a+b
2
dqt − f (a) + f (b)

2

∣∣∣∣∣
≤ b− a

4
(Sq (p))

1
p




(
|a+Dqf( a+b

2 )|r+q|a+Dqf(a)|r
(1+q)

) 1
r

+

(
|b−Dqf( a+b

2 )|r+q|b−Dqf(a)|r
(1+q)

) 1
r


 , (33)

where

Sq (p) =

∫ 1

0

(1− qt)
p

0+dqt ,

is fulfilled.

Proof. From Lemma 11 and using Holder’s inequality, we have∣∣∣∣∣ 1

b− a

∫ b

a

f (t) a+b
2
dqt − f (a) + f (b)

2

∣∣∣∣∣
=

∣∣∣∣b− a

4

∫ 1

0

(1− qt)

(
a+Dqf

(
t
(
a+b
2

)
+ (1− t) a

)
− b−Dqf

(
t
(
a+b
2

)
+ (1− t) b

) )
0+dqt

∣∣∣∣
≤ b− a

4

[∫ 1

0

|(1− qt)|
∣∣

a+Dqf
(
t
(
a+b
2

)
+ (1− t) a

) ∣∣
0+dqt∫ 1

0

|(1− qt)|
∣∣∣∣b−Dqf

(
t

(
a+ b

2

)
+ (1− t) b

)∣∣∣∣ 0+dqt

]

≤ b− a

4

(∫ 1

0

(1− qt)
p

0+dqt

) 1
p

×


(∫ 1

0

∣∣
a+Dqf

(
t
(
a+b
2

)
+ (1− t) a

) ∣∣r
0+dqt

) 1
r

+
(∫ 1

0

∣∣
b−Dqf

(
t
(
a+b
2

)
+ (1− t) b

)∣∣r
0+dqt

) 1
r

 .
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By applying the convexity of |a+Dqf |r and |b−Dqf |r, we get∣∣∣∣∣ 1

b− a

∫ b

a

f (t) a+b
2
dqt − f (a) + f (b)

2

∣∣∣∣∣
≤ b− a

4
(S (p))

1
p


( ∣∣

a+Dqf
(
a+b
2

)∣∣r ∫ 1

0
t 0+dqt

+ |a+Dqf (a)|r
∫ 1

0
(1− t) 0+dqt

) 1
r

+

( ∣∣
b−Dqf

(
a+b
2

)∣∣r ∫ 1

0
t 0+dqt

+ |b−Dqf (b)|r
∫ 1

0
(1− t) 0+dqt

) 1
r

 ,

Also, ∫ 1

0

t 0+dqt =
1

1 + q
,

∫ 1

0

(1− t) 0+dqt =
q

1 + q
.

Therefore ∣∣∣∣∣ 1

b− a

∫ b

a

f (t) a+b
2
dqt − f (a) + f (b)

2

∣∣∣∣∣
≤ b− a

4
(Sq (p))

1
p


(
|a+Dqf( a+b

2 )|r+q|a+Dqf(a)|r
1+q

) 1
r

+

(
|b−Dqf( a+b

2 )|r+q|b−Dqf(b)|r
1+q

) 1
r

 .

This complete the proof. □

Remark 5. If f is differentiable on [a, b] and q → 1, then S1 (p) = 1
p+1 and the

inequality (33) reduce to∣∣∣∣∣f(a) + f(b)

2
− 1

b− a

∫ b

a

f(t)dt

∣∣∣∣∣
≤ b− a

4

(
1

p+ 1

) 1
p
(
1

2

) 1
r


[
|f ′(a)|r +

∣∣f ′(a+b
2 )
∣∣r] 1

r

+
[
|f ′(b)|r +

∣∣f ′(a+b
2 )
∣∣r] 1

r

 .

See also [21, Corollary 3].

Lemma 12. Let f : [a, b] → R be a continuous function. If a+Dqf
(
t
(
a+b
2

)
+ (1− t) a

)
and

b−Dqf
(
t
(
a+b
2

)
+ (1− t) b

)
are left quantum integrable on [0, 1], then the follow-

ing identity holds:

f

(
a+ b

2

)
− 1

b− a

∫ b

a

f (t) a+b
2
dqt
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=
b− a

4

∫ 1

0

qt

(
a+Dqf

(
t
(
a+b
2

)
+ (1− t) a

)
− b−Dqf

(
t
(
a+b
2

)
+ (1− t) b

) )
0+dqt . (34)

Proof. By using the similar proving argument as in Lemma 11, we have

b− a

4

∫ 1

0

qt

(
a+Dqf

(
t
(
a+b
2

)
+ (1− t) a

)
− b−Dqf

(
t
(
a+b
2

)
+ (1− t) b

) )
0+dqt

=
q (b− a)

4

[ ∫ 1

0
t a+Dqf

(
t
(
a+b
2

)
+ (1− t) a

)
0+dqt

−
∫ 1

0
t b−Dqf

(
t
(
a+b
2

)
+ (1− t) b

)
0+dqt

]

=
q (b− a)

4
[K1 −K2] . (35)

Also,

K1 =

∫ 1

0

t a+Dqf
(
t
(
a+b
2

)
+ (1− t) a

)
0+dqt

=

∫ 1

0

t

[
f
(
t
(
a+b
2

)
+ (1− t) a

)
− f

(
qt
(
a+b
2

)
+ (1− qt) a

)
(1− q)

(
a+b
2 − a

)
t

]
0+dqt

=
2

b− a

[ ∞∑
n=0

qnf

(
qn
(
a+ b

2

)
+ (1− qn) a

)

−
∞∑

n=0

qnf

(
qn+1

(
a+ b

2

)
+
(
1− qn+1

)
a

)]

=
2

b− a

[ ∞∑
n=0

qnf

(
qn
(
a+ b

2

)
+ (1− qn) a

)

−1

q

∞∑
n=1

qnf

(
qn
(
a+ b

2

)
+ (1− qn) a

)]

=
2

b− a

[ ∞∑
n=0

qnf

(
qn
(
a+ b

2

)
+ (1− qn) a

)

−1

q

∞∑
n=0

qnf

(
qn
(
a+ b

2

)
+ (1− qn) a

)
+

1

q
f

(
a+ b

2

)]

=
2

q (b− a)
f

(
a+ b

2

)
− 2

b− a

[
q − 1

q

∞∑
n=0

qnf

(
qn
(
a+ b

2

)
+ (1− qn) a

)]

=
2

q (b− a)
f

(
a+ b

2

)
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− 4

q (b− a)
2

[
(1− q) (b− a)

2

∞∑
n=0

qnf

(
qn
(
a+ b

2

)
+ (1− qn) a

)]

=
2

q (b− a)
f

(
a+ b

2

)
− 4

q (b− a)
2

∫ a+b
2

a

f (t) a+dqt , (36)

and

K2 =

∫ 1

0

t b−Dqf
(
t
(
a+b
2

)
+ (1− t) b

)
0+dqt

=

∫ 1

0

t

[
f
(
t
(
a+b
2

)
+ (1− t) b

)
− f

(
qt
(
a+b
2

)
+ (1− qt) b

)
(1− q)

(
a+b
2 − b

)
t

]
0+dqt

= − 2

b− a

[ ∞∑
n=0

qnf

(
qn
(
a+ b

2

)
+ (1− qn) b

)

−
∞∑

n=0

qnf

(
qn+1

(
a+ b

2

)
+
(
1− qn+1

)
b

)]

= − 2

b− a

[ ∞∑
n=0

qnf

(
qn
(
a+ b

2

)
+ (1− qn) b

)

−1

q

∞∑
n=1

qnf

(
qn
(
a+ b

2

)
+ (1− qn) b

)]

= − 2

b− a

[ ∞∑
n=0

qnf

(
qn
(
a+ b

2

)
+ (1− qn) a

)

−1

q

∞∑
n=0

qnf

(
qn
(
a+ b

2

)
+ (1− qn) a

)
+

1

q
f

(
a+ b

2

)]

= − 2

q (b− a)
f

(
a+ b

2

)
− 2

b− a

[
q − 1

q

∞∑
n=0

qnf

(
qn
(
a+ b

2

)
+ (1− qn) b

)]

= − 2

q (b− a)
f

(
a+ b

2

)
+

4

q (b− a)
2

[
(1− q) (b− a)

2

∞∑
n=0

qnf

(
qn
(
a+ b

2

)
+ (1− qn) b

)]

= − 2

q (b− a)
f

(
a+ b

2

)
+

4

q (b− a)
2

∫ b

a+b
2

f (t) b−dqt . (37)
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Combining (35), (36) and (37), we get

q (b− a)

4
[K1 −K2]

= f

(
a+ b

2

)
− 1

b− a

(∫ a+b
2

a

f (t) a+dqt +

∫ b

a+b
2

f (t) b−dqt

)

= f

(
a+ b

2

)
− 1

b− a

∫ b

a

f (t) a+b
2
dqt ,

which leads to the (34).This complete the proof. □

Remark 6. If f is differentiable on [a, b] and q → 1, then the identity (34) reduce
to

f

(
a+ b

2

)
− 1

b− a

∫ b

a

f (t) dt

=
b− a

4

∫ 1

0

t

(
f ′ (t (a+b

2

)
+ (1− t) a

)
−f ′ (t (a+b

2

)
+ (1− t) b

) ) dt.

See also [18, Lemma 2.1].

Next, we establish quantum analogue of some midpoint type inequalities as fol-
lows:

Theorem 5. Let f : [a, b] → R be a continuous function, a+Dqf
(
t
(
a+b
2

)
+ (1− t) a

)
and

b−Dqf
(
t
(
a+b
2

)
+ (1− t) b

)
are left quantum integrable on [0, 1]. If |a+Dqf | and

|b−Dqf | are convex on [a, b], then the following inequality holds:∣∣∣∣∣f
(
a+ b

2

)
− 1

b− a

∫ b

a

f (t) a+b
2
dqt

∣∣∣∣∣
≤ b− a

4

(
q

1 + q + q2

)[ ∣∣
a+Dqf

(
a+b
2

)∣∣+ ∣∣b−Dqf
(
a+b
2

)∣∣
+ q2

1+q (|a+Dqf (a)|+ |b−Dqf (b)|)

]
. (38)

Proof. From Lemma 12 and using convexity of |a+Dqf | and |b−Dqf | , we have∣∣∣∣∣f
(
a+ b

2

)
− 1

b− a

∫ b

a

f (t) a+b
2
dqt

∣∣∣∣∣
=

∣∣∣∣b− a

4

∫ 1

0

qt

(
a+Dqf

(
t
(
a+b
2

)
+ (1− t) a

)
− b−Dqf

(
t
(
a+b
2

)
+ (1− t) b

) )
0+dqt

∣∣∣∣
≤ q(b− a)

4


∣∣
a+Dqf

(
a+b
2

)∣∣ ∫ 1

0
t2 0+dqt

+ |a+Dqf (a)|
∫ 1

0
(t− t2) 0+dqt

+
∣∣
b−Dqf

(
a+b
2

)∣∣ ∫ 1

0
t2 0+dqt

+ |b−Dqf (b)|
∫ 1

0
(t− t2) 0+dqt

 .



QUANTUM ANALOG OF SOME TRAPEZOID AND MIDPOINT TYPE INEQUALITIES 475

Applying Lemma 7, we get∣∣∣∣∣f
(
a+ b

2

)
− 1

b− a

∫ b

a

f (t) a+b
2
dqt

∣∣∣∣∣
≤ b− a

4

(
q

1 + q + q2

)[ ∣∣
a+Dqf

(
a+b
2

)∣∣+ ∣∣b−Dqf
(
a+b
2

)∣∣
+ q2

1+q (|a+Dqf (a)|+ |b−Dqf (b)|)

]
.

This complete the proof. □

Remark 7. If f is differentiable on [a, b] and q → 1, then the inequality (38) reduce
to ∣∣∣∣∣f

(
a+ b

2

)
− 1

b− a

∫ b

a

f(t)dt

∣∣∣∣∣
≤ b− a

12

(
2

∣∣∣∣f ′(
a+ b

2
)

∣∣∣∣+ |f ′(a)|+ |f ′(b)|
2

)
,

See also [18, Theorem 2.1 for s = m = 1].

Theorem 6. Let f : [a, b] → R be a continuous function, a+Dqf
(
t
(
a+b
2

)
+ (1− t) a

)
and

b−Dqf
(
t
(
a+b
2

)
+ (1− t) b

)
are left quantum integrable on [0, 1]. If |a+Dqf |r and

|b−Dqf |r are convex on [a, b] where r > 0, then the following inequality holds:∣∣∣∣∣f
(
a+ b

2

)
− 1

b− a

∫ b

a

f(t) a+b
2
dqt

∣∣∣∣∣
≤ q(b− a)

4 (1 + q)

(
1

(1 + q + q2)

) 1
r

×


(∣∣

a+Dqf
(
a+b
2

)∣∣r (1 + q) + |a+Dqf (a)|r q2
) 1

r

+
(∣∣

b−Dqf
(
a+b
2

)∣∣r (1 + q) + |b−Dqf (b)|r q2
) 1

r

 . (39)

Proof. Since |a+Dqf |r and |b−Dqf |r are convex functions, so from Lemma 12 and
using the power mean inequality, we have∣∣∣∣∣f

(
a+ b

2

)
− 1

b− a

∫ b

a

f(t) a+b
2
dqt

∣∣∣∣∣
≤

∣∣∣∣b− a

4

∫ 1

0

qt

(
a+Dqf

(
t
(
a+b
2

)
+ (1− t) a

)
− b−Dqf

(
t
(
a+b
2

)
+ (1− t) b

) )
0+dqt

∣∣∣∣
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≤ q(b− a)

4



(∫ 1

0
t 0+dqt

)1− 1
r

×
(∫ 1

0
t
∣∣

a+Dqf
(
t
(
a+b
2

)
+ (1− t) a

) ∣∣r
0+dqt

) 1
r

+
(∫ 1

0
t 0+dqt

)1− 1
r

×
(∫ 1

0
t
∣∣
b−Dqf

(
t
(
a+b
2

)
+ (1− t) b

)∣∣r
0+dqt

) 1
r



≤ q(b− a)

4

(
1

1 + q

)1− 1
r


( ∣∣

a+Dqf
(
a+b
2

)∣∣r ∫ 1

0
t2 0+dqt

+ |a+Dqf (a)|r
∫ 1

0
t (1− t) 0+dqt

) 1
r

+

( ∣∣
b−Dqf

(
a+b
2

)∣∣r ∫ 1

0
t2 0+dqt

+ |b−Dqf (b)|r
∫ 1

0
t (1− t) 0+dqt

) 1
r

 .

Applying Lemma 7, we get∣∣∣∣∣f
(
a+ b

2

)
− 1

b− a

∫ b

a

f(t) a+b
2
dqt

∣∣∣∣∣
≤ q(b− a)

4

(
1

1 + q

)1− 1
r


( ∣∣

a+Dqf
(
a+b
2

)∣∣r 1
1+q+q2

+ |a+Dqf (a)|r q2

(1+q)(1+q+q2)

) 1
r

+

( ∣∣
b−Dqf

(
a+b
2

)∣∣r 1
1+q+q2

+ |b−Dqf (b)|r q2

(1+q)(1+q+q2)

) 1
r


=

q(b− a)

4 (1 + q)

(
1

(1 + q + q2)

) 1
r

×


(∣∣

a+Dqf
(
a+b
2

)∣∣r (1 + q) + |a+Dqf (a)|r q2
) 1

r

+
(∣∣

b−Dqf
(
a+b
2

)∣∣r (1 + q) + |b−Dqf (b)|r q2
) 1

r

 .

This complete the proof. □

Remark 8. If f is differentiable on [a, b] and q → 1, then the inequality (39) reduce
to ∣∣∣∣∣f

(
a+ b

2

)
− 1

b− a

∫ b

a

f(t) dt

∣∣∣∣∣
≤ b− a

8

(
1

3

) 1
r


(
2
∣∣f ′ (a+b

2

)∣∣r + |f ′ (a)|r
) 1

r

+
(
2
∣∣f ′ (a+b

2

)∣∣r + |f ′ (b)|r
) 1

r

 .

Theorem 7. Let f : [a, b] → R be a continuous function, a+Dqf
(
t
(
a+b
2

)
+ (1− t) a

)
and
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b−Dqf
(
t
(
a+b
2

)
+ (1− t) b

)
are left quantum integrable on [0, 1]. If |a+Dqf |r and

|b−Dqf |r are convex on [a, b] where p, r > 1, 1
p +

1
r = 1, then the following inequality∣∣∣∣∣f

(
a+ b

2

)
− 1

b− a

∫ b

a

f(t) a+b
2
dqt

∣∣∣∣∣
≤ q(b− a)

4

(
1− q

1− qp+1

) 1
p


(
|a+Dqf( a+b

2 )|r+q|a+Dqf(a)|r
1+q

) 1
r

+

(
|b−Dqf( a+b

2 )|r+q|b−Dqf(b)|r
1+q

) 1
r

 . (40)

is true.

Proof. From Lemma 12 and using Holder’s inequality, we have∣∣∣∣∣f
(
a+ b

2

)
− 1

b− a

∫ b

a

f(t) a+b
2
dqt

∣∣∣∣∣
=

∣∣∣∣b− a

4

∫ 1

0

qt

(
a+Dqf

(
t
(
a+b
2

)
+ (1− t) a

)
− b−Dqf

(
t
(
a+b
2

)
+ (1− t) b

) )
0+dqt

∣∣∣∣

≤ q(b− a)

4



(∫ 1

0
tp 0+dqt

) 1
p

×
(∫ 1

0

∣∣
a+Dqf

(
t
(
a+b
2

)
+ (1− t) a

) ∣∣r
0+dqt

) 1
r

+
(∫ 1

0
tp 0+dqt

) 1
p

×
(∫ 1

0

∣∣
b−Dqf

(
t
(
a+b
2

)
+ (1− t) b

)∣∣r
0+dqt

) 1
r


.

Applying Lemma 8 and convexity of |a+Dqf |r and |b−Dqf |r, we get∣∣∣∣∣f
(
a+ b

2

)
− 1

b− a

∫ b

a

f(t) a+b
2
dqt

∣∣∣∣∣
≤ q(b− a)

4

(
1− q

1− qp+1

) 1
p


( ∣∣

a+Dqf
(
a+b
2

)∣∣r ∫ 1

0
t 0+dqt

+ |a+Dqf (a)|r
∫ 1

0
(1− t) 0+dqt

) 1
r

( ∣∣
b−Dqf

(
a+b
2

)∣∣r ∫ 1

0
t 0+dqt

+ |b−Dqf (b)|r
∫ 1

0
(1− t) 0+dqt

) 1
r



≤ q(b− a)

4

(
1− q

1− qp+1

) 1
p


(
|a+Dqf( a+b

2 )|r+q|a+Dqf(a)|r
1+q

) 1
r

+

(
|b−Dqf( a+b

2 )|r+q|b−Dqf(b)|r
1+q

) 1
r

 .

This complete the proof. □
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Remark 9. If f is differentiable on [a, b] and q → 1, then the inequality (40) reduce
to ∣∣∣∣∣f

(
a+ b

2

)
− 1

b− a

∫ b

a

f(t)dt

∣∣∣∣∣
≤ b− a

4

(
1

p+ 1

) 1
p


(
|f ′( a+b

2 )|r+|f ′(a)|r
2

) 1
r

+

(
|f ′( a+b

2 )|r+|f ′(b)|r
2

) 1
r

 .

5. Conclusions

We have introduced a new quantum analogue of Hermite-Hadamard inequality
and based on it we obtained two new quantum trapezoid and midpoint type iden-
tities. In [21] and [18], respectively by taking x = a+b

2 and s = m = 1, trapezoid
and midpoint type inequalities for convex functions have been presented. We have
established quantum analogs of some of these inequalities by using the new quan-
tum trapezoid and midpoint type identities. For q → 1 the obtained results give
refinement of some trapezoid and midpoint type inequalities in [18, 21]. The idea
and techniques of this paper may help the interested researcher in this field for
further research.
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Abstract. Orthogonal metric space is a considerable generalization of a usual

metric space obtained by establishing a perpendicular relation on a set. Very

recently, the notions of orthogonality of the set and orthogonality of the metric
space are described and notable fixed point theorems are given in orthogonal

metric spaces. Some fixed point theorems for the generalizations of contrac-
tion principle via altering distance functions on orthogonal metric spaces are

presented and proved in this paper. Furthermore, an example is presented to

clarify these theorems.

1. Introduction and Preliminaries

The well-known theorem on the presence and uniqueness of a fixed point of exact
self maps defined on certain metric spaces were stated by Stefan Banach [3] in 1992:
Every self mapping h on a complete metric space (Ω, ρ) satisfying the condition

ρ(hx, hy) ≤ λρ(x, y), for all x, y ∈ Ω, λ ∈ (0, 1) (1)

has a unique fixed point.
This gracious theorem has been used to show the presence and uniqueness of the
solution of differantial equation

y′(x) = F (x; y); y(x0) = y0 (2)

where F is a continuously differantiable function.
Consequently, after the Banach Contraction Principle on complete metric space,
many researchers have investigated for anymore fixed point results and reported
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new fixed point theorems intended by the use of two very influential directions,
assembled or apart ( See [2], [4], [5], [6], [7], [8], [9], [10], [11], [16], [17], [18]).
One of them is involved with the attempts to generalize the contractive conditions
on the maps and thus, soften them; the other with to attempts to generalize the
space on which these contractions are described.
Among the results in the first direction, Khan et al. [15] installed fixed point the-
orems in complete and compact metric spaces by using altering distance functions
in 1984. Then, Alber and Guerre-Delabriere [1] presented anohter generalization
of the contraction principle in Hilbert spaces in 1997. In 2001, the results of [1]
were shown to be valuable in complete metric spaces by Rhoades [19]. On the other
hand, among the results in the second direction, Gordji et al. [13] introduced the
concepts orthogonality of the set and orthogonality of the metric space in 2017. In
the mentioned paper, a generalization of Banach fixed point theorem is presented
in this exciting defined construction and also, acquired results in the mentioned
paper is implemented to indicate the presence of a solution of an ordinary differen-
tial equation. In this paper considerable fixed point theorems on orthogonal metric
spaces via orthogonal contractions are introduced inspired by [13], [15] and [19].
Furthermore, an example is presented to illustrate these theorems.

The main difference between studies in orthogonal metric spaces and studies in
general metric spaces is that instead of a contraction condition provided by any
two elements of the space, it is sufficient to provide a contraction condition given
only for orthogonally related elements. Another important point is that orthogonal
complete metric spaces do not have to be complete metric spaces. So the results of
this paper, not only generalize the analogous fixed point theorems but are relatively
simpler and more natural than the related ones.

In the sequel, respectively, Z,R,R+ denote integers, real numbers and positive
real numbers.

Definition 1. ( [13]) Let Ω be a non-empty set and ⊥⊆ Ω×Ω be a binary relation.
(Ω,⊥) is called orthogonal set if ⊥ satisfies the following condition

∃k0 ∈ Ω; (∀l ∈ Ω, l ⊥ k0) ∨ (∀l ∈ Ω, k0 ⊥ l). (3)

And also this k0 element is named orthogonal element.

Example 1. ( [12]) Let Ω = Z ( Z is integer numbers) and define a ⊥ b if there
exists γ ∈ Z such that a = γb. It is effortless to see that 0 ⊥ b for all b ∈ Z. On
account of this (Ω,⊥) is an orthogonal set.

This k0 element does not have to be unique. For example;

Example 2. ( [12]) Let Ω = [0,∞), define k ⊥ l if kl ∈ {k, l}, then by setting
k0 = 0 or k0 = 1, (Ω,⊥) is an orthogonal set.

Definition 2. ( [13]) A sequence {kn} is named orthogonal sequence if

(∀n ∈ N; kn ⊥ kn+1) ∨ (∀n ∈ N; kn+1 ⊥ kn). (4)
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In the same way, a Cauchy sequence {kn} is named to be an orthogonally Cauchy
sequence if

(∀n ∈ N; kn ⊥ kn+1) ∨ (∀n ∈ N; kn+1 ⊥ kn). (5)

Definition 3. ( [13]) Let (Ω,⊥) be an orthogonal set, ρ be a usual metric on Ω.
Afterwards (Ω,⊥, ρ) is named an orthogonal metric space.

Definition 4. ( [13]) An orthogonal metric space (Ω,⊥, ρ) is named to be a com-
plete orthogonal metric space if every orthogonally Cauchy sequence converges in
Ω.

Definition 5. ( [13]) Let (Ω,⊥, ρ) be an orthogonal metric space and a function
h : Ω → Ω is named to be orthogonally continuous at k if for each orthogonal
sequence {kn} converging to k implies hkn → hk as n → ∞. Also h is orthogonal
continuous on Ω if h is orthogonal continuous in each k ∈ Ω.

Definition 6. ( [13]) Let (Ω,⊥, ρ) be an orthogonal metric space and λ ∈ R,
0 < λ < 1. A function h : Ω → Ω is named to be orthogonal contraction with
Lipschitz constant λ if

ρ(hk, hl) ≤ λρ(k, l) (6)

for all k, l ∈ Ω whenever k ⊥ l.

Definition 7. ( [13]) Let (Ω,⊥, ρ) be an orthogonal metric space and a function
h : Ω → Ω is named orthogonal preserving if hk ⊥ hl whenever k ⊥ l.

Remark 1. The authors of [12] gave an example which shows the orthogonal conti-
nuity and orthogonal contraction are weaker than the classic continuity and classic
contraction in classic metric spaces.

Theorem 1. ( [13]) Let (Ω,⊥, ρ) be an orthogonal complete metric space and
0 < λ < 1 and let h : Ω → Ω be orthogonal continuous , orthogonal contraction (
with Lipschitz constant λ ) and orthogonal preserving. Afterwards h has a unique
fixed point k∗ ∈ Ω and limn→∞ hn(k) = k∗ for all k ∈ Ω.

Definition 8. ( [15]) Let ψ : [0,∞) → [0,∞) be a function which satisfies
(i) ψ(s) is continuous and nondecreasing,
(ii) ψ(s) = 0 ⇐⇒ s = 0
properties. Then ψ is named altering distance function. And Ψ is denoted as the
set of altering distance functions ψ.

And in [14], notable fixed point theorems on orthogonal metric spaces via altering
distance functions are presented by Bilgili Gungor and Turkoglu.

2. Main Results

Firstly, in the following theorem, by giving a contraction condition that will
generalize the previous works using alterne distance functions is presented and
proven.
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Theorem 2. Let (Ω,⊥, ρ) be an orthogonal complete metric space, h : Ω → Ω be
a self map, η, κ ∈ Ψ and η is a sub-additive function. Assume that h is orthogonal
preserving self mapping satisfying the inequality

η(ρ(hk, hl)) ≤ η(ρ(k, l))− κ(ρ(k, l)) (7)

for all k, l ∈ Ω where k ⊥ l and k ̸= l. Under this circumstance, there exists a point
k∗ ∈ Ω so that for any orthogonal element k0 ∈ Ω, the iteration sequence {hnk0}
converges to this point. Also, k∗ ∈ Ω is a unique fixed point of h if h is orthogonal
continuous at k∗ ∈ Ω.

Proof. Because of (Ω,⊥) is an orthogonal set,

∃k0 ∈ Ω; (∀l ∈ Ω, l ⊥ k0) ∨ (∀l ∈ Ω, k0 ⊥ l). (8)

And from h is a self mapping on Ω, for any orthogonal element k0 ∈ Ω, k1 ∈ Ω can
be chosen as k1 = h(k0). Thus,

k0 ⊥ hk0 ∨ hk0 ⊥ k0
⇒ k0 ⊥ k1 ∨ k1 ⊥ k0.

(9)

Then, if it continues similarly

k1 = hk0, k2 = hk1 = h2k0, ..., kn = hkn−1 = hnk0 (10)

so {hnk0} is an iteration sequence.
If any n ∈ N, kn = kn+1 then kn = hkn and so h has a fixed point. Suppose that
kn ̸= kn+1 for all n ∈ N.
Since h is orthogonal preserving, {hnk0} is an orthogonal sequence and by using
inequality (7)

η(ρ(kn+1, kn)) = η(ρ(hkn, hkn−1))
≤ η(ρ(kn, kn−1))− κ(ρ(kn, kn−1)).

(11)

Using the monotone property of η ∈ Ψ, {ρ(kn+1, kn)} is a sequence of decreasing
nonnegative real numbers. Thus there is a θ ≥ 0 and limn→∞ ρ(kn+1, kn) = θ. It
can be shown that θ = 0. Assume, on the contrary, that θ > 0. At that rate, by
taking the limit n→ ∞ in inequality (11) and using η, κ are continuous functions,

η(θ) ≤ η(θ)− κ(θ) (12)

is obtained. This is a contradiction. Therefore θ = 0. Now it can be proved
that {kn} is an orthogonal Cauchy sequence. If {kn} is not an orthogonal Cauchy
sequence, there exists ϵ > 0 and suitable subsequences {r(n)} and {s(n)} of N
satisfying r(n) > s(n) > n for which

ρ(xr(n), xs(n)) ≥ ϵ (13)

and where r(n) is selected as the least integer satisfying (13), that is

ρ(kr(n)−1, ks(n)) < ϵ. (14)
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By (13),(14) and triangular inequality of ρ, it can be easily derived that

ε ≤ ρ(kr(n), ks(n)) ≤ ρ(kr(n), kr(n)−1) + ρ(kr(n)−1, ks(n)) < ρ(kr(n), kr(n)−1) + ϵ.
(15)

Letting n→ ∞, by using limn→∞ ρ(kn+1, kn) = θ

lim
n→∞

ρ(kr(n), ks(n)) = ϵ (16)

is obtained. Also, for each n ∈ N, by using the triangular inequality of ρ,

ρ(kr(n), ks(n))− ρ(kr(n), kr(n)+1)− ρ(ks(n)+1, ks(n))
≤ ρ(kr(n)+1, ks(n)+1)
≤ ρ(kr(n), kr(n)+1) + ρ(kr(n), ks(n)) + ρ(ks(n)+1, ks(n)).

(17)

Passing to the limit when n→ ∞ in the last inequality

ρ(kr(n)+1, ks(n)+1) = ϵ. (18)

By using the inequality (7),

η(ρ(kr(n)+1, ks(n)+1)) = η(ρ(hkr(n), hks(n)))
≤ η(ρ(kr(n), ks(n)))− κ(ρ(kr(n), ks(n))).

(19)

Passing to the limit when n→ ∞ in the last inequality

η(ϵ) ≤ η(ϵ)− κ(ϵ). (20)

It is a contradiction. Therefore {kn} is a orthogonal Cauchy sequence. By the
orthogonal completeness of Ω, there exists k∗ ∈ Ω so that {kn} = {hnk0} converges
to this point.
Now it can be shown that k∗ is a fixed point of h when h is orthogonally continuous
at k∗ ∈ Ω. Assume that h is orthogonally continuous at k∗ ∈ Ω. Thus,

k∗ = limn→∞ kn+1 = limn→∞ hkn = hk∗. (21)

so k∗ ∈ Ω is a fixed point of h.
Now the uniqueness of the fixed point can be shown. Suppose that there exist two
distinct fixed points k∗ and l∗.Then,
(i) If k∗ ⊥ l∗ ∨ l∗ ⊥ k∗, by using the inequality (7)

η(ρ(k∗, l∗)) = η(ρ(hk∗, hl∗))
≤ η(ρ(k∗, l∗))− κ(ρ(k∗, l∗))

(22)

This is a contradiction and k∗ ∈ Ω is a unique fixed point of h.
(ii) If not, for the chosen orthogonal element k0 ∈ Ω,

[(k0 ⊥ k∗) ∧ (k0 ⊥ l∗)] ∨ [(k∗ ⊥ k0) ∧ (l∗ ⊥ k0)] (23)

and since h is orthogonal preserving,

[(hkn ⊥ k∗) ∧ (hkn ⊥ l∗)] ∨ [(k∗ ⊥ hkn) ∧ (l∗ ⊥ hkn)] (24)
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is obtained. Now, by using the triangular inequality of ρ, ψ is nondecreasing sub-
additive function and the inequality (7)

η(ρ(k∗, l∗)) = η(ρ(hk∗, hl∗))
≤ η(ρ(hk∗, hkn+1) + ρ(hkn+1, hl

∗))
≤ η(ρ(hk∗, h(hkn))) + η(ρ(h(hkn), hl

∗))
≤ η(ρ(k∗, hkn))− κ(ρ(k∗, hkn)) + η(ρ(hkn, l

∗))− κ(ρ(hkn, l
∗)).

(25)
and taking limit n→ ∞, k∗ = l∗. Thus, k∗ ∈ Ω is a unique fixed point of h. □

If assumed to be κ(s) = (1 − λ)η(s), for all s > 0 where 0 < λ < 1 in Theorem
2, the following Corollary is obtained.

Corollary 1. Let (Ω,⊥, ρ) be an orthogonal complete metric space, λ ∈ R, 0 < λ <
1, h : Ω → Ω be a self map , η ∈ Ψ be a sub-additive function. Assume that h is
orthogonal preserving self mapping satisfying the inequality

η(ρ(hk, hl)) ≤ λη(ρ(k, l)) (26)

for all k, l ∈ Ω whenever k ⊥ l and k ̸= l. Under this circumstance, there exists a
point k∗ ∈ Ω such that for any orthogonal element k0 ∈ Ω, the iteration sequence
{hnk0} converges to this point. Also, k∗ ∈ Ω is a unique fixed point of h if h is
orthogonal continuous at k∗ ∈ Ω.

If assume η(s) = s, for all s > 0 in Theorem 2, the following Corollary is gotten.

Corollary 2. Let (Ω,⊥, ρ) be an orthogonal complete metric space, h : Ω → Ω be
a self map, κ ∈ Ψ. Assume that h is orthogonal preserving self mapping satisfying
the inequality

ρ(hk, hl) ≤ ρ(k, l)− κ(ρ(k, l)) (27)

for all k, l ∈ Ω where k ⊥ l and k ̸= l. Under this circumstance, there exists a point
k∗ ∈ Ω such that for any orthogonal element k0 ∈ Ω, the iteration sequence {hnk0}
converges to this point. Also, k∗ ∈ Ω is a unique fixed point of h if h is orthogonal
continuous at k∗ ∈ Ω.

If assume η(s) = s and κ(s) = (1 − λ)η(s), for all s > 0 where 0 < λ < 1 in
Theorem 2, the following Corollary which is the main result of [12] is obtained.

Corollary 3. Let (Ω,⊥, ρ) be an orthogonal complete metric space, λ ∈ R, 0 < λ <
1, h : Ω → Ω be a self map. Assume that h is orthogonal preserving self mapping
satisfying the inequality

ρ(hk, hl) ≤ λρ(k, l)) (28)

for all k, l ∈ Ω where k ⊥ l and k ̸= l. Under this circumstance, there exists a point
k∗ ∈ Ω such that for any orthogonal element k0 ∈ Ω, the iteration sequence {hnk0}
converges to this point. Also, k∗ ∈ Ω is a unique fixed point of h if h is orthogonal
continuous at k∗ ∈ Ω.
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Example 3. Let Ω = [0, 1) be a set and define ρ : Ω× Ω → Ω such that ρ(k, l) =
| k−l |. Also, let the binary relation ⊥ on Ω such that k ⊥ l ⇐⇒ kl ∈ {k, l}. Then,
(Ω,⊥) is an orthogonal set and ρ is a metric on Ω. So (Ω,⊥, ρ) is an orthogonal
metric space. In this space, any orthogonal Cauchy sequence is convergent. Indeed,
suppose that (kn) is an arbitrary orthogonal Cauchy sequence in Ω.Then

kn.kn+1 = kn ∨ kn+1.kn = kn+1

⇒ kn = 0, kn+1 ∈ [0, 1) ∨ kn+1 = 0, kn ∈ [0, 1)
(29)

and for each ϵ > 0, there exists n0 ∈ N, such that for all n ∈ N, n ≥ n0 we have

| kn − kn+1 |< ϵ (30)

is provided. So, for any ϵ > 0 and for all n ∈ N, that is n ≥ n0, | kn − 0 |< ϵ that
is {kn} is convergent to 0 ∈ Ω. So (Ω,⊥, ρ) is a complete orthogonal metric space.
Remark that, (Ω, ρ) is not a complete sub-metric space of (R, ρ) because of Ω is not
a closed subset of (R, ρ).
Let η : [0,∞) → [0,∞) be defined as η(s) = s and let κ : [0,∞) → [0,∞) be defined

as κ(s) = s2

9 . Also let h : Ω → Ω be defined as

h(k) =

{
k − k2

3 , 0 ≤ k ≤ 1
2 ,

k
2 , 12 < k < 1.

(31)

In this case, one can see that η, κ ∈ Ψ, η is a sub-additive function. Also h is
orthogonal preserving mapping. Indeed,

k ⊥ l ⇒ kl = k ∨ kl = l
⇒ k = 0, l ∈ [0, 1) ∨ l = 0, k ∈ [0, 1)
⇒ hk = 0 ∨ hl = 0
⇒ hk ⊥ hl ∨ hl ⊥ hk.

(32)

On the other hand, h is orthogonal continuous at 0 ∈ Ω. Indeed, assume that {kn}
is an orthogonal sequence and kn → 0. In this case,

kn.kn+1 = kn ∨ kn+1.kn = kn+1

⇒ kn = 0, kn+1 ∈ [0, 1) ∨ kn+1 = 0, kn ∈ [0, 1)
(33)

and for any ε > 0 there exists a n0 ∈ N, for all n ∈ N that is n > n0, | kn−0 |< ϵ is
obtained. So, for all n ∈ N that is n > n0, kn ∈ [0, 12 ]. Thus, from the definition of
h, for the same n0 ∈ N that is n > n0 , | h(kn)−h(0) |< ϵ that is h(kn) → h(0) = 0.
Now, it can be shown that h is a self mapping satisfying the inequality (7) for all
k, l ∈ Ω where k ⊥ l and k ̸= l.
Assume that k, l ∈ Ω two element of Ω, k ⊥ l and k ̸= l. In this case

kl = k ∨ kl = l ⇒ k = 0, l ∈ [0, 1) ∨ l = 0, k ∈ [0, 1). (34)
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Without loss of generality, assume that k = 0, l ∈ [0, 1).

Case I: If k = 0, l ∈ (0, 12 ], then hk = 0, hl = l − l2

3 . And

η(ρ(hk, hl)) =| 0− (l − l2

3 ) |= l − l2

3 ≤ l − l2

9

=| 0− l | − | 0− l2

9 |= η(ρ(k, l))− κ(ρ(k, l)).
(35)

Case II: If k = 0, l ∈ ( 12 , 1), then hk = 0, hl = l
2 . And

η(ρ(hk, hl)) =| 0− l
2 |= l

2 ≤ l − l2

9 =| 0− l | − | 0− l2

9 |= η(ρ(k, l))− κ(ρ(k, l)).
(36)

Consequently, h is a self mapping satisfying the inequality (7) for all k, l ∈ Ω
whenever k ⊥ l and k ̸= l. Thus, all hypothesis of Theorem 2 satisfy and so, it is
obvious that h has a unique fixed point 0 ∈ Ω.

3. Conclusion

In the first part of this study, as a result of a comprehensive literature review,
the developments related to the existence of fixed points for mappings that provide
the appropriate contraction conditions from the beginning of the fixed point theory
studies are mentioned, and then the general subject of this study is emphasized.

In this paper, some fixed point theorems in orthogonal complete metric spaces
are presented by employing altering distance functions. The results of this paper,
not only generalize the analogous fixed point theorems but are relatively simpler
and more natural than the related ones. The results of this paper are actually
three-fold: a relatively more general contraction condition is used, the continuity
of the involved mapping is weakened to orthogonal continuity, the comparability
conditions used by previous authors between elements are replaced by orthogonal
relatedness.
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ON THE WELL-COVEREDNESS OF SQUARE GRAPHS

Zakir DENİZ

Department of Mathematics, Düzce University, Düzce, TURKEY

Abstract. The square of a graph G is obtained from G by putting an edge
between two distinct vertices whenever their distance in G is 2. A graph is

well-covered if every maximal independent set in the graph is of the same size.

In this paper, we investigate the graphs whose squares are well-covered. We
first provide a characterization of the trees whose squares are well-covered.

Afterwards, we show that a bipartite graph G and its square are well-covered

if and only if every component of G is K1 or Kr,r for some r ≥ 1. Moreover,
we obtain a characterization of the graphs whose squares are well-covered in

the case α(G) = α(G2) + k for k ∈ {0, 1}.

1. Introduction

A set of vertices in a graph is independent if no two vertices in the set are ad-
jacent. If every maximal independent set of vertices has the same cardinality, then
the graph is called well-covered. These graphs have been introduced by Plummer
in [11] and many researches have been done related to them. Most of the research
on well-covered graphs appearing in literature has focused on certain subclasses of
well-covered graphs such as well-covered line graphs [4], very well covered graphs [6]
and well-covered graphs that are 3-regular [3].

The square of a graph G, denoted by G2, is the graph whose vertex set is the
same as G, and where two vertices are adjacent in G2 if and only if their distance
is at most 2 in G. Particularly, a graph G is called square-stable if it satisfies
α(G) = α(G2) where α(G) denotes the size of a maximum independent set in G.
Levit and Mandrescu showed in [8] that every square-stable graph is well-covered,
and well-covered trees are exactly the square-stable trees. On the other hand,
König–Egerváry square-stable graphs have been studied in [9]. In addition, it has
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been proved in [10] that G2 is a König–Egerváry graph if and only if G is a square-
stable König–Egerváry graph.

In this paper, we study the graphs whose squares are well-covered. We first
present some observations for certain graph classes; cycles, paths, P4-free graphs,
and P5-free graphs. Later, we consider trees, and we define a family T of trees (see
Section 3). Our first result is that the square of a tree is well-covered if and only if
the tree is a member of T . We also extend this result to the bipartite graphs that
are well-covered. We show that a bipartite graph G and its square are well-covered
if and only if every component of G is K1 or Kr,r for some r ≥ 1. Finally, we
consider the graphs satisfying α(G) = α(G2)+ k for k ∈ {0, 1}. For the case k = 0,
we prove that G2 is well-covered if and only if every component of G is a complete
graph. By using this result, we also provide a characterization of the graphs whose
squares are well-covered in the case α(G) = α(G2) + 1.

The paper is structured as follows. We start in Section 2 with some definitions
and preliminary results on square graphs. In Section 3, we present a characteriza-
tion of trees whose squares are well-covered, also we extend it to well-covered bipar-
tite graphs. Section 4 is devoted to the square of graphs satisfying α(G) = α(G2)+k
for k ∈ {0, 1}. We finish the paper with Section 5 in which we discuss the results
that we obtain.

2. Preliminaries

All graphs in this paper are assumed to be simple i.e. finite and undirected,
with no loops or multiple edges. We refer to [14] for terminology and notation not
defined here. Given a graph G = (V,E) and a subset of vertices S, G[S] denotes
the subgraph of G induced by S, and G − S = G[V − S]. We denote G − S by
G− v when S consists of a single vertex v. For a vertex v, the open neighbourhood
of v in a subgraph H is denoted by NH(v) while the closed neighbourhood of v is
NH(v) ∪ {v}, denoted by NH [v]. We omit the subscript H whenever there is no
ambiguity on H. For a subset S ⊆ V , NH(S) (resp. NH [S]) is the union of the
open (resp. closed) neighbourhoods of the vertices in S. We use the notation [k]
to denote the set of integers 1, 2, . . . , k.

A connected graph with no cycles is called a tree. We denote by Kn, Cn and Pn,
the complete graph, the cycle and the path on n vertices, respectively. Also, we
denote by Kr,s, the complete bipartite for any r, s ≥ 1. A star Sk is the complete
bipartite graph K1,k. The complete bipartite graph K1,3 is also known as the claw.
A subset S ⊂ V (G) is called a clique of G if G[S] is isomorphic to a complete graph.
We denote by dG(u, v) the distance (i.e., the length of the shortest path) between
vertices u and v in G.

We say that G is F -free if no induced subgraph of G is isomorphic to F . The
degree of a vertex x, the maximum and the minimum degrees of a graph G are
denoted by dG(x), ∆(G) and δ(G), respectively. A leaf is a vertex with degree one
while an isolated vertex is a vertex with degree zero. An edge of a graph is said
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to be pendant if one of its vertices is a leaf vertex. If a vertex is adjacent to every
other vertex in G, then it is called a full vertex. In a graph G, a vertex v is called
simplicial if its neighbourhood NG(v) induces a complete graph in G.

A matching is a set of edges of G having pairwise no common endvertex. A
perfect matching of a graph is a matching in which every vertex of the graph is
incident to exactly one edge of the matching.

We start with some known results and observations on the well-coveredness of
square graphs.

Theorem 1. [2] In a graph G, an independent set S is maximum if and only if
every independent set disjoint from S can be matched into S.

Observation 1. The following properties can be easily obtained.

(i) The only paths whose squares are well-covered are P1, P2, P3, P6.
(ii) The only cycles whose squares are well-covered are C3, C4, . . . , C8, C10.

Since the square of a P4-free graph is a complete graph, the following holds.

Observation 2. The squares of P4-free graphs are well-covered.

For a graph G, a subset S ⊂ V (G) is called a dominating set of G if any vertex
which is not in S is adjacent to a vertex in S. A set S of vertices is said to dominate
another set T if every vertex in T is adjacent to at least one vertex in S.

Theorem 2. [1] Every connected P5-free graph has either a dominating clique or
a dominating P3.

By using Theorem 2, we shall show that the P5-free graphs whose squares are
well-covered are complete graphs.

Proposition 1. Let G be a P5-free graph. Then, G2 is well-covered if and only if
G2 is a complete graph.

Proof. The sufficiency is clear since complete graphs are well-covered. Thus, we
suppose that G2 is well-covered. Since G is P5-free, each pair of vertices in G is at
distance at most 3. By Theorem 2, we deduce that G has a vertex v which is at
distance at most 2 from each vertex of G, and so v is a full vertex in G2. It follows
that G2 is a complete graph since G2 is well-covered. □

3. The Square of Bipartite Graphs

In this section, we first consider the square of trees and provide a characterization
of those which are well-covered. Later, we extend this result to the bipartite graphs
that are well-covered.

For a tree T , we define a class C(T ) of trees as follows. Any member of the
class C(T ) is a tree obtained from T by replacing each vertex v with a star Sk for
k ≥ 2, and where if two vertices u, v ∈ V (T ) are adjacent, then we add precisely
one edge between two leaf vertices of the corresponding stars so that each star has
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a pendant edge in the resulting graph. If a graph G is in C(T ), we denote it by
G ∼= T (Sk1 , Sk2 , . . . , Skn) for some stars {Ski}i∈[n] and the tree T with n = |T |. For
instance, P6 = P2(S2, S2), Sk = P1(Sk), and the graph G depicted in Figure 1(b)
is G = T (S2, S4, S3, S3, S2) for the tree T depicted in Figure 1(a).

Let T stand for the family of all trees that belong to a class C(T ) for some tree
T .

v1
v2 v3

v4 v5

(a) T (b) G

Figure 1. A tree T and a member G of C(T ).

Notice that if G ∼= T (Sk1
, Sk2

, . . . , Skn
) for some stars {Ski

}i∈[n] and a tree T

with |T | = n, then we have α(G2) = |T | = n by taking the centres of all stars,
where the equality holds because each star corresponds to a clique in the square of
G.

Proposition 2. [7] If G is a well-covered graph and I is an independent set of
vertices in G, then G − NG[I] must also be well-covered. In particular, α(G) =
α(G−NG[S]) + |S|.

A vertex v of a graph G is called shedding if for every independent set S in
G − NG[v], there is a vertex u ∈ NG(v) so that S ∪ {u} is independent. In other
words, v is a shedding vertex if there is no independent set I ⊂ V (G−NG[v]) which
dominates NG(v).

Lemma 1. For a tree T , the square of every graph in C(T ) is well-covered.

Proof. Given a tree T with n vertices, suppose that G ∈ C(T ) and G ∼= T (Sk1 , Sk2 ,
. . . , Skn

) for some star {Ski
}i∈[n]. Let Hi be the subgraph induced by the vertices

of Ski
in G for i ∈ [n]. By the definition of G, each Hi has at least one vertex

that is a leaf in G. Thus the center of each star Ski is a shedding vertex in G, also
in G2. This implies that each maximal independent set of G2 contains a vertex of
Hi for each i ∈ [n]. Moreover, any maximal independent set of G2 cannot contain
two vertices of Hi for i ∈ [n] since each Hi induces a clique in G2. Hence G2 is a
well-covered graph. □

We next give a complete characterization of the trees whose squares are well-
covered.
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Theorem 3. The square of a tree is well-covered if and only if the tree belongs to
T .

Proof. The sufficiency has been proved in Lemma 1. So we assume that G is a tree,
and G2 is well-covered. The claim follows when G has at most three vertices, so
let |G| ≥ 4. Consider a leaf vertex v1 in G, let w1 be its unique neighbour. Set
G = G1, we similarly pick a leaf vertex vi in Gi = Gi−1−NGi−1

[wi−1] for 2 ≤ i ≤ p
so that Gp−NGp

[wp] is an edgeless graph where wi is the unique neighbour of vi in
the graph Gi for each i ∈ [p]. Obviously, each NG[wi] induces a star Ski

in G with
ki = dGi(wi) for i ∈ [p]. We write S = {v1, v2 . . . , vp}, T = {w1, w2, . . . , wp} and
H = Gp −NGp

[wp]. Clearly, S is an independent set in G2, also H is an edgeless

graph. On the other hand, V (H) does not need to be an independent set in G2

while V (H) is an independent set in G. That is, some pair of vertices in V (H)
may have a common neighbour in G − V (H). For u, v, w ∈ V (H), if each pair of
u, v, w has a common neighbour cj in G for j ∈ [3], then c1 = c2 = c3 since G has
no cycle. Also, in such a case, we deduce that the vertices u, v, w induce a clique
in G2. Therefore, V (H) induces a graph in G2 whose each component is a clique
or an isolated vertex.

Let R be a maximal subset of V (H) containing no pair having a common neigh-
bour in G. Thus, S ∪ R is a maximal independent set in G2, and it follows that
α(G2) = |R| + p since G2 is well-covered. In particular, at most |R| vertices of
H can be contained in any maximal independent set of G2 since V (H) induces a
graph in G2 whose each component is a clique or an isolated vertex. On the other
hand, let Hi be the subgraph induced by the vertices of NGi

[wi] in G for i ∈ [p].
Obviously, for each i ∈ [p], the graph Hi is a star of size at least 2, and so V (Hi)
induces a complete graph in G2. Therefore, any maximal independent set of G2

contains at most one vertex from each V (Hi) for i ∈ [p]. If there exists a maximal
independent set L of G2, and ℓ ∈ [p] such that L contains no vertex in V (Hℓ), then
we deduce that |L| < |S ∪R|, since any maximal independent set of G2 contains at
most |R| vertices of H and contains at most one vertex from each V (Hi) for i ∈ [p].
However, this contradicts that G2 is well-covered. Hence any maximal independent
set of G2 contains exactly one vertex from each Hi for i ∈ [p].

We now claim that T is an independent set in G2. Indeed, if there exist wi, wj ∈
T with i < j having a common neighbour z in G, then z is adjacent to all vertices of
V (Hi)∪V (Hj) in G2. Extending of z into a maximal independent set in G2 gives a
set that does not contain any vertex from Hj . This is a contradiction with the fact
that any maximal independent set of G2 contains exactly one vertex from each Hi

for i ∈ [p]. Thus, T is an independent set in G2. Moreover, T is a dominating set
in G2 since every vertex of H is adjacent to some vertices of NGj

(wj) for wj ∈ T

in G. In this manner, T is a maximal independent set in G2. Since G2 is well-
covered and |S| = |T |, we infer that H has no vertex, i.e., V (H) = ∅. Hence
α(G2) = |S| = |T | = p.
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Next, we claim that each wj ∈ T for j ∈ [p] is a shedding vertex in G. Assume
for a contradiction that there is a vertex wj ∈ T such that all vertices of NG(wj)
are dominated by an independent set A ⊂ V (G − NG[wj ]) in G. Suppose that A
is a minimal set with respect to this property. Then, the path between any pair of
vertices in A is of size 5 in G since the graph G is a tree. This implies that A is an
independent set in G2 as well. Clearly, A dominates wj in G2 due to dG2(a,wj) = 2
for every a ∈ A. The extension of A into a maximal independent set in G2 gives
a set that does not contain any vertex in V (Hj). This is a contradiction with the
fact that any maximal independent set of G2 contains exactly one vertex from each
Hi for i ∈ [p]. We then conclude that each wj for j ∈ [p] is a shedding vertex in G.

Finally we claim that for each i ∈ [p], Hi consists of at least three vertices.
Assume to the contrary that there exists i ∈ [p] such that NGi [wi] induces a K2 in
G, so NGi [wi] = {wi, vi}. Note that wi cannot be adjacent to a leaf vertex of a star
Hk for k ∈ [p] \ {i} since T is an independent set in G2. It then follows from the
connectivity of G that there exists a star Hj induced by NGj

[wj ] for j ∈ [p] \ {i}
such that vi is adjacent to a leaf vertex z of the star Hj . This implies that z is
adjacent to all vertices of V (Hi) ∪ V (Hj) in G2. Hence (T − {wi, wj}) ∪ {z} is a
maximal independent set in G2, a contradiction.

Consequently, we have a tree L such that G = L(Sk1
, . . . , Skp

) where Ski
= Hi

for i ∈ [p], and L is the graph on the vertex set T = {w1, w2, . . . , wp} such that two
vertices are adjacent in L if they are at distance 3 in G. Observe that the centres
of two stars Ski and Skj have no common neighbour in G since T is an independent

set in G2. Also, each Ski has a pendant edge in G since L is connected and each
wi is a shedding vertex in G. Hence, G belongs to C(L). □

We now turn our attention to the square of bipartite graphs. Let us first give a
useful result on well-covered bipartite graphs as follows.

Theorem 4. [12,13] Let G be a connected bipartite graph. Then G is well-covered
if and only if G has a perfect matching M such that for every edge uv ∈ M ,
NG[{u, v}] induces a complete bipartite graph.

Lemma 2. Let G be a connected bipartite graph with at least 2 vertices. If G and
G2 are well-covered, then G = Kr,r for r ≥ 1.

Proof. Suppose that G is a connected bipartite graph with a bipartition I1 and
I2 where |Ii| ≥ 1 for i ∈ {1, 2}. Assume that G and G2 are well-covered. By
Theorem 4, G has a perfect matching M , and clearly |I1| = |I2| = r for r ∈ N.
Let I1 = {x1, x2, . . . , xr}, I2 = {y1, y2, . . . , yr}, and M = {x1y1, x2y2, . . . , xryr}.
It follows from Theorem 4 that for every edge xiyi ∈ M , NG[{xi, yi}] induces a
complete bipartite graph.

Assume for a contradiction that G ̸= Kr,r. Then, there exist i, j ∈ [r] with
i ̸= j such that xiyj /∈ E(G) and xjyi ∈ E(G) since G is connected. We may
assume, without loss of generality, that i = 1 and j = 2. Recall that for every
edge xkyk ∈ M , NG[{xk, yk}] induces a complete bipartite graph. Therefore, every
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vertex in NG(x1) is adjacent to each vertex of NG(y1). Similarly, every vertex in
NG(y2) is adjacent to each vertex of NG(x2). This implies that NG(x1) is complete
to NG(y1), also NG(y2) is complete to NG(x2). Thus, NG(x1) ⊆ NG(x2) and
NG(y2) ⊆ NG(y1). Consequently, y1 is adjacent to all vertices of NG[{x1, y2}] in
the graph G2.

Consider the graph G2−NG2 [y1], clearly it is a well-covered graph by Proposition
2. Since y1 is adjacent to all vertices of NG[{x1, y2}] in the graph G2, we deduce
that none of x1, y2 is adjacent to a vertex of the graph G2 − NG2 [y1], i.e., they
are isolated vertices in G2 − NG2 [y1]. Then for a maximal independent set S in
G2−NG2 [y1], we observe that S∪{y1} and S∪{x1, y2} are two maximal independent
sets in G2 with different sizes, contradicting to the well-coveredness of G2. Hence,
G = Kr,r for r ≥ 1. □

The following is an immediate consequence of Lemma 2 together with the fact
that the square of Kr,r for r ∈ N is a complete graph.

Theorem 5. A bipartite graph G and its square are well-covered if and only if
every component of G is either K1 or Kr,r for some r ≥ 1

It was shown in [12] that a tree with at least two vertices is well-covered if and
only if it has a perfect matching consisting of pendant edges. Then we have the
following by Theorems 3 and 5.

Corollary 1. A tree T and its square are well-covered if and only if T is either K1

or K2.

4. Square-Stable and Well-Covered Graphs

Recall that a graph G is square-stable if it satisfies α(G) = α(G2). It was
shown in [8] that square-stable graphs are well-covered. However, the square of a
square-stable graph does not need to be well-covered; e.g., the square of P4 is not
well-covered.

In this section, we investigate the squares of square-stable graphs as well as the
squares of graphs satisfying α(G) = α(G2) + 1.

Theorem 6. [8] Any square-stable graph is well-covered.

In what follows, we state our first result in this section, which is the characteri-
zation of the square-stable graphs whose squares are well-covered.

Theorem 7. Let G be a square-stable graph. Then, G2 is well-covered if and only
if every component of G is a complete graph.

Proof. The sufficiency is clear since any complete graph is well-covered. Thus,
we suppose that G2 is well-covered. Note that every component of a well-covered
graph is also well-covered. In addition, every component of a square-stable graph
is also square-stable. Let H be a component of G. Then, H is square-stable,
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and H2 is well-covered, so α(H) = α(H2) = k. By contradiction suppose that
H is not a complete graph. Then, there exist u, v, w ∈ V (H) such that u, v are
non-adjacent and u, v ∈ NH(w). Consider the graph H2 − NH2 [w], it is clearly
well-covered by Proposition 2, and α(H2 − NH2 [w]) = k − 1. Also, if S is an
independent set in H2 − NH2 [w], then S is independent in H − NH2 [w] as well.
Thus, α(H −NH2 [w]) ≥ k − 1. Notice that H −NH2 [w] has neither u, v nor their
neighbours in H. However, S ∪ {u, v} induces an independent set in H, and so
α(H) ≥ |S ∪ {u, v}| = k + 1, contradicting that α(H) = α(H2) = k. Hence, H is a
complete graph. □

A graphG is called almost well-covered, which is introduced in [5], if any maximal
independent set is of size α(G) or α(G)− 1.

Unlike square-stable graphs, we now consider the graphs satisfying α(G) =
α(G2) + 1.

Proposition 3. If G is a graph with α(G) = α(G2) + 1, then G is either well-
covered or almost well-covered.

Proof. Assume for a contradiction that G has a maximal independent set T such
that |T | ≤ α(G) − 2. Let α(G) = k, we pick a maximum independent set S in
G2, and so |S| = k − 1. Obviously, S is an independent set in G as well. Also,
dG(u, v) ≥ 3 for every u, v ∈ S.

First we assume that S is maximal in G. Then, every vertex of T − S has a
neighbour in S − T . Notice that a vertex of T − S cannot have more than one
neighbour in S − T since dG(u, v) ≥ 3 for every u, v ∈ S. We also note that
|S| ≥ |T | + 1, and let R := NG(T − S) ∩ S. It then follows that T ∪ (S − R) is a
maximal independent set including T in the graph G with |T ∪(S−R)| ≥ α(G)−1,
contradicting to the maximality of T .

We now assume that S is not maximal in G. Then, there exists a vertex u ∈
V (G)−S such that S∪{u} is an independent set in G. In fact, S∪{u} is a maximum
independent set in G since α(G) = α(G2) + 1. We write S′ := S ∪ {u}, and clearly
|S′| = α(G). Similarly as before, consider T and S′, if u ∈ T ∩ S′, then it turns
out the previous case. Thus, we further assume that u /∈ T , i.e., u ∈ S′ − T . Let
R = NG(T −S′)∩S′. It then follows that T −S′ has at most |T −S′|+1 neighbours
in S′ since dG(x, y) ≥ 3 for every x, y ∈ S′ − u. In particular |R| ≤ |T − S′| + 1.
We therefore deduce that T ∪ (S′−R) is a maximal independent set including T in
the graph G with |T ∪ (S′ −R)| ≥ α(G)− 1, contradicting to the maximality of T .
Consequently, G has no maximal independent set of size at most α(G) − 2. This
completes the proof. □

We next deal with the graphs satisfying α(G) = α(G2)+1 under the assumption
that G2 is well-covered. We manage to characterize those graphs in Theorem 8
with a series of lemmas.
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Lemma 3. Let G be a graph with α(G) = α(G2) + 1. If G2 is well-covered, then
G is claw-free.

Proof. Let G2 be a well-covered graph. Assume for a contradiction that G contains
a claw. Let {x, y, z} be an independent set in G, and suppose that w is adjacent to
all vertices of {x, y, z} in the graph G. Pick a maximal independent set S containing
w in G2, clearly S is also maximum in G2 due to the well-coveredness of G2. Thus
α(G2) = |S| and α(G) = |S|+1. On the other hand, G2−NG2 [w] is well-covered by
Proposition 2, and α(G2 −NG2 [w]) = |S| − 1. Notice that S−w is an independent
set in G−NG2 [w]. It then follows that (S −w)∪ {x, y, x} is independent set in G.
However, this contradicts that α(G) = α(G2) + 1. Hence, G is claw-free. □

Lemma 4. Let G be a graph with α(G) = α(G2) + 1. Suppose that G2 is well-
covered. If v is a non-simplicial vertex in G, then every component of G−NG2 [v]
is a complete graph.

Proof. Suppose that v is a non-simplicial vertex in G, and let α(G2) = k. Then
v has two non-adjacent neighbours x, y in G. Consider a maximum independent
set S containing v in G2, obviously it is an independent set in G as well. Also
α(G) = |S| + 1 = k + 1 since α(G) = α(G2) + 1. Note that S′ = (S − v) ∪ {x, y}
is an independent set in G. Since α(G) = α(G2) + 1, we then deduce that S′ is a
maximum independent set in G. Consider now the graph H = G−NG2 [v], if there
exists an independent set T larger than S − v in H, then T ∪ {x, y} would be an
independent set in G of size at least |S|+2 = α(G)+1, a contradiction. Therefore,
S − v is a maximum independent set in H, and so α(H) = |S| − 1 = k − 1.

Now we claim thatH2 is a well-covered graph. Obviously, S−v is an independent
set in H2, so α(H2) ≥ k − 1. If H2 has a maximal independent set T larger than
S− v, then T would be an independent set in H as well, which contradicts the fact
that S−v is a maximum independent set inH. Hence, α(H2) = |S|−1 = k−1. This
implies that H is square-stable, and so H is well-covered by Theorem 6. It remains
to show that H2 has no maximal independent set smaller than S−v. Assume to the
contrary that H2 has a maximal independent set T with |T | ≤ k− 2. Obviously, T
is not independent set in G2 −NG2 [v] since otherwise T ∪ {v} would be a maximal
independent set in G2, contradicting that G2 is well-covered with α(G2) = k = |S|.
This implies that some vertices of T are adjacent in G2 − NG2 [v] while they are
non-adjacent in H2. Then there exists p, q ∈ T and a vertex z ∈ NG2(v) which
is at distance 2 from v in G such that z is a common neighbour of p and q (see
Figure 2). However, we observe that w, z, p, q induce a claw in G where w is a
common neighbour of v and z in G, a contradiction by Lemma 3. Consequently, H
is square-stable, and H2 is well-covered. Hence, the result follows from Theorem 7.

□

We now ready to prove our second main result in this section.
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v

w

z

p

q

Figure 2. An illustration of the vertices v, w, z, p, q in the graph
G.

Theorem 8. Let G be a graph with α(G) = α(G2) + 1, and k ∈ N. Then, G2 is
well-covered if and only if for every non-simplicial vertex v, the graph G−NG2 [v]
consists of k complete graphs such that any pair of such components has no common
neighbour in G.

Proof. The sufficiency follows from Lemmas 3 and 4. So we assume that for every
non-simplicial vertex v, the graph G − NG2 [v] consists of k complete graphs such
that any two such components have no common neighbour in G. Let C1, C2, . . . , Ck

be the components of G−NG2 [v] for a non-simplicial vertex v in G where each Ci

is a complete graph. Let x, y be two non-adjacent neighbours of v in G, and let
ui be a vertex of Ci for i ∈ [k]. Note that dG(ui, uj) ≥ 3 for any pair ui, uj ∈ I
with i ̸= j since no pair of the components C1, C2, . . . , Ck has a common neighbour
in G. Consider the set {x, y, u1, u2, . . . , uk}, it is an independent set G. Thus,
α(G) ≥ k + 2. On the other hand, any maximal independent set containing v in
G2 can have at most one vertex from each Ci. Thus, such a maximal independent
set has at most k + 1 vertices, and so α(G2) ≤ k + 1. By combining α(G) ≥ k + 2
and α(G2) ≤ k + 1 together with the fact that α(G) = α(G2) + 1, we deduce
that α(G) = k + 2 = α(G2) + 1. This also implies that {x, y, u1, u2, . . . , uk} is a
maximum independent set in G.

It only remains to show that G2 has no maximal independent set of size less
than k + 1. Assume to the contrary that there exists such a maximal independent
set I of size r in G2 with r ≤ k. Clearly, dG(u, v) ≥ 3 for each pair u, v ∈ I. If
a vertex v ∈ I is a non-simplicial vertex, then G − NG2 [v] consists of k complete
graphs. Also each vertex in I − v belongs to a component of G − NG2 [v]. Since
|I − v| = r − 1 < k, the set I does not contain any vertex of some component of
G−NG2 [v], a contradiction with the maximality of I in G2. We further suppose that
all vertices of I are simplicial in G. Clearly I is an independent set in G. However,
it is not maximal in G by Proposition 3, since α(G) = k+2 ≥ |S|+2. Then, there
exists an independent set T ⊂ V (G)− I such that I ∪ T is a maximal independent
set in G. Let u be a vertex in T . Recall that I is a maximal independent set in G2,
and so u is at distance 2 from some vertices of I. It follows that there exist w ∈ I
and z ∈ V (G)− (I ∪T ) such that z is a common neighbour of u and w in G, and so
z is a non-simplicial vertex in G. By assumption, the graph G−NG2 [z] consists of k
complete graphs such that any two of such components have no common neighbour
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in G. Similarly as before, let D1, D2, . . . , Dk be the components of G − NG2 [z]
where each Di is a complete graph. Let ui be a vertex of Di for i ∈ [k].

Notice that every vertex in I − w is at distance at least 2 from z in G since
I is a maximal independent set in G2. By the same reason, for a vertex x ∈
(I − w) ∩ NG2 [z], we have dG(x, s) ≥ 3 for every s ∈ I. We then deduce that
x /∈ NG[z]. Also, x /∈ NG(u) since S ∪ T is an independent set in G. Thus, if
there exists a vertex x ∈ (I − w) ∩ NG2 [z] such that x is not adjacent to any Di,
then this gives a contradiction since the set {u,w, x, u1, u2, . . . , uk} would be an
independent set in G of size α(G) + 1. Thus, every vertex x ∈ (I − w) ∩ NG2 [z]
is adjacent to a Di. However, if there is such a vertex x, then x would have two
non-adjacent neighbours; one is from NG(z), and the other is from a Ci for i ∈ [k],
it contradicts that all vertices of I are simplicial in G. Consequently, we deduce
that (I − w) ∩NG2 [z] = ∅. Thus every vertex of I − w comes from the Di’s. But,
this again contradicts that I is maximal in G since |I −w| = r− 1 < k. Hence, G2

is well-covered. □

5. Conclusion

In this paper, we studied the graphs whose squares are well-covered. After we
introduced some basic observations on those graphs, we exhibited an infinite family
T of trees. We provided a characterization of the trees whose square well-covered
which is based on the family T . Also, we extended this result into bipartite graphs
that are well-covered.

In the second part, we were interested in the graphs satisfying α(G) = α(G2)+k
for k ∈ {0, 1} where the case α(G) = α(G2) is also known as the square-stable
graphs. Levit and Mandrescu showed in [8] that every square-stable graph is well-
covered, and well-covered trees are exactly the square-stable trees. By using this
result, we first proved that for the case k = 0, G2 is well-covered if and only if
every component of G is a complete graph. Moreover, the graphs for the case k = 1
have been characterized. In fact, we showed that if G2 is well-covered, and v is
a non-simplicial vertex in G, then every component of G − NG2 [v] is a complete
graph. We conjecture that indeed G−NG2 [v] consists of a unique complete graph.
That is, we believe that α(G2) = 2 when G2 is a connected well-covered graph with
α(G) = α(G2) + 1.
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Abstract. The paper deals with the second-order tangent bundle T 2M with

the deformed Sasaki metric g over an n−dimensional Riemannian manifold

(M, g). We calculate all Riemannian curvature tensor fields of the deformed
Sasaki metric g and search Einstein property of T 2M . Also the weakly sym-

metry properties of the deformed Sasaki metric are presented.

1. Introduction

Let (M, g) be an n-dimensional Riemannian manifold and T 2M be its second-
order tangent bundle. Second-order tangent bundles are of importance in differan-
tial geometry. The geometry of the second-order tangent bundle T 2M over an
n−dimensional manifold M which is the equivalent classes of curves with the
same aceleration vector fields on M was studied in [9–12]. Dodson and Radi-
voiovici proved that a second-order tangent bundle T 2M of finite n−dimensional
M becomes a vector bundle over M if and only if M has a linear connection in [6].
The lifts of tensor fields and connections given on M to its second-order tangent
bundle T 2M were developped in [12]. In [7], Ishikawa defined a Sasaki-type lift
metric in T 2M of a Riemanian manifold and investigated some of its properties.
Moreover, in [3], the geometry of a second-order tangent bundle with a Sasaki-type
metric was studied in detail. All forms of Riemannian curvature tensor of Sasaki
metric on T 2M were computed and some curvature properties were examined in [8].
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In the present paper, motivated by the above works we study some geometric
properties of the second-order tangent bundle T 2M equipped with the deformed
Sasaki metric g. We introduce the deformed Sasaki metric on T 2M over M and
obtain the global results. Throughout this paper, all geometric objects assumed to
be differentiable of class C∞.

2. Preliminaries

Let M be an n−dimensional Riemannian manifold endowed with a linear connec-
tion ∇ and T 2M second-order tangent bundle be 3n−dimensional manifold. T 2M
has a natural bundle structure over M, π2 : T 2M −→ M denoting the canonical
projection. If the canonical projection is denoted by π12 : T 2M −→ TM , then
T 2M has a bundle structure over the tangent bundle TM with projection π12. Let(
U, xi

)
be a coordinate neighborhood of M and f be a curve in U which locally

expressed as xi = f i (t). If we take a 2−jet j2f belonging to π−1
2 (U) and put

xi = f i (0) , yi =
df i

dt
(0) , zi =

d2f i

dt2
(0) ,

then the 2−jet j2f is expressed in a unique by the set
(
xi, yi, zi

)
. Thus a system of

coordinates
(
xi, yi, zi

)
is introduced in the open set π2

−1 (U) of T 2M from
(
U, xi

)
.

The coordinates
(
xi, yi, zi

)
in π2

−1 (U) are called the induced coordinates. On
putting

ξi = xi, ξi = yi, ξi = zi,

the induced coordinates
(
xi, yi, zi

)
are denoted by {ξA}. The indices A,B,C, . . .

take values {1, 2, . . . , n; n+ 1, n+ 2, . . . , 2n; 2n+ 1, 2n+ 2, . . . , 3n}.
Let X = Xi ∂

∂Xi be the local expression in U of a vector field X on M . Then the

vector fields XH0 , XH1 and XH2 on T 2M are given, with respect to the induced
coordinates {ξA}, by [4]

XH0 = Xj∂j − usΓj
shX

h∂j − Cj
hX

h∂
j
, (1)

XH1 = Xj∂j − 2usΓj
shX

h∂
j

(2)

ve

XH2 = Xj∂
j

(3)

with respect to the natural frame {∂A} =
{

∂i, ∂i, ∂
i

}
in T 2M , where Cj

h =

zmΓj
hm + usur(∂hΓ

j
sr + Γj

hmΓm
sr − 2Γj

smΓm
hr), Γ

j
sr are the coefficients of the Levi-

Civita connection ∇ on M and ∂i =
∂

∂xi , ∂i =
∂

∂yi , ∂i =
∂

∂zi . For the Lie bracket

on T 2M in terms of the λ−lifts of vector fields X,Y on M , we have the following
formulas:[

XH0 , Y H0
]

= [X,Y ]
H0 − (R (X,Y )u)

H1 − (R (X,Y )ω)
H2 ,[

XH0 , Y Hµ
]

= (∇XY )
Hµ , µ = 1, 2

[
XHµ , Y Hα

]
= 0, µ, α = 1, 2
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whereR is the curvature tensor field of the connection∇ onM defined byR (X,Y ) =
[∇X ,∇Y ]−∇[X,Y ] [5].

With the connection ∇ of g on M , we can introduce a frame field in each in-
duced coordinate neighborhood π2

−1 (U) of T 2M . In each coordinate neighborhood(
U, xi

)
, using Xi =

∂
∂xi , from (1)-(3) we have

Ei = (Xi)
H0 =

(
∂

∂xi

)H0

= ∂i − usΓk
is∂k − Ck

i ∂k,

Ei = (Xi)
H1 =

(
∂

∂xi

)H1

= ∂i − 2usΓk
is∂k,

E
i
= (Xi)

H2 =

(
∂

∂xi

)H2

= ∂
i

with respect to the natural frame {∂A} in T 2M [4].

3. The Deformed Sasaki Metric and Its Levi-Civita Connection

Definition 1. Let (M, g) be a Riemannian manifold and T 2M be its second-order
tangent bundle. The deformed Sasaki metric on the second-order tangent bundle
over (M, g) is defined by the identities: g

(
XH0 , Y H0

)
= fg (X,Y ) ,

g
(
XHa , Y Hb

)
= 0, a ̸= b

g
(
XH1 , Y H1

)
= g

(
XH2 , Y H2

)
= g (X,Y ) ,

for all vector fields X and Y on M , where f is a positive smooth function on (M, g).

The deformed Sasaki metric g and its inverse have components

gβγ =

 fgij 0 0
0 gij 0
0 0 gij

 and gγα =

 1
f g

jk 0 0

0 gjk 0
0 0 gjk


with recpect to the adepted frame {Eβ} . In adapted frame, the followings satisfy

[Eβ , Eγ ] = Ωβγ
εEε,

Ωij
k = upRjip

k, Ωij
k = Γk

ij ,

Ωij
k = ωsRjis

k, Ω
ij

k = Γk
ij .

Using the formula

Γ
ε

βγ =
1

2
gεα

(
Eβgαγ + Eγgαβ − Eαgβγ

)
+
1

2

(
Ωβγ

ε +Ω.
ε
βγ +Ω.

ε
γβ

)
,
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where Ω.
ε
βγ = gαεgδγΩαβ

δ, the non-zero components Γ
ε

βγ are given by

Γ
k

ij = Γk
ij +

1

2f

(
fiδ

k
j + fjδ

k
i − f.kgij

)
,

Γ
k

ij =
1

2
upRjip

k, Γ
k

ij =
1

2
ωsRjis

k,

Γ
k

ij =
1

2f
upRpij

k, Γ
k

ij =
1

2f
upRpji

k, Γ
k

ij = Γk
ij ,

Γ
k

ij =
1

2f
ωsRsij

k, Γ
k

ij =
1

2f
ωsRsji

k, Γ
k

ij = Γk
ij ,

with respect to the adapted frame {Eβ}.

Proposition 1. Let (M, g) be a Riemannian manifold and ∇ be a Levi-Civita
connection of

(
T 2M, g

)
. Then we have

1) ∇EiEj =
{
Γk
ij +

1
2f

(
fiδ

k
j + fjδ

k
i − f.kgij

)}
Ek + 1

2u
pRk

jipEk + 1
2ω

sRk
jisEk

,

2) ∇Ei
Ej =

1
2f u

pRk
pijEk,

3) ∇Ei
Ej =

1
2f u

pRk
pjiEk + Γk

ijEk,

4) ∇E
i
Ej =

1
2f ω

sRsij
kEk,

5) ∇Ei
E

j
= 1

2f ω
sRk

sjiEk + Γk
ijEk

,

6) ∇Ei
Ej = 0, ∇Ei

E
j
= 0, ∇E

i
Ej = 0, ∇E

i
E

j
= 0

with respect to the adapted frame {Eβ}.

Proof. 1) By applying

Γ
ε

βγ =
1

2
gεα

(
Eβgαγ + Eγgαβ − Eαgβγ

)
+
1

2

(
Ωβγ

ε +Ω.
ε
βγ +Ω.

ε
γβ

)
and direct calculation we get

∇EiEj = Γ
K

ijEK = Γ
k

ijEk + Γ
k

ijEk + Γ
k

ijEk

Γ
k

ij =
1

2
gsk
(
Eigsj + Ejgsi − Esgij

)
+

1

2

(
Ωij

k +Ω.
k
ij +Ω.

k
ji

)
=

1

2
gsk (∂i (fgsj) + ∂j (fgsi)− ∂s (fgij))

=
1

2
gsk (∂igsj + ∂jgsi − ∂sgij) +

1

2f
gsk (figsj + fjgsi − fsgij)

= Γk
ij +

1

2f

(
fiδ

k
j + fjδ

k
i − f.kgij

)
Γ
k

ij

=
1

2
gsk
(
Eigsj + Ejgsi − Esgij

)
+

1

2

(
Ωij

k +Ω.
k
ij +Ω.

k
ji

)
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=
1

2
upRk

jip Γ
k

ij =
1

2
gsk
(
Eigsj + Ejgsi − Esgij

)
+
1

2

(
Ωij

k +Ω.
k
ij +Ω.

k
ji

)
=

1

2
ωsRk

jis.

Thus we obtain

∇Ei
Ej =

{
Γk
ij +

1

2f

(
fiδ

k
j + fjδ

k
i − f.kgij

)}
Ek +

1

2
upRk

jipEk +
1

2
ωsRk

jisEk
.

The rest can be proven by following the same method in the proof of 1). We omit
them to avoid repeat. □

Proposition 2. The Levi-Civita connection ∇ of the deformed Sasaki metric g on
T 2M is given as following

∇XH0Y
H0 = (∇XY +Af (X,Y ))

H0 +
1

2
(R (Y,X)u)

H1 +
1

2
(R (Y,X)ω)

H2 ,

∇XH1Y
H0 =

1

2f
(R (u,X)Y )

H0 ,

∇XH0Y
H1 =

1

2f
(R (u, Y )X)

H0 + (∇XY )
H1 ,

∇XH2Y
H0 =

1

2f
(R (ω,X)Y )

H0 ,

∇XH0Y
H2 =

1

2f
(R (ω, Y )X)

H0 + (∇XY )
H2 ,

∇XH1Y
H1 = 0, ∇XH2Y

H1 = 0, ∇XH1Y
H2 = 0, ∇XH2Y

H2 = 0

for all vector fields X, Y on M , where

Af (X,Y ) =
1

2f

(
X (f)Y − Y (f)X − g (X,Y ) ◦ (df)∗

)
.

4. Riemannian Curvature Tensors of the Deformed Sasaki Metric

Let F be a smooth bundle endomorphism of T 2M . Then we have the lifts of F :

FH0 (u) =
∑

uiF (∂i)
H0 , FH1 (u) =

∑
uiF (∂i)

H1 ,

FH2 (u) =
∑

uiF (∂i)
H2 , FH0 (ω) =

∑
ωiF (∂i)

H0 ,

FH1 (ω) =
∑

ωiF (∂i)
H1 , FH2 (ω) =

∑
ωiF (∂i)

H2 .

Morever, the following expressions are obtained by direct standard calculations
∇XH0u

i = XH0
(
ui
)
= −usΓi

shX
h,

∇XH1u
i = Xi, ∇XH2u

i = 0, ∇XH2ω
i = Xi,
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∇XH0ω
i = −Ci

hX
h, ∇XH1ω

i = −2usΓi
shX

h.

Lemma 1. Let (M, g) be a Riemannian manifold and ∇ be a Levi-Civita connection
of
(
T 2M, g

)
. Let F : T 2M −→ T 2M be a smooth endomorphism, then

∇XH0F
H0 (u) = (∇XF (u) +Af (X,F (u)))

H0

+
1

2
(R (F (u) , X)u)

H1 +
1

2
(R (F (u) , X)ω)

H2 ,

∇XH0F
H1 (u) =

1

2f
(R (u, F (u))X)

H0 + (∇XF (u))
H1 ,

∇XH0F
H2 (u) =

1

2f
(R (ω, F (u))X)

H0 + (∇XF (u))
H2 ,

∇XH1F
H0 (u) = (F (X))

H0 +
1

2f
(R (u,X)F (u))

H0 ,

∇XH1F
H1 (u) = (F (X))

H1 , ∇XH1F
H2 (u) = (F (X))

H2 ,

∇XH2F
H0 (u) = 0, ∇XH2F

H1 (u) = 0, ∇XH2F
H2 (u) = 0,

∇XH0F
H0 (ω) = (∇XF (ω) +Af (X,F (u)))

H0

+
1

2
(R (F (ω) , X)u)

H1 +
1

2
(R (F (ω) , X)ω)

H2 ,

∇XH0F
H1 (ω) =

1

2f
(R (u, F (ω)X)

H0 + (∇XF (ω))
H1 ,

∇XH0F
H2 (ω) =

1

2f
(R (ω, F (ω)X)

H0 + (∇XF (ω))
H2 ,

∇XH1F
H0 (ω) =

1

2f
(R (u,X)F (ω))

H0 ,

∇XH1F
H1 (ω) = 0, ∇XH1F

H2 (ω) = 0,

∇XH2F
H0 (ω) = (F (X))

H0 +
1

2f
(R (ω,X)F (ω))

H0 ,

∇XH2F
H1 (ω) = (F (X))

H1 , ∇XH2F
H2 (ω) = (F (X))

H2

for any vector field X on M and u, ω ∈ T 2M .

Proposition 3. Let (M, g) be a Riemannian manifold and T 2M be its second-order
tangent bundle equipped with the deformed Sasaki metric g. The curvature tensor
R of the Levi-Civita connection ∇ of g on T 2M is given by the following formulas:

1)R
(
XH0 , Y H0

)
ZH0

= {R (X,Y )Z + (∇XAf ) (Y,Z)− (∇Y Af ) (X,Z) +Af (X,Af (Y,Z))

−Af (Y,Af (X,Z))− 1

2f
R (u,R (X,Y )u)Z − 1

2f
R (ω,R (X,Y )ω)Z
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+
1

4f
R (u,R (Z, Y )u)X +

1

4f
R (u,R (Z,X)u)Y

+
1

4f
R (ω,R (Z, Y )ω)X +

1

4f
R (ω,R (Z,X)ω)Y

}H0

+

{
1

2
∇ZR (X,Y )u+

1

2
R (Y,Af (X,Z))u− 1

2
R (X,Af (Y, Z))u

}H1

+

{
1

2
∇ZR (X,Y )ω +

1

2
R (Y,Af (X,Z))ω − 1

2
R (X,Af (Y,Z))ω

}H2

,

2)R
(
XH1 , Y H0

)
ZH0

=

{
−
(

∇Y
1

2f

)
R ( u,X) Z − 1

2f
( ∇Y R) ( u,X) Z

+
1

2f
R ( u,X) ( Af ( Y,Z) )− 1

2f
Af ( Y,R ( u,X) Z)

} H0

+

{
−1

2
R (Y, Z)X +

1

4f
R (Y,R (u,X)Z)u

}H1

+

{
1

4f
R (Y,R (u,X)Z)ω

}H2

,

3)R
(
XH0 , Y H0

)
ZH1

=

{
(∇X

1

2f
)R (u, Z)Y +

1

2f
(∇XR) (u, Z)Y − (∇Y

1

2f
)R (u, Z)X

− 1

2f
(∇Y R) (u, Z)X +

1

2f
Af (X,R (u, Z)Y )− 1

2f
Af (Y,R (u, Z)X)

}H0

+

{
R (X,Y )Z +

1

4f
[R (R (u, Z)Y,X)u−R (R (u, Z)X,Y )u]

}H1

+
1

4f
{[R (R (u, Z)Y,X)ω −R (R (u, Z)X,Y )ω]}H2 ,

4)R
(
XH1 , Y H1

)
ZH0 =

{
1

f
R (X,Y )Z +

1

4f2
[R (u,X)R (u, Y )Z −R (u, Y )R (u,X)Z]

}H0

,

5)R
(
XH0 , Y H1

)
ZH1 =

{
− 1

2f
R (Y,Z)X − 1

4f2
R (u, Y )R (u, Z)X

}H0

,

6)R
(
XH2 , Y H0

)
ZH0

=

{
− 1

2f
(∇Y R) (ω,X,Z)− (∇Y

1

2f
)R (ω,X)Z +

1

2f
R (ω,X)Af (Y,Z)

− 1

2f
Af (Y,R (ω,Z)X)

}H0

+

{
1

4f
R (Y,R (ω,X)Z)u

}H1
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+

{
1

2
R (Z, Y )X +

1

4f
R (Y,R (ω,X)Z)ω

}H2

,

7)R
(
XH0 , Y H0

)
ZH2

=

{
1

2f
∇

X

R (ω,Z)Y − 1

2f
∇Y R (ω,Z)X + (∇X

1

2f
)R (ω,Z)Y

+(∇Y
1

2f
)R (ω,Z)X +

1

2f
Af (X,R (ω,Z)Y )− 1

2f
Af (Y,R (ω,Z)X)

}H0

+
1

4f
{R (R (ω,Z)Y,X)u−R (R (ω,Z)X,Y )u}H1

+

{
R (X,Y )Z − 1

4f
[R (R (ω,Z)Y,X)ω +R (R (ω,Z)X,Y )ω]

}H2

,

8)R
(
XH2 , Y H2

)
ZH0

=

{
1

f
R (X,Y )Z +

1

4f2
[R (ω,X)R (ω, Y )Z −R (ω, Y )R (ω,X)Z]

}H0

,

9)R
(
XH0 , Y H2

)
ZH2 =

{
− 1

2f
R (Y,Z)X − 1

4f2
R (ω, Y )R (ω,Z)X

}H0

,

10)R
(
XH1 , Y H0

)
ZH2 =

{
1

4f2
R (u,X)R (ω,Z)Y

}H0

,

11)R
(
XH1 , Y H2

)
ZH0 =

1

4f2
{R (u,X)R (ω, Y )Z −R (ω, Y )R (u,X)Z}H0 ,

12)R
(
XH0 , Y H2

)
ZH1 =

{
− 1

4f2
R (ω, Y )R (u, Z)X

}H0

,

13)R
(
XH2 , Y H0

)
ZH1 =

{
1

4f2
R (ω,X)R (u, Z)Y

}H0

,

14)R
(
XH1 , Y H1

)
ZH1 = 0, R

(
XH1 , Y H1

)
ZH2 = 0 , R

(
XH1 , Y H2

)
ZH2 = 0,

15)R
(
XH1 , Y H2

)
ZH1 = 0, R

(
XH2 , Y H2

)
ZH1 = 0, R

(
XH2 , Y H2

)
ZH2 = 0

for all vector fields X,Y on M .

Proposition 4. Let (M, g) be a Riemannian manifold and T 2M be its second-order
tangent bundle with the deformed Sasaki metric g. The sectional curvature tensor
K on T 2M satisfies

1)K
(
XH0 , Y H0

)
=

1

f
K (X,Y ) +

1

f
{g (∇XAf (Y, Y ) , X)− g (∇Y Af (X,Y ) , X)

+g (Af (X,Af (Y, Y ) , X))− g (Af (Y,Af (X,Y ) , X))}
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− 3

4f2

[
|R (X,Y )u|2 + |R (X,Y )ω|2

]
,

2)K
(
XH1 , Y H0

)
=

1

4f
|R (u,X)Y |2,

3)K
(
XH2 , Y H0

)
=

1

4f
|R (ω,X)Y |2,

4)K
(
XH1 , Y H1

)
= 0,K

(
XH1 , Y H2

)
= 0,K

(
XH2 , Y H2

)
= 0

for all orthonormal vector fields X,Y on M .

Proposition 5. Let (M, g) be a Riemannian manifold and T 2M be its second-order
tangent bundle equipped with the deformed Sasaki Metric g. The scalar curvature
S of T 2M with the metric g given by

S =
1

f2
S +

1

f2
{g (∇Xi

Af (Xj , Xj) , Xi)− g
(
∇Xj

Af (Xi, Xj) , Xi

)
+g (Af (Xi, Af (Xj , Xj) , Xi))− g (Af (Xj , Af (Xi, Xj) , Xi))}

−3− 2f
√
f

4f3

m∑
i,j=1

|R (Xi, Xj)u|2 + |R (Xi, Xj)ω|2,

where {X1, . . . , Xm} is a local orthonormal frame for M and S is the scalar curva-
ture of M .

Proof. The set {Y1, . . . , Y3m} is an orthonormal basis on T 2M with 1√
f
XH0

i = Yi ,

XH1
i = Ym+i and XH2

i = Y2m+i we get

S =

3m∑
i,j=1

K (Yi, Yj) =

m∑
i,j=1

K
(
Xi

H0 , Xj
H0
)
+K

(
Xi

H1 , Xj
H1
)

+K
(
Xi

H2 , Xj
H2
)
+ 2K

(
Xi

H0 , Xj
H1
)
+ 2K

(
Xi

H0 , Xj
H2
)
+ 2K

(
Xi

H1 , Xj
H2
)

=

m∑
i,j=1

{ 1

f2
K (Xi, Xj) +

1

f2
{g (∇XiAf (Xj , Xj) , Xi)− g

(
∇XjAf (Xi, Xj) , Xi

)
+g (Af (Xi, Af (Xj , Xj) , Xi))− g (Af (Xj , Af (Xi, Xj) , Xi))

− 3

4f3

[
|R (Xi, Xj)u|2 + |R (Xi, Xj)ω|2

]
}

+2
1

4f
√
f
|R (u,Xj)Xi|2 + 2

1

4f
√
f
|R (ω,Xj)Xi|2.

Standard calculations give that

S =

m∑
i,j=1

1

f2
K(Xi, Xj) +

1

f2
{g (∇Xi

Af (Xj , Xj) , Xi)− g
(
∇Xj

Af (Xi, Xj) , Xi

)
+g (Af (Xi, Af (Xj , Xj) , Xi))− g (Af (Xj , Af (Xi, Xj) , Xi))}
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−3− 2f
√
f

4f3

m∑
i,j=1

|R (Xi, Xj)u|2 + |R (Xi, Xj)ω|2.

□

Let Ricg and Ricg denote Ricci tensors of (M, g) and
(
T 2M, g

)
, respectively.

We can write

Ricg
(
XHa , Y Hb

)
=

m∑
i=1

g

(
R

(
XHa ,

1√
f
Xi

H0

)
1√
f
Xi

H0 , Y Hb

)

+

m∑
i=1

g
(
R
(
XHa , Xi

H1
)
Xi

H1 , Y Hb
)

+

m∑
i=1

g
(
R
(
XHa , Xi

H2
)
Xi

H2 , Y Hb
)

for orthonormal basis 1√
f
Xi

H0 =Yi, Xi
H1 = Ym+i and Xi

H2 = Y2m+i, where a, b =

0, 1, 2.
After a straightforward computation, the components of the Ricci tensor Ricg

of the deformed Sasaki metric g are characterized by

Ricg
(
XH0 , Y H0

)
(4)

= Ricg (X,Y )

+

m∑
i=1

g ((∇XAf ) (Xi, Xi) , Y )−
m∑
i=1

g ((∇XiAf ) (X,Xi) , Y )

+

m∑
i=1

g (Af (X,Af (Xi, Xi)) , Y )−
m∑
i=1

g (Af (Xi, Af (X,Xi)) , Y )

+
3

4f

m∑
i=1

g (R (Xi, X)u,R (Xi, Y )u) +
3

4f

m∑
i=1

g (R (Xi, X)ω,R (Xi, Y )ω)

− 1

4f

m∑
i=1

g (R (u,Xi)R (u,Xi)X,Y )− 1

4f

m∑
i=1

g (R (ω,Xi)R (ω,Xi)X,Y ) ,

Ricg
(
XH0 , Y H1

)
=

1

2f

m∑
i=1

g (∇Xi
R (X,Xi)u, Y ) (5)

+
1

2f

m∑
i=1

g (R (Xi, Af (X,Xi))u, Y )

− 1

2f

m∑
i=1

g (R (X,Af (Xi, Xi))u, Y ) ,
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Ricg
(
XH0 , Y H2

)
=

1

2f

m∑
i=1

g (∇Xi
R (X,Xi)ω, Y ) (6)

+
1

2f

m∑
i=1

g (R (Xi, Af (X,Xi))ω, Y )

− 1

2f

m∑
i=1

g (R (X,Af (Xi, Xi))ω, Y ) ,

Ricg
(
XH1 , Y H1

)
=

1

4f2

m∑
i=1

g (R (u,X)Xi, R (u, Y )Xi) ,

Ricg
(
XH2 , Y H1

)
=

1

4f2

m∑
i=1

g (R (ω,X)Xi, R (u, Y )Xi) ,

Ricg
(
XH2 , Y H2

)
=

1

4f2

m∑
i=1

g (R (ω,X)Xi, R (ω, Y )Xi) ,

for all vector field X,Y, Z on M and u, ω ∈ T 2M .

Theorem 1. Let (M, g) be a Riemannian manifold and T 2M be its second-order
tangent bundle equipped with the deformed Sasaki metric g.

(
T 2M, g

)
is an Einstein

manifold if and only if (M, g) is flat and
m∑

i,j=1

g
((
∇Xj

Af

)
(Xi, Xi) , Xj

)
−

m∑
i,j=1

g ((∇Xi
Af ) (Xj , Xi) , Xj)

+

m∑
i,j=1

g (Af (Xj , Af (Xi, Xi)) , Xj)−
m∑

i,j=1

g (Af (Xi, Af (Xj , Xi)) , Xj)

= 0.

Proof. The set {Y1, . . . , Y3m} be an local orthonormal basis on T 2M with 1√
f
Xi

H0 =Yi,

Xi
H1 = Ym+i and Xi

H2 = Y2m+i. At first, suppose that
(
T 2M, g

)
is an Einstein

manifold. Then it must be

Ricg
(
X,Y

)
= λg

(
X,Y

)
for all vector field X, Y on T 2M , where λ is a constant. If X = Y = Xj is put into
(4), (5) and (6), it follows that

λ = Ricg (Xj , Xj) (7)

+

m∑
i,j=1

g
((
∇Xj

Af

)
(Xi, Xi) , Xj

)
−

m∑
i,j=1

g ((∇Xi
Af ) (Xj , Xi) , Xj)
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+

m∑
i,j=1

g (Af (Xj , Af (Xi, Xi)) , Xj)

−
m∑

i,j=1

g (Af (Xi, Af (Xj , Xi)) , Xj)

+
1

2f

m∑
i,j=1

|R (Xi, Xj)u|2 +
1

2f

m∑
i,j=1

|R (Xi, Xj)ω|2

=
1

4f2

m∑
i,j=1

|R (ω,Xj)Xi|2

=
1

4f2

m∑
i,j=1

|R (u,Xj)Xi|2.

Restricting the last identity to the zero section of T 2M , it follows

Ricg (Xj , Xj) = −
m∑

i,j=1

g
((
∇Xj

Af

)
(Xi, Xi) , Xj

)
+

m∑
i,j=1

g ((∇Xi
Af ) (Xj , Xi) , Xj)

−
m∑

i,j=1

g (Af (Xj , Af (Xi, Xi)) , Xj)

+

m∑
i,j=1

g (Af (Xi, Af (Xj , Xi)) , Xj)

and we obtain
∑m

i,j=1 |R (Xi, Xj)u|2 = 0 and
∑m

i,j=1 |R (Xi, Xj)ω|2 = 0. Replacing
u and ω by Xk in the last identiy we see that

m∑
i,j,k=1

|R (Xi, Xj)Xk|2 = 0.

Thus R (Xi, Xj)Xk = 0 for all i, j, k = 1 . . .m and we deduce R = 0. (M, g) is flat.
If we reconsider the equation (7), we obtain

m∑
i,j=1

g
((
∇XjAf

)
(Xi, Xi) , Xj

)
−

m∑
i,j=1

g ((∇XiAf ) (Xj , Xi) , Xj)

+

m∑
i,j=1

g (Af (Xj , Af (Xi, Xi)) , Xj)−
m∑

i,j=1

g (Af (Xi, Af (Xj , Xi)) , Xj)

= 0.

Conversely, we assume that R = 0 and the equation above, then Ricci formulas
become Ricg = λg and λ = 0. Thus T 2M is an Einstein manifold. □
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5. Weakly Symmetry Properties of the Deformed Sasaki Metric

The Riemannian manifold (M, g) is called weakly symmetric if there exist two
1−forms α1, α2 and a vector field A, all on M , such that:

(∇WR) (X,Y, Z) (8)

= α1 (W )R (X,Y )Z + α2 (X)R (W,Y )Z

+α2 (Y )R (X,W )Z + α2 (Z)R (X,Y )W + g (R (X,Y )Z,W ) (α2)#,

where A = (α2)
#

and αig
ij = αj = α#, that is, A is the g−dual vector field of

the 1−form α2. In [1], Bejan and Crasmareanu proved that the weakly symmetry
property of the Sasaki metric on the tangent bundle over base manifold, generalising
the result obtained in [2]. The weakly symmetry property of Sasaki metric on
the second-order tangent bundle T 2M proved in [8]. In this section, we consider
the result for the second-order tangent bundle with the deformed Sasaki metric
(T 2M, g).

Theorem 2. Let (M, g) be a Riemannian manifold and T 2M be its second-order
tangent bundle equipped with the deformed Sasaki metric g.

(
T 2M, g

)
is weakly

symmetric if and only if the base manifold (M, g) is flat and

(∇XAf ) (Y,Z)− (∇Y Af ) (X,Z) +Af (X,Af (Y,Z))−Af (Y,Af (X,Z)) = 0,

where Af (X,Y ) = 1
2f

(
X (f)Y − Y (f)X − g (X,Y ) ◦ (df)∗

)
is a (1, 2)−tensor

field. On account of this,
(
T 2M, g

)
is flat.

Proof. In the proof, we apply the method used in [1]. If R = 0 then R = 0 and so
we have (8) as null equality. Primarily we take into account the condition (8) for
WH0 , XH0 , Y H2 and ZH2 and we obtain

α1

(
WH0

)
R
(
XH0 , Y H2

)
ZH2 + α2

(
XH0

)
R
(
WH0 , Y H2

)
ZH2 (9)

+α2

(
Y H2

)
R
(
XH0 ,WH0

)
ZH0 + α2

(
ZH2

)
R
(
XH0 , Y H2

)
WH0

+g
(
R
(
XH0 , Y H2

)
ZH2 ,WH0

)
(a2)

#

= −∇WH0

[
− 1

2f
R (Y, Z)X − 1

4f2
R (ω, Y )R (ω,Z)X

]H0

−R

(
(∇WX)

H0 + (Af (W,X))
H0 +

(
1
2R (X,W )u

)H1

+
(
1
2R (X,W )ω

)H2
, Y H2

)
ZH2

−R

(
XH0 ,

(
1

2f
R (ω, Y )W

)H0

+ (∇WY )
H2

)
ZH2

−R
(
XH0 , Y H2

)( 1

2f
(R (ω,Z)W )

H0

+ (∇WZ)
H2

)
.
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Thereafter we consider the H2 part of both sides of the above equation and we get

α2

(
Y H2

)(
R (X,W )Z − 1

4f
R (R (ω,Z)W,X)ω − 1

4f
R (R (ω,Z)X,W )ω

)
+α2

(
ZH2

)(
−1

2
R (W,X)Y − 1

4f
R (X,R (ω, Y )W )ω

)
− 1

f
g

(
1

2f
R (Y,Z)X +

1

4f2
R (ω, Y )R (ω,Z)X,W

)
α2

#

= − 1

4f
R (R (Y,Z)X,W )ω − 1

8f2
R (R (ω, Y )R (ω,Z)X,W )ω

− 1

2f

(
R (X,R (ω, Y )W )Z + 1

4fR (R (ω,Z)R (ω, Y )W,X)ω

+ 1
4fR (R (ω,Z)X,R (ω, Y )W )ω

)
− 1

2f

(
−1

2
R (R (ω,Z)W,X)Y +

1

4f
R (R (ω, Y )R (ω,Z)W,X)ω

)
. (10)

By setting Y = ω and Z = ω respectively we get

α2

(
ωH2

)(
R (X,W )Z +

1

4f
(R (R (ω,Z)W,X)ω −R (R (ω,Z)X,W )ω)

)
+α2

(
ZH2

)(
−1

2
R (W,X)ω

)
− 1

f
g

(
1

2f
R (ω,Z)X,W

)
α2

#

=
1

4f
R (R (ω,Z)X,W )ω +

1

4f
R (R (ω,Z)W,X)ω (11)

and

α2

(
Y H2

)
(R (X,W )ω)

+α2

(
ωH2

)(
−1

2
R (W,X)Y − 1

4f
R (X,R (ω, Y )W )ω

)
− 1

f
g

(
1

2f
R (Y, ω)X,W

)
α2

#

=
1

4f
R (R (Y, ω)X,W )ω − 1

2f
R (X,R (ω, Y )W )ω. (12)

Now we replace Y by Z in (12) equation

α2

(
ZH2

)
R (X,W )ω

+α2

(
ωH2

)(
−1

2
R (W,X)Z − 1

4f
R (X,R (ω,Z)W )ω

)
− 1

f
g

(
1

2f
R (Z, ω)X,W

)
α2

#

=
1

4f
R (R (Z, ω)X,W )ω − 1

2f
R (X,R (ω,Z)W )ω. (13)
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And by adding (11) and (13) we produce

(14)

3

2
α2

(
ZH2

)
R (X,W )ω

+α2

(
ωH2

)(3

2
R (X,W )Z +

1

2f
R (R (ω,Z)W,X)ω − 1

4f
R (R (ω,Z)X,W )ω

)
=

3

4f
R (R (ω,Z)W,X)ω.

The equation (14) with Z = ω we obtain that:

α2

(
ωH2

)
R (X,W )ω = 0. (15)

If α2

(
ωH2

)
̸= 0, then we have result. Suppose now that α2

(
ωH2

)
= 0 then(

(α2)
#
)H2

= 0.

Returning to equation (11) it results

α2

(
ZH2

)(
−1

2
R (W,X)ω

)
=

1

4f
R (R (ω,Z)X,W )ω +

1

4f
R (R (ω,Z)W,X)ω.

By setting now W = X we get

R (R (ω,Z)X,X)ω = 0.

And we take the inner product with Z, it follows that:

g (R (ω,Z)X,R (ω,Z)X) = 0.

Thus

R (ω,Z)X = 0.

Now the inner product with an arbitary Y gives

g (R (X,Y )ω,Z) = 0.

For Z being an arbitary vector field we get R (X,Y )ω = 0, for every X, Y and ω.
Hence, we have R = 0. In the case the Riemannian curvature tensor reduce to

R
(
XH0 , Y H0

)
ZH0 = {(∇XAf ) (Y,Z)− (∇Y Af ) (X,Z)

+Af (X,Af (Y,Z))−Af (Y,Af (X,Z)) }H0

and also Levi-Civita connection is

∇XH0Y
H0 = (∇XY +Af (X,Y ))

H0 .

Next we again consider the equation (8) for XH0 , Y H0 , ZH0 , WH2

α1

(
WH2

)
R
(
XH0 , Y H0

)
ZH0 + α2

(
XH0

)
R
(
WH2 , Y H0

)
ZH0

+α2

(
Y H0

)
R
(
XH0 ,WH2

)
ZH0 + α2

(
ZH0

)
R
(
XH0 , Y H0

)
WH2

+g
(
R
(
XH0 , Y H0

)
ZH0 ,WH2

)
(α2)#
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= −∇WH2R
(
XH0 , Y H0

)
ZH0 −R

(
∇WH2X

H0 , Y H0
)
ZH0

−R
(
XH0 ,∇WH2Y

H0
)
ZH0 −R

(
XH0 , Y H0

)
∇WH2Z

H0 .

Hence, we get

α1

(
WH2

)
R
(
XH0 , Y H0

)
ZH0 + g

(
R
(
XH0 , Y H0

)
ZH0 ,WH2

)
(α2)# = 0,

α1

(
WH2

)
R
(
XH0 , Y H0

)
ZH0 = 0,

α1

(
WH2

)
[(∇XAf ) (Y, Z)−(∇Y Af ) (X,Z)+Af (X,Af (Y,Z))−Af (Y,Af (X,Z))]H0 = 0.

Since α1 is arbitrary, we find

(∇XAf ) (Y,Z)− (∇Y Af ) (X,Z) +Af (X,Af (Y,Z))−Af (Y,Af (X,Z)) = 0.

The proof is complete. □
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EXPLICIT FORMULAS FOR EXPONENTIAL OF 2×2
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Abstract. Split-complex (hyperbolic) numbers are ordered pairs of real num-

bers, written in the form x + jy with j2 = 1, used to describe the geometry

of the Lorentzian plane. Since a null split-complex number does not have an
inverse, some methods to calculate the exponential of complex matrices are

not valid for split-complex matrices. In this paper, we examined the exponen-

tial of a 2 × 2 split-complex matrix in three cases : i. ∆ = 0, ii. ∆ ̸= 0 and
∆ is not null split-complex number, iii. ∆ ̸= 0 and ∆ is a null split-complex

number where ∆ = (trA)2 − 4 detA.

1. Introduction

The exponential of a matrix could be computed in many ways: series, matrix
decomposition, differential equations and, polynomial methods. The matrix expo-
nential gives a connection between any matrix Lie algebra and the corresponding
Lie group. The matrix exponential does not satisfy some properties of the number
exponential since matrix multiplication is not commutative. For example, the prop-
erty ea+b = eaeb is not true for matrix exponential. The equality eA+B = eAeB

is only true in the case the matrices A and B commute. Detailed information on
the exponential matrix can be found in many sources. In this study, especially
references [2], [26], [16], [3] and, [4] were used.

The purpose of this article is to determine the exponential of split-complex num-
ber matrices and to give useful formulas by classifying them. The formulas of calcu-
lating the matrix exponential for 2×2 complex numbers can be found in Bernstein’s
study [4]. Standard methods can be used to calculate the exponential of a matrix
defined on a field such as complex numbers. However, for a set of numbers defined
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on a ring such as split-complex numbers, some problems are encountered in using
these methods. The methods used in the literature for complex numbers can be
useless, since some elements do not have an inverse in the ring of split-complex
numbers. Diagonalization and finding eigenvalues and eigenvectors of a matrix de-
fined on a ring is not as easy as in matrices defined over a field. There are many
studies on this subject in the literature [18], [21], [15]. In particular, exponential of a
matrix defined on the ring of quaternions can be found in Casey’s paper [17]. Casey
constructed a transformation from quaternionic square matrices to complex square
matrices to compute the exponential of the quaternionic matrix. Also, Ablamowicz
computed matrix exponential of a real, complex, and quaternionic matrix, using
an isomorphism between matrix algebras and orthogonal Clifford algebras [1]. The
exponential of a matrix defined in the rings of split and hyperbolic split quater-
nions can be found in the references [7], [8] and [20]. In this paper, exponential of
a matrix defined over the split-complex numbers is studied. In the first part, some
basic information and definitions about split-complex numbers are given. In the
second part, the cases where some methods and formulas are insufficient are deter-
mined. In the last chapter, it is examined with the help of isomorphism between
split complex matrices and real matrices.

2. Preliminaries

The set of split-complex numbers is defined as follows:

P = {z = z1 + jz2 : z1, z2 ∈ R}
where the split-complex unit j satisfies j2 = 1 and j ̸= 1. In the literature, these
numbers are also called double, spacetime, hyperbolic or perplex numbers [10], [28],
[27], [5], [11], [25], [24], [9], [12]. For any z = z1 + jz2 ∈ P we define the real part
of z as Re(z)=z1 and the split-complex part of z as Im( z) = z2. The conjugate
of z is denoted by z and it is z = z1 − jz2. The inner product of z = z1 + jz2 and
w = w1 + jw2 is defined as

⟨ , ⟩ : P× P → R
⟨z,w⟩ = Re (zw) = w1z1 − w2z2.

This product is a nondegenerate, symmetrical bilinear form, known as the scalar
product in the Lorentzian plane. Since this scalar product is not positively defined,
we will need to classify the split-complex numbers, as in the Lorentzian plane [6],
[23], [13], [22], [14]. We will call a split-complex number z = z1 + jz2 spacelike,
timelike, or null, according to ⟨z, z⟩ = zz > 0, < 0 or = 0, respectively. So, for a
split-complex number z = z1+jz2, we can call z spacelike, timelike or null according
to |z1| > |z2| , |z1| < |z2| and z1 = ±z2, respectively. Null split-complex numbers
have no inverse. In this paper, the set of null split-complex numbers is denoted by
P0. Norm of z = z1 + jz2 is defined as

|z| = zz =
√

|z21 − z22 |.
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The square root of the split-complex number z = z1 + jz2 is found by√
z1 + jz2 =

√
z1 + z2 +

√
z1 − z2

2
+

√
z1 + z2 −

√
z1 − z2

2
j. (1)

A necessary and sufficient condition for the square root of a non-null split-complex
number to be defined is that this number is spacelike. Moreover, for the null split-
complex number z = x+ yj, we have x = ±y and obtain

If x = y,
√
x+ yj =

√
2x

2
(1 + j)

If x = −y,
√
x+ yj =

√
2x

2
(1− j) .

In this paper, by a split-complex matrix, we mean simply a matrix with split-
complex number entries. We denote the set of m × n split-complex matrices with
Mm×n (P). We may write X = X1 + jX2 for any X ∈ Mn×n (P) where X1, X2 ∈
Mn×n (R) . There exists a ring isomorphism between Mn×n (P) and the algebra of
the matrices of the form{[

X1 X2

X2 X1

]
∈ M2n×2n (R) : X1, X2 ∈ Mn×n (R)

}
for X = X1 + jX2 ∈ Mn×n (P). In this study, split-complex numbers and matrices
will be shown in bold small and bold big letters, respectively.

According to the fundamental theorem of the set of split-complex numbers, every
polynomial of the n-th degree has a split-complex root of n2. For example, a second-
order polynomial defined in the split-complex number has exactly 4 split-complex
roots, and the polynomial can be factored in two different ways. Since the roots of
polynomial P (z) = z2 − 4 are z1 = 2, z2 = −2, z3 = 2j, z4 = −2j we can factorize
two kinds as

P (z) = (z− 2) (z+ 2) = (z− 2j) (z+ 2j) .

Also, the characteristic polynomial of a 2×2 split-complex matrix has 4 roots and
can be factored into 2 different forms. Thus, a 2×2 matrix has 2 sets of eigenvalues
and eigenvectors. Detailed information on this subject can be found in Poodiack’s
and LeClair’s excellent article [19]. For example, characteristic polynomial of

A =

[
3− j 1 + 2j
2− 2j j

]
is P (z) = z2 − 3z+ j + 1, and it can be written as

P (z) =

(
z− 5− j

2

)(
z− 1 + j

2

)
= (z− 1− j) (z− 2 + j) .

Let

A =

[
a11 a12
a21 a22

]
∈ M2×2 (P)
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be given. A 2 × 2 matrix A has two different eigenvalues set S1 = {λ1, λ2} and
S2 = {µ1, µ2} where

λ1,2 =
trA

2
±

√
∆

2
and µ1,2 =

trA

2
±

√
∆

2
j

and ∆ = (trA)
2 − 4 detA. Here, λ1 and λ2 are called primary roots of A.

3. Exponential of a Split-Complex Matrix

In this section, we will examine exponential of a 2 by 2 split-complex matrix.
First, let’s give the exponential of an upper triangular 2×2 matrix. These formulas
are given in Bernstein’s article for complex matrices [3]. The following lemmas can
be proved similarly. However, as stated in Lemma 1, if the split-complex number
a11−a22 is null, the formulas for the complex numbers will not work. For example,
exponential of the matrix

A =

[
2 + 3j 2 + j

0 1 + 2j

]
cannot be found by this method, since j + 1 is not an inverse.

Lemma 1. Let A = [aij ] be an upper triangular 2 × 2 split-complex matrix with
a21 = 0.
i. If a11 = a22, then we have

eA = ea11

[
1 a12
0 1

]
;

ii. If a11 ̸= a22 and a11 − a22 are not null, then we have

eA =

ea11
a12 (e

a11 − ea22)

a11−a22
0 ea22

 .

Proof. Both formulas can be proved by induction, similar to complex numbers. □

In the above theorem, a solution is not given when a11 −a22 is null. We will use
a different method for such matrices in the next section. In the most general case,
we will calculate the exponential of matrix

A =

[
a11 a12
a21 a22

]
∈ M2×2 (P)

with diagonalization, and in which cases this method will fail for split-complex
numbers.

We will examine the exponential of a 2×2 split-complex matrix A in three cases

i. ∆ = 0,

ii. ∆ ̸= 0 and ∆ is not null split-complex number,
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iii. ∆ ̸= 0 and ∆ is a null split-complex number

where ∆ = (trA)
2 − 4 detA.

3.1. Case 1 : ∆ = 0. In the case ∆ = 0 for the matrix A = [aij ] ∈ M2×2 (P) , we
encounter 4 special cases that will change the result.
i. a11 − a22,a12 ,a21 are not null
ii. a11 − a22,a21 are null, a12 is not null
iii. a11 − a22,a12 are null, a21 is not null
iv. a11 − a22, a12, a21 are null

Lemma 2 and Theorem 1 can be easily proved using elementary linear algebra
knowledge for first three cases. We will only give proofs for the fourth case.

Lemma 2. Let A = [aij ] ∈ M2×2 (P) be a split-complex matrix with ∆ = 0. Then,
the only eigenvalue is λ = a11+a22

2 . So, we have different cases to determine the

matrix P, satisfying the equality A = PDP−1 where,

D =

[
λ 1/2
0 λ

]
i): If a11 − a22,a12,a21 are not null

P =

[
a11 − a22 1

2a21 0

]
.

ii): If a11 − a22,a21 are null, a12 is not null[
2a12 0

a22 − a11 1

]
.

iii): If a11 − a22,a12 are null, a21 is not null

P =

[
a11 − a22 1

2a21 0

]
.

Theorem 1. Let A = [aij ] ∈ M2×2 (P) be a split-complex matrix with ∆ = 0. Then

eA = eλP

[
1 1/2
0 1

]
P−1

where P should be chosen according to the cases given in above Lemma.

Example 1. Let’s calculate exponential of the split-complex matrix

A =

[
3− j 1 + 2j
2− 2j 1 + j

]
.

Since ∆ = 0, a21 is null and a12 is not null, we find

P =

[
2a12 0

a22−a11 1

]
=

[
4j + 2 0
2j−2 1

]
.
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Therefore, using the theorem and (2j + 1)
−1

=
−1

3
+

2

3
j, we obtain

eA = PeDP−1 = e2
[
2− j 2j + 1
2− 2j j

]
.

In the case of ∆ = 0, if the numbers a11 − a22,a12,a21 are null, then there will
be a different case other than the three cases given in lemma. Before calculating
exponential of a matrix for this case, let’s give a lemma.

Lemma 3. Let A = [aij ] be a 2×2 split-complex matrix with ∆ = 0. If the numbers
a11 − a22, a12, a21 are null, then the matrix A in the form[

x+ jy −uy (j + ϵ)

y
j + ϵ

u
x− 2yϵ− jy

]
where u ̸= 0, x, y ∈ R and ϵ = ±1.

Proof. If the numbers a11 − a22, a12, a21 are null, all of them are same type since
∆ = 0. They can be written as a11 − a22 = µ1 (1 + ϵh) , a12 = µ2 (1 + ϵh) and
a21 = µ3 (1 + ϵh) for µi ∈ R. So, we have

a11 − a22 = µ1 (1 + ϵj) ⇔ µ2
1 (1 + ϵj)

2
= −4µ2µ3 (1 + ϵj)

2 ⇔ µ2
1 = −4µ2µ3.

Let the number be a11 = x+ yj, then a22 = x+ yj − µ1 (1 + ϵj). So, A will be

A =

[
x+ yj µ2 (1 + ϵj)

µ3 (1 + ϵj) x+ yj − µ1 (1 + ϵj)

]
.

Suppose that −→u = (u, 1), 0 ̸= u ∈ R is an eigenvector corresponding to the eigen-

value λ =
a11 + a22

2
. So, from the equality A−→u = λ−→u and equality of split-complex

numbers, we obtain

µ2 = −ϵuy, µ3 =
µ1

u
− ϵ

y

u
, x− ϵy =

trA

2
.

Moreover, from the equality µ2
1 = −4µ2µ3, we find

µ2
1 = 4ϵyµ1 − 4y2 ⇒ µ2

1 − 4ϵyµ1 + 4y2 = 0 ⇒ (−µ1 + 2yϵ)
2
= 0 ⇒ µ1 = 2yϵ.

Therefore, we obtain µ1 = 2ϵy, µ2 = −ϵuy, µ3 =
ϵy

u
and

A =

[
x+ jy −uy (j + ϵ)

y
j + ϵ

u
x− 2yϵ− jy

]
.

Also, the only eigenvalue of this matrix is x− ϵy. □

Theorem 2. If the entries a11 − a22, a12, a21 of the matrix A are null, then

eA = ex−ϵy

[
ϵy + jy + 1 −uy (j + ϵ)
1

u
y (j + ϵ) 1− jy − ϵy

]
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where a11 = x+ yj and −→u = (u, 1) is the only eigenvector of the matrix A.

Proof. The matrix A can be written as A= PDP−1 where

P =

[
u 1
1 0

]
and D =

[
x− ϵy

y

u
(j + ϵ)

0 x− ϵy

]
Therefore, we have

eD = ex−ϵy

[
1

y

u
(j + ϵ)

0 1

]
and

eA = PeDP−1 = ex−ϵy

[
u 1
1 0

] [
1

y

u
(j + ϵ)

0 1

] [
0 1
1 −u

]

= ex−ϵy

[
ϵy + jy + 1 −uy (j + ϵ)
1

u
y (j + ϵ) 1− jy − ϵy

]
.

□

Example 2. Let’s calculate exponential of the split-complex matrix

A =

[
4j + 3 −8j − 8
2j + 2 −4j − 5

]
.

Since ∆ = 0 and a11 − a22, a12, a21 are null, we use above theorem. From the
equalities, a11 = x+yj = 3+4j, a12 = −uy (j + ϵ) = −8j−8, we get x = 3, y = 4,
ϵ = 1 and u = 2, thus we obtain

eA = e−1

[
5 + 4j −8 (j + 1)
2 (j + 1) −4j − 3

]
.

Theorem 3. Let A = [aij ] be a 2× 2 split-complex matrix with ∆ = 0. Then,

eA = eλ [(1− λ) I +A] . (2)

Proof. In the case ∆ = 0, we can write A = PDP−1 where P and D can be chosen
as Lemma 2 above. Therefore, according to Lemma 1,

A = P

[
λ 1/2
0 λ

]
P−1 ⇒ eA = eλP

[
1 1/2
0 1

]
P−1

is written. Hence, we get

eA = eλP

[
1 1/2
0 1

]
P−1

= eλP

[
1− λ+ λ 1/2

0 1− λ+ λ

]
P−1

= eλP (1− λ) IP−1 + eλP

[
λ 1/2
0 λ

]
P−1
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= eλ ((1− λ) I +A) .

On the other hand, if the entries a11 − a22, a12, a21 of the matrix A are null, the
only eigenvalue is λ = x − yϵ, and eigenvector is −→u = (u, 1) . So, we can write as
A = PDP−1 where

P =

[
u 1
1 0

]
ve D =

[
λ k
0 λ

]
, k =

y (j + ϵ)

u
.

So, we get again

eA = eλP

[
1 k
0 1

]
P−1 = eλ

(
P (1− λ) IP−1 +A

)
= eλ ((1− λ) I +A) .

If we write the matrices, we have

eA = eλ

(
(1− x+ yϵ)

[
1 0
0 1

]
+

[
x+ jy −uy (j + ϵ)

y
j + ϵ

u
x− 2yϵ− jy

])

= ex−ϵy

[
ϵy + jy + 1 −uy (j + ϵ)
1

u
y (j + ϵ) 1− jy − ϵy

]
.

□

Corollary 1. Let A = [aij ] be a 2× 2 split-complex matrix with ∆ = 0. Then,

eA = e
a11+a22

2

1 + a11 − a22
2

a12

a21 1− a11 − a22
2

 . (3)

Proof. According to Theorem 3,

eA = eλ [(1− λ) I+A]

= e
a11+a22

2

([
1− λ 0
0 1− λ

]
+

[
a11 a12
a21 a22

])

= e
a11+a22

2

1− a11 + a22
2

0

0 1− a11 + a22
2

+

[
a11 a12
a21 a22

]
= e

a11+a22

2

1 + a11 − a22
2

a12

a21 1− a11 − a22
2


is obtained. □
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3.2. Case 2 : ∆ ̸= 0 and ∆ /∈ P0. Now, we will deal with how to find the
exponent of a split-complex matrix, when discriminant (∆) is not a null number.

In this case, we have two primary eigenvalues λ1,2 =
1

2

(
trA±

√
∆
)
, since ∆ ̸= 0.

For the split-complex matrix A = [aij ]2×2 , we can write as A = PDP−1 where

P =

[
a11 − a22 −

√
∆ 2a21

2a12 a22 − a11 +
√
∆

]
and D =

1

2

[
trA−

√
∆ 0

0 trA+
√
∆

]
.

Notice that detP = 2
√
∆
(
a11 − a22 −

√
∆
)
, so the matrix P does not have an

inverse, if a11 − a22 −
√
∆ ∈ P0.

For example, for the split-complex matrix

A =

[
j + 1 3 + 2j
1 + 2j j + 3

]
,

we have

P =

[
−4j − 6 4j + 2
4j + 6 4j + 6

]
and this matrix has no inverse.

Theorem 4. Let λ1 and λ2 be the eigenvalues of any matrix A ∈ M2×2 (P) . If
∆ ̸= 0 and ∆ /∈ P0, then, λ1 ̸= λ2 and λ2−λ1 is not null. So, exponential of A is

eA =
λ2e

λ1 − λ1e
λ2

λ2 −λ1
I +

eλ2 − eλ1

λ2−λ1
A. (4)

Proof. Let λ1 and λ2 be the eigenvalues of the matrix A ∈ M2×2 (P). So we can
write

A = P

[
λ1 0
0 λ2

]
P−1.

Similarly, the matrix P here is a matrix of eigenvectors whose columns correspond
to the eigenvalues λ1 and λ2. Therefore, we can write

eA = P

[
eλ1 0
0 eλ2

]
P−1.

Hence, we get

eA = P

[
eλ1 0
0 eλ2

]
P−1

= P


λ1e

λ1 − λ1e
λ2 + λ1e

λ2 − λ2e
λ1

λ1−λ2
0

0
λ1e

λ2 − λ2e
λ1 + λ2e

λ1 − λ2e
λ2

λ1−λ2

P−1
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= P


λ2e

λ1 − λ1e
λ2

λ2−λ1
0

0
λ2e

λ1 − λ1e
λ2

λ2−λ1

P−1

+P


λ1e

λ2 − λ1e
λ1

λ2−λ1
0

0
λ2e

λ2 − λ2e
λ1

λ2−λ1

P−1

=
λ2e

λ1 − λ1e
λ2

λ2−λ1
I +

eλ2 − eλ1

λ2−λ1
A.

□

Theorem 5. Let λ1 and λ2 be the eigenvalues of any matrix A = [aij ] ∈ M2×2 (P) .
If ∆ ̸= 0 and ∆ /∈ P0, then, λ1 ̸= λ2 and λ2 − λ1 is not null. So, exponential of A
is

eA =
m

∆

[√
∆cosh

√
∆+ (a11 − a22) sinh

√
∆ 2a12 sinh

√
∆

2a21 sinh
√
∆

√
∆cosh

√
∆− (a11 − a22) sinh

√
∆

]
(5)

where m = e(trA)/2 and ∆ = (trA)
2 − 4 detA.

Proof. Let λ1 and λ2 be the eigenvalues of the matrix A ∈ M2×2 (P). We know
that

coshx =
ex + e−x

2
and sinx =

ex − e−x

2
.

On the other hand, we have λ1 =
1

2

(
trA−

√
∆
)
, λ2 =

1

2

(
trA+

√
∆
)
and λ2 −

λ1 = ∆. Therefore, using the Theorem 4, and the equalities

eλ2 = e(trA+
√
∆)/2 = e(trA)/2e

√
∆ = mk,

eλ1 = mk−1,

where k = e
√
∆, we find

eA =
λ2e

λ1 − λ1e
λ2

λ2−λ1
I +

eλ2 − eλ1

λ2−λ1
A

=
λ2mk−1 − λ1mk

∆
I +

mk−mk−1

∆
A

=
m

∆

((
λ2k

−1 − λ1k
)
I +

(
k− k−1

)
A
)

=
m

∆

[
λ2k

−1 − λ1k+ a11
(
k− k−1

)
a12
(
k− k−1

)
a21
(
k− k−1

)
λ2k

−1 − λ1k+ a22
(
k− k−1

)]
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=
m

∆

[
λ2k

−1 − λ1k+ 2a11 sinh
√
∆ 2a12 sinh

√
∆

2a21 sinh
√
∆ λ2k

−1 − λ1k+ 2a22 sinh
√
∆

]
.

If we write λ1 =
1

2

(
trA−

√
∆
)
and λ2 =

1

2

(
trA+

√
∆
)
, we have

λ2k
−1 − λ1k =

1

2

(
trA+

√
∆
)
k−1 − 1

2

(
trA−

√
∆
)
k

= (trA)
k−1 − k

2
+

√
∆
k−1 + k

2

=
√
∆cosh

√
∆− (a11 + a22) sinh

√
∆.

Thus, we obtain 5. □

Notice that if ∆ is a null number, this formula does not work.

3.3. Case 3 : ∆ ̸= 0 and ∆ ∈ P0.

Theorem 6. Let A = [aij ] ∈ M2×2 (P) be a split-complex matrix with ∆ ∈ P0 and
∆ ̸= 0. If eigenvectors of A are not a real vector, A cannot be diagonalized.

Proof. If ∆ ∈ P0, then we can write that ∆ = x (1 + εh) , x ∈ R. Therefore we
have

√
∆ =

√
2x

2
(1 + εj) .

So, eigenvalues of A will be

λ1,2 =
2trA±

√
2x (1 + εj)

4
.

Also, the eigenvector matrix P can be found as

P =

[
2 (a11 − a22)−

√
2x (1 + εj) 2 (a11 − a22) +

√
2x (1 + εj)

4a21 4a21

]
.

Determinant of this matrix is

detP = −8
√
2xa21 (1 + jε) ∈ P0.

So, P−1 is not defined. □

Example 3. For the matrix,

A =

[
1 + 2j 1− j
2 + 2j j

]
, (6)

we have ∆ = 2j + 2 ∈ P0. Although the primary eigenvalues of this matrix are
different from each other, it cannot be diagonalized. We have to use another method
to find the exponential of this matrix.
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Remark 1. Using the fact that λ (1 + j) = 0 ⇔ λ = 0, we can write the eigen-
vectors of some matrices as real vectors. Some of this case, A can be diagonalized.
For example, the matrix [

3 −j − 1
2j + 2 −3j

]
can be written as,[

3 −j − 1
2j + 2 −3j

]
=

[
1 1
1 2

] [
2− j 0
0 1− 2j

] [
1 1
1 2

]−1

.

Notice that a11 − a22, a11, a21 and ∆ are null split-complex numbers in the form
x (1 + j), x ∈ R and we do not need to use the identity j2 = 1. Here, ∆ is also a
square of a split-complex number.

Remark 2. The exponentials of the n × n split-complex matrix A = X + Y j can
be computed by converting them to 2n× 2n real matrices with the isomorphism

P (A) =

[
X Y
Y X

]
,

and using the help of Jordan form and the useful property eP(X) = P
(
eX
)
. The

matrix P (A) is called the real matrix representation of the split-complex matrix A.
It is known that any n× n complex matrix A can be written as sum of a diagonal-
izable matrix B and nilpotent matrix N0 where the matrices B and N commute.
Remember that if N is a nilpotent matrix, then Nk is zero matrix for k ∈ Z+. The
Jordan matrix decomposition of a square matrix A is A = PJP−1 where J is a
Jordan matrix [29]. It means that a square complex matrix A is similar to a block
diagonal matrix J . In this case, we can write as

J = D +N

where D is the diagonal and N is strictly triangular and thus nilpotent matrix.
Then, we have

A = P (D +N)P−1 = PDP−1 + PNP−1.

Therefore, any n×n complex matrix A can be written as the diagonalizable matrix
B = PDP−1 and nilpotent matrix N0 = PNP−1, since

(PNP−1)k = PN(P−1P )N(P−1N · · ·NP )NP−1 = PNkP−1 = 0.

Also, the matrices B = PDP−1 and N0 = PNP−1 commute. This property allows
us to simplify the calculation of a matrix exponential.

eA = ePJP−1

= eP (D+N)P−1

= PeD+NP−1 = PeDeNP−1.

Example 4. Let’s find the exponential of the matrix 6

A =

[
1 + 2j 1− j
2 + 2j j

]
.
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We know that it is not diagonalized and ∆ = 2j + 2 ∈ P0. Therefore, we convert it
to the 4× 4 real matrix

P (A) =


1 1 2 −1
2 0 2 1
2 −1 1 1
2 1 2 0

 .

This matrix also cannot be diagonalized. But, we can write in Jordan form as

P (A) = P−1JP = P−1 (D +N)P

where N2 = 0. Therefore, we obtain

eP(A) = PeNeDP−1

=


0 1 1/2 −1
1 2 −1/2 0
0 1 −1/2 1
1 2 1/2 0



e1 0 0 0
0 e3 0 0
0 0 e−1 0
0 0 e−1 e−1




−1 1/2 −1 1/2
1/2 0 1/2 0
0 −1 0 1

−1/2 −1/2 1/2 1/2



=
1

2


e−1 + e3 2e−1 e3 − e−1 −2e−1

2e3 − 2e e−1 + e 2e3 − 2e e− e−1

e3 − e−1 −2e−1 e−1 + e3 2e−1

2e3 − 2e e− e−1 2e3 − 2e e−1 + e


since eN = I +N . As a result, according to equality eP(A) = P

(
eA
)
, we find

eA =
1

2

[
e−1 + e3 − j

(
e−1 − e3

)
2e−1 − 2je−1

2e3 − 2e− j
(
2e− 2e3

)
e−1 + e− j

(
e−1 − e

)] .
Conclusion Let A = [aij ] be a 2× 2 split-complex matrix, we can compute expo-
nential of A using the formulas :

• If △ = 0, then eA = eλ [(1− λ) I +A] , where λ is only eigenvalue of A.
• If △ ≠ 0 and △ is not a null split-complex number, then

eA =
λ2e

λ1 − λ1e
λ2

λ2 −λ1
I +

eλ2 − eλ1

λ2−λ1
A.

• If △ is a null split-complex number, we do not give a direct computation
formula without converting it to a real matrix.
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Abstract. In this paper, we define and explore the new family of exponen-

tially convex functions which are called exponentially s–convex functions. We
attain the amazing examples and algebraic properties of this newly introduced

function. In addition, we find a novel version of Hermite-Hadamard type
inequality in the support of this newly introduced concept via the frame of

classical and fractional calculus (non-conformable and Riemann-Liouville inte-

grals operator). Furthermore, we investigate refinement of Hermite-Hadamard
type inequality by using exponentially s–convex functions via fractional inte-

gral operator. Finally, we elaborate some Ostrowski type inequalities in the

frame of fractional calculus. These new results yield us some generalizations
of the prior results.

1. Introduction

Convex functions are significant in the hypothesis of numerical inequalities, some
notable outcomes are immediate ramifications of these functions. The ideas of
different sorts of new convex functions are developed from the basic definition of a
convex function. The generalizations, extensions and refinements of these functions
are proved to be very beneficial in mathematical analysis, financial mathematics,
mathematical statistics, optimization theory, etc. For the attention of readers, see
the reference [1–4].
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In literature, the celebrated Hermite-Hadamard double Inequality [5] for convex
function on an interval of the real line, discovered by C. Hermite and J. Hadamard
individually, has been the hot topic for extensive research, which is stated as,

Let a function φ : A −→ R is a convex function on A in R and δ1, δ2 ∈ A with
δ1 < δ2, then

φ

(
δ1 + δ2

2

)
≤ 1

δ2 − δ1

∫ δ2

δ1

φ(x)dx ≤ φ(δ1) + φ(δ2)

2
. (1)

Let φ is a concave function, then this inequality 1 is reversed. The inequality 1 pro-
vides upper and lower bounds for the integral means of the convex function φ. The
inequality 1 has different kinds of forms with correspondence to different kinds of
convexities such as s–convex function, h–convex function, p–convex function, log–
convex function, exponential convex function, exponential type convex function,
MT–convex function, tgs–convex function, n–polynomial convex function, prein-
vex functions etc.
Recently, few researchers have been studying on the properties and applications of
exponential type convexity, for more information, we refer interested readers to go
through [6–9].
In the literature of inequalities the Hadamard inequality and Ostrowski type in-
equality appear in different forms for various convex functions. In [10] and [11] for
the first time, Hermite-Hadamard inequality and Ostrowski inequality was stud-
ied for Riemann-Liouville fractional integrals respectively and after it, researchers
started to get many versions of these for different kinds of fractional integral oper-
ators and functions.
In the literature, Ostroswki Inequality [12] is defined as follows:
Let φ : I ⊂ [0,∞) −→ R be a differentiable mapping on I◦, the interior of the
interval I, such that φ′ ∈ L[δ1, δ2], where δ1, δ2 ∈ I with δ1 < δ2. If |φ′(z)| ≤ M,
for all x ∈ [δ1, δ2], then the following inequality holds:∣∣∣∣∣φ (z)− 1

δ2 − δ1

∫ δ2

δ1

φ (x) dx

∣∣∣∣∣ ≤ M
(δ2 − δ1)

[
(z − δ1)

2
+ (δ2 − z)2

2

]
, (2)

which gives an upper bound for approximations of the integral average by φ(z) at
point z ∈ [δ1, δ2]
For some recent generalizations about this inequality please see [13], [14] and the
references therein. In [15], the authors have established some Ostrowski type in-
equalities for s-convex function in the second sense. In the recent past many gener-
alizations for Ostrowski type inequality have been performed via different directions
like on coordinates, on quantum calculus, on different fractional integral operators
like Riemann -Liouville, Katugampola, Caputo, Caputo Fabrizio, ψ- generalized
fractional operator, etc.
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2. Preliminaries

In this section, we recall some known concepts.

Definition 1. [16] Let φ : A → R be a real valued function. A function φ is said
to be convex, if

φ (λδ1 + (1− λ) δ2) ≤ λφ (δ1) + (1− λ)φ (δ2) , (3)

holds for all δ1, δ2 ∈ A and λ ∈ [0, 1].

Definition 2. [17] Let s ∈ (0, 1], then φ : [0,+∞) → R is known as s–convex in
the 2nd sense, if

φ (λδ1 + (1− λ) δ2) ≤ λsφ (δ1) + (1− λ)
s
φ (δ2) , (4)

holds ∀ δ1, δ2 ∈ [0,+∞) and λ ∈ [0, 1].

Dragomir et al. investigated and explored a novel version of Hadamard’s inequal-
ity in the mode of s–convex functions in the 2nd sense in the published article [18].
In the last few decades or so, fractional calculus can be seen gaining a lot of atten-
tion as the most researched subject of mathematics. Its importance is prominent
from the fact that many real-life problems are well interpreted and modeled using
the theory of fractional calculus. It is also seen that various branches of engineering
and applied science have been using the tools and techniques of fractional calcu-
lus. It is mainly due to the two mathematicians, L’Hospital and Leibnitz that
fractional calculus is so popular nowadays. After this many mathematicians devel-
oped different new types of fractional operators and worked upon them to generalize
inequalities like Hermite-Hadamard, Ostrowski, Opial, Jensen, Hermite-Hadamard-
mercer, Oslen type, etc. The authors examined and celebrated conformable and
non-conformable derivative in the published articles [19] and [20]. Both fractional
integral operators have a lot of meaningful and useful applications, see the refer-
ences [21–29].

Definition 3. Let φ : A ⊆ [0,∞) → R be a real valued function, then the non–
conformable derivative of φ is defined by

Nα
3
φ(x) = lim

ϵ→0

φ(λ+ ϵλα)− φ(λ)

ϵ
,

where α ∈ (0, 1) and λ ∈ A.

If ∃ Nα
3
φ(λ) and is finite, then φ is a α–differentiable at λ.

If φ at λ is a differentiable, then

Nα
3
φ(λ) = λαφ

′
(λ).

Definition 4. [30] For each φ ∈ L[δ1, δ2] and 0 < δ1 < δ2, we define

N3
Jα
uφ(x) =

∫ x

u

λ−αφ(λ)dλ,

for every x, u ∈ [δ1, δ2] and α ∈ R.
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Definition 5. [30] For each function φ ∈ L[δ1, δ2] and δ1 < δ2, we define the
fractional integrals

N3J
α
δ+1
φ(x) =

∫ x

δ1

(x− λ)
−α

φ(λ)dλ,

N3J
α
γ−
2
φ(x) =

∫ δ2

x

(λ− x)
−α

φ(λ)dλ,

for every x ∈ [γ1, γ2] and α ∈ R.

Remark 1. In the above definitions, if we put α = 0 then we get the classical

integrals which is represented by N3
Jα
δ+1
φ(x) = N3

Jα
δ−2
φ(x) =

∫ δ2
δ1
φ(λ)dλ.

It is remarkable that M.Z. Sarikaya et al.
(
see in [10]

)
proved the follow-

ing interesting inequalities of Hermite-Hadamard type involving Riemann-Liouville
fractional integrals.

Theorem 1. [10] Suppose φ : A = [δ1, δ2] → R is a positive mapping with δ2 > δ1
and φ ∈ L[δ1, δ2]. If φ is a convex function on [δ1, δ2], then the following inequalities
for fractional integrals holds:

φ

(
δ1 + δ2

2

)
≤ Γ (α+ 1)

2 (δ2 − δ1)
α

{
Jα
δ+1

φ (δ2) + Jα
δ−2

φ (δ1)

}
≤ φ (δ1) + φ (δ2)

2
,

with α > 0.

Definition 6. [10] Let φ ∈ L[δ1, δ2]. Then Riemann–Liouville fractional integrals
of order α > 0 with δ1 ≥ 0 are defined as follows:

Jα
δ+1
φ (z) =

1

Γ (α)

∫ z

δ1

(z − λ)
α−1

φ (λ) dλ, z > δ1

and

Jα
δ−2
φ (z) =

1

Γ (α)

∫ δ2

z

(λ− z)
α−1

φ (λ) dλ, z < δ2. (5)

where Γ(r) is the Gamma function defined by

Γ (r) =

∫ ∞

0

e−yyr−1dy.

Since a(a > 0) will stand for the parameter of the incomplete gamma function(
see [31]:8.2.1

)
γ (a, r) =

∫ r

0

e−yya−1dy.

For further details one may, see [32,33,35].
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We compose the paper in the following manner, In section 3, we will give the idea
of exponentially s–convex functions, examples, and its properties. In section 4, we
will give the generalizations of (H-H)–type inequality in the support of the newly
introduced idea. In section 5, we will investigate the new version of Hermite–
Hadamard type inequality and its refinements for exponentially s–convex function
via a fractional integral operator. In section 6, we will also obtain some Ostrowski
type inequalities for the exponentially s–convex function φ for fractional integral
inequalities. In section 7, a brief conclusion will be given as well.

3. Exponentially s–Convex Function and Its Properties

The main aim of this section is to define the new family of convex functions,
which are called exponentially s–convex functions. In the manner of this newly
introduced concept, we obtain some examples and algebraic properties.

Definition 7. Let s ∈ [ln 2.4, 1]. Then φ : A ⊂ R → R is known to be exponentially
s–convex function, if

φ (λδ1 + (1− λ) δ2) ≤
(
esλ − 1

)
φ (δ1) +

(
es(1−λ) − 1

)
φ (δ2) , (6)

holds ∀δ1, δ2 ∈ R and λ ∈ [0, 1].

Remark 2. In above Definition 7, if s = 1, then we get exponential type convexity
given by İşcan in [6].

Remark 3. The range of the exponentially s–convex functions for some fixed s ∈
[ln 2.4, 1] is [0,+∞).

Lemma 1. The following inequalities (esλ − 1) ≥ λs and (es(1−λ) − 1) ≥ (1− λ)s

are holds, if for all λ ∈ [0, 1] and for some fixed s ∈ [ln 2.4, 1]

Proof. The proof is evident. □

Proposition 1. Every nonnegative s–convex function is exponentially s–convex
function for s ∈ [ln 2.4, 1].

Proof. By using Lemma 1, for s ∈ [ln 2.4, 1], we have

φ (λδ1 + (1− λ) δ2) ≤ λsφ (δ1) + (1− λ)sφ (δ2)

≤
(
esλ − 1

)
φ (δ1) +

(
e(1−λ)s − 1

)
φ (δ2) .

□

Proposition 2. Every exponentially s–convex function for s ∈ [ln 2.4, 1] is an h–
convex function with h(λ) =

(
eλ − 1

)
Proof.

φ (λδ1 + (1− λ) δ2) ≤
(
eλ − 1

)
φ (δ1) +

(
e1−λ − 1

)
φ (δ2)

≤ h(λ)φ(δ1) + h(1− λ)φ(℘2).

□
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Example 1. Dragomir have investigated that in the published article [18], the non-
negative function φ(x) = xls, x > 0 is s–convex function for the all mention
conditions s ∈ (0, 1), where 1 ≤ l ≤ 1

s , . Then according to Proposition 2, it is also
exponentially s–convex function for some fixed s ∈ [ln 2.4, 1).

Example 2. φ(x) = q
m+qx

m
q +1 for m > 1, q ≥ 1 is a non-negative s-convex

function. Then according to Proposition 2, it is also exponentially s–convex function
for some fixed s ∈ [ln 2.4, 1).

Theorem 2. Let φ : [0, δ] → A be s–convex function for s ∈ [ln 2.4, 1] and ϕ :
A → R is non-decreasing and exponentially convex function. Then the function
ϕ ◦ φ : [0, δ] → R is exponentially s–convex function.

Proof. For all δ1, δ2 ∈ [0, δ] and λ ∈ [0, 1], and for s ∈ [ln 2.4, 1], we have

(ϕ ◦ φ) (λδ1 + (1− λ) δ2) = ϕ(φ (λδ1 + (1− λ) δ2)) ≤ ϕ(λsφ (δ1) + (1− λ)sφ (δ2))

≤
(
esλ − 1

)
(ϕ ◦ φ) (δ1) +

(
e(1−λ)s − 1

)
(ϕ ◦ φ) (δ2) .

□

Remark 4. If we choose s = 1 in above Theorem (2), then we get Theorem (2.2)
in [6].

4. New Generalizations of (H–H) Type Inequality Using
Exponentially s–Convex Functions

The aim of this section is to find the new generalization of Hermite–Hadamard
type inequality for the exponentially s–convex function for φ in the frame of simple
calculus and also we attain the novel version of Hermite–Hadamard type inequality
in the manner of newly introduced idea in the frame of fractional calculus by the
non-conformable integral operator.

Theorem 3. Suppose s ∈ [ln 2.4, 1], α ∈ (0, 1], δ2 > δ1 and φ : A = [δ1, δ2] → R is
exponentially s–convex function such that φ ∈ L[δ1, δ2]. Then one has

1

2
(
e

s
2 − 1

)φ(
δ1 + δ2

2

)
≤ 1

δ2 − δ1

∫ δ2

δ1

φ (u) du (7)

≤
(
es − s− 1

s

)[
φ (δ1) + φ (δ2)

]
.

Proof. Let z1, z2 ∈ A. Then it follows from the exponentially s–convex function for
φ on A that

φ

(
z1 + z2

2

)
≤

(
e

s
2 − 1

)
[φ (z1) + φ (z2)] (8)

Suppose

z1 = λδ2 + (1− λ) δ1 and z2 = λδ1 + (1− λ) δ2.
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Then (8) leads to

φ

(
δ1 + δ2

2

)
≤

(
e

s
2 − 1

)
[φ (λδ2 + (1− λ) δ1 ) + φ (λδ1 + (1− λ) δ2)] . (9)

Now integrating on both sides in the last inequality with respect to λ from 0 to 1,
we obtain

φ

(
δ1 + δ2

2

)
≤

(
e

s
2 − 1

) [∫ 1

0

φ (λδ2 + (1− λ) δ1 ) dλ+

∫ 1

0

φ (λδ1 + (1− λ) δ2) dλ

]
.

1

2
(
e

s
2 − 1

)φ(
δ1 + δ2

2

)
≤ 1

δ2 − δ1

∫ δ2

δ1

φ (u) du,

which gives the proof of first part of inequality of (7). Next, we show the second
part of inequality of (7). Let λ ∈ [0, 1]. Then from the fact that φ is exponentially
s–convex function, we obtain

φ (λδ2 + (1− λ) δ1 ) ≤
(
esλ − 1

)
φ (δ2) +

(
es(1−λ) − 1

)
φ (δ1) (10)

and

φ (λδ1 + (1− λ) δ2 ) ≤
(
esλ − 1

)
φ (δ1) +

(
es(1−λ) − 1

)
φ (δ2) . (11)

By adding the above inequalities, we obtain

φ (λδ2 + (1− λ) δ1 ) + φ (λδ1 + (1− λ) δ2 ) (12)

≤ [φ (δ1) + φ (δ2)]

{(
esλ − 1

)
+

(
es(1−λ) − 1

)}
.

Now integrating on both sides by above equation with respect to λ from 0 to 1,
then making the change of variable, we obtain

2
1

δ2 − δ1

∫ δ2

δ1

φ (u) du.

≤ [φ (δ1) + φ (δ2)]

∫ 1

0

{(
esλ − 1

)
+

(
es(1−λ) − 1

)}
dλ,

which leads to the conclusion that

≤ 2

(
es − s− 1

s

)
[φ (δ1) + φ (δ2)].

The proof is completed. □

Remark 5. If we choose s = 1, then Theorem 3 becomes to
[
Theorem 3.1, [6]

]
.

Theorem 4. Let φ : A = [δ1, δ2] → R be a positive function with 0 ≤ δ1 ≤ δ2 and
φ be a integrable function on closed interval set δ1 and δ2. If φ is exponentially
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s–convex function, then the following inequalities for fractional integral namely non-
conformable integral operator with α < 0 and s ∈ [ln 2.4, 1] holds:

1(
e

s
2 − 1

)φ(
δ1 + δ2

2

)
≤ 1− α

(δ2 − δ1)1−α

[
N3J

α
a+φ(x) +N3 J

α
b−φ(x)

]
(13)

≤ (1− α)[φ (δ1) + φ (δ2)]

∫ 1

0

λ−α

{(
esλ − 1

)
+
(
es(1−λ) − 1

)}
dλ.

Proof. Let σ1, σ2 ∈ A. Then it follows from the exponentially s–convex function
for φ on A that

φ

(
σ1 + σ2

2

)
≤

(
e

s
2 − 1

)
[φ (σ1) + φ (σ2)] . (14)

Suppose

σ1 = λδ2 + (1− λ) δ1 and σ2 = λδ1 + (1− λ) δ2.

Then (14) leads to

φ

(
δ1 + δ2

2

)
≤

(
e

s
2 − 1

)
[φ (λδ2 + (1− λ) δ1 ) + φ (λδ1 + (1− λ) δ2)] . (15)

Now integrating on both sides in the last inequality with respect to λ from 0 to 1
and multiply both sides by λ−α, we obtain

1

1− α
φ

(
δ1 + δ2

2

)
≤

(
e

s
2 − 1

) [ ∫ 1

0

λ−αφ (λδ2 + (1− λ) δ1) dλ

+

∫ 1

0

λ−αφ (λδ1 + (1− λ) δ2) dλ

]
,

1(
e

s
2 − 1

)φ(
δ1 + δ2

2

)
≤ 1− α

(δ2 − δ1)1−α

[
N3J

α
a+φ(x) +N3J

α
b−φ(x)

]
,

which gives the proof of first part of inequality of (13). Next, we show the second
part of inequality of (13). Let λ ∈ [0, 1]. Then from the fact that φ is exponentially
s–convex function, we obtain

φ (λδ2 + (1− λ) δ1 ) ≤
(
esλ − 1

)
φ (δ2) +

(
es(1−λ) − 1

)
φ (δ1) (16)

and

φ (λδ1 + (1− λ) δ2 ) ≤
(
esλ − 1

)
φ (δ1) +

(
es(1−λ) − 1

)
φ (δ2) . (17)

By adding the above inequalities, we obtain

φ (λδ2 + (1− λ) δ1 ) + φ (λδ1 + (1− λ) δ2 ) (18)

≤ [φ (δ1) + φ (δ2)]

{(
esλ − 1

)
+

(
es(1−λ) − 1

)}
.
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Now integrating on both sides by above equation with respect to λ from 0 to 1 and
multiply λ−α both sides, then making the change of variable, we obtain

1

(δ2 − δ1)1−α

[
N3J

α
a+φ(x) +N3 J

α
b−φ(x)

]
≤ [φ (δ1) + φ (δ2)]

∫ 1

0

λ−α

{(
esλ − 1

)
+

(
es(1−λ) − 1

)}
dλ,

which leads to the conclusion that

1− α

(δ2 − δ1)1−α

[
N3
Jα
a+φ(x) +N3

Jα
b−φ(x)

]
≤ (1− α)[φ (δ1) + φ (δ2)]

∫ 1

0

λ−α

{(
esλ − 1

)
+

(
es(1−λ) − 1

)}
dλ.

The proof is completed. □

Remark 6. (i) If we choose s = 1 and α = 0 then Theorem 3 becomes to
[
Theorem

3.1, [6]
]
.

(ii) If we choose α = 0 then Theorem 4, then we attain the Theorem 3.

5. Hermite–Hadamard Type Inequality and Its Refinements For
Exponentially s–Convex Function Via Fractional Integral

Operator

The main key of this section is to obtain the new sort of Hermite–Hadamard
inequality in the manner of new introduced concept in the frame of fractional cal-
culus namely Riemann-Liouville integral operator. Also we attain the refinement
of this inequality.

Theorem 5. Let φ : A = [δ1, δ2] → R be a positive function with 0 ≤ δ1 ≤ δ2
and φ be a integrable function on closed interval set δ1 and δ2. If φ is expo-
nentially s–convex function, then the following inequalities for fractional integral
namely Riemann-Liouville with α > 0 and s ∈ [ln 2.4, 1] holds:

1(
e

s
2 − 1

)φ(
δ1 + δ2

2

)
≤ Γ(α+ 1)

(δ2 − δ1)

[
Jα
δ+1
φ(δ2) + Jα

δ−2
φ(δ1)

]
(19)

≤ α[φ (δ1) + φ (δ2)]

∫ 1

0

λα−1

{(
esλ − 1

)
+

(
es(1−λ) − 1

)}
dλ.

Proof. Let σ1, σ2 ∈ A. Then it follows from the exponentially s–convex function
for φ on A that

φ

(
σ1 + σ2

2

)
≤

(
e

s
2 − 1

)
[φ (σ1) + φ (σ2)] (20)

Suppose σ1 = λδ2 + (1− λ) δ1 and σ2 = λδ1 + (1− λ) δ2.
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Then (20) leads to

φ

(
δ1 + δ2

2

)
≤

(
e

s
2 − 1

)
[φ (λδ2 + (1− λ) δ1 ) + φ (λδ1 + (1− λ) δ2)] . (21)

Now integrating on both sides in the last inequality with respect to λ from 0 to 1
and multiply both sides by λα−1, we obtain

1

α
φ

(
δ1 + δ2

2

)
≤

(
e

s
2 − 1

) [ ∫ 1

0

λα−1φ (λδ2 + (1− λ) δ1 ) dλ

+

∫ 1

0

λα−1φ (λδ1 + (1− λ) δ2) dλ

]
,

1

α
(
e

s
2 − 1

)φ(
δ1 + δ2

2

)
≤ Γ(α)

(δ2 − δ1)

[
Jα
δ+1
φ(δ2) + Jα

δ−2
φ(δ1)

]
,

1(
e

s
2 − 1

)φ(
δ1 + δ2

2

)
≤ Γ(α+ 1)

(δ2 − δ1)

[
Jα
δ+1
φ(δ2) + Jα

δ−2
φ(δ1)

]
,

which gives the proof of first part of inequality of (19).
Next, we show the second part of inequality of (19). Let λ ∈ [0, 1]. Then from the
fact that φ is exponentially s–convex function, we obtain

φ (λδ2 + (1− λ) δ1 ) ≤
(
esλ − 1

)
φ (δ2) +

(
es(1−λ) − 1

)
φ (δ1) (22)

and

φ (λδ1 + (1− λ) δ2 ) ≤
(
esλ − 1

)
φ (δ1) +

(
es(1−λ) − 1

)
φ (δ2) . (23)

By adding the above inequalities, we obtain

φ (λδ2 + (1− λ) δ1 ) + φ (λδ1 + (1− λ) δ2 ) (24)

≤ [φ (δ1) + φ (δ2)]

{(
esλ − 1

)
+

(
es(1−λ) − 1

)}
.

Now integrating on both sides by above equation with respect to λ from 0 to 1 and
multiply λα−1 both sides, then making the change of variable, we obtain

Γ(α)

(δ2 − δ1)

[
Jα
δ+1
φ(δ2) + Jα

δ−2
φ(δ1)

]
≤ [φ (δ1) + φ (δ2)]

∫ 1

0

λα−1

{(
esλ − 1

)
+
(
es(1−λ) − 1

)}
dλ,

which leads to the conclusion that

Γ(α+ 1)

(δ2 − δ1)

[
Jα
δ+1
φ(δ2) + Jα

δ−2
φ(δ1)

]
≤ α[φ (δ1) + φ (δ2)]

∫ 1

0

λα−1

{(
esλ − 1

)
+

(
es(1−λ) − 1

)}
dλ.

The proof is completed. □
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Remark 7. (i) If we choose s = 1 and α = 1 then Theorem 3 becomes to
[
Theorem

3.1, [6]
]
.

(ii) If we choose α = 1 then Theorem 5, then we attain the Theorem 3.

Next we find the refinement of Hermite–Hadamard type inequality using expo-
nentially s–convex function via fractional integral operator. In order to obtain the
following result, we need the following lemma.

Lemma 2. [34] Let φ : A −→ R be a differentiable mapping on A◦, where δ1, δ2 ∈
A◦ with 0 ≤ δ1 ≤ δ2. If φ′ ∈ L[δ1, δ2], then the following equality for fractional
integral holds

φ(δ1) + φ(δ2)

2
− Γ(α+ 1)

2(δ2 − δ1)α

[
Iα
δ+1
φ(δ2) + Iα

δ−2
φ(δ1)

]
=

(δ2 − δ1)

2

{∫ 1

0

[(1− λ)α − λα]φ′(λδ1 + (1− λ)δ2)dλ

}
.

Theorem 6. Let φ : A = [δ1, δ2] ⊂ [0,∞) −→ R be a differentiable mapping on
(δ1, δ2) with δ1 < δ2 such that φ′ ∈ L[δ1, δ2]. If |φ′|q is an exponentially s-convex
function on [δ1, δ2]for some fixed s ∈ [ln2.4, 1] and q ≥ 1. Then the following
fractional inequality holds true.∣∣∣φ(δ1)+φ(δ2)

2 − Γ(α+1)
2(δ2−δ1)α

[
Iα
δ+1
φ(δ2) + Iα

δ−2
φ(δ1)

]∣∣∣
≤ (δ2−δ1)

2

[
2

α+1

(
1− 1

2α

)] q−1
q

×
{
|φ′(δ1)|q

2(−2−α)[4+2α−3es−αes−2(2+α)(2+α−es)]
(1+α)(2+α) − |φ′(δ1)|q 2(−2−α)[−2(2+α)+(1+α)es]

(1+α)(2+α)

+ |φ′(δ2)|q
2(−2−α)[4+2α−es−αes+2(2+α)(−2−α+(1+α)es)]

(1+α)(2+α) − |φ′(δ2)|q 2(−2−α)[−2(2+α)+(3+α)es]
(1+α)(2+α)

+ |φ′(δ1)|q 1
4

(
2(−2+2−α)

1+α + (4−2−α)eα

2+α

)
− |φ′(δ1)|q 2(−2−α)[−2(2+α)+(3+α)es]

(1+α)(2+α)

+ |φ′(δ2)|q
2(−2−α)[4+2α−3es−αes−2(2+α)(2+α−es)]

(1+α)(2+α) − |φ′(δ2)|q 2(−2−α)[−2(2+α)+(1+α)es]
(1+α)(2+α)

} 1
q

.

Proof. Suppose that q = 1. From lemma (2) and using properties of modulus, we
have ∣∣∣∣φ(δ1) + φ(δ2)

2
− Γ(α+ 1)

2(δ2 − δ1)α

[
Iα
δ+1
φ(δ2) + Iα

δ−2
φ(δ1)

]∣∣∣∣
=

(δ2 − δ1)

2

{∫ 1

0

|(1− λ)α − λα| |φ′(λδ1 + (1− λ)δ2)|dλ
}

≤ (δ2 − δ1)

2

{∫ 1

0

|(1− λ)α − λα|
[
(esλ − 1)|φ′(δ1)|+ (es(1−λ) − 1)|φ′(δ2)|

]
dλ

}
≤ (δ2 − δ1)

2

{∫ 1/2

0

[(1− λ)α − λα]
[
(esλ − 1)|φ′(δ1)|+ (es(1−λ) − 1)|φ′(δ2)|

]
dλ
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+

∫ 1

1/2

[λα − (1− λ)α]
[
(esλ − 1)|φ′(δ1)|+ (es(1−λ) − 1)|φ′(δ2)|

]
dλ

}

=
(δ2 − δ1)

2

{
|φ′(δ1)|

∫ 1/2

0

(1− λ)α(esλ − 1)dλ− |φ′(δ1)|
∫ 1/2

0

λ
α

(esλ − 1)dλ

+ |φ′(δ2)|
∫ 1/2

0

(1− λ)α(es(1−λ) − 1)dλ− |φ′(δ2)|
∫ 1/2

0

λ
α

(es(1−λ) − 1)dλ

+|φ′(δ1)|
∫ 1

1/2

λα(esλ − 1)dλ− |φ′(δ1)|
∫ 1

1/2

(1− λ)
α

(esλ − 1)dλ

+ |φ′(δ2)|
∫ 1

1/2

λα(es(1−λ) − 1)dλ− |φ′(δ2)|
∫ 1

1/2

(1− λ)
α

(es(1−λ) − 1)dλ

}

=
(δ2 − δ1)

2

{
|φ′(δ1)|

2(−2−α)
[
4 + 2α− 3es − αes − 2(2+α)(2 + α− es)

]
(1 + α)(2 + α)

−|φ′(δ1)|
2(−2−α) [−2(2 + α) + (1 + α)es]

(1 + α)(2 + α)

+ |φ′(δ2)|
2(−2−α)

[
4 + 2α− es − αes + 2(2+α)(−2− α+ (1 + α)es)

]
(1 + α)(2 + α)

−|φ′(δ2)|
2(−2−α) [−2(2 + α) + (3 + α)es]

(1 + α)(2 + α)

+|φ′(δ1)|
1

4

(
2(−2 + 2−α)

1 + α
+

(4− 2−α)eα

2 + α

)
−|φ′(δ1)|

2(−2−α) [−2(2 + α) + (3 + α)es]

(1 + α)(2 + α)

+ |φ′(δ2)|
2(−2−α)

[
4 + 2α− 3es − αes − 2(2+α)(2 + α− es)

]
(1 + α)(2 + α)

−|φ′(δ2)|
2(−2−α) [−2(2 + α) + (1 + α)es]

(1 + α)(2 + α)
,

where,∫ 1/2

0

(1− λ)α(es(1−λ) − 1) dλ =
2(−2−α)

[
4 + 2α− es − αes + 2(2+α)(−2− α+ (1 + α)es)

]
(1 + α)(2 + α)∫ 1/2

0

λα(es(1−λ) − 1) dλ =
2(−2−α) [−2(2 + α) + (3 + α)es]

(1 + α)(2 + α)∫ 1/2

0

(1− λ)α(esλ − 1) dλ =
2(−2−α)

[
4 + 2α− 3es − αes − 2(2+α)(2 + α− es)

]
(1 + α)(2 + α)
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0

λα(esλ − 1) dλ =
2(−2−α) [−2(2 + α) + (1 + α)es]

(1 + α)(2 + α)∫ 1

1/2

(1− λ)α(esλ − 1) dλ =
2(−2−α) [−2(2 + α) + (3 + α)es]

(1 + α)(2 + α)∫ 1

1/2

λα(esλ − 1) dλ =
1

4

(
2(−2 + 2−α)

1 + α
+

(4− 2−α)eα

2 + α

)
∫ 1

1/2

(1− λ)α(es(1−λ) − 1) dλ =
2(−2−α) [−2(2 + α) + (1 + α)es]

(1 + α)(2 + α)∫ 1

1/2

λα(es(1−λ) − 1) dλ =
2(−2−α)

[
4 + 2α− 3es − αes − 2(2+α)(2 + α− es)

]
(1 + α)(2 + α)

.

This completes the proof of this case. Suppose now that q > 1, since |φ|q is an
exponential s-convex function, we have

|φ′(λδ1 + (1− λ)δ2)|q ≤ (esλ − 1)|φ(δ1)|q + (es(1−λ) − 1)|φ(δ2)|q

Now using Hölders Inequality for 1
p + 1

q = 1∣∣∣∣φ(δ1) + φ(δ2)

2
− Γ(α+ 1)

2(δ2 − δ1)α

[
Iα
δ+1
φ(δ2) + Iα

δ−2
φ(δ1)

]∣∣∣∣
≤ (δ2 − δ1)

2

{∫ 1

0

|(1− λ)α − λα| |φ′(λδ1 + (1− λ)δ2)|dλ
}

=
(δ2 − δ1)

2

{∫ 1

0

|(1− λ)α − λα|1−1/q |(1− λ)α − λα|1/q |φ′(λδ1 + (1− λ)δ2)|dλ
}

≤ (δ2 − δ1)

2


(∫ 1

0

|(1− λ)α − λα| dλ
) q−1

q
(∫ 1

0

|(1− λ)α − λα| |φ′(λδ1 + (1− λ)δ2)|qdλ
) 1

q


≤ (δ2 − δ1)

2

[
2

α+ 1

(
1− 1

2α

)] q−1
q

(∫ 1

0

|(1− λ)α − λα|
[
(esλ − 1)|φ(δ1)|q

+(es(1−λ) − 1)|φ(δ2)|q
]
dλ

1
q

=
(δ2 − δ1)

2

[
2

α+ 1

(
1− 1

2α

)] q−1
q

×

{
|φ′(δ1)|q

2(−2−α)
[
4 + 2α− 3es − αes − 2(2+α)(2 + α− es)

]
(1 + α)(2 + α)

−|φ′(δ1)|q
2(−2−α) [−2(2 + α) + (1 + α)es]

(1 + α)(2 + α)

+ |φ′(δ2)|q
2(−2−α)

[
4 + 2α− es − αes + 2(2+α)(−2− α+ (1 + α)es)

]
(1 + α)(2 + α)



546 B. KODAMASINGH, M. TARIQ, J. NASIR, S.K. SAHOO

−|φ′(δ2)|q
2(−2−α) [−2(2 + α) + (3 + α)es]

(1 + α)(2 + α)

+|φ′(δ1)|q
1

4

(
2(−2 + 2−α)

1 + α
+

(4− 2−α)eα

2 + α

)
−|φ′(δ1)|q

2(−2−α) [−2(2 + α) + (3 + α)es]

(1 + α)(2 + α)

+ |φ′(δ2)|q
2(−2−α)

[
4 + 2α− 3es − αes − 2(2+α)(2 + α− es)

]
(1 + α)(2 + α)

−|φ′(δ2)|q
2(−2−α) [−2(2 + α) + (1 + α)es]

(1 + α)(2 + α)

} 1
q

,

which completes the proof of the Theorem. □

6. Ostrowski Type Inequalities for Exponentially s–Convexity via
Fractional Integral

In this section, we established new Ostrowski type inequalities for exponentially
s–convexity via Riemann-Liouville fractional integral. A useful and interesting fea-
ture of our results is that they provide new estimates on these types of inequalities
for fractional integrals. In order to prove our results, we need the following iden-
tity.(see in [11,35]).

Lemma 3. Suppose a mapping φ : A ⊆ R → R is differentiable on Ao, where
δ1, δ2 ∈ A with δ1 < δ2. If φ

′ ∈ L[δ1, δ2], for all z ∈ [δ1, δ2] and α > 0, then the
following equality holds:(

(z − δ1)
α
+ (δ2 − z)

α

δ2 − δ1

)
φ (z)− Γ (α+ 1)

δ2 − δ1
{Jα

z− φ (δ1) + Jα
z+ φ (δ2)}

=
(z − δ1)

α+1

δ2 − δ1

∫ 1

0

λα φ′ (λz + (1− λ) δ1) dλ

− (δ2 − z)
α+1

δ2 − δ1

∫ 1

0

λα φ′ (λz + (1− λ) δ2) dλ, (25)

where Γ is the Euler gamma function.

Theorem 7. Suppose a mapping φ : A ⊆ R → R is differentiable on Ao, where
δ1, δ2 ∈ A with δ1 < δ2. If |φ′| is exponentially s–convex on [δ1, δ2] for some
s ∈ [ln 2.4, 1], φ′ ∈ L[δ1, δ2] and |φ′(z)| ≤ M, for all z ∈ [δ1, δ2], α > 0, then the
following inequality holds:∣∣∣∣ ( (z − δ1)

α
+ (δ2 − z)

α

δ2 − δ1

)
φ (z)− Γ (α+ 1)

δ2 − δ1
{Jα

z− φ (δ1) + Jα
z+ φ (δ2)}

∣∣∣∣
≤ M(

δ2 − δ1
)
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×
[
(z − δ1)

α+1

{(
γ (α+ 1,−s)− Γ (α+ 1)

(−s)α s
− 1

α+ 1

)
−
(
(γ (α+ 1, s)− Γ (α+ 1)) es

sα+1
+

1

α+ 1

)}
+ (δ2 − z)

α+1

{(
γ (α+ 1,−s)− Γ (α+ 1)

(−s)α s
− 1

α+ 1

)
−
(
(γ (α+ 1, s)− Γ (α+ 1)) es

sα+1
+

1

α+ 1

)}]
. (26)

Proof. From Lemma 3 and since |φ′| is exponentially s–convexity and |φ′(z)| ≤ M,
we have∣∣∣∣ ( (z − δ1)

α
+ (δ2 − z)

α

δ2 − δ1

)
φ (z)− Γ (α+ 1)

δ2 − δ1
{Jα

z− φ (δ1) + Jα
z+ φ (δ2)}

∣∣∣∣
≤ (z − δ1)

α+1

δ2 − δ1

∫ 1

0

λα |φ′ (λz + (1− λ) δ1)| dλ
(δ2 − z)

α+1

δ2 − δ1

∫ 1

0

λα |φ′ (λz + (1− λ) δ2)| dλ.

≤ (z − δ1)
α+1

δ2 − δ1

∫ 1

0

λα
{(

esλ − 1
)
|φ′ (z)|+

(
es(1−λ) − 1

)
|φ′ (δ1)|

}
dλ

+
(δ2 − z)

α+1

δ2 − δ1

∫ 1

0

λα
{(

esλ − 1
)
|φ′ (z)|+

(
es(1−λ) − 1

)
|φ′ (δ1)|

}
dλ

≤ (z − δ1)
α+1

δ2 − δ1

{
|φ′ (z)|

∫ 1

0

λα
(
esλ − 1

)
dλ+ |φ′ (δ1)|

∫ 1

0

λα
(
es(1−λ) − 1

)
dλ

}
+

(δ2 − z)
α+1

δ2 − δ1

{
|φ′ (z)|

∫ 1

0

λα
(
esλ − 1

)
dλ+ |φ′ (δ2)|

∫ 1

0

λα
(
es(1−λ) − 1

)
dλ

}
≤ M(

δ2 − δ1
) × (z − δ1)

α+1

{(
γ (α+ 1,−s)− Γ (α+ 1)

(−s)α s
− 1

α+ 1

)
−
(
(γ (α+ 1, s)− Γ (α+ 1)) es

sα+1
+

1

α+ 1

)}
+

M(
δ2 − δ1

) × (δ2 − z)
α+1

{(
γ (α+ 1,−s)− Γ (α+ 1)

(−s)α s
− 1

α+ 1

)
−
(
(γ (α+ 1, s)− Γ (α+ 1)) es

sα+1
+

1

α+ 1

)}
.

After simplification, we get(26). The proof is completed. □

Corollary 1. Under the similar consideration in Theorem 7, by choosing s = 1,
we obtain∣∣∣∣ ( (z − δ1)

α
+ (δ2 − z)

α

δ2 − δ1

)
φ (z)− Γ (α+ 1)

δ2 − δ1
{Jα

z− φ (δ1) + Jα
z+ φ (δ2)}

∣∣∣∣
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≤ M(
δ2 − δ1

)
×
[
(z − δ1)

α+1

{(
γ (α+ 1,−1)− Γ (α+ 1)

(−1)
α − 1

α+ 1

)
−
(
(γ (α+ 1, 1)− Γ (α+ 1)) e+

1

α+ 1

)}
+ (δ2 − z)

α+1

{(
γ (α+ 1,−1)− Γ (α+ 1)

(−1)
α − 1

α+ 1

)
−
(
(γ (α+ 1, 1)− Γ (α+ 1)) e+

1

α+ 1

)}]
.

Theorem 8. Suppose a mapping φ : A ⊆ R → R is differentiable on Ao, where
δ1, δ2 ∈ A with δ1 < δ2. If |φ′|q is exponentially s–convex on [δ1, δ2] for some
s ∈ [ln 2.4, 1], q > 1, q−1 = 1 − p−1, φ′ ∈ L[δ1, δ2] and |φ′(z)| ≤ M, for all
z ∈ [δ1, δ2], with α > 0, then the following inequality holds:

∣∣∣∣ ( (z − δ1)
α
+ (δ2 − z)

α

δ2 − δ1

)
φ (z)− Γ (α+ 1)

δ2 − δ1
{Jα

z− φ (δ1) + Jα
z+ φ (δ2)}

∣∣∣∣
≤ 2

1
q M

(δ2 − δ1)

(
1

αp+ 1

) 1
p

×
[
(z − δ1)

α+1

{(
es − s− 1

s

)} 1
q

+ (δ2 − z)
α+1

{(
es − s− 1

s

)} 1
q
]
. (27)

Proof. From Lemma 3 and famous Hölder’s inequality, we have∣∣∣∣ ( (z − δ1)
α
+ (δ2 − z)

α

δ2 − δ1

)
φ (z)− Γ (α+ 1)

δ2 − δ1
{Jα

z− φ (δ1) + Jα
z+ φ (δ2)}

∣∣∣∣
≤ (z − δ1)

α+1

δ2 − δ1

∫ 1

0

λα |φ′ (λz + (1− λ) δ1)| dλ

+
(δ2 − z)

α+1

δ2 − δ1

∫ 1

0

λα |φ′ (λz + (1− λ) δ2)| dλ

≤ (z − δ1)
α+1

δ2 − δ1

(∫ 1

0

λαpdλ

) 1
p
(∫ 1

0

|φ′ (λz + (1− λ) δ1)|
q
dλ

) 1
q

+
(δ2 − z)

α+1

δ2 − δ1

(∫ 1

0

λαpdλ

) 1
p
(∫ 1

0

|φ′ (λz + (1− λ) δ2)|
q
dλ

) 1
q

. (28)

Since |φ′|q is exponentially s–convexity and |φ′(z)| ≤ M, we obtain∫ 1

0

|φ′ (λz + (1− λ) δ1)|
q
dλ =

∫ 1

0

{(
esλ − 1

)
|φ′ (z)|q +

(
es(1−λ) − 1

)
|φ′ (δ1)|

q
}
dλ
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≤ Mq

(
es − s− 1

s

)
+Mq

(
es − s− 1

s

)
≤ 2Mq

(
es − s− 1

s

)
(29)

and∫ 1

0

|φ′ (λz + (1− λ) δ2)|
q
dλ =

∫ 1

0

{(
esλ − 1

)
|φ′ (z)|q +

(
es(1−λ) − 1

)
|φ′ (δ2)|

q
}
dλ

≤ Mq

(
es − s− 1

s

)
+Mq

(
es − s− 1

s

)
≤ 2Mq

(
es − s− 1

s

)
. (30)

By connecting (29) and (30) with (28), we get (27). The proof is completed. □

Corollary 2. Under the similar consideration in Theorem 8, by choosing s = 1,
we obtain∣∣∣∣ ( (z − δ1)

α
+ (δ2 − z)

α

δ2 − δ1

)
φ (z)− Γ (α+ 1)

δ2 − δ1
{Jα

z− φ (δ1) + Jα
z+ φ (δ2)}

∣∣∣∣
≤ 2

1
q M

(δ2 − δ1)

(
1

αp+ 1

) 1
p
[
(z − δ1)

α+1

{
(e− 2)

} 1
q

+ (δ2 − z)
α+1

{
(e− 2)

} 1
q
]
.

Theorem 9. Suppose a mapping φ : A ⊆ R → R is differentiable on Ao, where
δ1, δ2 ∈ A with δ1 < δ2. If |φ′|q is exponentially s–convex on [δ1, δ2] for some
s ∈ [ln 2.4, 1], q ≥ 1, q−1 = 1 − p−1, φ′ ∈ L[δ1, δ2] and |φ′(z)| ≤ M, for all
z ∈ [δ1, δ2], with α > 0, then the following inequality holds:

∣∣∣∣ ( (z − δ1)
α
+ (δ2 − z)

α

δ2 − δ1

)
φ (z)− Γ (α+ 1)

δ2 − δ1
{Jα

z− φ (δ1) + Jα
z+ φ (δ2)}

∣∣∣∣
≤ M

(δ2 − δ1)

(
1

α+ 1

)1− 1
q

×
[
(z − δ1)

α+1

{(
γ (α+ 1,−s)− Γ (α+ 1)

(−s)α s
− 1

α+ 1

)
−
(
(γ (α+ 1, s)− Γ (α+ 1)) s−α−1es − 1

α+ 1

)} 1
q

+ (δ2 − z)
α+1

{(
γ (α+ 1,−s)− Γ (α+ 1)

(−s)α s
− 1

α+ 1

)
−
(
(γ (α+ 1, s)− Γ (α+ 1)) s−α−1es − 1

α+ 1

)} 1
q
]
. (31)



550 B. KODAMASINGH, M. TARIQ, J. NASIR, S.K. SAHOO

Proof. From Lemma 3 and power mean inequality, we have∣∣∣∣ ( (z − δ1)
α
+ (δ2 − z)

α

δ2 − δ1

)
φ (z)− Γ (α+ 1)

δ2 − δ1
{Jα

z− φ (δ1) + Jα
z+ φ (δ2)}

∣∣∣∣
≤ (z − δ1)

α+1

δ2 − δ1

∫ 1

0

λα |φ′ (λz + (1− λ) δ1)| dλ

+
(δ2 − z)

α+1

δ2 − δ1

∫ 1

0

λα |φ′ (λz + (1− λ) δ2)| dλ

≤ (z − δ1)
α+1

δ2 − δ1

(∫ 1

0

λαdλ

)1− 1
q
(∫ 1

0

λα |φ′ (λz + (1− λ) δ1)|
q
dλ

) 1
q

+
(δ2 − z)

α+1

δ2 − δ1

(∫ 1

0

λαdλ

)1− 1
q
(∫ 1

0

λα |φ′ (λz + (1− λ) δ2)|
q
dλ

) 1
q

(32)

Since |φ′|q is exponentially s–convexity and |φ′(z)| ≤ M, we obtain∫ 1

0

λα |φ′ (λz + (1− λ) δ1)|
q
dλ

=

∫ 1

0

λα
{(

esλ − 1
)
|φ′ (z)|q +

(
es(1−λ) − 1

)
|φ′ (δ1)|

q
}
dλ

≤ Mq

{(
γ (α+ 1,−s)− Γ (α+ 1)

(−s)α s
− 1

α+ 1

)
−
(
(γ (α+ 1, s)− Γ (α+ 1)) s−α−1es − 1

α+ 1

)}
(33)

and ∫ 1

0

λα |φ′ (λz + (1− λ) δ2)|
q
dλ

=

∫ 1

0

λα
(
esλ − 1

)
|φ′ (z)|q +

(
es(1−λ) − 1

)
|φ′ (δ2)|

q
}
dλ

≤ Mq

{(
γ (α+ 1,−s)− Γ (α+ 1)

(−s)α s
− 1

α+ 1

)
−
(
(γ (α+ 1, s)− Γ (α+ 1)) s−α−1es − 1

α+ 1

)}
. (34)

By connecting (33) and (34) with (32), we get (31). The proof is completed. □

Corollary 3. Under the similar consideration in Theorem 9, by choosing s = 1,
we obtain∣∣∣∣ ( (z − δ1)

α
+ (δ2 − z)

α

δ2 − δ1

)
φ (z)− Γ (α+ 1)

δ2 − δ1
{Jα

z− φ (δ1) + Jα
z+ φ (δ2)}

∣∣∣∣
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≤ M
(δ2 − δ1)

(
1

α+ 1

)1− 1
q

×
[
(z − δ1)

α+1

{(
γ (α+ 1,−1)− Γ (α+ 1)

(−1)
α − 1

α+ 1

)
−
(
(γ (α+ 1, 1)− Γ (α+ 1)) e− 1

α+ 1

)} 1
q

+ (δ2 − z)
α+1

{(
γ (α+ 1,−1)− Γ (α+ 1)

(−1)
α − 1

α+ 1

)
−
(
(γ (α+ 1, 1)− Γ (α+ 1)) e− 1

α+ 1

)} 1
q
]
.

7. Conclusion

In this article, the authors showed the new class of exponentially s–convex functions,
derive several new versions of the Hermite-Hadamard inequality using the class of
exponentially s–convex functions in the frame of classical and fractional calculus.
We have obtained some refinement of Hermite–Hadamard inequality. Finally, we
have attained some Ostrowski type inequalities for exponentially s–convexity via
fractional integral. We hope the consequences and techniques of this article will
energize and inspire the researchers to explore a more interesting sequel in this area.
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Abstract. The upper triangular double band matrix U(a0, a1, a2; b0, b1, b2)

is defined on a Banach sequence space by

U(a0, a1, a2; b0, b1, b2) (xn) = (anxn + bnxn+1)
∞
n=0

where ax = ay , bx = by for x ≡ y(mod3). The class of the operator

U(a0, a1, a2; b0, b1, b2)

includes, in particular, the operator U (r, s) when ak = r and bk = s for all
k ∈ N, with r, s ∈ R and s ̸= 0. Also, it includes the upper difference operator;

ak = 1 and bk = −1 for all k ∈ N. In this paper, we completely determine the

spectrum, the fine spectrum, the approximate point spectrum, the defect spec-
trum, and the compression spectrum of the operator U(a0, a1, a2; b0, b1, b2)

over the sequence space c.

1. Introduction

Spectral theory is an important branch of mathematics. It also has many ap-
plications in physics. It is used, for example, to determine atomic energy levels in
quantum mechanics. The resolvent set, which is the complement of the spectrum
set of band matrices, can be used in such problems.

In this paper, we will calculate spectral decomposition of U(a0, a1, a2; b0, b1, b2)
matrix. U(a0, a1, a2; b0, b1, b2) matrix is studied in c0 sequence space by Durna and
Kılıç [9] therefore some result is omit becuse it is similar with [9].
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A : X → Y be a bounded linear operator where X and Y are two Banach spaces.
We will show the image set of A with set R (A) = {y ∈ Y : y = Ax, x ∈ X} . B(X)
is defined as in B : X → X all bounded, linear operators.

A : D (A) → X is a linear operator including D(A) ⊂ X, where D(A) show the
domain of A and X is a complex normed space. Let Aλ := λI − A for A ∈ B(X)
and λ ∈ C where I show the identity operator. A−1

λ is defined as the resolvent
operator of A.

The resolvent set of A consist from the set of complex numbers λ of A such that
A−1

λ exists, is continuous and, is defined on a set which is dense in X, signified by
ρ(A,X). The complement of ρ(A,X) i.e. σ(A,X) = C\ρ(A,X) is the spectrum of
A.

Spectrum σ(A,X) is the union of three sets which are disjoint, as follows: If A−1
λ

does not exist λ ∈ C belongs to the point spectrum. If A−1
λ is defined on a dense

subspace of X and is unbounded then λ ∈ C belongs to the continuous spectrum
σc(A,X) of A. If A−1

λ exists, but its domain of definition is not dense in X then

A−1
λ may be bounded or unbounded. In this case λ ∈ C belongs to the residual

spectrum σr(A,X).

σ(A,X) = σp(A,X) ∪ σc(A,X) ∪ σr(A,X) (1)

is obtained by from above definitons and these sets are two by two discrete between
them.

The all, bounded, convergent, null and bounded variation sequences are denoted
by w, ℓ∞, c, c0 and bv, respectively. Moreover the spaces of all p−absolutely
summable sequences and p−bounded variation sequences are denoted by ℓp, bvp,
respectively.

We notice that the dual space of c is norm isomorphic to the Banach space

ℓ1 =

{
x = (xk) ∈ w :

∞∑
k=1

|xk| < ∞

}
.

Many Authors studied the spectrum and fine spectrum of linear operators on
some sequence spaces. Some of the operators studied on the spectrum are as follows:
The q-Cesáro matrices with 0 < q < 1 on c0 was studied by Yıldırım [19] in 2020,
the difference operator over the sequence space bvp by Akhmedov and Başar [1]
in 2007 and forward difference operator on the Hahn space by Yeşilkayagil and
Kirişci [16] in 2016.

2. Fine Spectrum

The upper triangular double band matrix U(a0, a1, a2; b0, b1, b2) is defined on a
Banach sequence space by

U(a0, a1, a2; b0, b1, b2) (xn) = (anxn + bnxn+1)
∞
n=0



556 N. DURNA, R. KILIÇ

where ax = ay, bx = by for x ≡ y(mod3). The class of the operator U(a0, a1, a2; b0, b1, b2)
includes, in particular, the operator U (r, s) when ak = r and bk = s for all k ∈ N,
with r, s ∈ R and s ̸= 0. Also, it includes the upper difference operator; ak = 1
and bk = −1 for all k ∈ N. These operators have been studied in [14] and [11],
respectively. U(a0, a1, a2; b0, b1, b2) is an infinite matrix of form

U(a0, a1, a2; b0, b1, b2) =



a0 b0 0 0 0 0 0 · · ·
0 a1 b1 0 0 0 0 · · ·
0 0 a2 b2 0 0 0 · · ·
0 0 0 a0 b0 0 0 · · ·
0 0 0 0 a1 b1 0 · · ·
0 0 0 0 0 a2 b2 · · ·
...

...
...

...
...

...
...

. . .


(b0, b1 , b2 ̸= 0).

(2)
In this work, we will calculate spectral decomposition of above matrix.

Lemma 1 ( [3], p.6). The matrix B = (bnk) gives rise to a bounded linear operator
T ∈ (c; c) from c to itself if and only if
(i) the rows of B are in ℓ1 and their ℓ1 norm are bounded,
(ii) the colums of B are in c,
(iii) the squence of row sums of B is in c.

The operator norm of T is the supremum of the ℓ1 norms of the rows.

Corollary 1. U(a0, a1, a2; b0, b1, b2) : c → c is a bounded linear operator and the
norm is ∥U(a0, a1, a2; b0, b1, b2)∥ = max {|a0|+ |b0| , |a1|+ |b1| , |a2|+ |b2|} .

Notation 1. Throughout this study we will demonstrate as

M = {λ ∈ C : |λ− a0| |λ− a1| |λ− a2| ≤ |b0| |b1| |b2|} ,

∂M is the boundary of the set M and M̊ is interior of the set M .

Theorem 1. σp(U (a0, a1, a2; b0, b1, b2) , c) = M̊ .

Proof. Proof is similar to proof of [9, Theorem 1]. □

Lemma 2 ( [3], p.267). Let T : c → c be a bounded linear operator. If T ∗ : ℓ1 → ℓ1,
T ∗g = g ◦ T , g ∈ c∗ ∼= ℓ1, then T and T ∗ have matrix representations B = (bnk)
and B∗ respectively. In here

B∗ =


χ̄ v0 − χ̄ v1 − χ̄ v2 − χ̄ · · ·
u0 b00 − u0 b10 − u0 b20 − u0 · · ·
u1 b01 − u1 b11 − u1 b21 − u1 · · ·
u2 b02 − u2 b12 − u2 b22 − u2 · · ·
...

...
...

...
. . .
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where

un = lim
m→∞

bm,n , vn =

∞∑
m=0

bn,m

and
χ̄ = lim

n→∞
vn.

In this section, we will take an + bn = an+1 + bn+1 = s, herein ax = ay, bx = by,
x ≡ y (mod 3) .

From Lemma 2 the adjoint of U(a0, a1, a2; b0, b1, b2) : c → c is the matrix

U(a0, a1, a2; b0, b1, b2)
∗ =

(
s 0
0 U t

)
and U(a0, a1, a2; b0, b1, b2) ∈ B (ℓ1).

Lemma 3 (Goldberg [13, p.59]). T has a dense range ⇔ T ∗ is 1-1.

Lemma 4 (Goldberg [13, p.60]). T has a bounded inverse ⇔ T ∗ is onto.

Theorem 2. σp(U (a0, a1, a2; b0, b1, b2)
∗
, c∗=̃ℓ1) = {s}.

Proof. Let η be an eigenvalue of the operator U (a0, a1, a2; b0, b1, b2)
∗
. Then there

exists u ̸= θ = (0, 0, 0, ...) in ℓ1 such that U (a0, a1, a2; b0, b1, b2)
∗
u = ηu.

Then, we obtain
su0 = ηu0 (3)

a0u1 = ηu1 (4)

b0u1 + a1u2 = ηu2 (5)

b1u2 + a2u3 = ηu3 (6)

b2u3 + a0u4 = ηu4 (7)

...

Then we have if η = s, then from (3) u0 ∈ C , from (4) and etc. u1 = u2 =
u3 = · · · = un = · · · = 0. If η ̸= s, then from (3) u0 = 0, from (4) η = a0. Therefore
from (7) u3 = 0, from (6) u2 = 0, from (5) u1 = 0 and etc. So u0 = u1 = u2 = · · · =
un = · · · = 0. Hereby, σp(U (a0, a1, a2; b0, b1, b2)

∗
, c∗=̃ℓ1) = {s}. □

Theorem 3. σr(U (a0, a1, a2; b0, b1, b2) , c) = {s}.

Proof. Owing to σr(A, c) = σp(A
∗, c∗=̃ℓ1)\σp(A, c), required result is given by

Theorems 1 and 2 □

Lemma 5.
∞∑

n=1

(
3n+t∑
k=0

akbnk

)
=

∞∑
k=1

a3k+t

( ∞∑
n=k

bn,3k+t

)
, t = 0, 1, 2

herein (ak) and (bnk) are real numbers.
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Proof.

∞∑
n=1

(
3n+t∑
k=0

akbnk

)

=

3+t∑
k=0

akb1k +

6+t∑
k=0

akb2k +

9+t∑
k=0

akb3k + · · ·+
3n+t∑
k=0

akbnk + · · ·

= a0b10 + a1b11 + a2b12 + a3b13 + a4b14 + a5b15

+a0b20 + a1b21 + a2b22 + a3b23 + a4b24 + a5b25 + a6b26 + a7b27 + a8b28

+a0b30 + a1b31 + a2b32 + a3b33 + a4b34 + a5b35 + a6b36 + a7b37 + a8b38

+a9b39 + a10b3,10 + a11b3,11

+ . . .

+a0bn0 + a1bn1 + · · ·+ a3n+2bn,3n+2

+ · · ·

= a0

∞∑
n=1

bn0 + a1

∞∑
n=1

bn1 + a2

∞∑
n=1

bn2 + a3+t

∞∑
n=1

bn,3+t + a6+t

∞∑
n=2

bn,6+t

+ · · ·+ a3k+t

∞∑
n=k

bn,3k+t

=

∞∑
k=0

a3k+t

( ∞∑
n=k

bn,3k+t

)
□

Theorem 4.

σc(U (a0, a1, a2; b0, b1, b2) , c) = ∂M\ {s} and σ(U (a0, a1, a2; b0, b1, b2) , c) = M.

Proof. Let v = (vn) ∈ ℓ1 be such that (U (a0, a1, a2; b0, b1, b2)−λI)∗u = v for some
u = (un). Then we get following system of linear equations:

(s− λ)u0 = v0

(a0 − λ)u1 = v1

b0u1 + (a1 − λ)u2 = v2
...

(s− λ)u0 = v0
(a0 − λ)u1 = v1

b2u3n + (a0 − λ)u3n+1 = v3n+1

b0u3n+1 + (a1 − λ)u3n+2 = v3n+2

b1u3n+2 + (a2 − λ)u3n+3 = v3n+3

...

, n ≥ 0
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Solving above equations, we have

u0 =
1

s− λ
v0

u3n+t =
1

at+2 − λ

[
3n+t∑
k=1

(−1)3n+t−kvk

3n+t−k−1∏
v=0

b3n+t+1−ν

a3n+t+1−ν − λ

]
, t = 0, 1, 2; n = 1, 2, . . .

Herein ax = ay, bx = by for x ≡ y(mod3) and we accept that
−1∏
v=0

b3n+t+1−ν

a3n+t+1−ν − λ
= 1.

Therefore we get

∞∑
n=0

|un| = |u0|+ |u1|+ |u2|+ |u3|+ · · ·

= |u0|+ |u1|+ |u2|+
∞∑

n=1

|u3n+t|

= |u0|+ |u1|+ |u2|

+

∞∑
n=1

∣∣∣∣∣ 1

at+2 − λ

[
3n+t∑
k=1

(−1)3n+t−kvk

3n+t−k−1∏
ν=0

b3n+t+1−ν

a3n+t+1−ν − λ

]∣∣∣∣∣
≤

∣∣∣∣ 1

s− λ
v0

∣∣∣∣+ ∣∣∣∣ 1

a0 − λ
v1

∣∣∣∣+ ∣∣∣∣ 1

a1 − λ
v2 −

b0
(a0 − λ) (a1 − λ)

v1

∣∣∣∣
+

1

|at+2 − λ|

∞∑
n=1

[
3n+t∑
k=1

|vk|
3n+t−k−1∏

ν=0

∣∣∣∣ b3n+t+1−ν

a3n+t+1−ν − λ

∣∣∣∣
]

Thus the inequality is gotten;∣∣∣∣∣
∞∑

n=0

un

∣∣∣∣∣ ≤ G+
2

max
m=0

1

|am − λ|

∞∑
n=1

[
3n+t∑
k=1

|vk|
3n+t−k−1∏

ν=0

∣∣∣∣ b3n+t+1−ν

a3n+t+1−ν − λ

∣∣∣∣
]

(8)

where

G =

∣∣∣∣ 1

s− λ
v0

∣∣∣∣+ ∣∣∣∣ 1

a0 − λ
v1

∣∣∣∣+ ∣∣∣∣ 1

a1 − λ
v2 −

b0
(a0 − λ) (a1 − λ)

v1

∣∣∣∣
Now, we consider the sum

∞∑
n=1

[
3n+t∑
k=1

|vk|
3n+t−k−1∏

ν=0

∣∣∣∣ b3n+t+1−ν

a3n+t+1−ν − λ

∣∣∣∣] . In Lemma 5

if we take ak = |vk| and bnk =
3n+t−k−1∏

ν=0

∣∣∣∣ b3n+t+1−ν

a3n+t+1−ν − λ

∣∣∣∣ then we have

∞∑
n=1

[
3n+t∑
k=1

|vk|
3n+t−k−1∏

ν=0

∣∣∣∣ b3n+t+1−ν

a3n+t+1−ν − λ

∣∣∣∣
]
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=

∞∑
k=1

|v3k+t|

 ∞∑
n=k

3n+t−(3k+t)−1∏
ν=0

∣∣∣∣ b3n+t+1−ν

a3n+t+1−ν − λ

∣∣∣∣


=

∞∑
k=1

|v3k+t|

[ ∞∑
n=k

3n−3k−1∏
ν=0

∣∣∣∣ b3n+t+1−ν

a3n+t+1−ν − λ

∣∣∣∣
]
.

Also since
3n−3k−1∏

ν=0

∣∣∣∣ b3n+t+1−ν

a3n+t+1−ν − λ

∣∣∣∣ = |d|n−k
, t = 0, 1, 2 setting

d =
b2b1b0

(a2 − λ) (a1 − λ) (a0 − λ)
while |d| < 1, the last equation turns into the sum

∞∑
k=0

|v3k+t|

[ ∞∑
n=k

3n−3k−1∏
ν=0

∣∣∣∣ b3n+t+1−ν

a3n+t+1−ν − λ

∣∣∣∣
]

=

∞∑
k=0

|v3k+t|

[ ∞∑
n=k

|d|n−k

]

=

∞∑
k=0

|v3k+t|
(

1

1− |d|

)
1

1− |d|
∥v∥ℓ1 .

Then since |d| < 1 we get∣∣∣∣∣
∞∑

n=0

un

∣∣∣∣∣ ≤ G+
2

max
m=0

1

|am − λ|
1

1− |d|
∥v∥ℓ1 .

So, we have v = (vn) ∈ ℓ1, u = (un) ∈ ℓ1 if |d| =
∣∣∣∣ b2b1b0
(a2 − λ)(a1 − λ)(a0 − λ)

∣∣∣∣ < 1.

Consequently, if for λ ∈ C, |a2 − λ| |a1 − λ| |a0 − λ| > |b2| |b1| |b0|, then (un) ∈ ℓ1.
Thus, the operator (U (a0, a1, a2; b0, b1, b2)−λI)∗ is onto if |λ− a0| |λ− a1| |λ− a2| >
|b0| |b1| |b2|. Then by Lemma 4, U (a0, a1, a2; b0, b1, b2)− λI has a bounded inverse
if |λ− a0| |λ− a1| |λ− a2| > |b0| |b1| |b2|. Therefore,
σc(U (a0, a1, a2; b0, b1, b2) , c) ⊆ {λ ∈ C : |λ− a0| |λ− a1| |λ− a2| ≤ |b0| |b1| |b2|} .

Owing to σ(A, c) is the disjoint union of σp(A, c), σr(A, c) and σc(A, c), thence

σ(U (a0, a1, a2; b0, b1, b2) , c) ⊆ {λ ∈ C : |λ− a0| |λ− a1| |λ− a2| ≤ |b0| |b1| |b2|} .
By Theorem 1, we get

{λ ∈ C : |λ− a0| |λ− a1| |λ− a2| < |b0| |b1| |b2|} = σp (U (a0, a1, a2; b0, b1, b2) , c)

⊂ σ(U (a0, a1, a2; b0, b1, b2) , c).

Since, σ(A, c) is closed

{λ ∈ C : |λ− a0| |λ− a1| |λ− a2| < |b0| |b1| |b2|} ⊂ σ(U (a0, a1, a2; b0, b1, b2) , c)

= σ(U (a0, a1, a2; b0, b1, b2) , c),
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and hence {λ ∈ C : |λ− a0| |λ− a1| |λ− a2| ≤ |b0| |b1| |b2|} ⊂ σ(U (a0, a1, a2; b0, b1, b2) , c).

Therefore, σ(U (a0, a1, a2; b0, b1, b2) , c) = M and so σc(U (a0, a1, a2; b0, b1, b2) , c) =

M\
(
M̊ ∪ {s}

)
= ∂M\ {s} . □

3. Subdivision of the Spectrum

Subdivision of the spectrum; consists of three subsets of the spectrum that need
not be discrete as follows:

The sequence (xn) ∈ X that satisfy the conditions of ∥xn∥ = 1 and ∥Axn∥ → 0
as n → ∞ is called a Weyl sequence for A.

The set

σap(A,X) := {λ ∈ C : there exists a Weyl sequence for λI −A} (9)

show the approximate point spectrum of A. The set

σδ(A,X) := {λ ∈ σ(A,X) : λI −A is not surjective} (10)

show defect spectrum of A. Finally, the set

σco(A,X) = {λ ∈ C : R(λI −A) ̸= X} (11)

show compression spectrum in the literature.
The below Proposition is extremely important for obtaining the subdivision of

the spectrum of U (a0, a1, a2; b0, b1, b2) in c.

Proposition 1 ( [2], Proposition 1.3). The spectrum and subspectrum of an oper-
ator A ∈ B(X) and its adjoint A∗ ∈ B(X∗) are related by the following relations:
(a) σ(A∗, X∗) = σ(A,X), (b) σc(A

∗, X∗) ⊆ σap(A,X),
(c) σap(A

∗, X∗) = σδ(A,X), (d) σδ(A
∗, X∗) = σap(A,X),

(e) σp(A
∗, X∗) = σco(A,X), (f) σco(A

∗, X∗) ⊇ σp(A,X),
(g) σ(A,X) = σap(A,X) ∪ σp(A

∗, X∗) = σp(A,X) ∪ σap(A
∗, X∗).

Goldberg’s Classification of Spectrum
If A ∈ B(X), then there are three cases for R(A):

(I) R(A) = X, (II) R(A) = X, but R(A) ̸= X, (III) R(A) ̸= X
and three cases for A−1:

(1) A−1 exists and bounded, (2) A−1 exists but boundless, (3) A−1 does not
exist.

If these cases are combined in all possible ways, nine different states are created.
These are labelled by: I1, I2, I3, II1, II2, II3, III1, III2, III3 (see [13]).

σ(A,X) can be divided into subdivisions I2σ(A,X) = ∅, I3σ(A,X), II2σ(A,X),
II3σ(A,X), III1σ(A,X), III2σ(A,X), III3σ(A,X). For example, if T = λI − A
is in a given state, III2 (say), then we write λ ∈ III2σ(A,X).

By the definitions given above and introduction, we can write following Table 1.
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Table 1. Subdivisions of the spectrum of a linear operator

1 2 3

A−1
λ exists A−1

λ exists A−1
λ

and is bounded and is unbounded does not exists

λ ∈ σp(A,X)
I R(λI −A) = X λ ∈ ρ(A,X) – λ ∈ σap(A,X)

λ ∈ σc(A,X) λ ∈ σp(A,X)

II R(λI −A) = X λ ∈ ρ(A,X) λ ∈ σap(A,X) λ ∈ σap(A,X)
λ ∈ σδ(A,X) λ ∈ σδ(A,X)

λ ∈ σr(A,X) λ ∈ σr(A,X) λ ∈ σp(A,X)

III R(λI −A) ̸= X λ ∈ σδ(A,X) λ ∈ σap(A,X) λ ∈ σap(A,X)
λ ∈ σδ(A,X) λ ∈ σδ(A,X)

λ ∈ σco(A,X) λ ∈ σco(A,X) λ ∈ σco(A,X)

The articles mentioned in the Section 2, are related to the discretization of the
spectrum defined by Goldberg. However, subdivision of the spectrum was examined
on certain sequence space in [4], [6], [7]. Moreover, the spectrum and fine spectrum
was calculated in [5], [8], [10] , [12], [15], [17], [18].

Theorem 5. If |λ− a0| |λ− a1| |λ− a2| < |b0| |b1| |b2|, then
λ ∈ I3σ(U (a0, a1, a2; b0, b1, b2) , c).

Proof. Proof is similar to proof of [9, Theorem 5]. □

Corollary 2. III1σ(U(a0, a1, a2; b0, b1, b2), c) = ∅, III2σ(U(a0, a1, a2; b0, b1, b2), c) =
{s} .

Proof. If |λ− a0| |λ− a1| |λ− a2| > |b0| |b1| |b2| then the operator U (a0, a1, a2; b0, b1, b2)−
λI has a bounded inverse from proof of Theorem 3 and λ = s does not satisfy the
inequality |λ− a0| |λ− a1| |λ− a2| > |b0| |b1| |b2|. Owing to

σr(U(a0, a1, a2; b0, b1, b2), c) = III1σ(U(a0, a1, a2; b0, b1, b2), c)

∪III2σ(U(a0, a1, a2; b0, b1, b2), c)

from Table 1, we obtain III1σ(U(a0, a1, a2; b0, b1, b2), c) = ∅,
III2σ(U(a0, a1, a2; b0, b1, b2), c) = {s} . □

Corollary 3. II3σ(U(a0, a1, a2; b0, b1, b2), c) = III3σ(U(a0, a1, a2; b0, b1, b2), c) =
∅.

Proof. Since
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σp(U(a0, a1, a2; b0, b1, b2), c) = I3σ(U(a0, a1, a2; b0, b1, b2), c)

∪II3σ(U(a0, a1, a2; b0, b1, b2), c)

∪III3σ (U(a0, a1, a2; b0, b1, b2), c)

in Table 1, σp(U(a0, a1, a2; b0, b1, b2), c) = I3σ(U(a0, a1, a2; b0, b1, b2), c) from The-
orem 1 and Theorem 5. Thus
II3σ(U(a0, a1, a2; b0, b1, b2), c) = III3σ(U(a0, a1, a2; b0, b1, b2), c) = ∅. □

Theorem 6. (a) σδ(U(a0, a1, a2; b0, b1, b2), c) = ∂M ,
(b) σap(U(a0, a1, a2; b0, b1, b2), c) = M ,
(c) σco(U(a0, a1, a2; b0, b1, b2), c) = {s}.

Proof. (a) From Table 1, we obtain

σδ(U(a0, a1, a2; b0, b1, b2), c) = σ (U(a0, a1, a2; b0, b1, b2), c)\I3σ(U(a0, a1, a2; b0, b1, b2), c) .

So using Theorem 4 and 5 with an + bn = an+1 + bn+1 = S, the required result
is gotten.

(b) From Table 1, we obtain

σap(U(a0, a1, a2; b0, b1, b2), c) = σ((U(a0, a1, a2; b0, b1, b2), c)\III1σ(U(a0, a1, a2; b0, b1, b2), c).

And so σap(U(a0, a1, a2; b0, b1, b2), c) = M from Corollary 2.
(c) By Proposition 1 (e), we obtain

σp(U(a0, a1, a2; b0, b1, b2)
∗, c∗) = σco(U(a0, a1, a2; b0, b1, b2), c).

Using Theorem 2 with an + bn = an+1 + bn+1, the required result is gotten. □

Corollary 4. (a) σap(U(a0, a1, a2; b0, b1, b2)
∗, c∗ ∼= ℓ1) = ∂M,

(b) σδ(U(a0, a1, a2; b0, b1, b2)
∗, c∗ ∼= ℓ1) = M .

Proof. By Proposition 1 (c) and (d), we obtain

σap(U(a0, a1, a2; b0, b1, b2)
∗, c∗ ∼= ℓ1) = σδ(U(a0, a1, a2; b0, b1, b2), c)

and

σδ(U(a0, a1, a2; b0, b1, b2)
∗, c∗ ∼= ℓ1) = σap(U(a0, a1, a2; b0, b1, b2), c).

from Theorem 6 (a) and (b) with an + bn = an+1 + bn+1 = S, the required results
are gotten. □
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4. Results

We can generalize our operator

U(a0, a1, . . . , an−1; b0, b1, . . . , bn−1) =



a0 b0 0 0 0 0 0 · · ·
0 a1 b1 0 0 0 0 · · ·

0 0
. . .

. . . 0 0 0 · · ·
0 0 0 an−1 bn−1 0 0 · · ·
0 0 0 0 a0 b0 0 · · ·
0 0 0 0 0 a1 b1 · · ·
...

...
...

...
...

...
...

. . .


where b0, b1, . . . , bn−1 ̸= 0.

In parallel with our study, the following results are valid for the n-entry upper
triangular double band matrix above.

Theorem 7. The following results are valid, where T =

{
λ ∈ C :

n−1∏
k=0

∣∣∣∣λ− ak
bk

∣∣∣∣ ≤ 1

}
,

T̊ be the interior of the set T and ∂T be the boundary of the set T and for
an + bn = an+1 + bn+1 = t

(1) σp(U(a0, a1, . . . , an−1; b0, b1, . . . , bn−1), c) = T̊ ,
(2) σp(U(a0, a1, . . . , an−1; b0, b1, . . . , bn−1)

∗, c∗ ∼= ℓ1) = {t} ,
(3) σr(U(a0, a1, . . . , an−1; b0, b1, . . . , bn−1), c) = {t} ,
(4) σc(U(a0, a1, . . . , an−1; b0, b1, . . . , bn−1), c) = ∂T\ {t} ,
(5) σ(U(a0, a1, . . . , an−1; b0, b1, . . . , bn−1), c) = T.
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A FRACTIONAL ORDER MODEL OF HEPATITIS B

TRANSMISSION UNDER THE EFFECT OF VACCINATION
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Abstract. In this paper we present a fractional order mathematical model to

explain the spread of Hepatitis B Virus (HBV) in a non-constant population.
The model we propose includes both vertical and horizontal transmission of

the infection and also vaccination at birth and vaccination of the susceptible

class. We also use a frequency dependent transmission rate in the model. We
give results on existence of equilibrium points of the model and analyze the

stability of the disease-free equilibrium. Finally, numerical simulations of the
model are presented.

1. Introduction

Hepatitis B is a serious liver infection caused by Hepatitis B Virus (HBV). Ac-
cording to World Health Organization (WHO), an estimated 296 million people
are living with HBV infection and in 2019 almost 820000 people died due to HBV
related liver diseases [33]. However, immunization of newborns and susceptible in-
dividuals is a very effective strategy to control the transmission of the disease [34].

There are basically two different transmission types for HBV. When blood, semen
or another body fluid from a person infected with HBV enters to the body of a non-
infected person, horizontal transmission occurs. The virus can also be vertically
transmitted [33]. Vertical transmission is the transmission of the virus from an
infected mother to the baby at birth. Most of the infected individuals recover
from the disease and gain immunity, however some develop chronic HBV infection.
Chronic HBV infection can lead some life-threatening diseases like cirrhosis and
liver cancer. The incubation period for HBV is an average of 120 days [21]. Once
an individual is diagnosed with HBV, the infection is considered as acute infection
for 6 months but if the infection lasts more than 6 months, it is considered as
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chronic infection [21]. For adults, recovery rate from acute infection with immunity
is 95% while for infants and children, this rate is dramatically low [7].

In early 1980’s a general dynamical model considering immunization, composed
of partial differential equations is proposed and the idea of suitability of the given
model for HBV transmission was put forward for the first time [1]. In 1994, the first
differential equation model specifically for transmission of HBV infection including
vaccination is proposed [16]. Since then, many researchers studied on models with
vaccination (See [12]).

Medley et al. introduced a compartment epidemic model for HBV infection with
immunization of children born to carrier mothers and newborn babies [22]. In this
study population in the absence of disease is assumed to be constant. Zou et al.
modified the model given in [22] considering the lifelong immunity gained after
recovery and waning vaccine-induced immunity in a non-constant population by
assuming only horizontal transmission of the disease [35]. In both of these models,
transmission rate is assumed to be density dependent and also transmission occurs
only through carriers ans acute infectious individual. However, HBV may transmit
during its incubation period [33].

In recent years many mathematicians studied on fractional order epidemic mod-
els ( [3], [17], [18]). Ullah et al. introduced a fractional order epidemic model for
HBV transmission with density dependent transmission rate using Caputo-Fabrizio
derivative in which only the immunization of children born to carrier mothers is con-
sidered [29]. Farman et al. analyzed an epidemic model for HBV infection consists
of differential equations in Caputo sense. In this model, the population is assumed
to be constant in the absence of the disease [6]. In this study we propose a more
general model using fractional differential equations of Caputo sense considering
newborn vaccination and also vaccination of susceptible individuals regardless of
age. The reason for using fractional differential equations is to reflect the memory
effect in the spread of the disease to the mathematical model ( [4], [23]). In this
model we consider both horizontal and vertical transmission of the disease. HBV
infection is a long term infection so, ignoring the demographic structure of the
population is not realistic. In the model we propose, we also consider the demo-
graphic properties of the population. Transmission rates used in epidemic models
can be classified in two major forms: density dependent transmission rate and fre-
quency dependent transmission rate [9]. Density dependent transmission rate is
commonly assumed for smaller populations and specifically in modeling airborne
transmitted diseases, nevertheless frequency dependent transmission rate is com-
monly assumed for large, heterogeneous populations and in modeling vector-borne
or sexually transmitted diseases ( [9], [8]). In all of the above mentioned models,
transmission rates are assumed to be density dependent, however we assume fre-
quency dependent transmission rate. We first introduce the model then analyze
the equilibrium points of the model and finally we give the numerical simulations
for the constructed model.
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Figure 1. The schematic diagram of the proposed model.

2. Model Derivation

Definitions of fractional order integral and fractional order derivative in Caputo
sense [19] are presented in the Appendix. Due to its nature, Caputo fractional
derivative is widely used in mathematical modeling of real life problems. We also
use Caputo derivative in our model. The main reason for using fractional derivative
rather than the integer order derivative is the memory effect that is considered in
the fractional order differential equations. Like most of the biological dynamics,
dynamics of the transmission of epidemic diseases have a short memory effect [23].

The schematic diagram of the proposed epidemic model to explain the spread
of HBV infection is given in Figure 1. The total population, N(t), is partitioned
into five classes namely susceptible, exposed, acute infectious, chronic infectious
and recovered classes denoted by S (t) , E (t) , I1 (t) , I2 (t) and R (t), respectively.
The individuals in susceptible class are healthy individuals who are candidates
for contracting the disease. The individuals in E (t) class are infected individuals
for whom the virus is in its incubation period. In the model there are two more
infectious classes. After the symptoms are seen in an infectious individual, he/she
is assumed to pass to the acute infectious class. If an acute infectious person cannot
recover from the disease in a specific time interval which depends on the structure of
the disease, he/she is assumed to be chronic infectious. Acute and chronic infectious
compartments are denoted with I1 (t) and I2 (t), respectively. d is the natural death
rate of the population and θ is the death rate related to the fatal diseases caused by
the infection. Particularly for HBV infection, secondary fatal liver related diseases
arise for the chronic infectious individuals that enhances the death rate. We assume
that vaccination rate at birth is µ and the rate of vaccination of susceptible class
is ξ. Also vaccinated individuals gain immunity and pass to the recovered class.
Since, HBV is a virus that can be vertically transmitted which means an infected
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Table 1. Variables and parameters used in the model.

S(t) : Number of susceptible individuals at time t
E(t) : Number of exposed individuals at time t
I1 (t) : Number of acute infectious individuals at time t
I2 (t) : Number of chronic infectious individuals at time t
R (t) : Number of recovered individuals with immunity at time t
µ : Immunization rate by vaccination at birth

Λ : Number of recruits per unit time

d : Natural death rate

p : Probability of having an exposed baby for exposed and infectious classes

r : Transmission coefficient (both exposed and infectious individuals can transmit the disease)

ξ : Immunization rate of susceptible class

q1: Recovery rate from acute HBV infection

q2: Rate of developing chronic disease after acute Hepatitis B infection.

θ : Disease related death rate

β : The rate at which exposed individuals pass to acute infectious class

individual (we only consider the vertical transmission from mother) may transmit
the disease to its babies before birth, the parameter p is defined as the probability
of having an exposed baby for the infected individuals. All of the parameters used
in the model are explained in Table 1 .

These assumptions lead to the following system of differential equations with
0 < α < 1,

DαS = (1− µ) Λ
(
1− p(E+I1+I2)

N

)
− S

(
r(E+I1+I2)

N + d+ ξ
)
,

DαE = (rS + pΛ) (E+I1+I2)
N − (β + d)E,

DαI1 = βE − (q1 + q2 + d)I1,
DαI2 = q2I1 − (θ + d) I2,

DαR = q1I1 + µΛ
(
1− p(E+I1+I2)

N

)
+ ξS − dR

(1)

and the initial conditions

S (0) = S0, E (0) = E0, I1 (0) = I10, I2 (0) = I20, R (0) = R0, (2)

where N (t) = S (t) +E (t) + I1 (t) + I2 (t) +R (t) and (S,E, I1, I2, R) ∈ R5
+. Using

system (1), we obtain

DαN(t) = Λ− dN − θI2. (3)

Theorem 1. The initial value problem (1)-(2) has a unique solution and the solu-
tion remains in R5

+.

Proof. The existence and uniqueness of the solution of (1)-(2) in (0,∞) can be
shown by using [13]. We now show the positive invariance of the domain R5

+.
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Since,

DαS | S=0 = Λ(1− µ)

(
1− p (E + I1 + I2)

N

)
≥ 0,

DαE | E=0 =
rS(I1 + I2)

S + I1 + I2 +R
+

pΛ(I1 + I2)

S + I1 + I2 +R
≥ 0,

DαI1 | I1=0 = βE ≥ 0,

DαI2 | I2=0 = q2I1 ≥ 0,

DαR | R=0 = q1I1 + µΛ

(
1− p (E + I1 + I2)

S + E + I1 + I2

)
+ ξS ≥ 0,

on every hyperplane bounding the nonnegative orthant, the vector field points into
R5

+.
□

It is clear that N (t) also remains nonnegative.
Let Ω =

{
(S (t) , E (t) , I1 (t) , I2 (t) , R (t)) ∈ R5

+ : 1 ≤ N (t) ≤ Λ/d
}
.

Lemma 1. The set Ω is positively invariant with respect to system (1).

Proof. (3) implies that

DαN(t) ≤ −dN (t) + Λ,

0 < α < 1.

So,

N (t) ≤
(
N0 −

Λ

d

)
Eα (−dtα) +

Λ

d
.

Consequently, N (t) ≤ Λ
d , if N0 ≤ Λ

d .
□

For the sake of simplicity in calculations, we use the system

DαS = (1− µ) Λ
(
1− p(E+I1+I2)

N

)
− S

(
r(E+I1+I2)

N + d+ ξ
)
,

DαE = (rS + pΛ) (E+I1+I2)
N − (β + d)E,

DαI1 = βE − (q1 + q2 + d)I1,
DαI2 = q2I1 − (θ + d) I2,
DαN(t) = Λ− dN − θI2

(4)

that can be obtained by (1) and (3) with the initial conditions

S (0) = S0, E (0) = E0, I1 (0) = I10, I2 (0) = I20, N (0) = N0.
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3. Equilibrium Points and Stability

System (4) has a disease free equilibrium (DFE) at H0 =
(

Λ(1−µ)
d+ξ , 0, 0, 0, Λ

d

)
.

The positive equilibrium appears at H1 = (S∗, E∗, I∗1 , I
∗
2 , N

∗) where

S∗ =

(
N∗A0A1

A0A1 +A0 + 1
− pΛ

)
1

r
,

E∗ = A0A1I
∗
2 ,

I∗1 = A0I
∗
2

N∗ =
Λ− θI∗2

d

and

A0 =
d+ θ

q2
,

A1 =
(d+ q1 + q2)

β
,

if the condition

A0A1 (d+ ξ)

r (1− µ) d (A0A1 +A0 + 1)
> 1, µ < 1

holds true.
Basic reproduction number, denoted by R∗

0, for an infection is the number of
secondary infections caused by one infected individual introduced to a totally sus-
ceptible population. Therefore, it is assumed to be a treshold value for the infection
to persist. Jacobian method is commonly used to determine the value of R∗

0 in epi-
demic models. However, it is not easy to overcome the algebraic work needed to
apply Jacobian method to models with multiple infectious compartments. Next
generation matrix (NGM) method is an alternative method to find the value of R∗

0.
The details of the NGM method can be found in [2], [30], [31] and [32]. We first
give the outline of the NGM method and apply it to the model given by (4).

Consider the system given with

dX

dt
= G (X) .

Let X = (x1, x2, ..., xn)
T
be the number of individuals in each compartment of the

epidemic model and let the first m compartments (m < n) are composed of infected
individuals. Consider the equations represented in the form

dxi

dt
= Fi (X)− Vi (X) , i = 1, 2, ...,m (5)

where Fi (X) is the rate of appearance of new infections in compartment i and
Vi (X) is the rate of transitions between the infected compartments. Here Fi and
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Vi are assumed to be in C2. FV −1 is called the next generation matrix where

F =

[
∂Fi (X

∗)

∂xj

]
and V =

[
∂Vi (X

∗)

∂xj

]
, 1 ≤ i, j ≤ m

and the spectral radius of the NGM is the basic reproduction number.

Theorem 2. ( [32]) If X0 is a disease free equilibrium of the system dxi

dt = Fi (X)−
Vi (X) then X0 is locally asymptotically stable if R∗

0 = ρ
(
FV −1

)
< 1, but unstable

if R∗
0 > 1.

Remark 1. Consider an epidemic model given by the integer order system

dX

dt
= G (X) (6)

and its fractional order counterpart

dαX

dtα
= G (X) . (7)

Systems (6) and (7) have the same equilibrium points. Let X∗ be the disease free
equilibrium point for both models. If X∗ is stable for (6), then it is also stable
for (7). But the converse is not always true. Therefore, Theorem 1 gives only a
sufficient condition for the stability of X∗ for (7).

We now consider the system consisting of three infected compartments of the
model (4),

DαE = (rS + pΛ) (E+I1+I2)
N − (β + d)E

DαI1 = βE − (q1 + q2 + d)I1
DαI2 = q2I1 − (θ + d) I2

(8)

and split the system in the form (5).
Let X = (S,E, I1, I2, N) and define

F1 (X) =
(r + pΛ)S (E + I1 + I2)

N
,

F2 (X) = 0,

F3 (X) = 0,

V1 (X) = (β + d)E,

V2 (X) = −βE + (d+ q1 + q2) I1,

V3 (X) = (d+ θ) I2 − q1I1.

So,

F |H0=

 rd(1−µ)
d+ξ + pd rd(1−µ)

d+ξ + pd rd(1−µ)
d+ξ + pd

0 0 0
0 0 0

 ,
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V |H0
=

(β + d) 0 0
−β d+ q1 + q2 0
0 −q2 d+ θ


and

R∗
0 = ρ

(
FV −1

)
=

dp (d+ ξ) + d (1− µ) r

(β + d) (d+ ξ)
.

Theorem 3. DFE of system (4) is locally asymptotically stable, if R∗
0 < 1 and

unstable if R∗
0 > 1.

Proof. The first part of the theorem is a direct consequence of NGM method and
Remark 1. In order to prove the unstability condition, we apply the Jacobian
method. The characteristic equations of system (4) for the DFE is

(−d− ξ − λ) (−d− λ)P3 (λ) = 0

where P3 (λ) = −λ3 + a2λ
2 + a1λ+ a0 with

a2 = (d+ β) (R∗
0 − 1)− (A1β +A0q2)

a1 = (A1β +A0q2) (d+ β) (R∗
0 − 1)−A0A1βq2 + (d+ β)R∗

0β

a0 = (d+ β)βq2 (A0A1 (R
∗
0 − 1) +R∗

0 (A0 + 1)) .

If R∗
0 > 1 then a0 > 0. Applying Descartes’ rule of signs, we see that P3 has at

least one positive root, that is DFE is unstable. □

Theorem 4. DFE of the system (4) is globally asymptotically stable in Ω if R∗
0 < 1

and the following condition holds:

(q1 + q2 + d) [(β + d) (θ + d) + q2 (r + p)]

(r + p) (q1 + q2 + d+ β) (θ + d+R∗
0q2)

≥ 1. (9)

Proof. Consider the Lyapunov function

L = A1E +A2I1 +A3I2,

where

A1 = (q1 + q2 + d) (θ + d)R∗
0,

A2 = (r + p) (θ + d+R∗
0q2) , (10)

A3 = (r + p) (q1 + q2 + d)R∗
0.

Using system (4), we have

DαL ≤ E [A1 (r + p)−A1 (β + d) +A2β]

+I1 [A1 (r + p)−A2 (q1 + q2 + d) +A3q2]

+I2 [A1 (r + p)−A3 (θ + d)] .

Substituting A1, A2 and A3 as given in (10), we obtain

DαL ≤ (E + I1) (R
∗
0 − 1) (q1 + q2 + d) (r + p) (θ + d)

+E[(β + q1 + q2 + d) (r + p) (θ + d+R∗
0q2)
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− (q1 + q2 + d)R∗
0 ((θ + d) (β + d) + q2 (r + p))]

≤ 0,

if R∗
0 < 1 and (9) holds. Consequently, using LaSalle’s invariance principle, we

conclude that DFE is globally stable in Ω. □

4. Numerical Solutions of the Model Using Data of Turkey

Hepatitis B virus infection is a serious public health issue in Turkey as well as the
rest of the world. There are two phases of the infection namely acute and chronic.
Once a person is diagnosed with chronic HBV infection he/she may develop new
HBV related fatal diseases like cirrhosis and liver carcinoma. A traditional SIR
model is performed for explaining HBV transmission in Turkey and transmission
coefficient for this model is estimated for two different values for birth and natural
death rate of the population [10]. We also simulate our model using data of Turkey.

According to the data provided by Turkish Statistical Institution (TUIK), the
average number of people born in Turkey every year is 1303000 and the average
death rate in Turkey is 0.00521 between the years 2010 and 2020 [28].

The most effective method to control the spread of HBV is the immunization of
the individuals in the population. In our model there are two parameters related
to the immunization. The first one is µ that represents the efficient immunization
rate of the newborns. In Turkey since 1997, every baby born in hospitals is being
vaccinated after birth. The immunity is gained after three doses of vaccine with
95% [20]. In Turkey nearly 94% of the births take place in hospitals and the
newborns receive the first dose after birth but only 75% percent of them take three
doses of vaccine ( [24]). For the parameter that represents the efficient vaccination
rate at birth, µ, we use the estimated value 0.66975 that is the product of 0.95, 0.94
and 0.75.

Vertical transmission of HBV is important for the models explaining the dy-
namics of the spread of HBV because the rate of developing chronic Hepatitis B
is 70% − 90% for the babies who are born infected ( [25]). The rate of having an
exposed baby for the infected mothers is known to be almost 90% and according
to TUIK ( [28]), the rate of giving birth for the population is 1.7% in Turkey. So,
we set the parameter p = 0.0153. β is assumed to be the the rate at which the ex-
posed individuals pass to the acute infectious compartment, that is closely related
with the incubation period of the virus. The incubation period of HBV is known
to be 60 − 180 days and for the simulations we assume it to be 120 days and set
β = 360/120 = 3.

The average recovery rates from acute infection for adults, children and babies
are 95%, 50% and 10%, respectively. Using the demographic data of Turkey we use
the weighted average for the recovery rate for Hepatitis B as 3.5008 considering the
average recovery duration 90 days. We also use the value 0.2496 for the parameter
q2, that is the rate of developing chronic HBV infection for the acute infectious
compartment. This value is calculated by q2 = 2(1− q1/4).
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Table 2. Initial values for system (4).

N (0) 74724.269(×10
3
)

Hepatitis B prevalence ( [26]) 4.57%

Number of HBV infectious people 3414.899(×10
3
)

I1 (0) ( [5]) 406.372(×10
3
)

I2 (0) 3008.526(×10
3
)

E(0) (assumed) 100(×10
3
)

R (0) ( [27]) 23837.041(×10
3
)

S (0) 47372.33(×10
3
)

Chronic HBV infection causes liver related fatal diseases and chronic HBV re-
lated deaths are due to liver cancer with 55% and cirrhosis and other liver diseases
with 45% ( [15]). Disease related death rate, θ, is estimated to be 2.2×10−5 ( [14]).
We also assume that the vaccination rate for the susceptible compartment is 0.0001.

Transmission coefficient of the disease does not only dependent on the type of
the virus but also depends on the social structure of the population we work on. So,
we simulate the model for different values of transmission coefficient, r (r = 0.8, 1).

We start the simulation from 2011, when the prevalence of HBV in Turkey
was 4.57% ( [26]). According to the Annual Epidemiological Report (2010-2014)
on Hepatitis B of European Center for Disease Prevention and Control (ECDC),
11.9% of reported Hepatitis B cases are acute ( [5]). Also the rate of anti-HBs
positivity which is a marker for gained immunity rate for Turkey is 31.9% ( [27]).
We use the values given in Table 2 to determine the initial values of system (4).

Basic reproduction numbers are calculated as 0.0862849 and 0.107849 for r = 0.8
and r = 1, respectively. The solutions of the proposed model using the above
mentioned parameters for different values of α are represented in the figures (2)-
(5).

5. Conclusion

Epidemic diseases and their health and economic consequences are one of the
major problems in the world. The first step to control the spread of a disease is
to understand its dynamics. Mathematical models are very convenient tools to
understand how a disease spread. Although statistical analysis of the data about
the spread of a disease gives a foresight about the future, it generally ignores the
dynamical feature of the process. Also, collecting appropriate data needs a long time
and also it is too expensive. In this paper we propose an epidemic model to explain
the spread of Hepatitis B. Hepatitis B epidemic is a long term epidemic unlike the
seasonal diseases. So, the population in the model is assumed to be non-constant.
Also, due to the nature of HBV both vertical and horizontal transmissions are
considered in the model. We also use a fractional order system to reflect the memory
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Figure 2. Acute infectious compartment for r = 0.8.
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Figure 3. Chronic infectious compartment for r = 0.8.

effect of the epidemic. After determining the equilibrium points of the model, we
give local stability analysis of the disease free equilibrium. We also give numerical
simulations for the model. The parameters used in the simulations are obtained
using previously published research and the numerical solutions are plotted for
two different values of the transmission coefficient. The solutions are presented for
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Figure 4. Acute infectious compartment for r = 1.

Figure 5. Chronic infectious compartment for r = 1.

α = 1, 0.9, 0.8. Data for the incidence of the disease is easily reachable for Hepatitis
B. But for the simulations of the proposed model, we need the prevalence data and
the only comprehensive data for the prevalence of HBV infection in Turkey is given
in 2011 ( [26]). This model may give a foresight for the future of HBV infection in
Turkey under the mentioned scenario.
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Appendix

Definition 1. [19] Riemann-Liouville fractional order integral of order α > 0 for
a function f : R+ → R is defined by

Iαf (t) =
1

Γ (α)

∫ t

0

(t− τ)
α−1

f (τ) dτ

and Caputo fractional order derivative of order α ∈ (n− 1, n) of f (t) is defined by

Dαf (t) = In−αDαf (t)

where n = ⌊α⌋ − 1 and D = d/dt. Here and elsewhere Γ denotes the Gamma
function.
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ORLICZ-LACUNARY CONVERGENT TRIPLE SEQUENCES AND
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Abstract. In the present paper we introduce and study Orlicz lacunary con-
vergent triple sequences over n-normed spaces. We make an effort to present
the notion of g3-ideal convergence in triple sequence spaces. We examine
some topological and algebraic features of new formed sequence spaces. Some
inclusion relations are obtained in this paper. Finally, we investigate ideal
convergence in these spaces.

1. Introduction and Preliminaries

Several authors involving Duran [16], King [32], Lorentz [38], Moricz and Rhoades
[46], Schafer [57] have worked the space of almost convergent sequences. The no-
tion of strong almost convergence was considered by Maddox [39]. In [40], Maddox
defined a generalization of strong almost convergence. Related articles with the
topic almost convergence and strong almost convergence can be seen in [3,8–15,53].

In 1922, Banach defined normed linear spaces as a set of axioms. Since then,
mathematicians keep on trying to find a proper generalization of this concept. The
first notable attempt was by Vulich [60]. He introduced K-normed space in 1937. In
another process of generalization, Siegfried Gähler [20] introduced 2-metric in 1963.
As a continuation of his research, Gähler [21] proposed a mathematical structure,
called 2-normed space, as a generalization of normed linear space which has been
subsequently worked by many researchers [22–26,33,35,41,45].

In order to extend convergence of sequences, the notion of statistical convergence
was given by Fast [17] for the real sequences. Afterward, it was further researched
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from sequence point of view and connected with the summability theory (see [5,
7, 18, 31, 42–44, 47]) and has been generalized to the thought of 2-normed space by
Gürdal and Pehlivan [27]. Recently, Alotaibi and Alroqi [1] extended this concept
in paranormed space. The concept of paranorm is a generalization of absolute value
(see [48]). We can refer to [4, 34] which are connected with this topic. The studies
of double and triple sequences have seen rapid growth. The initial work on double
sequences was establised by Bromwich [6]. The concept of regular convergence for
double sequences was introduced by Hardy [29]. Quite recently, Zeltser [61] in her
Ph.D thesis has essentially studied both the theory of topological double sequence
spaces and the theory of summability of double sequences. Recently, Mursaleen and
Edely [50] and Şahiner et al. [58] considered the idea of statistical convergence for
multiple sequences. Fridy and Orhan [19] defined the concept of lacunary statistical
convergence. The double lacunary statistical convergence was worked by Patterson
and Savaş [55]. For details about definition of sequence spaces, Orlicz sequence
spaces and paranormed spaces one can see [37,51,54,56].

Since sequence convergence plays a very significant role in the essential theory
of mathematics, there are many convergence notions in summability theory, in
classical measure theory, in approximation theory, and in probability theory, and
the relationships between them are examined. The concerned reader may consult
Gürdal et al. [26], and Hazarika et al. [30], the monographs [2] and [49] for the
background on the sequence spaces and related topics. Inspired by this, in this
chapter, a further investigation into the mathematical features of triple sequences
will be made. Section 2 recalls some known definitions and theorems in summability
theory. In Section 3, we study the concept of Musielak-Orlicz lacunary almost and
strongly almost convergent triple sequences over n-normed spaces and introduce the
notion of g3-ideal convergence in a paranormed triple sequence spaces, where the
base space is an n-normed space. In addition we investigate some topological and
algebraic features of newly formed sequence spaces. In addition to these definitions,
natural inclusion theorems shall also be presented.

Now we remind the n-normed space which was determined in [23] and some
definitions on n-normed space (see [28]).

Definition 1. Let n ∈ N and X be a real vector space of dimension d ≥ n (Here
we allow d to be infinite). A real-valued function ∥., ..., .∥ on Xnsatisfying the sub-
sequent four features

(i) ∥x1, x2, ..., xn∥ = 0 iff x1, x2, ..., xn are linearly dependent;
(ii) ∥x1, x2, ..., xn∥ is invariant under permutation;
(iii) ∥x1, x2, ..., xn−1, αxn∥ = |α| ∥x1, x2, ..., xn−1, xn∥, for any α ∈ R;
(iv) ∥x1, x2, ..., xn−1, y + z∥ ≤ ∥x1, x2, ..., xn−1, y∥+ ∥x1, x2, ..., xn−1, z∥ ,

is called an n-norm on X and the pair (X, ∥., ..., .∥) is called an n-normed space.

It is well-known fact from the following corollary that n-normed spaces are ac-
tually normed spaces.
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Corollary 1. ( [23]) Every n-normed space is an (n − r)-normed space for all
r = 1, ..., n− 1. Especially, every n-normed space is a normed space.

Example 1. A standard example of an n-normed space is X = Rn equipped with
the n-norm is

∥x1, x2, ..., xn−1, xn∥ := the volume of the n-dimensional parallelepiped spanned

by x1, x2, ..., xn−1, xn in X.

Observe that in any n-normed space (X, ∥., ..., .∥) we acquire

∥x1, x2, ..., xn−1, xn∥ ≥ 0

and

∥x1, x2, ..., xn−1, xn∥ = ∥x1, x2, ..., xn−1, xn + α1x1 + ...+ αn−1xn−1∥

for all x1, x2, ..., xn ∈ X and α1, ..., αn−1 ∈ R.

Definition 2. A sequence (xk) in an n-normed space (X, ∥., ..., .∥) is said to con-
vergent to an l ∈ X if

lim
k→∞

∥xk − l, y1, y2, ..., yn−1∥ = 0

for every y1, y2, ..., yn−1 ∈ X.

Definition 3. A sequence (xk) in an n-normed space (X, ∥., ..., .∥) is called a
Cauchy sequence if

lim
k,l→∞

∥xk − xl, y1, y2, ..., yn−1∥ = 0

for every y1, y2, ..., yn−1 ∈ X.

By the convergence of a triple sequence we mean the convergence in the Pring-
sheim sense, i.e. a triple sequence x = (xijk) has Pringsheim limit ξ (indicated by
P − limx = ξ) provided that given ε > 0 there is n ∈ N such that |xijk − ξ| < ε
wherever i, j, k > n, (see [58]). We shall denote more briefly as P−convergent. The
triple sequence x = (xijk) is bounded if there is K > 0 such that |xijk| < K for all
i, j and k.

Definition 4. A subset K of N3 is called to have natural density δ3(K) if

δ3(K) = P − lim
n,k,l→∞

|Knkl|
nkl

exists, where the vertical bars signify the number of (n, k, l) in K such that p ≤ n,
q ≤ k, r ≤ l. Then, a real triple sequence x = (xpqr) is named to be statistically
convergent to ξ in Pringsheim’s sense provided that for every ε > 0,

δ3
({

(n, k, l) ∈ N3 : p ≤ n, q ≤ k, r ≤ l, |xpqr − ξ| ≥ ε
})

= 0.
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Statistical convergence was further generalized in the paper [36] utilizing the
notion of an ideal of subsets of the set N. We say that a non-empty family of sets
I ⊂ P (N) is an ideal on N if I is hereditary (i.e. B ⊂ A ∈ I ⇒ B ∈ I ) and
additive (i.e. A,B ∈ I implies A∪B ∈ I). An ideal I on N for which I ≠ P (N) is
named a non-trivial ideal. A non-trivial ideal I is named admissible if I includes all
finite subsets of N. If not otherwise stated in the sequel I will signify an admissible
ideal. Let I ⊂ P (N) be any ideal. A class F (I) = {M ⊂ N : ∃A ∈ I :M = N\A}
named the filter connected with the ideal I, is a filter on N.

Definition 5. Let I be an admissible ideal on N and x = (xk) be a real sequence.
We say that the sequence x is I-convergent to ξ ∈ R provided that for each ε > 0,
the set A (ε) = {k ∈ N : |xk − ξ| ≥ ε} ∈ I.

Take for I the class If of all finite subsets of N. Then If is a non-trivial
admissible ideal and If -convergence coincides with the usual convergence. For
more information about I-convergent, see the references in [52].

Definition 6. ( [59]) Let I3 be an admissible ideal on N3, then a triple sequence
(xjkl) is named to be I3-convergent to ξ in Pringsheim’s sense if for every ε > 0,{

(j, k, l) ∈ N3 : |xjkl − ξ| ≥ ε
}
∈ I3.

In this case, one writes I3-limxjkl = ξ.

Remark 1. (i) Let I3 (f) be the family of all finite subsets of N3. Then I3 (f)
convergence coincides with the convergence of triple sequences in [58].

(ii) Let I3 (δ) =
{
A ⊂ N3 : δ3 (A) = 0

}
. Then I3 (δ) convergence coincides with

the statistical convergence in [58].

2. Main Results

Following the above definitions and results, we aim in this section to introduce
some new notions of Orlicz lacunary convergent triple sequences and g3-ideal conver-
gence over n-normed spaces. In addition to these definition, also some topological
and algebraic properties of newly formed sequence spaces have been established.

A triple sequence x = (xijk) of real numbers is called to be almost convergent
to a limit ξ if

lim
p,q,r→∞

sup
α,β,γ≥0

∣∣∣∣∣∣ 1

pqr

α+p−1∑
i=α

β+q−1∑
j=β

γ+r−1∑
k=γ

(xijk − ξ)

∣∣∣∣∣∣ = 0. (1)

In this case, ξ is called the f3-limit of x and the space of all almost convergent
triple sequences is denoted by f3,

f3 =

{
x = (xijk) : lim

p,q,r→∞
|hpqrαβγ (x)− ξ| = 0, uniformily in α, β, γ

}
,
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where

hpqrαβγ (x) =
1

(p+ 1) (q + 1) (r + 1)

p∑
i=0

q∑
j=0

r∑
k=0

xi+α,j+β,k+γ .

The set of all strongly almost convergent triple sequences is denoted by [f3].
Let M = (Mmno) be a Musielak-Orlicz function, u = (umno) be a triple sequence

of positive real numbers and p = (pmno) be a bounded sequence of positive real
numbers. We indicate the space of all sequences defined over (X, ∥., ..., .∥) by w(n−
X). Now we itendify the following sequence spaces for some ρ and for every nonzero
y1, y2, ..., yn−1 ∈ X :

[M,u, F, p, ∥., ..., .∥] = {x ∈ w(n−X) :

limp,q,r→∞

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

(∥∥∥hpqrαβγ(x−ξ)
ρ , y1, ..., yn−1

∥∥∥)]pmno

= 0,

uniformly in α, β, γ ≥ 1}

and
[M,u, [F ] , p, ∥., ..., .∥] = {x ∈ w(n−X) :

limp,q,r→∞

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

(
hpqrαβγ

(∥∥∥x−ξρ , y1, ..., yn−1

∥∥∥))]pmno

= 0,

uniformly in α, β, γ ≥ 1} ,

where hpqrαβγ(x) is defined as in (1). We write [M, u, [F ] , p, ∥., ..., .∥]− limx = ξ.
Also we have

[M, u, [F ] , p, ∥., ..., .∥] ⊂ [M, u, F, p, ∥., ..., .∥] ⊂ [M,u, ℓ∞, p, ∥., ..., .∥]

holds from the inequality:∥∥∥hpqrαβγ(x−ξ)
ρ , y1, ..., yn−1

∥∥∥ =

∥∥∥∥∥∥
1

(p+1)(q+1)(r+1)

p∑
i=0

q∑
j=0

r∑
k=0

(xi+α,j+β,k+γ−ξ)

ρ , y1, ..., yn−1

∥∥∥∥∥∥
≤ 1

(p+1)(q+1)(r+1)

p∑
i=0

q∑
j=0

r∑
k=0

∥∥∥xi+α,j+β,k+γ−ξ
ρ , y1, ..., yn−1

∥∥∥ = hpqrαβγ

(∥∥∥x−ξρ , y1, ..., yn−1

∥∥∥) .
Furthermore, the triple sequence θ3 = θv,η,τ = {(mv, nη, oτ )} is called triple lacu-
nary sequence if there exist three increasing sequences of integers such that

m0 = 0, hv = mv −mv−1 → ∞ as v → ∞,

n0 = 0, hη = nη − nη−1 → ∞ as η → ∞,

and
o0 = 0, hτ = oτ − oτ−1 → ∞ as τ → ∞.

Let mv,η,τ = mvnηoτ , hv,η,τ = hvhηhτ and Iv,η,τ is determined as follows:

Iv,η,τ = {(m,n, o) : mv−1 < m ≤ mv, nη−1 < n ≤ nη and oτ−1 < o ≤ oτ} ,
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sv =
mv

mv−1
, sη =

nη
nη−1

, sr =
oτ
oτ−1

and sv,η,τ = svsηsτ .

Let D ⊂ N× N× N. The number

δθ33 (D) = lim
v,η,τ

1

hv,η,τ
|{(m,n, o) ∈ Iv,η,τ : (m,n, o) ∈ D}|

is named to be the θ3-density of D, provided the limit exists.
The spaces of lacunary almost and strongly almost convergent triple sequences

in n-normed spaces are identified as follows:

[M,u, Fθ, p, ∥., ..., .∥] = {x ∈ (xijk) ∈ w(n−X) :

limv,η,τ→∞

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

∥∥∥∥∥ 1
hv,η,τ

∑
i,j,k∈Ivητ

(
xi+α,j+β,k+γ−ξ

ρ , y1, ..., yn−1

)∥∥∥∥∥
]pmno

= 0, uniformly in α, β, γ ≥ 1}
and
[M,u, [Fθ] , p, ∥., ..., .∥] = {x ∈ (xijk) ∈ w(n−X) :

limv,η,τ→∞
1

hv,η,τ

∑
i,j,k∈Ivητ

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

∥∥∥(xi+α,j+β,k+γ−ξ
ρ , y1, ..., yn−1

)∥∥∥]pmno

= 0, uniformly in α, β, γ ≥ 1} ,
where

Fθ =

 x = (xijk) : limv,η,τ→∞

∥∥∥∥∥ 1
hv,η,τ

∑
i,j,k∈Ivητ

(xi+α,j+β,k+γ − ξ) , y1, ..., yn−1

∥∥∥∥∥ ,

uniformly in α, β, γ


and

[Fθ] =

{
x = (xijk) : limv,η,τ→∞

1
hv,η,τ

∑
i,j,k∈Ivητ

∥(xi+α,j+β,k+γ − ξ) , y1, ..., yn−1∥ ,

uniformly in α, β, γ

}
.

Lemma 1. For a given ε > 0 and let x = (xijk) be a strongly almost convergent
triple sequence. Then there exist p0, q0, r0, α0, β0 and γ0 such that

1

pqr

α+p−1∑
i=α

β+q−1∑
j=β

γ+r−1∑
k=γ

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

(∥∥∥∥xi,j,k − ξ

ρ
, y1, ..., yn−1

∥∥∥∥)]pmno

< ε

for all pmno ≥ 1, p ≥ p0, q ≥ q0, r ≥ r0, α ≥ α0, β ≥ β0, γ ≥ γ0, for every nonzero
y1, ..., yn−1 ∈ X. Then x ∈ [M, u, [F ] , p, ∥., ..., .∥] .

Proof. Given ε > 0. Take p′0, q′0, r′0, α0, β0, γ0 such that

1

pqr

α+p−1∑
i=α

β+q−1∑
j=β

γ+r−1∑
k=γ

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

(∥∥∥∥xi,j,k − ξ

ρ
, y1, ..., yn−1

∥∥∥∥)]pmno

<
ε

2

(2)
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for all p ≥ p′0, q ≥ q′0, r ≥ r′0, α ≥ α0, β ≥ β0, γ ≥ γ0. Now we have to prove
only that there are p′′0 , q′′0 , r′′0 such that for p > p′′0 , q > q′′0 , r > r′′0 , 0 ≤ α ≤ α0,
0 ≤ β ≤ β0, 0 ≤ γ ≤ γ0.

1

pqr

α+p−1∑
i=α

β+q−1∑
j=β

γ+r−1∑
k=γ

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

(∥∥∥∥xi,j,k − ξ

ρ
, y1, ..., yn−1

∥∥∥∥)]pmno

< ε.

(3)
By selecting p0 = max (p′0, p

′′
0) , q0 = max (q′0, q

′′
0 ) and r0 = max (r′0, r

′′
0 ) , (3) will

holds for p ≥ p0, q ≥ q0, r ≥ r0 and ∀α, β, γ. Take α0, β0, γ0 be fixed,

α0−1∑
i=0

β0−1∑
j=0

γ0−1∑
k=0

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

(∥∥∥∥xi,j,k − ξ

ρ
, y1, ..., yn−1

∥∥∥∥)]pmno

= K1. (4)

α0−1∑
i=α

β0−1∑
j=β

γ+r−1∑
k=γ0

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

(∥∥∥∥xi,j,k − ξ

ρ
, y1, ..., yn−1

∥∥∥∥)]pmno

= K2.

(5)

α0−1∑
i=α

β+q−1∑
j=β0

γ0−1∑
k=γ

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

(∥∥∥∥xi,j,k − ξ

ρ
, y1, ..., yn−1

∥∥∥∥)]pmno

= K3.

(6)

α0−1∑
i=α

β+q−1∑
j=β0

γ+r−1∑
k=γ0

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

(∥∥∥∥xi,j,k − ξ

ρ
, y1, ..., yn−1

∥∥∥∥)]pmno

= K4.

(7)

α+p−1∑
i=α0

β0−1∑
j=β

γ0−1∑
k=γ

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

(∥∥∥∥xi,j,k − ξ

ρ
, y1, ..., yn−1

∥∥∥∥)]pmno

= K5.

(8)

α+p−1∑
i=α0

β0−1∑
j=β

γ+r−1∑
k=γ0

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

(∥∥∥∥xi,j,k − ξ

ρ
, y1, ..., yn−1

∥∥∥∥)]pmno

= K6.

(9)

α+p−1∑
i=α0

β+q−1∑
j=β0

γ0−1∑
k=γ

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

(∥∥∥∥xi,j,k − ξ

ρ
, y1, ..., yn−1

∥∥∥∥)]pmno

= K7.

(10)
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Now taking 0 ≤ α ≤ α0, 0 ≤ β ≤ β0, 0 ≤ γ ≤ γ0 and p > α0, q > β0, r > γ0, we
have from (4-10)

1
pqr

α+p−1∑
i=α

β+q−1∑
j=β

γ+r−1∑
k=γ

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

(∥∥∥xi,j,k−ξ
ρ , y1, ..., yn−1

∥∥∥)]pmno

= 1
pqr

(
α0−1∑
i=α

+
α+p−1∑
i=α0

)(
β0−1∑
j=β

+
β+q−1∑
j=β0

)(
γ0−1∑
k=γ

+
γ+r−1∑
k=γ0

)
×

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

(∥∥∥xi,j,k−ξ
ρ , y1, ..., yn−1

∥∥∥)]pmno

≤ K1

pqr +
K2

pqr +
K3

pqr +
K4

pqr +
K5

pqr +
K6

pqr +
K7

pqr+

+ 1
pqr

α0+p−1∑
i=α0

β0+q−1∑
j=β0

γ0+r−1∑
k=γ0

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

(∥∥∥xi,j,k−ξ
ρ , y1, ..., yn−1

∥∥∥)]pmno

≤ K1

pqr +
K2

pqr +
K3

pqr +
K4

pqr +
K5

pqr +
K6

pqr +
K7

pqr +
ε
2 from (2).

Taking p, q, r sufficiently large, we can obtain

K1

pqr
+
K2

pqr
+
K3

pqr
+
K4

pqr
+
K5

pqr
+
K6

pqr
+
K7

pqr
+
ε

2
< ε.

gives (3). This concludes the proof. □

Theorem 1. Let pmno ≥ 1 ∀m,n, o and for every θ3 we have [M, u, [Fθ] , p, ∥., ..., .∥] =
[M, u, [F ] , p, ∥., ..., .∥].

Proof. Let {xijk} ∈ [M, u, [Fθ] , p, ∥., ..., .∥]. Then for given ε > 0, there exist p0,
q0, r0 and ξ such that

1

hυ,η,τ

α+hυ−1∑
i=α

β+hη−1∑
j=β

γ+hτ−1∑
k=γ

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

(∥∥∥∥xi,j,k − L

ρ
, y1, ..., yn−1

∥∥∥∥)]pmno

< ε

for υ ≥ υ0, η ≥ η0, τ ≥ τ0 and α = Uυ−1+1+a, β = Vη−1+1+a, γ = Zτ−1+1+a,
a ≥ 0. Let p ≥ hυ, q ≥ hη, r ≥ hτ write p = chυ + θ, q = bhη + θ, r = dhτ + θ
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where b, c, d are integers. Since b, c, d ≥ 1. Now

1
pqr

α+p−1∑
i=α

β+q−1∑
j=β

γ+r−1∑
k=γ

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

(∥∥∥xi,j,k−ξ
ρ , y1, ..., yn−1

∥∥∥)]pmno

≤ 1
pqr

α+(c+1)hυ−1∑
i=α

β+(b+1)hη−1∑
j=β

γ+(d+1)hτ−1∑
j=γ

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

(∥∥∥xi,j,k−ξ
ρ , y1, ..., yn−1

∥∥∥)]pmno

= 1
pqr

c∑
u′=0

α+(u′+1)hυ−1∑
i=α+u′hυ

b∑
u′=0

β+(u′+1)hη−1∑
j=β+u′hη

d∑
u′=0

γ+(u′+1)hτ−1∑
j=γ+υ′hτ

×

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

(∥∥∥xi,j,k−ξ
ρ , y1, ..., yn−1

∥∥∥)]pmno

≤ (d+1)(c+1)(b+1)
pqr hυhηhτε ≤ 4cbdhυhηhτε

pqr (d, c, b ≥ 1) .

For hυhηhτ

pqr ≤ 1, since cbdhυhηhτ

pqr ≤ 1

1

pqr

α+p−1∑
i=α

β+q−1∑
j=β

γ+r−1∑
k=γ

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

(∥∥∥∥xi,j,k − ξ

ρ
, y1, ..., yn−1

∥∥∥∥)]pmno

≤ 4ε.

Using Lemma 1, we get [M, u, [Fθ] , p, ∥., ..., .∥] ⊆ [M, u, [F ] , p, ∥., ..., .∥] . □

Lemma 2. Assume for a given ε > 0 there exist p0, q0, r0 and α0, β0, γ0 such that

∞,∞,∞∑
m,n,o=1,1,1

umnoMmno

∥∥∥∥∥∥ 1

pqr

α+p−1∑
i=α

β+q−1∑
j=β

γ+r−1∑
k=γ

(
xi,j,k − ξ

ρ
, y1, ..., yn−1

)∥∥∥∥∥∥
pmno

< ε

for all p ≥ p0, q ≥ q0, r ≥ r0, α ≥ α0, β ≥ β0, γ ≥ γ0, for every nonzero
y1, ..., yn−1 ∈ X and for some ρ > 0. Then x ∈ [M, F, u, p, ∥., ..., .∥].

Proof. Assume ε > 0. Take p′0, q′0, r′0, α0, β0, γ0 such that

∞,∞,∞∑
m,n,o=1,1,1

umnoMmno

∥∥∥∥∥∥ 1

pqr

α+p−1∑
i=α

β+q−1∑
j=β

γ+r−1∑
k=γ

(
xi,j,k − ξ

ρ
, y1, ..., yn−1

)∥∥∥∥∥∥
pmno

<
ε

2

(11)
for all p ≥ p′0, q ≥ q′0, r ≥ r′0, α ≥ α0, β ≥ β0, γ ≥ γ0. By Lemma 1, it is enought to
denote that there exist p′′0 , q′′0 , r′′0 such that for p ≥ p′′0 , q ≥ q′′0 , r ≥ r′′0 , 0 ≤ α ≤ α0,
0 ≤ β ≤ β0, 0 ≤ γ ≤ γ0

∞,∞,∞∑
m,n,o=1,1,1

umnoMmno

∥∥∥∥∥∥ 1

pqr

α+p−1∑
i=α

β+q−1∑
j=β

γ+r−1∑
k=γ

(
xi,j,k − ξ

ρ
, y1, ..., yn−1

)∥∥∥∥∥∥
pmno

< ε
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Since α0, β0, γ0 are fixed, let 0 ≤ α ≤ α0, 0 ≤ β ≤ β0, 0 ≤ γ ≤ γ0 and p > α0,
q > β0, r > γ0. According to (4-10), we obtain

∞,∞,∞∑
m,n,o=1,1,1

umnoMmno

∥∥∥∥∥∥ 1

pqr

α+p−1∑
i=α

β+q−1∑
j=β

γ+r−1∑
k=γ

(
xi,j,k − ξ

ρ
, y1, ..., yn−1

)∥∥∥∥∥∥
pmno

≤
∞,∞,∞∑

m,n,o=1,1,1

umnoMmno

∥∥∥∥∥∥ 1

pqr

α0−1∑
i=α

β0−1∑
j=β

γ0−1∑
k=γ

(
xi,j,k − ξ

ρ
, y1, ..., yn−1

)∥∥∥∥∥∥
pmno

+

∞,∞,∞∑
m,n,o=1,1,1

umnoMmno

∥∥∥∥∥∥ 1

pqr

α0−1∑
i=α

β0−1∑
j=β

γ+r−1∑
k=γ0

(
xi,j,k − ξ

ρ
, y1, ..., yn−1

)∥∥∥∥∥∥
pmno

+

∞,∞,∞∑
m,n,o=1,1,1

umnoMmno

∥∥∥∥∥∥ 1

pqr

α0−1∑
i=α

β+q−1∑
j=β0

γ0−1∑
k=γ

(
xi,j,k − ξ

ρ
, y1, ..., yn−1

)∥∥∥∥∥∥
pmno

+

∞,∞,∞∑
m,n,o=1,1,1

umnoMmno

∥∥∥∥∥∥ 1

pqr

α0−1∑
i=α

β+q−1∑
j=β0

γ+r−1∑
k=γ0

(
xi,j,k − ξ

ρ
, y1, ..., yn−1

)∥∥∥∥∥∥
pmno

+

∞,∞,∞∑
m,n,o=1,1,1

umnoMmno

∥∥∥∥∥∥ 1

pqr

α+p−1∑
i=α0

β0−1∑
j=β

γ0−1∑
k=γ

(
xi,j,k − ξ

ρ
, y1, ..., yn−1

)∥∥∥∥∥∥
pmno

+

∞,∞,∞∑
m,n,o=1,1,1

umnoMmno

∥∥∥∥∥∥ 1

pqr

α+p−1∑
i=α0

β+q−1∑
j=β0

γ0−1∑
k=γ

(
xi,j,k − ξ

ρ
, y1, ..., yn−1

)∥∥∥∥∥∥
pmno

+

∞,∞,∞∑
m,n,o=1,1,1

umnoMmno

∥∥∥∥∥∥ 1

pqr

α+p−1∑
i=α0

β+q−1∑
j=β0

γ+r−1∑
k=γ0

(
xi,j,k − ξ

ρ
, y1, ..., yn−1

)∥∥∥∥∥∥
pmno

≤ K1

pqr +
K2

pqr +
K3

pqr +
K4

pqr +
K5

pqr +
K6

pqr +
K7

pqr+

+

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

∥∥∥∥∥ 1
pqr

α+p−1∑
i=α0

β+q−1∑
j=β0

γ+r−1∑
k=γ0(

xi,j,k−ξ
ρ , y1, ..., yn−1

)∥∥∥]pmno

(12)

Let p − α0 > p′0, q − β0 > q′0, r − γ0 > r′0. Then, for 0 ≤ α ≤ α0, 0 ≤ β ≤ β0,
0 ≤ γ ≤ γ0, we get p+ α − α0 ≥ p′0, q + β − β0 ≥ q′0, r + γ − γ0 ≥ r′0. From (11),
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we have

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

∥∥∥∥∥ 1
(p+α+α0)(q+β+β0)(r+γ+γ0)

α0+p+α−α0∑
i=α0

β0+q+β−β0∑
j=β0

γ0+r+γ−γ0∑
k=γ0(

xi,j,k−ξ
ρ , y1, ..., yn−1

)∥∥∥]pmno

< ε
2 .

(13)
From (12) and (13), we have

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

∥∥∥∥∥ 1
pqr

α+p−1∑
i=α

β+q−1∑
j=β

γ+r−1∑
k=γ

(
xi,j,k−ξ

ρ , y1, ..., yn−1

)∥∥∥∥∥
]pmno

≤ K1

pqr +
K2

pqr +
K3

pqr +
K4

pqr +
K5

pqr +
K6

pqr +
K7

pqr

+ (p+α−α0)(q+β−β0)(r+γ−γ0)
pqr

ε
2

≤ K1

pqr +
K2

pqr +
K3

pqr +
K4

pqr +
K5

pqr +
K6

pqr +
K7

pqr +
ε
2 < ε,

for sufficiently large p, q, r. □

Theorem 2. (i) For every θ,
[M, u, Fθ, p, ∥., ..., .∥] ∩ [M, u, l∞, p, ∥., ..., .∥] = [M, u, F, p, ∥., ..., .∥] .
(ii) For every θ, [M, u, Fθ, p, ∥., ..., .∥] ⊈ [M, u, l∞, p, ∥., ..., .∥] .

Proof. (i) Let {xijk} ∈ [M, u, Fθ, p, ∥., ..., .∥] ∩ [M, u, l∞, p, ∥., ..., .∥] ∀ε > 0 there
exist υ0, η0 and τ0 such that

∑∞,∞,∞
m,n,o=1,1,1

[
umnoMmno

∥∥∥∥∥ 1
hυ,η,τ

α+hυ−1∑
i=α

β+hη−1∑
j=β

γ+hτ−1∑
k=γ

(
xi,j,k−L

ρ , y1, ..., yn−1

)∥∥∥∥∥
]pmno

< ε
2

(14)
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for υ, η, τ ≥ υ0, η0, τ0, α ≥ α0, β ≥ β0, γ ≥ γ0, α = Uυ−1+1+a, β = Vη−1+1+a,
γ = Zτ−1 + 1 + a, a ≥ 0. Let integers p ≥ hυ, q ≥ hη, r ≥ hτ , b, c, d ≥ 1. Then

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

∥∥∥∥∥ 1
pqr

α+p−1∑
i=α

β+q−1∑
j=β

γ+r−1∑
k=γ

∞,∞,∞∑
m,n,o=1,1,1

Mmno

(
xi,j,k−ξ

ρ , y1, ..., yn−1

)∥∥∥∥∥
]pmno

≤
∞,∞,∞∑

m,n,o=1,1,1

[
umnoMmno

∥∥∥∥∥ 1
pqr

c−1∑
µ=0

α+(µ+1)hυ−1∑
i=α+µhυ

b−1∑
ψ=0

β+(ψ+1)hη−1∑
j=β+ψhη

d−1∑
φ=0

γ+(φ+1)hτ−1∑
k=γ+φhτ(

xi,j,k−ξ
ρ , y1, ..., yn−1

)∥∥∥]pmno

+ 1
pqr

=

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

α+p−1∑
i=α+chυ

β+q−1∑
j=β+bhη

γ+r−1∑
j=γ+dhτ

∥∥∥(xi,j,k−ξ
ρ , y1, ..., yn−1

)∥∥∥]pmno

.

(15)
Since {xijk} ∈ [M, u, l∞, p, ∥., ..., .∥] for all i, j, k, we have

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

∥∥∥∥(xi,j,k − ξ

ρ
, y1, ..., yn−1

)∥∥∥∥]pmno

< K,

From (14) and (15), we have

∞,∞,∞∑
m,n,o=1,1,1

umnoMmno

∥∥∥∥∥∥ 1

pqr

α+p−1∑
i=α

β+q−1∑
j=β

γ+r−1∑
k=γ

(
xi,j,k − ξ

ρ
, y1, ..., yn−1

)∥∥∥∥∥∥
pmno

≤ 1

pqr
dcb.hυhηhτ

ε

2
+
Khυ,η,τ
pqr

for hυhηhτ

pqr ≤ 1, since dcbhυhηhτ

pqr ≤ 1 and Khυ,η,τ

pqr can be made less than ε
2 , taking p,

q, r sufficiently large so

∞,∞,∞∑
m,n,o=1,1,1

umnoMmno

∥∥∥∥∥∥ 1

pqr

α+p−1∑
i=α

β+q−1∑
j=β

γ+r−1∑
k=γ

(
xi,j,k − ξ

ρ
, y1, ..., yn−1

)∥∥∥∥∥∥
pmno

< ε

for υ, η, τ ≥ υ0, η0, τ0, α ≥ α0, β ≥ β0, γ ≥ γ0.
Therefore, [M, u, Fθ, p, ∥., ..., .∥] ∩ [M, u, l∞, p, ∥., ..., .∥] ⊆ [M, u, F, p, ∥., ..., .∥] .
(ii) Let {xijk} = (−1)

ijk
(ijk)

ψ where ψ is constant with 0 < ψ < 1. Then

α+hυ−1∑
i=α

β+hη−1∑
j=β

γ+hτ−1∑
j=γ

xijk, (α, β, γ ≥ 0)

Let X = Rn. It is straight forward to verify that {xijk} ∈ [M, u, Fθ, p, ∥., ..., .∥]
with ξ = 0. But {xijk} is not bounded. □
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Theorem 3. The sequence space [M, u, [F ] , p, ∥., ..., .∥] is a linear topological space
total paranormed by

g3 (x) = supp,q,r≥1, α,β,γ≥1
0 ̸=y1,...,yn−1∈X

(
1
pqr

α+p−1∑
i=α

β+q−1∑
j=β

γ+r−1∑
k=γ

∑∞,∞,∞
m,n,o=1,1,1

[
umnoMmno

(∥∥∥xi,j,k

ρ , y1, ..., yn−1

∥∥∥)]pmno

)

= supp,q,r≥1, α,β,γ≥1
0̸=y1,...,yn−1∈X

∑∞,∞,∞
m,n,o=1,1,1 umnoMmno

[(
hpqrαβγ

(∥∥∥xi,j,k

ρ , y1, ..., yn−1

∥∥∥))]pmno

.

Proof. Obviously g3 (x) = 0 ⇔ x = 0, g3 (x) = g3(−x) and g3 is subadditive. Let
(x(m)) in [M, u, [F ] , p, ∥., ..., .∥] such that g3(x(m) − x) → 0 as m→ ∞ and (vmno)
be any sequence of scalars such that vmno → v as m,n, o→ ∞. Since

g3

(
x(m)

)
≤ g3 (x) + g3

(
x(m) − x

)
holds by subadditivity of g3, g3

(
x(m)

)
is bounded. Thus, we acquire

g3

(
vmnox

(m) − νx
)

= sup
p,q,r≥1, α,β,γ≥1
0̸=y1,...,yn−1∈X

(
1

pqr

α+p−1∑
i=α

β+q−1∑
j=β

γ+r−1∑
k=γ

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno(

∥∥∥∥∥vmnox
(m)
ijk − vxijk

ρ
, y1, ..., yn−1

∥∥∥∥∥)
]pmno

)

≤ |vmno − v| sup
p,q,r≥1, α,β,γ≥1
0̸=y1,...,yn−1∈X

(
1

pqr

α+p−1∑
i=α

β+q−1∑
j=β

γ+r−1∑
k=γ

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno(

∥∥∥∥∥x
(m)
i,j,k

ρ
, y1, ..., yn−1

∥∥∥∥∥)
]pmno

)

+ |v| sup
p,q,r≥1, α,β,γ≥1
0̸=y1,...,yn−1∈X

(
1

pqr

α+p−1∑
i=α

β+q−1∑
j=β

γ+r−1∑
k=γ

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno(

∥∥∥∥∥x
(m)
i,j,k − xijk

ρ
, y1, ..., yn−1

∥∥∥∥∥)
]pmno

)

= |vmno − v| g3
(
x(m)

)
+ |v| g3

(
x(m) − x

)
→ 0

as m,n, o→ ∞. This concludes the proof. □
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Definition 7. A triple sequence x = (xijk) is named to be strongly p-Cesàro I-
summable (0 < p <∞) to a limit ξ in ([M, [F ] , u, , p, ∥., ..., .∥] , g3) if(i, j, k) ∈ N3 :

1

mno

m,n,o∑
i,j,k=1,1,1

(g3 (xijk − ξe))
p ≥ ε

 ∈ I3

for every ε > 0 and we write it as xijk → ξ [C, g3 (I)]p .

Definition 8. A triple sequence x = (xijk) is said to be g3-ideal convergent to a
number L in ([M, u, [F ] , p, ∥., ..., .∥] , g3) if for each ε > 0{

(i, j, k) ∈ N3 : g3 (xijk − ξe) ≥ ε
}
∈ I3,

where

g3 (xijk − ξe)

= sup
p,q,r≥1, α,β,γ≥1
0 ̸=y1,...,yn−1∈X

 1

pqr

α+p−1∑
i=α

β+q−1∑
j=β

γ+r−1∑
k=γ

∞,∞,∞∑
m,n,o=1,1,1

[
umnoMmno

(∥∥∥∥xijk − ξe

ρ
, y1, ..., yn−1

∥∥∥∥)]pmno

.

By I3
([M,u,[F ],p,∥.,...,.∥],g3) we denote set of all g3(I)-convergent sequences in

([M, u, [F ] , p, ∥., ..., .∥] , g3) .

Definition 9. A triple sequence x = (xijk) is said to be g3-ideal Cauchy in
([M, u, [F ] , p, ∥., ..., .∥] , g3) if for every ε > 0 there exist three numbers P = P (ε),
Q = Q(ε), R = R(ε) such that{

(i, j, k) ∈ N3 : g3 (xijk − xPQR) ≥ ε
}
∈ I3.

Theorem 4. If a triple sequence is ideal convergent in ([M, u, [F ] , p, ∥., ..., .∥] , g3) ,
then its limit is unique.

Proof. For given ε > 0 we define sets as:

K1 (ε) =
{
(i, j, k) ∈ N3 : g3 (xijk − ξ1) ≥

ε

2

}
and

K2 (ε) =
{
(i, j, k) ∈ N3 : g3 (xijk − ξ2) ≥

ε

2

}
.

and suppose g3(I) − limx = ξ1 and g3(I) − limx = ξ2. Since g3(I) − limx = ξ1,
we have K1(ε) ∈ I3. Similarly, g3(I) − limx = ξ2 we have K2(ε) ∈ I3. Now let
K(ε) = K1(ε) ∪ K2(ε). Then K(ε) ∈ I3 and therefore, Kc(ε) is a non-empty set
and Kc(ε) ∈ F (I3) . If (i, j, k) ∈ (N× N× N)⧹K (ε) , then we have

g3 (ξ1 − ξ2) ≤ g3 (xijk − ξ1) + g3 (xijk − ξ2) <
ε

2
+
ε

2
= ε.
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Since ε > 0 is arbitrary, we get g3 (ξ1 − ξ2) = 0 and hence ξ1 = ξ2. □

Theorem 5. Let x = (xijk) ∈ ([M, u, [F ] , p, ∥., ..., .∥] , g3) be ideal convergent to ξ
iff there exists a set

K = {(ip, jq, kr) ∈ N3 : i1 < i2 < ... < ip < ..., j1 < j2 < ... < jq < ..., k1 < k2

< ... < kr < ...}
with K ∈ F (I3) such that g3(xipjqkr − ξ) → 0 as ip, jq, kr → ∞.

Proof. Let g3(I)− limx = ξ. Now write for v = 1, 2, ...

Ks (ε) =

{
(p, q, r) ∈ N3 : g3

(
xipjqkr − ξ

)
≤ 1 +

1

v

}
and

Mv (ε) =

{
(p, q, r) ∈ N3 : g3

(
xipjqkr − ξ

)
>

1

v

}
.

Then Ks ∈ I3. Also

M1 ⊃M2 ⊃ ... ⊃Mi ⊃Mi+1 ⊃ ... (16)

and
Mv ∈ F (I3) , v = 1, 2, ... (17)

As we know
{
xipjqkr

}
is g3-convergent to ξ. Assume {xijk} is not g3-convergent to

ξ. Therefore, there is ε > 0 such that g3(xipjqkr − ξ) ≤ ε for infinitely many terms.
Let

Mε =
{
(p, q, r) ∈ N3 : g3(xipjqkr − ξ) > ε

}
and ε > 1

v , (v = 1, 2, ...) . Then Mε ∈ I3 and by (16) Mv ⊂ Mε. Hence, Mv ∈ I3
which contradicts (17) and we get that {xijk} is g3-convergent to ξ.

Conversely, suppose that there exists a subset

K =
{
(ip, jq, kr) ∈ N3 : i1 < ... < ip < ..., j1 < ... < jq < ..., k1 < ... < kr < ...

}
with K ∈ F (I3) such that g3-limp,q,r→∞ xipjqkr = ξ then there exists an N(ε) such
that

g3(xijk − ξ) < ε for i, j, k > N.

Let
Kε =

{
(i, j, k) ∈ N3 : g3 (xijk − ξ) ≥ ε

}
and

K ′ = {(iN+1, jN+1, kN+1) , (iN+2, jN+2, kN+2) , ...} .
Then K ′ ∈ F (I3) and Kε ⊆ (N× N× N)⧹K ′ which implise that Kε ∈ I3. Hence
g3(I)− limx = ξ. □

Theorem 6. Let g3(I)− limx = ξ1 and g3(I)− lim y = ξ2. Then
(i) g3(I)− lim(x± y) = ξ1 ± ξ2
(ii) g3(I)− lim(αx) = αξ1, α ∈ R.

Proof. It is easy to prove, so we omit it. □
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Theorem 7. If 0 < p < ∞ and xijk → ξ [C, g3 (I)]p , then (xijk) is g3-ideal
convergent to ξ in ([M, u, [F ] , p, ∥., ..., .∥] , g3) .

Proof. Let xijk → ξ [C, g3 (I)] . Then we have

1
mno

m,n,o∑
i,j,k=1,1,1

(g3 (xijk − ξe))
p ≥ 1

mno

m,n,o∑
i,j,k=1

(g3(xijk−ξe))≥ε

(g3 (xijk − ξe))
p

≥ εp

mno

∣∣{(i, j, k) ∈ N3 : g3 (xijk − ξe) ≥ ε
}∣∣

and

1

εpmno

m,n,o∑
i,j,k=1,1,1

(g3 (xijk − ξe))
p ≥ 1

mno

∣∣{(i, j, k) ∈ N3 : g3 (xijk − ξe) ≥ ε
}∣∣

That is {
(i, j, k) ∈ N3 : g3 (xijk − ξe) ≥ ε

}
∈ I3.

Hence (xijk) is g3-ideal convergent to ξ in ([M, u, [F ] , p, ∥., ..., .∥] , g3) . □

Theorem 8. If x = (xijk) is g3(I)-convergent to ξ in ([M, [F ] , u, p, ∥., ..., .∥] , g3)
then xijk → ξ [C, g3 (I)]p .

Proof. Suppose that x = (xijk) is g3-ideal convergent to ξ in ([M, [F ] , u, p, ∥., ..., .∥] , g3) .
Then for ε > 0, we have Kε ∈ I3, where Kε =

{
(i, j, k) ∈ N3 : g3 (xijk − ξe) ≥ ε

}
.

Since x = (xijk) ∈ [M, u, l∞, p, ∥., ..., .∥] , then there exists K > 0 such that[
umnoMmno

(∥∥∥∥xi,j,k − ξe

ρ
, y1, ..., yn−1

∥∥∥∥)]pmno

≤ K

for all i, j, k. Thus,

g3 (xijk − ξe) = sup
p,q,r≥1, α,β,γ≥1
0 ̸=y1,...,yn−1∈X

(
1

pqr

α+p−1∑
i=α

β+q−1∑
j=β

γ+r−1∑
k=γ

[
umnoMmno

(∥∥∥∥xi,j,k − ξe

ρ
, y1, ..., yn−1

∥∥∥∥)]pmno
)

≤ K.

Hence

1
mno

m,n,o∑
i,j,k=1,1,1

(g3 (xijk − ξe))
p

= 1
mno

m,n,o∑
i,j,k=1,1,1
i,j,k/∈Kε

(g3 (xijk − ξe))
p

+ 1
mno

m,n,o∑
i,j,k=1,1,1
i,j,k∈Kε

(g3 (xijk − ξe))
p ≤ εp + Kp

mno |Kε| .

Then the set Kε on the right hand side of above inequality belongs to I3. Therefore,
xijk → ξ [C, g3 (I)]p. Hence the proof is concluded. □
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Let X and Y be two triple sequence spaces. We use the notation Xreg ⊂ Yreg
to mean if the triple sequence x converges to a limit ξ in X then the sequence x
converges to the same limit in Y .

Theorem 9.
(
I3
([M,u,[F ],p,∥.,...,.∥],g3)

)
reg

=
(
[C, g3 (I)]p

)
reg

.

Proof. By combining Theorem (7) and Theorem (8) we have the proof. □

Theorem 10. Let a complete paranormed space be ([M, u, [F ] , p, ∥., ..., .∥] , g3) .
Then a sequence in [M, u, [F ] , p, ∥., ..., .∥] is g3-ideal convergent iff it is g3-ideal
Cauchy.

Proof. Let g3(I3)− limx = ξ. Then, we get X (ε) ∈ I3, where

X (ε) =
{
(i, j, k) ∈ N3 : g3 (xijk − ξ) ≥ ε

2

}
.

This implies

Xc (ε) =
{
(i, j, k) ∈ N3 : g3 (xijk − ξ) <

ε

2

}
∈ F (I3) .

Let m,n, o ∈ Xc (ε) . Then g3 (xmno − ξ) < ε
2 . Now let

Y (ε) =
{
(i, j, k) ∈ N3 : g3 (xijk − ξ) ≥ ε

}
.

We need to demonstrate that Y (ε) ⊂ X (ε). Let (i, j, k) ∈ Y (ε) . Then g3 (xmno − xijk)
≥ ε and therefore g3 (xijk − ξ) ≥ ε, that is (i, j, k) ∈ X (ε). Otherwise, if g3 (xijk − ξ) <
ε then

ε ≤ g3 (xijk − xmno) ≤ g3 (xijk − ξ) + g3 (xmno − ξ) <
ε

2
+
ε

2
= ε

which is not possible. Thus, Y (ε) ⊂ X (ε) and therefore, x = (xijk) is g3-ideal
convergent sequences.

Conversely, let x = (xijk) is g3-ideal Cauchy but not g3-ideal convergent se-
quences. Then there exist (t′, w′, v′) ∈ N3 such that

D (ε) =
{
(i, j, k) ∈ N3 : g3 (xijk − xt′w′v′) ≥ ε

}
∈ I3

and G (ε) ∈ I3, where

G (ε) =
{
(i, j, k) ∈ N3 : g3 (xijk − ξ) <

ε

2

}
,

that is, Gc (ε) ∈ F (I3) , since g3 (xijk − xmno) ≤ 2g3 (xijk − ξ) < ε. If g3 (xijk − ξ) <
ε
2 then Dc (ε) ∈ I3, that is, D (ε) ∈ F (I3) which leads to a contradiction. Hence,
the result is obtained. □
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Abstract. Count data regression has been widely used in various disciplines,

particularly health area. Classical models like Poisson and negative binomial

regression may not provide reasonable performance in the presence of exces-
sive zeros and overdispersion problems. Zero-inflated and Hurdle variants of

these models can be a remedy for dealing with these problems. As well as
zero-inflated and Hurdle models, alternatives based on some biased estimators

like ridge and Liu may improve the performance against to multicollinearity

problem except excessive zeros and overdispersion. In this study, ten different
regression models including classical Poisson and negative binomial regression

with their variants based on zero-inflated, Hurdle, ridge and Liu approaches

have been compared by using a health data. Some criteria including Akaike
information criterion, log-likelihood value, mean squared error and mean abso-

lute error have been used to investigate the performance of models. The results

show that the zero-inflated negative binomial regression model provides the
best fit for the data. The final model estimations have been obtained via this

model and interpreted in detail. Finally, the experimental results suggested

that models except the classical models should be considered as powerful al-
ternatives for modelling count and give better insights to the researchers in

applying statistics on working similar data structures.
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1. Introduction

From past to present, due to it’s interpretability and simplicity abilities, regres-
sion analysis have been widely used in various fields. Particularly, it has been more
attractive in machine learning field as a result of processing increasing data in this
information era. The aim of a classical regression is to establish a mathematical
model between a response variable and a group of explanatory variables to get some
insights and some inferences. The structure of response variable is critical to deter-
mine an appropriate regression model. Although a continuous response variables is
the most common one in regression models, there has been great interest to develop
models on discrete variables. Count data regression is an effective way for this pur-
pose. When the response variable is the count of some occurrences of an event and
non-negative valued, count data regression models can produce convincing results.
Classical regression models are based on some assumptions like normality, linearity
and homoskedasticity. These assumptions are adversely affected in the existence of
count response variable. In a such model’s results may be to biased, unstable and
poor on generalization.

In order to more suitable models for count data, some alternative models based
on poisson and negative binomial distributions have been proposed. Poisson re-
gression (PR) and negative binomial regression (NBR) models have been used with
great interest in many areas like medicine, biostatistics, biology, finance, demog-
raphy, astronomy, business and management, earth sciences, communication and
insurance [1,2]. The underlying remarks of attention to count data regression can
be given as follows: (1) interpretability, (2) easy-implementation, (3)good perfor-
mance and (4) wide application area. However, it is not rare to face excessive zero
values meaning no-occurrence in the variable of interest. In such situation, classical
PRR and NBR models may not be sufficiently enough for count data modelling.
For example, the number of cigarettes smoked daily or the number of weekly deaths
due to the cancer in a hospital may be zero. The excess zeros cause a problem calles
overdispersion which has the effect on increasing the sample variance [3]. Due to
the overdispersion,the conditional variance could be bigger than conditional mean
unlike the assumption based on the equality of them. That’s why, the effect of
overdispersion over classical poisson regression is more severe than negative bino-
mial regression. Even NBR can be used to a certain extent in the existence of
excessive zeros, zero inflated poisson regression (ZPR), zero inflated negative bino-
mial regression (ZNBR), poisson Hurdle regression (PHR) and negative binomial
Hurdle regression (NBHR) models have been proposed to deal with overdispersion
problem. On the other side, a phenomenon call multicollinearity corresponding
high correlations between two or more explanatory variables is another common
problem in real word applications. In count data regression models, multicollinear-
ity affected the significance of each variable and the stability performances. As a
solution to multicollinearity in classical linear regression models, ridge regression
estimator and Liu estimator were proposed by Hoerl and Kennard [4] and Liu [5],
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respectively. The superiorities of ridge estimator have been extended to count data
regression via poisson ridge regression (PRR) and negative binomial ridge regres-
sion (NBRR) models which were proposed by Månsson and Shukur [6] and Månsson
[7], respectively. Similarly, poisson Liu regression (PLR) and negative binomial Liu
regression (NBLR) models based on Liu estimator were developed by Månsson and
Kibria [8] and Månsson [9], respectively.

Both classical poisson and negative binomial regression models and the corre-
sponding zero-inflated versions have been extensively used in real word applica-
tions. Wang and Famoye [10] were used the generalized poisson regression (GPR)
and classical poisson and negative binomial regression models to investigate house-
hold fertility decisions. Famoye and Singh [11] proposed zero-inflated generalized
poisson regression (ZGPR) model to make predictions on domestic violence data
set and found this model adequate over its competitors like PR, GPR, ZPR and
ZNBR. Bandyopadhyay et al. [12] used Hurdle and zero-inflated regression models
on drug addiction data set. Similarly, Buu et al. [13] developed a new variable se-
lection method for ZPR on a data set related with alcohol addiction. Mouatassim
and Ezzahid [14] applied PR and ZPR models to make estimation on private health
insurance data set. Xie et al. [15] made a comparison between zero-inflated models
and NBR model by using a smoking data set and found that NBR model could pro-
vide convincing estimations for predicting zero-excessive data. Liyanage et al. [16]
used PR model to estimate the prevalence of end-stage kidney disease and world-
wide use of renal replacement therapy (RRT) and made some projections about the
needs to 2030. Martinez et al. [17] compared PR and NBR models performance on
a data set related with severe chronic obstructive pulmonary disease. Oliveira et
al. [18] presented a comparative study on the usage of ZPR and ZNBR models for
radiation-induced chromosome aberration data and developed a score test for ZPR
model. Tang et al. [19] studied on zero-and-one-inflated poisson models, proposed
a sampling approach with a simulation study and evaluated the performance via
two real data sets. Chai et al. [20] used ZNBR model to estimate ship sinking acci-
dent mortalities. This study investigated the effective factors on medical visit and
the performance of regression models on it’s estimation. Ten different regression
models including PR, NBR, ZPR, ZNBR, PHR, NBHR, PRR, PLR, NBRR and
NBLR have been considered in evaluation. The data set is obtained from Deb and
Trivedi’s study [21].

The rest of this study is organized as follows. The background methodology is
reviewed in Section 2. The appropriate selection methods of ridge and Liu biasing
parameters are presented in Section 3. In Section 4, some information about data
set are described. Performance evaluation is given in Section 5. Some conclusion
and discussions are summarized in Section 6.
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2. Backround Methodology

In this section, we review the aforementioned models briefly. Firstly, we give
models related with conventional poisson regression including PR, PRR, PLR, ZPR
and PHR. Secondly, models based on negative binomial regression including NBR,
NBRR, NBLR, ZNBR and NBHR are presented.

2.1. Models based on Poisson Regression. Poisson regression models have
been widely used and popular in various fields due to its advantages like the inter-
pretability and suitability on inference count data. The conventional PR models
are based on poisson distribution which is given as follows:

f (yi|xi) =
e−µiµyi

i

yi!
, y = 0, 1, 2, ...

where µ is the mean parameter defined by E [yi|xi] = µi = exp
(
x

′

iβ
)
, xi corre-

sponds the ith row of Xn×(p+1) data matrix, β(p+1)×1 is the coefficients vector and
y is the response variable. Poisson log likelihood function is defined as follows:

L (µ, y) =

n∑
i=1

{yi ln (µi)− µi − ln (yi!)}

Then, poisson log likelihood function can be expressed by considering µi =

exp
(
x

′

iβ
)
equation as follows:

L (β, y) =

n∑
i=1

{
yi

(
x

′

iβ
)
− exp

(
x

′

iβ
)
− ln (yi!)

}
The first derivative or gradient vector of L (.) likelihood function can be obtained

as
∂ (L (β, y))

∂β
=

n∑
i=1

(
yi − exp

(
x

′

iβ
))

x
′

i

An iterative algorithm like iteratively reweighted least squares [22] can be used
to get the solutions of above equation. Based on IRLS algorithm the maximum
likelihood estimations of β can be given as follows:

β̂PR =
(
X

′
ŴIRLS−PRX

)−1

X
′
ŴIRLS−PRẑ

where

ŴIRLS−PR = diag
[
µ̂i

(
β̂PR

)]
and zi = log

(
µ̂i

(
β̂PR

))
+
(
yi − µ̂i

(
β̂PR

))
/µ̂i

(
β̂PR

)
.

The steps of IRLS are repeated until a converge criterion is met. Each of Ŵ and z
parameters is updated to maximize likelihood function. The threshold for converge

is usually determined as 10−6 [23]. The matrix
(
X

′
ŴIRLS−PRX

)
is adversely

affected due to multicollinearity. In other words, when the explanatory variables
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are highly correlated, the deviations of coefficients will be unstable and the esti-
mation variance increases. Similar to classical linear regression, ridge regression
estimator can be integrated to poisson regression to deal with this issue. Månsson
and Shukur [6] proposed PRR method which considers ridge regression estimator
in poisson regression estimation process to deal with multicollinearity and defined
as follows:

β̂PRR =
(
X

′
ŴIRLS−PRX + kI

)−1

X
′
ŴIRLS−PRXβ̂PR, k ≥ 0

As an alternative to ridge regression, Liu estimator which was proposed by Liu [5]
can compete with ridge estimator for dealing with multicollinearity. One superiority
of Liu estimator over ridge is to have a linear form of biasing parameters unlike
non-linear form in ridge estimator. That’s why, PLR was proposed by Månsson et
al. [8] as follows:

β̂PLR =
(
X

′
ŴIRLS−PRX + I

)−1 (
X

′
ŴIRLS−PRX + dI

)
β̂PR, 0 < d < 1

As well as multicollinearity, overdispersion is a critical problem on the perfor-
mance of models based on poisson regression. The main reason of this problem
is to observe excessive zeros in data set and this situation is not rare in practi-
cal real applications. The positive count values can be estimated more accurate
via poisson distribution but zero counts cause zero-inflation on the model. To deal
with overdispersion, zero-inflated and Hurdle regression models have been proposed.
These models account excessive zeros separately in estimation process. The mod-
elling stage consist two parts, one for estimation of positive counts and the other
one for estimation of zero count values. Generally, while logistic or probit model is
used to estimate zero values in a binary logic, classical poisson distribution is used
for positive count values. Although zero inflated and Hurdle models have similar es-
timation process, there are some differences between them. Firstly, Hurdle models
consider zero values independently from count values and creates a different process
(i.e. different distribution) generating zeros. So, only one process can produce zero
count values. At the end of estimation process, the likelihood function is calculated
by using the mixture of different distributions. In zero-inflated models, the observa-
tion is possible in each of two processes. Unlike Hurdle models, the process used in
estimation count values can produce zero values. Secondly, the distribution used in
second part of estimation is the truncated version of conventional distribution. For
example, the truncated poisson distribution is considered in Hurdle regression and
non-zero count estimations are guaranteed in this way. ZPR model was proposed
by Lambert [24]. The assumption underlying ZPR model is expressed as follows:

yi ∼
{

0, with probability 1− αi

Poisson (µi) , with probability αi

}
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The unconditional probability distribution of ZPR model can be given as

PZPR(yi) =

{
αi + (1− αi)e

−µi , yi = 0

(1− αi)
e−µiµ

yi
i

yi!
, yi ≥ 1; 0 ≤ αi ≤ 1

}
Similar to ZPR models, the distribution of ZHR model is defined as follows:

PZHR(yi) =

{
(1− αi), yi = 0

αi
f(j;µi)

1−f(0;µi)
, yi = j; j = 1, 2, ...

}
where f(j;µi) is a truncated poisson distribution.

2.2. Models based on Negative Binomial Regression. Negative binomial re-
gression model is a powerful tool which is highly effective on a wide range of count
data applications. Various types of NBR model have been described. The most
well-known and used type is termed as NB2 model referring quadratic form of vari-
ance function. Unlike to conventional PR model, the conventional NBR model can
deal with over-dispersion problem. NBR model accounts over-dispersion by adding
an additional term into probability function and this function is defined as follows:

PNBR(yi) =

{
Γ (yi + 1/θ)

Γ (yi + 1)Γ (1/θ)

(
1

1 + θµi

)1/θ (
1− 1

1 + θµi

)yi
}

where θ is the overdispersion parameter. It is clear that θ is becomes zero, NBR
model will be equivalent to PR model. The log likelihood function of NBR model
can be expressed as

L (µ, y, θ) =

n∑
i=1

yi ln

(
θµi

1 + θµi

)
−1

θ
ln (1 + θµi)+lnΓ

(
yi +

1

θ

)
−ln Γ (yi + 1)−ln Γ

(
1

θ

)
This likelihood function can be re-expressed in terms of coefficients vector as

follows:

L
(
βj , y, θ

)
=

∑n
i=1 yi ln

(
θ exp

(
x
′
iβ

)
1+θ exp(x′

iβ)

)
− 1

θ ln
(
1 + θ exp

(
x

′

iβ
))

+ lnΓ
(
yi +

1
θ

)
− ln Γ (yi + 1)− ln Γ

(
1
θ

)
Similar to approach in PR model, IRLS algorithm can be used to obtain the

solution of this likelihood function and the solution is described as

β̂NBR =
(
X

′
ŴIRLS−NBRX

)−1

X
′
ŴIRLS−NBRẑ

where ŴIRLS−NBR and ẑ are obtained via IRLS algorithm. In order to improve the
conventional NBR model against to multicollinearity problem, NBRR and NBLR
model have been propose by Månsson [7] and Månsson [9], respectively. NBRR
model is defined as follows:

β̂NBRR =
(
X

′
ŴIRLS−NBRX + kI

)−1

X
′
ŴIRLS−NBRXβ̂NBR, k ≥ 0
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NBLR model is also given as

β̂NBLR =
(
X

′
ŴIRLS−NBRX + I

)−1 (
X

′
ŴIRLS−NBRX + dI

)
β̂NBR, 0 < d < 1

Although NBR model is actually effective on dealing with overdispersion prob-
lem, some alternatives have been also proposed to improve NBR model’s perfor-
mance. By carrying similar process like in poisson models, zero-inflated negative
binomial regression and negative binomial Hurdle regression models are defined as
follows:

PZNBR(yi) =

{ αi + (1− αi)
(

1
1+θµi

)1/θ

, yi = 0

(1− αi)
Γ(yi+

1
θ )

Γ(yi+1)Γ( 1
θ )

(
1

1+θµi

)1/θ (
θµi

1+θµi

)yi

, yi ≥ 1

}

PNBHR(yi) =

{ αi, yi = 0

(1− αi)
Γ(yi+

1
θ )

αi[
1−

(
1

1+θµi

)1/θ
]
Γ(yi+1)Γ( 1

θ )

(
1

1+θµi

)1/θ (
θµi

1+θµi

)yi

, yi ≥ 1

}

where α corresponds the probability of zero counts.

3. Selection Ridge and Liu Parameters

The selection of ridge and Liu biasing parameters significantly affect on the
performance of PRR, NBRR, PLR and NBLR models. Although there have been
extensive literature on the determination of these parameters, there is no consensus
among these studies. Various different methods have been proposed for each model.
For the models based on ridge estimators, the most well-known method is defined
by Hoerl and Kennard as follows:

k =

(
σ̂2

α̂2
max

)
where α̂ = γβ̂ML and γ corresponds the eigenvector of X

′
ŴX. Ŵ matrix is ob-

tained via each model, separately. Some alternative estimators have been proposed
in order to avoiding underestimating of optimal k value via above method. The
following estimator has been suggested by Månsson [6] and Månsson [7] for PRR
and NBRR models and considered in this study:

k1 = max

(
1

mj

)
where mj =

√
σ̂2/α̂2

j .
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Similarly, Månsson et al. [8] and Månsson [9] suggested the following selection
method on the selection of Liu biasing parameters for PLR and NBLR models:

d1 = max

0,min

 α̂2
j − 1(

1/λ̂j

)
+ α̂2

j


where λ̂j is the jth eigenvalue of X

′
ŴX.

4. Performance Evaluation

In order to investigate the performance of regression models, a real data set has
been used. The data set has been obtained from Deb and Trivedi’s study [21] and
is available in [25]. This data set includes 4406 individuals and 12 attributes. The
dependent variable is the number of pysician office visits. The number of days
of hospital stays, the health status, age, gender, marital status, education, family
income, private insurance status, the number of chronic diseases, job status and
disability status are considered as the explanatory variables in this study. There
is no missing values in data set. The existence of outliers has been examined by
using the range of ±3 standard deviation of eah variable. To investigate the exis-
tence of outliers, we considered both z-score and individually ±3 standard deviation
approach with some graphical methods including box-plot. Mahalanobis distance
was used to investigate the multivariate outliers but there have been no critical
outliers in terms of this measurement potentially affecting the performance. At the
end of univariate outlier deletion process, the remain 4182 individuals are used in
experiments.

The data set has been splitted as train and testing data sets with the ratios %70
and %30, respectively. Regression models have been fitted via train data set and
tested via testing data set. The distribution of frequencies for each split is given
in Fig. 1. All the experimental study has been carried out via R software [26] and
related packages including MASS [28], lmtest [29], pscl [30] and countreg [30].

4.1. Training Regression Models. In the training phase, six models including
PR, ZPR, PHR, NBR, ZNBR and NBHR have been fitted on the training data set.
Akaike information criterion (AIC) and log likelihood values have been calculated
to determine the best fit. The obtained results has been given in Table 1. According
to results in Table 1, NBR, ZNBR and NBHR models which provide the minimum
AIC and LL values, have been found as the best models on the training data set.
Although the performances of these models are similar to each other, the best one
among them is the NBHR model. The worst model for our training data set is the
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Figure 1. The distribution of frequencies in each data split

classical PR model.

Table 1. AIC and LL values of regression models for training data set
Model AIC LL
PR 23239.538 -11606.769
NBR 16091.514 -8031.757
ZPR 20968.239 -10458.119
ZNBR 16003.561 -7974.781
PHR 20968.497 -10458.249
NBHR 15993.192 -7969.596
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A log likelihood ratio test has been carried out in nested models to decide whether
an overdispersion parameters in negative binomial regression model is necessary.
Models based on negative binomial regression and poisson regression have been
examined among themselves, separately. The results are given in Table 2. Based
on Table 2, it can be said that all comparisons of nested models have been as
significant. This result means that models based on negative binomial regression
can be seen as more suitable at the point of dealing with overdispersion. Besides,
Vuong test [27] is applied training results for non-nested models to determine the
model’s performance of dealing with excessive zeros. A positive value of test statistic
in Vuong test means that the first model is more reasonable than the second one.
The test statistics and significance values are given in Table 2. According to Vuong
test’s results, PHR and ZPR are more preferable as statistically than PR. Similarly,
ZNBR and NBHR are found as more suitable than classical NBR model. Only the
differences between ZNBR&NBHR and ZPR&PHR are not statistically significant.

Table 2. LRT and Vuong test results based on pair comparisons on training data set
LRT NBR-PR ZNBR-ZPR NBHR-PHR
Value 7150 (p<0.001) 4966.7 (p<0.001) 4977.3 (p<0.001)
Vuong test PR-PHR ZNBR-NBHR PR-ZPR NBR-ZNBR ZPR-PHR NBR-NBHR
z statistic -14.183 -1.037 -14.186 -5.008 0.745 -5.352
p (p<0.001) (p=0.1499) (p<0.001) (p<0.001) (p=0.2508) (p<0.001)

As well as LRT and Vuong tests, rootogram graphs have been obtained to examine
the model fits as visually. In rootogram graphs, the closeness of the bars to the x
axis, is proportional to the goodness of fit. These graphs are given in Figure 2. It
can be said that models based on negative binomial regression are seen more better
than the models related with poisson regression. Among these models, ZNBR and
NBHR are seen more suitable than PR. Although the basic NBR model can be a
convincing alternative in the existence of excessive zeros and overdispersion, it’s
zero inflated and Hurdle variants is more powerful for an effective estimation.

4.2. Testing Regression Models. In the training phase, all regression models
have been fitted to the training data and some performance measurements like AIC
and LL have been given to compare six models except the ones based on ridge
and Liu estimators. All outweights vectors have been obtained for all models. By
using these outweights, regression models including PRR, PLR, NBRR and NBLR
have been tested on the unseen (i.e. testing) data set. The mean squared error
(MSE), it’s square root (RMSE) and the mean absolute error (MAE) are used
as performance criteria. Unstandardized residuals have been considered in the
calculation of these measures. The testing results are given in Table 3. Based on
Table 3, it is shown that ZNBR, PHR and ZPR models provide better results than
their competitors. These models give the smaller MSE, RMSE and MAE values.
Although the performances of ZNBR, PHR and ZPR models are similar each other,
the best fit is obtained with PHR model. Models based on ridge and Liu estimators
are slightly poorer than the rest of models. Overall, the NBLR model is found as
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Figure 2. The rootogram graphs of each regression model

the worst model for our data set.

Table 3. The comparison of regression models on the testing data set
Model MSE RMSE MAE
PR 39.8572 6.31325 3.9699
NBR 40.7568 6.38410 3.9847
ZPR 39.6489 6.29673 3.9449
ZNBR 39.8083 6.30938 3.9318
PHR 39.6447 6.29640 3.9450
NBHR 40.0699 6.33007 3.9500
PRR 40.8191 6.38898 3.9842
PLR 40.8198 6.38903 3.9844
NBRR 41.0495 6.40698 3.9919
NBLR 41.0499 6.4070 3.9920

4.3. Determination of the Best Model and Interpretation. When the results
in training and testing phases are examinated together with the rootogram graphs,
ZNBR model can be seen as the best model for the data set in this study. In
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the training phase, NBR, ZNBR and NBHR models have similar performances
according to the AIC and LL values. NBR, ZNBR and NBHR models show the
best fit as visually in rootogram graphs. Finally, ZPR, ZNBR and PHR models
are found better than their competitors based on testing performance. Besides,
LRT tests is found significant between ZPR and ZNBR models. By virtue of these
comments, it can be said that the most suitable model for the data set is ZNBR.
The final fit and coefficients have been obtained using ZNBR model. All results
of final modelling are given in Table 4. The number of days of hospital stays,
the health status, education, age, gender, marital status, family income, private
insurance status, the number of chronic diseases, job status and disability status

Table 4. The fitting results of ZNBR model
Count Part Zero Part

Variable β exp (β) Se β exp (β) Se
Intercept 1.593* 4.920 0.21580 4.574* 96.9350 1.45082
#Days of hospital stays 0.280* 1.324 0.02995 -0.533 0.587 0.34171
Health status (perfect) -0.276* 0.759 0.06445 0.406 1.500 0.28061
Health status (bad) 0.264* 1.303 0.04949 -0.505 0.603 0.58746
#Chronic diseases 0.137* 1.147 0.01308 -1.127* 0.324 0.16908
Disability status (yes) 0.117* 1.124 0.04180 0.039 1.040 0.34310
Age (/10 years) -0.057* 0.945 0.02730 -0.600* 0.549 0.18999
Gender (male) -0.026 0.974 0.03552 1.044* 2.840 0.24176
Marital status (married) -0.111* 0.895 0.03699 -0.747* 0.474 0.25823
Education 0.020* 1.020 0.00471 -0.097* 0.908 0.03041
Family income (x10000$) 0.007 1.007 0.00882 -0.022 0.978 0.06752
Job status (yes) -0.022 0.978 0.05314 -0.334 0.716 0.37298
Private insurance (yes) 0.137* 1.147 0.04292 -0.172* 0.310 0.22918

Coefficients for each part of zero-inflated negative binomial regression have been
given separately. Count part corresponds the modelling results on the individuals
who are visited by the pyhsician more than zero. Similarly, zero part results belong
the the people who are never visited by the pyhsician. As mentioned before, zero-
inflated models present a mixture of different distributions who are able to model
count and zero dependent values in a separate process.

According to the count part results in Table 4, the significant variables are #days
of hospital stays, health status, #chronic diseases, disability status, age, marital
status, education and private insurance (p < 0.05). The physicians tend to visit
about %24 more to people whose perception of health is perfect than the ones having
normal perception. The people having some disabilities in their normal life are
more likely to be visited (approximately %15). Similarly, private insurance status
is effective on the number of visits. The existence of private insurance provides
more visits (%14.7) than normal status. Married people are approximately %10
less likely to be visited than single people. On the other hand, gender, family
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income and job status are not statistically significant on the number of physician
visits (p < 0.05).

When observed the results in zero part, it can be seen that #chronic diseases,
age, gender, marital status, education and private insurance are statistically sig-
nificant on the modelling the zero counts (p < 0.05). The results show that people
with chronic diseases are less likely (approximately %67) not to be visited by the
physicians. This results is reasonable because of the risk of those people. The
physicians tend not to visit men 2.84 times less likely than women. The comments
is supportive with count part when marital status, education and private insurance
variable are examined. The more likely situation in count part corresponds the less
likely one in zero part. While an occurrance for a particulary variable in count part
can increase the possibility of visits, it can decrease for the zero-part or vice versa.
Compared with count part, there is more insignificant variables in zero part. #days
of hospital stays, health status, disability status, family income and job status are
not the effective factors (p < 0.05).

5. Conclusions and Discussions

In this study, we have used poisson and negative binomial regression models and
their variants based on zero-inflated, Hurdle, ridge and Liu approaches to model a
medical data. Zero-inflated, Hurdle and biased (i.e. ridge and Liu) models have
been considered in order to get better solution in the presence of excessive zeros
and overdispersion. Because of the prevalence of these problems in real word appli-
cation, classical regression models can be a remedy. As a result of comprehensive
experimental study, it can be said that zero-inflated and Hurdle models may pro-
vide better results than their competitors. The researchers facing excessive zeros
and overdispersion problems may consider these models as powerfull alternatives
to get useful insight about their application. Moreover, poisson and negative bi-
nomial regression models based on ridge and Liu estimators should be taken into
consideration in the presence of multicollinearity in addition to excessive zeros and
overdispersion problems.

Although the mentioned models can provide useful insights for modeling count
data, it should be noted that the performance comparison is valid for data sets
having similar underlying structure. In the future works, we will carried out a com-
prehensive simulation study to achieve better generalization performance. Different
types of data sets belonging various domains, larger dimensions and more detailed
parameter selection process can be seen as the limitations of this study.
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alization, Methodology, Supervision, Validation, Writing-Reviewing and Editing.
Hasan YILDIRIM: Software, Formal analysis, Resources, Visualization.



614 G. YILDIRIM, S. KACIRANLAR, H. YILDIRIM

Declaration of Competing Interests The authors declare that they have no
known competing financial interests or personal relationships that could have ap-
peared to influence the work reported in this paper.

References

[1] Dobson, A. J., Barnett, A. G., An Introduction to Generalized Linear Models, Chapman and
Hall/CRC, 2008. https://doi.org/10.1201/9781315182780

[2] Chatterjee, S., Hadi, A. S., Regression Analysis by Example, John Wiley & Sons, 2015.
https://doi.org/10.1002/0470055464

[3] Cameron, A. C., Trivedi, P. K., Regression Analysis of Count Data, 6th edn., Cambridge

University Press, New York, 2007. http://dx.doi.org/10.1017/CBO9780511814365
[4] Hoerl, E., Kennard, R. W., Ridge regression: biased estimation for nonorthogonal problems,

Technometrics, 12 (1970), 55–67. https://doi.org/10.1080/00401706.1970.10488634

[5] Liu, K., A new class of biased estimate in linear regression, Commun. Stat. Theory Methods,
22 (1993), 393-402. https://doi.org/10.1080/03610929308831027
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