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RESEARCH ARTICLE 

 

 

INVESTIGATION OF MICROALGAE GASIFICATION UNDER STEAM ATMOSPHERE IN 

DOWNDRAFT GASIFIER BY USING ASPEN PLUS® 
 

Berna KEKİK 1  and Uğur ÖZVEREN 2, *    

 
1, 2* Chemical Engineering Deparment, Faculty of Engineering, Marmara University, Istanbul, Turkey 

 

 

ABSTRACT 
 

Energy production faces environmental and economic problems due to growing population and fossil fuel uncertainty. These 

concerns have led researchers to find a widely available and renewable alternative such as biomass instead of fossil fuels. 

Microalgae is one of the most promising biofuels because it grows quickly and has a higher calorific value. Steam gasification 

is an alternative method to convert biomass into syngas with higher H2 content and lower CO2 content compared to other 

thermochemical conversion processes. In the present work, the downdraft gasifier model was developed using Aspen Plus® 

simulation software, which is capable of investigating the performance of microalgae gasification. Prior to the gasification 

performance evaluation, the validity of the model was tested with the results of an experimental study conducted with a different 

feedstock. The validation of the model was successfully completed, and it was found that the initial gas compositions of H2, 

CO2, CO and CH4 were very similar between the experimental study and the developed model. The effects of the main process 

parameters, such as the steam/biomass ratio and the gasification temperature, on the syngas composition and the higher heating 

value (HHV) of the syngas were evaluated. The results obtained with Aspen Plus® showed that increasing the temperature had 

a great effect on the H2 and CO composition of the syngas. They increased from 50.72% to 56.47% and from 28.11% to 28.84%, 

respectively. The simulation results also showed that the increasing S/B ratio favored the steam-related reactions and increased 

the H2 content in the syngas. However, a decreasing trend in CH4 content also decreased the HHV of the syngas as a function 

of temperature and steam. 

 

Keywords: Gasification; Biomass; Microalgae; Downdraft Gasifier; Aspen Plus® 
 

 

1. INTRODUCTION 
 

Enlarging energy demand due to the growing population causes considerable economic problems and 

global climate change [1, 2]. Renewable sources provide a more sustainable and economical method to 

prevent the detrimental effect of fossil fuels on energy production [3]. Fossil fuel consumption needs to 

be reduced and its application methods must be changed because of the emissions of carbon dioxide 

(CO2) [4]. Biomass is considered a carbon-neutral feedstock that can substitute fossil fuels [5, 6]. 

Microalgae, as the third-generation biomass feedstock, efficiently capture CO2 [7] through 

photosynthetic recirculation and are used for synthetic fuel via various conversion processes such as 

biochemical [8], hydrothermal [9], combustion [10], thermochemical [11, 12]. Thermochemical 

conversion of microalgae is seen as more preferable to biochemical conversion because the biochemical 

process needs a longer reaction time and has less conversion efficiency than thermochemical processes 

[13]. Furthermore, the use of microalgae does not compete with traditional food crops. Therefore, 

microalgae is a very promising feedstock for thermochemical conversion methods because of their high 

growth rate (up to 20 g dry algae per m2 per day) and widespread availability [14].  

 

The increasing desire to promote the use of biomass as a renewable energy source is giving new 

momentum to the development of gasification technologies. Gasification is one of the most favorable 

thermochemical routes that produces syngas mostly composed of methane (CH4), carbon monoxide 

https://orcid.org/0000-0002-1019-7084
https://orcid.org/0000-0002-3790-0606
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(CO), hydrogen (H2), and CO2 with varying characteristics can be obtained by altering the feedstock 

[15, 16]. Gasification under steam atmosphere is gaining momentum as it can obtain high-quality syngas 

[17] at a relatively low operating expense. Moreover, it can generate more H2 yield than all the 

gasification agents (air, O2, CO2) [18]. 

 

The syngas composition can be varied concerning the physicochemical structure of fuel, operational 

conditions of the gasification process, and gasifier type [19]. The downdraft gasifier is a common 

technique for biomass gasification among the present three types of gasifiers [20]. Related to capacity 

and feedstock type, the downdraft gasifier is one of the fixed bed gasifiers and is the most compatible 

type due to its low construction cost, low tar content in syngas, and simpler and more compact design 

compared with the entrained and fluidized bed reactors [21, 22].   

 

The modeling and simulation of downdraft gasifier performance by using simulation tools like an 

equation-driven simulation program based on mass and energy balance are valuable for better gasifier 

design [23]. Aspen Plus® is one of the most popular equation-oriented simulation programs that can 

make successful thermodynamic approaches in line with mathematical models to simulate the biomass 

gasification process more healthily, saving time and money is a very common technology today [24-

26]. The optimization of the syngas composition and the obtained syngas with the desired quality are 

the most important concerns in gasification. Investigation of the optimal values of the gasification 

parameters like pressure, gasification temperature, and amount of gasifying agent is conducted in the 

Aspen Plus® program very fast and reliably. On the other hand, there are a few studies for the modeling 

of downdraft gasifiers by using Aspen Plus® [27, 28].  

 

In this study, we elucidated the HHV and syngas composition of microalgae gasification under steam 

atmosphere from a downdraft gasifier by using Aspen Plus®. The results and adopted method in this paper 

give a point of reference to properly designing downdraft gasifiers for high-valued gasifier products. 

 

2. METHODS 

 

2.1. Sample Characterization 

 

The microalgae as a marine biomass sample were chosen as a feedstock in this study, and the 

physicochemical properties of it were taken from the biomass database of ECN [29]. Microalgae do not 

have a stem, root, and leave like plants, however it uses CO2, sunlight, and water to grow. Depending on 

their growth status and species, microalgae generally consist of protein (20–50%), lipid (9.5–42%), and 

carbohydrate (17–57%) [30]. According to the energetic characteristics, the microalgae sample that had 

a HHV (dry basis) of 23.48 MJ/kg was preferred for the gasification process.  The ultimate and proximate 

analysis results of the microalgae are given in Table 1. The nitrogen, sulfur, hydrogen and carbon content 

of microalgae were determined experimentally, whereas oxygen content was calculated by difference. 

 
Table 1. Proximate and ultimate analyses results of the microalgae sample 

Proximate Analysis (dry basis) Value (wt.%) 

Fixed Carbon 15.68 

Volatile Matter 81.80 

Ash 2.52 

Moisture Content 5.22 

Ultimate Analysis (dry basis) Value (wt.%) 

Carbon 52.73 

Oxygen 29.03 

Sulphur 0.49 

Hydrogen 7.22 

Nitrogen 8.01 
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2.2. Downdraft Gasifier Model 

 

Aspen Plus® is an equation-oriented program that is used to simulate several chemical, physical and 

biological processes based on phase equilibrium and energy and mass balances [23]. Aspen Plus® 

software is preferred by many researchers and industrial facilities instead of experimental studies due to 

its high capability to measure and examine operating parameters and analyze system performance in a 

very short time. Aspen Plus® has a wide database for calculation of physical properties of streams and 

components. Another advantage of Aspen Plus® is that solid components such as biomass, coal can be 

correctly handled in the well-designed model for gasification applications [31, 32]. The steady-state and 

equilibrium-based model of the downdraft gasifier for microalgae gasification has been developed using 

Aspen Plus® V11 [33]. The flow chart of the downdraft gasifier in the Aspen Plus® software was 

presented in Figure 1. 

 

 
Figure 1. Flowsheet of the downdraft gasifier model 

 

The Soave-Redlich-Kwong (SRK) that is recommended by the Aspen Plus® user manual for this type 

of application has been selected as the equation of state to determine the physical properties of the 

conventional components with STEAMNBS as the free-water method. The property methods have been 

selected as DCOALIGT and HCOALGEN to calculate density and enthalpy values, respectively for 

biomass as a nonconventional component [34]. The components which are possible to be formed as a 

result of gasification steps have been identified in the Aspen Plus® database. 

 

In a downdraft gasifier, many complex reactions can occur, but they cannot be simulated with a zero-

dimensional model, thus the main parts of gasification have been simulated considering some 

assumptions as mentioned below: 

 

 The gasification system is operated in a steady state.   

 The entire system is isothermal. 

 There is no pressure drop in streams and blocks. 

 All reactions reach chemical equilibrium and occur fast. 

 Ash is considered an inert material and does not contribute to the reaction. 

 Char consists of only carbon. 

 Heavy hydrocarbons are omitted from the syngas composition. 
 

Three Gibbs reactors have been used to simulate the pyrolysis, combustion, and gasification parts of the 

downdraft gasifier. Gibbs reactors work based on Gibbs free energy minimization principle, this method 

is also called non-stoichiometric and any information about the reaction steps and conversion rates are 

not needed to model reactors [35].  
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The blocks and reactors have been selected and formed the downdraft gasifier model. The microalgae 

has been defined as nonconventional solid and fed to the system, then decomposition, pyrolysis, and 

gasification steps have occurred consecutively. Water and other residual components have been 

separated and syngas containing H2, CO, CH4, and CO2 has been produced.  

 

3. RESULTS 

 

3.1. Model Validation 

 

Before investigating the performance of this model for the selected microalgae, the accuracy of the 

developed downdraft gasifier model should be validated with the experimental study. For the model 

validation, a gasification system was performed in the same condition as the experimental study that 

was selected from the literature. The syngas composition was compared for H2, CO, CH4, and CO2. The 

results of the comparison of the model and the literature study were presented with the operational 

conditions in Table 2. 

  
Table 2. Comparison of experimental and model results 

  
Sample Karanja Press Seed Cake 

Gasification Temperature 800 °C 

Gasification Pressure 1 atm 

Syngas Composition (%v/v.dry) Experimental [36] Model 

H2 37.26 37.92 

CO 48.70 50.93 

CO2 4.20 4.29 

CH4 2.3 4.42 

 

In the experimental work [36], Karanja Press Seed Cake was selected as the feedstock, and the 

experiment was conducted under atmospheric pressure with the gasification temperature at 800 °C. 

Working conditions and feedstock in the experimental study were defined identically to the Aspen Plus® 

model. Comparison of results depicts that the H2, CO, and CO2 compositions were obtained with a small 

difference. The deviation in CH4 composition between the model and the experimental study can be 

explained with some assumptions and calculations of the Gibbs reactors in the Aspen Plus® model. 

Unlike the model that works based on the chemical equilibrium in the real case, conversion rates of the 

reaction depend on the kinetics and residence time. This situation was discussed by some researchers 

who studied it with the equilibrium model [26, 37-39]. Hereby, the validation of the downdraft gasifier 

model was completed successfully, and the newly developed model was found to be reasonably 

acceptable.   

 

3.2. Parametric Study  

 

The gasification properties of microalgae under a steam atmosphere in terms of HHV of syngas and gas 

composition were investigated according to change of gasification temperature and steam/biomass ratio 

(S/B) by using the sensitivity analysis tool in Aspen Plus®.  

3.2.1. Investigation of gasification temperature on syngas composition 

 

Temperature is one of the key parameters that influences the syngas composition due to temperature 

promoted endothermic and exothermic reactions. As shown in Figure 2, the change of the syngas 

composition with respect to gasification temperature varied between 600-1000 °C while the S/B ratio 

was kept constant at 1.5. 
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                                 (a)                                                                           (b) 

         
                                    (c)                                                                                (d) 

 

Figure 2. Effect of the temperature on syngas composition (a) H2, (b) CO, (c) CH4, (d) CO2 

 
In general, solid fuel decomposes effectively and a higher amount of syngas is produced at relatively 

higher temperatures [24]. As illustrated in Figure 2.a, the H2 content in syngas rises sharply between 

600 and 800 °C but the increase continues slower after the temperature point at 800°C. While the 

temperature reached 1000 °C, the H2 content fluctuated between 50.72% and 56.47%. The change of 

CO content in syngas showed a similar trend to H2 and it increased from 28.11% to 28.84% at a 

temperature between 600-1000 °C as seen in Figure 2.b. These trends can be explained by endothermic 

reactions such as heterogenous, water-gas (C + H2O ↔ CO + H2) and gas phase, steam-methane 

reforming (CH4 + H2O ↔ CO + 3H2). The percentage increase in H2 is higher than in CO because of 

the stoichiometric coefficients of H2 in the reactions. Furthermore, a reverse trend of the CO and CO2 

can be explained by the Boudouard reaction (C + CO2 ↔ 2CO) that occurs in the downdraft gasifier 

after the temperature of 800 °C. The decreasing behavior was observed in the CH4 and CO2 contents in 

syngas while the temperature increased in the same range. Considering all these endothermic reactions, 

the tendency of the components showed good agreement with the literature studies based on Le 

Chatelier’s principle which states that high temperatures shift the reaction side to products. However, 

exothermic reactions approach the reactant side [32, 40-42]. The desired components which are H2 and 

CO in the gasifier increased significantly until the temperature reached 800 °C, after that point the 

increase continued very slowly. Taking into account the energy consumption, the optimum gasifier 

temperature was determined as 800 °C. 

 

3.2.2. Investigation of gasification temperature on HHV of syngas 

 

The higher heating value (HHV) states the heat produced from the combustion of the unit mass or 

volume of syngas [43]. The combustible characteristics of the syngas vary depending on the calorific 

values of each component and the syngas composition accordingly. Thus, the HHV is an important 
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criterion for evaluating the quality of the syngas [44]. The HHV of syngas can be provided from the 

property sets section as stream properties in Aspen Plus® program without needing extra calculation. 

The influence of gasification temperature on the HHV of syngas was investigated at the same 

temperature range as the syngas composition and sensitivity analysis results are presented in Figure 3.  

 

 

 
 

Figure 3. Effect of the temperature on HHV of syngas 

 

The change in HHV of syngas corresponding to increased gasification temperature showed a decreasing 

tendency, as seen in Figure 3. The calorific value of each component is different; therefore, syngas 

composition directly affects the HHV of syngas. The decline slowed after 800 °C, this showed similar 

behavior with the change of CH4 contents in syngas.  Compared to H2 and CO, CH4  is three times more 

effective in terms of energy content and its decreasing content in syngas with enhancement of the 

gasification temperature caused the drastic reduction in HHV of syngas [45, 46].  

 

3.2.3. Investigation of S/B ratio on Syngas Composition 

 

The S/B ratio is the most influential parameter for steam promoted gasification processes and is 

determined as the feed rate of the steam divided by the biomass mass flow rate. Steam gasification is 

preferred due to its advantage of enriching the fraction of H2 in syngas. The effect of S/B ratio on syngas 

composition was observed when the gasification temperature fixed at 800 °C in Figure 4. 
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(a)                                                                                               (b) 

 

   
(b)                                                                                            (d) 

 

Figure 4. Effect of the S/B ratio on syngas composition (a) H2, (b) CO, (c) CH4, (d) CO2 

 

As seen in Figure 4, syngas composition remarkably changed as a function of the S/B ratio. Increasing 

the S/B ratio between 0.5 and 2.5 increased the H2 content in syngas from 53.22% to 58.77% owing to 

an increase in the partial pressure of steam which encourages the steam methane reforming, water-gas, 

and water-gas shift (CO + H2O ↔ CO2 + H2) reactions inside the gasifier [47]. From Figure 4.b and 4.d, 

CO composition increased and CO2 composition decreased until the S/B ratio is 1.3, after this point, 

their behaviors reversed and CO composition decreased while CO2 composition increased. H2 

composition showed an opposite tendency with the CH4 composition because the steam methane 

reforming reaction uses CH4 to produce H2. The results depicted that the composition change in syngas 

was consistent with the literature studies [23, 48-50]. The optimal S/B ratio was determined as 1.5 

considering the higher amounts of  H2 and CO compositions and the lower amount of CO2. 

 

3.2.4. Investigation of S/B ratio on HHV of Syngas  

 

The proportion of H2, CH4, CO2, and CO in syngas significantly influenced the HHV of syngas as the 

performance indicator of the gasification process. Thus, the HHV of syngas is affected by the S/B ratio 

in the gasification processes that use steam as the gasifying agent. The HHV of syngas was directly 

obtained from the property sets, and sensitivity analysis was conducted as a function of the S/B ratio in 

Aspen Plus®. 
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Figure 5. Effect of the S/B ratio on HHV of syngas 

 

The HHV of syngas ratio diminished from 20132 kJ/kg to 18059 kJ/kg while the S/B changed between 

0.5 and 2.5, seen in Figure 5. The HHV of syngas sharply dropped, which is similar to CH4 trend with 

respect to increasing S/B ratio, because the effect of CH4 on HHV of syngas is more active than other 

components as reported in the literature [48, 51].  Considering the syngas composition that desires higher 

H2 content and the HHV of syngas, S/B ratio was selected 1.5 as the optimal value. 

 

CONCLUSION  

 

Using the developed downdraft gasifier model, the gasification of the microalgae sample under the 

steam atmosphere and the production of synthesis gas with high H2 content were simulated using Aspen 

Plus® software. The compositions of H2 and CO in the syngas reached their optimal values of 55.62% 

and 28.70%, respectively, when the operating conditions were a gasification temperature of 800 °C and 

S/B ratio of 1.5. With the increase of gasification temperature and S/B ratio, the H2 composition 

increased appropriately from 50.72% to 56.47% with the increase of gasification temperature and from 

53.22% to 58.77% with the increase of S/B ratio. In addition to the syngas composition, the HHV of the 

syngas was also investigated and showed a decreasing trend with the increase of gasification temperature 

and S/B ratio due to the CH4 components, which mainly affect the syngas quality. The presented results 

of the simulation model, which are in agreement with the literature study, prove that the downdraft 

gasifier model was properly designed for microalgae gasification. 
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ABSTRACT 
 

Chicken eggs, which are widely consumed in daily life due to their rich nutritional values, are also used in many products. The 

increasing need for eggs must be met quickly for various circumstances. Eggs are subjected to various impacts and shaken 

from production to packaging. In some cases, these effects cause an eggshell to crack. While these cracks are sometimes visible, 

they are sometimes micro-sized and cannot be seen. The cracks on the egg allow harmful micro-organisms to spoil the egg in 

a short time. In this study, acoustic signals generated by a mechanical effect to the eggs were recorded for 0.2 seconds at 50 

kHz sampling frequency using a microphone. To determine the active part in the collected acoustic signal data, a clipping 

process was implemented by a thresholding process. Thus, the exactly correct moment of mechanical contact on the eggshell 

was easily detected. After passing the determined threshold value, statistical parameters such as min, max, difference, mean, 

standard deviation, skewness and kurtosis were extracted from the data obtained, and 7-dimensional feature vectors were 

created. Finally, the Common Vector Approach (CVA) is applied on the extracted feature vectors, 100% success rate has been 

achieved for the test data set. The ANN and SVM classifiers in where the same feature vectors are treated were used for the 

comparison purpose, and exactly the same classification rates are attained; however, the less number of eggs are tested with 

the ANN and SVM classifiers in the same amount of time. With the proposed mechanical system and classification 

methodology, it takes about 0.2008 seconds to determine whether the shells of eggs are cracked/intact. Therefore, the proposed 

combination of the feature vectors based on statistical features and CVA as a classifier for the detection of cracks on eggshells 

is notably appropriate especially for industrial applications in terms of speed and accuracy aspects. 

 

Keywords: Egg, Eggshell, Common Vector Approach, CompactRIO 
 

 

1. INTRODUCTION 
 

Egg has become a widely consumed food in the daily diet of people due to its low price and rich 

nutritional value. Cracks may occur in eggshells during the production or shipping processes. This 

problem can be resulted in substantial economic losses for egg industry because several harmful bacteria 

may get into the egg through the cracked shell. An infected egg can also pose an important problem in 

terms of food safety and human health [1-4]. Detecting and separating the cracks on eggshells are 

important both for commercial and human health considering the above-mentioned issues. 

 

Egg cracks were attempted to be detected using images taken with the aid of a camera [5]. Several image 

processing and pattern recognition methods have been applied to eggs under a condition of illuminating 

light source [5–14]. As a result of these studies, it was observed that the cracks on eggshells were 

detected with a success rate of more than 90% using several computer vision methods. However, it was 

reported that both the structural defects on eggshells and the incorrect adjustment of illuminating light 

source cause a problem in detecting cracks by computer vision methods [15]. These methods are also 

unable to determine micro cracks. It was reported that 100% success rate can be achieved as a result of 

the clarification of the cracked area by applying negative pressure to egg for the detection of micro 
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cracks with computer vision [16-19]. However, these methods are not suitable for applicability to 

industry because of both the complexity and slowness issues.  

 

Another method employed in the literature for the detection of eggshell cracks is acoustic signal analysis 

[20]. This method consists of performing a mechanical contact on eggshells, collecting the acoustic 

signals resulting from mechanical contact, applying various signal processing and feature extraction 

methods, and finally, classification. The studies performed in [20-29] reported that the detection of 

cracks on eggshells was succeeded with at most 98.9% accuracy with acoustic signal analysis and 

proposed classification methods. 

 

In this paper, the acoustic signal generated by a non-destructive mechanical contact on eggshells was 

recorded for 0.2 seconds durations with the help of a microphone at a sampling frequency of 50 kHz. In 

clipping of the active part in the recorded acoustic signal, a 0.75V threshold value was preferred. Thus, 

the precise accurate moment of mechanical contact on a shell can be easily detected. Statistical features 

were used to reduce the size of the data signals and to determine the effective parameters from the 

thresholded data signals. By evaluating the min, max, difference, mean, standard deviation, skewness, 

and kurtosis values obtained from thresholded acoustic signals, 7-dimensioned feature vectors were 

extracted. Finally, different classifiers are applied to the feature vectors to determine whether an eggshell 

is cracked or intact. 

 

2. MATERIALS and METHODS 

 

2.1. Experimental Setup 

 

The block diagram of the experimental setup consisting of power supply, control and amplifier circuit, 

CompactRIO (cRIO), egg support, and mechanical unit for data collection, analysis, and visualization 

is given in Figure 1. The components are described in detail in the following sections. 
 

 
Figure 1. General block diagram of the experimental setup. 
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2.1.1. CompactRIO 

 

CompactRIO (cRIO) is an application-oriented industrial controller with modular units manufactured 

by National Instruments (NI) [30]. In this paper, the NI-9215 analog input module and NI-9375 digital 

input-output module were used together with cRIO 9074. Technical data of cRIO are given in Table 1. 
 

Table 1. Technical data for CompactRIO 

 

Operation Voltage +19V DC to 30V DC  

Processor Speed 400 MHz 

Memory 256 MB 

FPGA Xilinx Spartan-3 2M FPGA 

Communication Support Ethernet and  RS232 

Number of Modular Units 8 Unit 

 

2.1.2. Egg support and mechanical impact unit 

 

Figure 2 shows the general view of setup for the egg support and mechanical impact unit. The egg 

support unit is the unit on which the egg to be tested is positioned. The mechanical impact unit applies 

the mechanical impact to the egg and receives the acoustic signal. 

 

 
 

Figure 2. General view of the egg support unit and the mechanical impact unit; (a) the hitting position of the unit 

to an egg, (b) the starting position of the unit. 

 

 

The mechanical impact unit consists of a cylindrical outer part on which a coil is wound and a movable 

cylindrical inner part with a small magnet inside. The movement of the inner part is provided by 

changing the voltage polarity of the coil wound on the outer part. With this movement, acoustic signals 

were created as a result of a mechanical impact that is sufficient to generate a mechanical vibration on 

the egg and does not damage the eggshell. This process is illustrated in Figure 2. 

 

2.1.3. Control and amplifier circuit  

 

The electronic board is designed using L293D and LN358N ICs. With the L293D IC, the mechanical 

impact unit is driven and the LN358N IC is used to amplify the acoustic signal resulting from the 

mechanical impact. Electronic card layout is given in Figure 3. 

 

 

 

 

 

Mechanical 
Impact Unit

Egg Support 
Unit
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Figure 3. Control and amplifier circuit 

 

2.1.4. Data acquisition program 

 

To create the data set, a data acquisition program was created using the LABVIEW [31] functional 

blocks, and its screenshot is given in Figure 4. The user interface of the program given in Figure 4, 

starting with pressing the “get data” button and ends with the acquisition of acoustic data resulting from 

the mechanical impact applied to the egg, based on the specified sampling time. 

 

 
 

Figure 4. Data acquisition program 

 
2.2. Creating the Feature Vector 

 

There are some noises in the raw signals received for 0.2 seconds at 50 kHz sampling frequency via our 

data acquisition program. Raw signals exceeding a threshold value of 0.75V, which is determined by 

trial/error methodology, are gathered to detect the data at the moment of mechanical impact on the 

eggshell, thereby the noisy part can be discarded. Therefore, data signals which have 680 samples are 

collected. As a result of the examination of these signals obtained from cracked/intact eggs, it was 

observed that the signal was stable after approximately this amount of data. Then statistical features 

were extracted to obtain the feature vectors to be fed to the classifier in order to determine cracked/intact 
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eggshells. A 1x7 dimensional feature vector was constructed using the minimum value, maximum value, 

difference, mean, standard deviation, skewness, and kurtosis parameters. The equations for statistical 

features are given in Table 2 [32]. 

 
Table 2. Statistical features and their equations. 

 

Feature Symbol Equation 

min 
F1 𝑚𝑖𝑛{𝑋1, 𝑋2, 𝑋3, , … 𝑋𝑛 , } , 1 ≤ 𝑛 ≤ 𝑁 

max 
F2 𝑚𝑎𝑥{𝑋1, 𝑋2, 𝑋3, , … 𝑋𝑛 , }, 1 ≤ 𝑛 ≤ 𝑁 

Difference F3 F2 – F1 

Mean F4 
1

N
∑ Xn

N

n=1

 

Standard deviation F5 √
1

N
∑(Xn − F4)2

N

n=1

 

Skewness F6 
1

(N − 1)(F5)3
∑(Xn − F4)3

N

n=1

 

Kurtosis F7 
1

(N − 1)(F5)4
∑(Xn − F4)4

N

n=1

 

 

2.3. Common Vector Approach (CVA) 

 
One of the significant subspace methods used in the 1-dimensional pattern recognition problems is CVA 

[33-36]. The main goal of CVA is to eliminate the differences in a pattern class and to find a single 

vector that has the unchanging common properties of that class. The CVA is examined in two different 

cases according to the relationship between the number of feature vectors in training set of a class and 

the size of feature vectors. These cases are called as insufficient data and sufficient data cases. In the 

case of sufficient data used in this study, the number of feature vectors ( ) belonging to a class is 

greater than the feature vector dimension ( ) ( ). In this case, the common vector belonging to a 

pattern class is found using the within-class covariance matrix. Let the column wise feature vectors in 

the training set of a pattern class are , respectively. In the sufficient data case realization 

of CVA, first of all, the covariance matrix belonging to a pattern class is calculated as follow: 

                                                         (1)  

Here,  is the average vector of the feature vectors belonging to a class in the training set of the pattern 

class and  shows the within-class covariance matrix belonging to that pattern class. 

 

The eigenvalue-eigenvector decomposition of the within-class covariance matrix is performed, and then, 

 eigenvalues greater than zero value are obtained. These eigenvalues are sorted in descending order. 

m
n m n

1 2, , , ma a a

1

( )( )
m

T
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The largest  eigenvalues among the eigenvalues are chosen with the help of the following inequality 

[37]: 

                                                                     (2) 

Where  is the number of largest eigenvalues chosen;  is the eigenvalues, and  is the fixed 

percentage value to be used in the eigenvalue selection. If Y = 5.58 %, a good performance is obtained 

while retaining a small proportion of the variance present in the original space. Y = 5.58 % is the average 

rate for eigenvalues of within-class covariance matrices calculated in each cross-validation step. The 

value of k was equal to four for each class (intact or cracked egg), and it can also be specified from the 

point where the eigenvalues of the training data start for varying slowly upon plotting of the eigenvalues 

in descending order. eigenvectors corresponding to  eigenvalues of the computed within-class 

covariance matrix span the difference subspace of that pattern class. The remaining ( ) 
eigenvectors will span the indifference subspace of that pattern class. In this circumstance, the projection 

( ) of any  feature vector belonging to a pattern class into the difference subspace of that pattern 

class is calculated as follow [38]: 

                                                                    (3) 

Here, are the eigenvectors spanning the difference subspace of that pattern class. The common vector 

belonging to that pattern class is calculated with the help of the mean vector as follows: 

                                                  (4) 

After the calculation of the difference/indifference subspaces and the common vector, the training phase 

of CVA is completed. In the test phase of CVA, the vector, which will be classified in the pattern 

test set, is tested using the following decision criteria and assigned to the appropriate class: 

                                 (5) 

Where  is the number of classes,  are the eigenvectors spanning the indifference subspace of the 

class , represents the average vector of the class C, and  represents the class to which the 

unknown  vector was assigned as a result of the testing process.  

 

3. RESULTS and DISCUSSION 

 

A total of 10000 samples of data signal for each egg during 0.2 seconds at 50 kHz sampling frequency 

were obtained using the system in Figure 2. A data set was created using 60 different eggs with intact 

shells and 59 different eggs with cracked shells. The raw data signals collected from the eggs with intact 

and cracked shells are shown in Figure 5. The change of the direction of magnetic field in coil in 

mechanical impact unit is constituted by the change of the polarity of voltage applied, and thus, the pin 

k
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in the coil can move out and in easily. There is also a ball at the end of the pin. Acoustic signals are 

collected through the microphone installed inside the pin. 

 

 
Figure 5. Raw data of eggs with intact and cracked shells 

 

The effect at the moment of contact of the pin on the eggshell and also the effect occurred when it moves 

back to its starting place are observed in the recorded acoustic signal. A threshold value was determined 

to obtain useful data from the mechanical impact on the eggshell. In this way, only the acoustic signals 

generated by the egg were separated from the noisy raw signal generated by the mechanical impact unit 

and the environment. Starting from the first data point exceeding the 0.75V threshold value from the 

raw data, 680 data samples were selected. The examples of the selected signal partitions can be seen in 

Figure 6. 

 

 
 

Figure 6. Examples of clipped acoustic signals (each one has 680 samples) 

 

As a result of the mechanical effect, the oscillation of the acoustic signal formed in an intact egg shell 

is higher than that of in a cracked egg, and the resulting oscillations were damped in a longer time. In 

the acoustic signal received from an egg with a cracked shell, the oscillation was less and it was damped 

in a shorter time than an intact egg. The reason for this outcome is that the ball at the end of the pin 

oscillates more in an egg whose shell is intact. 

 

Feature extraction based on statistical parameters was implemented to feed more effective data to the 

classifier. Thus, 7-dimensional feature vectors are extracted for each acoustic signal, and then were 

treated as classifiers. In Table 3, randomly selected feature vectors from the test data of eggs with 

cracked/intact shells are given. 
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Table 3. The randomly selected feature vectors of eggs with cracked/intact shells 
 

 
Min Max Difference Mean 

Standard 

Deviation 
Skewness Kurtosis 

In
ta

ct
 -0.3619 2.3400 2.7019 0.3862 0.3986 1.5679 7.6146 

-0.2644 2.2696 2.5341 0.4506 0.3574 1.5852 8.1705 

-0.5024 2.8389 3.3413 0.4148 0.5241 1.5083 6.8850 

C
ra

ck
ed

  

-0.1424 1.0062 1.1487 0.3035 0.1165 1.1644 14.5977 

0.0913 0.9922 0.9008 0.4475 0.1016 1.1130 12.1071 

-0.3326 1.0897 1.4223 0.1696 0.1499 1.2530 12.5297 

 

The change in the parameters of maximum, difference, standard deviation, skewness, and kurtosis is 

seen more effectively among the feature vector parameters obtained by processing an acoustic signal 

from a cracked/intact egg. The CVA classifier was trained using feature vectors of 10 intact and 10 

cracked eggs randomly selected from the data set consisting of 60 eggs with intact shells and 59 eggs 

with cracked shells (Table 4).  

 
Table 4. Training/test data and performance of the CVA classifier 

 

 

 

 

 

When the literature studies on the detection of cracked/intact eggshell by processing the acoustic signal 

resulting from the mechanical effect on an eggshell are examined, there is not an available data set on 

this subject, and each researcher creates his/her own data set. Ketelaere et al. (2010) applied Fast Fourier 

Transform (FFT) to the acoustic signal recorded from eggshells at 50 kHz sampling frequency. The 

Pearson correlation coefficients of the processed acoustic signal were found and the coefficients 

exceeding over a threshold value are determined; finally, the cracked/intact conditions of shells were 

determined with a 90% success rate [39]. Deng et al. (2010) applied Continuous Wavelet Transform to 

the acoustic signal recorded at 22.05 kHz sampling frequency. They achieved a 98.9% success rate by 

estimating with SVM using different combinations of wavelet-based extracted features [22]. Sun et al. 

(2013) transferred the data from the time domain recorded with 38 kHz sampling frequency into the 

frequency domain with FFT. A calibration model was created and five features were extracted from 

magnitude response of each signal in the frequency domain. If the value of three or more features 

exceeds their critical values, the eggshell is considered to be intact, otherwise is cracked. While the 

average performance rate was 98.05%, this method requires less time than 10ms to determine the state 

of the shell from raw data signal of an egg [40]. In this study, an acoustic signal was collected from an 

eggshell in 0.2 seconds at 50 kHz sampling frequency. Approximately 0.212 seconds in ANN, 0.205 

seconds in SVM, and 0.2008 seconds in CVA are required for processing raw data signals. The 

consumed time values comprise of the extraction of a feature vector, and performing the estimation 

process by a classifier. Thus, the shell of 16981 eggs is tested with ANN for an hour. In the same amount 

of time, additional 579 eggs with SVM and 947 eggs with CVA can be tested. The performance rate for 

CVA, ANN, and SVM classifiers in where the same feature vectors are treated was determined as 100%. 

Since the classification process for an egg can be done in totally about 0.2008 seconds, the combination 

of the feature vectors based on statistical features and CVA as a classifier is considerably suitable for 

industrial applications. 

 

The 5-fold cross validation technique was performed to evaluate the performance of the feature vector 

and the CVA classifier. All egg data were randomly divided into five groups; each one includes eggs 

with 10 cracked shells and 10 intact shells. While one group of data was used in the training phase of 

the CVA classifier, the remaining four groups of data were used in the testing process. The performance 

 Intact Cracked Success 

Training 10 10 100% 

Test 50 49 100% 
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for each cross-validation step was found to be 100%, therefore, the average testing performance was 

computed as 100%. 

An interface was created with Matlab/GUI to determine the cracked/intact situation in an eggshell 

collecting/processing/classifying data from the system. By pressing the "Get Data/Analyze" button in 

Figure 7, the raw data signal taken from an egg is plotted on the graphical display. The raw data signal 

can be analysed in detail using the tools on the interface. Data is clipped using the threshold value. The 

feature is extracted and fed to the classifier. At the end of the classification, the decision (either cracked 

or intact) is printed on the interface and also shown visually on the screen. 

 

 
 

Figure 7. Eggshell control interface 
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4. CONCLUSION 

 

Chicken eggs are exposed to various impacts and are shaken from the production to the packaging stages 

and several cracks may occur in their shells. These cracks can be micro-sized and invisible and also 

cause an egg to deteriorate in a short time. In this study, the acoustic signals generated as a result of the 

contact made by a mechanical system in a way that it does not damage the eggshell are recorded with a 

microphone. The active part in acoustic signal was determined by thresholding acoustic signal using a 

pre-determined value. The statistical features were evaluated, and a feature vector with a size of 1x7 

was extracted from each thresholded acoustic signal. For the training of the CVA classifier, 20 data 

signals, including separately ten feature vectors selected randomly from cracked and intact eggs, were 

used; and, the other remaining 99 egg data signals in the data set were used in the test process. Although 

the training process was carried out with a very few data feature vector, all of the test data signals were 

correctly classified. It takes an average of 0.2008 second for data signal to be retrieved from an egg, pre-

processed, and estimated by the CVA classifier. The combination of the extracted feature vector and the 

CVA classifier are practically suitable for industrial applications due to the speed and accuracy issues 

for the process of cracked/intact detection of eggshells. Although exactly the same accuracy rates are 

obtained for CVA, ANN, and SVM classifiers, the less number of eggs are tested with the ANN and 

SVM classifiers in the same amount of time. 
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ABSTRACT 
 

Simultaneous liquid organic waste disposal and electricity generation were achieved by a solar-assist sediment microbial fuel 

cell (S-SMFC) in terms of an ecological and economical perspective. In this respect, 840 mL house environment liquid organic 

wastes which contains 10% juice + 90% deionized water and 10% sugary tea + 90% deionized water were disposed by 

electrogenic bacteria and converted electricity with solar energy. A 100 F capacitor was easily charged 29 times with generated 

electricity. S-SMFC was disposed 10 mL more waste than control due to more electrical bacteria density on the graphite 

electrode. In this case, Proteobacteria and Firmucutes were categorized dominate bacteria groups, and they were found in the 

S-SMFC as 54% and 28%, respectively. Importantly, solar energy increased population density of these groups in the S-SMFC 

and the density on the graphite electrode increased more than 19% according to control. Some bacteria which were associated 

with electricity production in the S-SMFC were to Azospirillum fermentarium, Clostridium sp., Pseudomonas guangdongensis, 

Bacteroides sp., Azovibrio restrictus, Clostridium pascui, Levilinea saccharolytica, Seleniivibrio woodruffii, Geovibrio 

ferrireducens. Consequently, S-SMFC presents innovative, crucial and simple methodology in order to convert liquid organic 

waste into the green energy.  

 

Keywords: Green energy, Sediment microbial fuel cell, Electrogenic bacteria, Organic waste 
 

 

1. INTRODUCTION 
 

Uncontrolled liquid organic waste may create potential environmental pollution in the ecosystems when 

these wastes reach into surface waters [1]. High-polluted organic waste are generally produced house 

environment (i.e. kitchen), and then join in sewage system or receiving environment after being 

processed in a central treatment plant [1, 2]. Unfortunately, these type of wastes are directly discharged 

into receiving environment following the deep sea discharge system without any treatment in recent 

months due to the inadequacy of the treatment plants [3]. Moreover, the spent time of people at home 

because of Covid-19 pandemic, the discharge of such waste in the sewage systems increase nowadays. 

In this respect, some crucial environmental problem (i.e. sea snot or marine mucilage) associated with 

uncontrolled liquid organic wastes that contain nitrogen and phosphate have often appeared both in 

world and Turkey [4, 5]. Correspondingly, the marine mucilage has intensively detected in Marmara 

Sea in Turkey in March-May 2021, and 12,741.94 ha of sea area covered by mucilage [4].   

 

Although this kind of liquid waste can be treated or controlled by conventional techniques (biological 

treatment, reverse osmosis, ion exchange systems, etc.), these methods requires high chemical use (i.e. 

barium chloride lime), high energy needs (0.5 kwh for 1 ton of wastewater purification) and expensive 

equipment (i.e. cationic membranes) [6, 7]. Furthermore, these conventional techniques have only 

treatment efficiency between 70% and %80 in the purification process[7, 8]. In this respect, new holistic 

approach and innovation techniques need to on-side control of this type waste prevent from clean water 

sources or asses this waste for bioenergy sources in terms of secondary benefits [9, 10]. Sediment 

microbial fuel cell is a simple, cost effective, and environmental friendly method to assess organic 

substrate (wastewater, rhizosphere excretion) for fuel and generate green energy simultaneously [11, 

https://orcid.org/0000-0002-4114-7813
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12]. Briefly, sediment microbial fuel cell is based on the idea of imitating the physical, chemical and 

biological mechanisms that occur in wetland matrix, and the liquid organic wastes can easily disposal 

to produce clean energy from organic substrates through electrogenic bacteria without generating any 

secondary waste [11, 13]. Correspondingly, the liquid organic wastes released into the nature are not 

considered as waste for sediment microbial fuel cell, this kind of waste are defined as a new energy fuel 

source to generate green energy in the waste management strategy [9, 14]. In order to eliminate the 

energy shortage that may occur in the near future, the sediment microbial fuel cell devices provide 

crucial strategy associated with electrochemical activity comes from catalytic activity of organic 

substrate, and then electrogenic bacteria can convert organic substrate to green energy [15]. 

Unfortunately, produced potential green energy by sediment microbial fuel cell is usually low. For 

example, up to 70% wastewater treatment efficiencies were obtained from constructed wetland couple 

with sediment microbial fuel cell device, only 198.8 mW/m2 power density was produced by the SMFC 

device [16]. Although this phenomenon is an acceptable level of organic treatment from wastewater, the 

power density obtained from SMFC significantly limits the usage network of SMFC to generate 

bioelectricity for real scale application. Furthermore, power generation with organic wastes released 

from plant roots to the environment in plant sediment microbial fuel cells was recorded as 1 mWatt [17]. 

In this respect, the obtained low power from SMFC limits use of this type device for practical on-site 

application for bioelectricity production (i.e. landscape lighting). Consequently, innovative approaches 

or technological designs are necessary to how to increase power from SMFC while the wastewater 

treated more efficient and more economical.     

 

In this study, a solar energy assists sediment microbial fuel cell (S-SMFC) was tested to generated 

bioelectricity from liquid organic waste. Briefly, the purpose of the current study was to: (i) design a 

solar assist sediment microbial fuel cell to generate bioelectricity from liquid organic waste; (ii) 

investigate electricity production by electrogenic bacteria and solar energy in the same systems at the 

first time in the literature; (iii) discuss electricity production mechanism of this hybrid system and 

compare produced green energy from control.   

 

2. MATERIAL AND METHODS 

 

2.1. Sampling and Bacteria Culture 

 

Sediment sample was collected a wetland habitat (depth of 60cm) in Turkey, and then the sample was 

mixed with an anaerobic culture that collected from an active sludge reactor. The mixture was 

transferred into a plastic container inoculated for one month. Nitrogen gas (80%) was applied into the 

mixture 20 minutes once a day in order to removed oxygen and created anaerobic environment for 

electrogenic bacteria. Supported culture was prepared, and Proteobacteria composition was enriched in 

the culture [18]. Accordingly, 15mM sodium acetate was used as carbon sources, 7.1 mM NH4Cl d for 

nitrogen sources, and 3mM BES solution for methanogenic inhibitor in the culture. Furthermore, 

sterilized mineral solution was also added into the culture solution in order to supported to bacterial 

growth. Correspondingly, 1mL mineral solution is contained per liter: 5.6 g (NH4)2SO4, 2 g 

MgSO4⋅7H2O, 200 mg MnSO4⋅H2O, 3 mg H3BO3, 2.4 mg CoCl2⋅6H2O, 1 mg CuCl2⋅2H2O, 2 mg 

NiCl2⋅6H2O, 5 mg ZnCl2, 10 mg FeCl3⋅6H2O, and 0.4 mg Na2MoO4⋅2H2O). 

 

2.2. Experimental Design 

 

Rectangular polyester containers (13x13 cm) with volume of 500 mL were selected as treatment and 

control reactor in order to obtained sediment microbial fuel cell (SMFC) environment. Volume of anode 

chamber in each reactor was 150 mL, and the anode and cathode chamber was separated by glass wool 

and clay layer (1mm). The anode electrode of each SMFC reactor was a horizontal rectangular graphite 

plate (100 mm X 100 mm and 60 mm thickness), and cathode electrodes were graphite felt with a 

diameter of 130 mm. Zeolite mineral was selected as supporting media, and the anode chamber of the 
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reactors was filled with this material. Graphite electrode was buried into the mixing and peat sample 

with contains 3% NaCl was added on the separator (glass wool and clay layer) and creating a salt bridge 

in each reactor matrixes. The cathode electrodes for each reactor were placed on the peat, and they were 

connected by anodes with high anti-corrosion and good electrical conductivity of 0.8 mm titanium wire. 

The external resistance was selected as 25 Ω in order to obtain a current and increase population of 

electrogenic bacteria in the reactor matrix. The designed SMFC reactors both treatment and control was 

cultivated for one month in thermostatically controlled chamber at 35.8 °C. After cultivation period, 2V 

20 mA solar panel was connected in parallel with treatment reactor, and this hybrid system was powered 

by sediment microbial fuel cell and solar energy, and so the hybrid system was named as S-SMFC 

(Figure 1). Conversely, the control reactor was only powered by sediment microbial cell that namely as 

C-SMFC. The reactors were located at the window that directly meet sunlight, and the average 

temperature was measured as 25°C. An acid-based catalyzer was added into cathode chamber in order 

to increase open circuit voltage of the reactor.  

 

 
 

Figure 1. Schematic demonstration of Solar assist sediment microbial fuel cell (S-SMFC) 

 

2.3. Waste Dosage, Measurement, and Analysis 

 

A wide speared liquid organic waste (10% juice waste + 90% deionized water or 10% sugary tea waste 

+ 90% deionized water) produced in household environment was selected for waste in this experiment, 

and 15 ml waste was added into each reactor in a day. In this case, approximately 110 mL liquid waste 

was assessed and controlled on the side by reactors in one week, and the waste was converted to 

electricity by electrogenic bacteria in the SMFC reactors. Produced electricity from each reactor was 

recorded daily by a multimeter, and then stored 100 F capacitor. After 60 days of operation, the graphite 

anodes were collected from the reactors and a field-emission scanning microscope was used to determine 

the biofilm settled on the graphite electrodes. Furthermore, anodic biofilm on the electrodes were 
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separately collected from both S-SMFC and C-SMFC, and metagenomics analysis was evaluated. The 

temperature of experiment condition was continually measured by a digital thermometer. Furthermore, 

the charged capacitor from the reactors were serially connected each treatment day, and the Ni-Cd based 

battery (1.2 V 800 mAh) was charged these capacitors.  

 

3. RESULTS AND DISCUSSIONS 

 

3.1. Voltage Output and Electricity Generation Assessment 

 

The electricity production performance of the reactors both S-SMFC and C-SMFC were shown in Figure 

2a. Correspondingly, the S-SMFC was generated open circuit potential between 1542 and 1919 mV for 

10% juice waste, and between 1442 and 1978 mV for 10% sugary Tea waste during the experiment 

period. This results indicated that the SMFC and solar energy were together produced open circuit 

potential while the waste broke to pieces, and thus this kind of hybrid system can be used as generated 

clean energy. On the other hand, the generated electricity from C-SMFC was relatively lower than S-

SMFC and output open circuit voltage was ranged from 979 and 1428 mV during the experiment period. 

Moreover, statistical analysis was also suggested that generated voltage from S-SMFC higher than C-

SMFC (p<0.05), and thus it can be concluded that high voltage can be generated for a SMFC when it 

hybridizing with solar energy. The mentioned from material and method section that solar energy was 

produced from 2V mini solar panel and it can be emphasized that the panel adequate power and current 

for assisting density population on the anode surface.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. Open circuit voltage of S-SMFC and C-SMFC according to different liquid organic waste (a), Charged 

and discharged capacitor potential of S-SMFC (b), Charged and discharged capacitor potential of C-

SMFC (c), and Battery potential that charged by serially connected capacitors in the experiment period 

(d). 
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The generated electricity from reactors were storage in capacitors, and the charged and discharged 

potential of capacitors were shown in Figure 2b, 2c. In parallel with output voltage in the reactors, the 

capacitor potential increased with generated electricity from S-SMFC, and the electricity was ranged 

from 821 to 1621 mV in the experiment period. Furthermore, capacitor potential which connected in C-

SMFC also increased with produced electricity, and ranged from 639 to 1294 mV during the treatment 

days. These results indicated that the reactors produced storing form of electricity from the waste and 

solar energy, and stored electricity from S-SMFC was higher than C-SMFC. The statistical analysis 

suggested that capacitor potential for S-SMFC significantly higher than capacitor for C-SMFC (p<0.05). 

The battery potential result was also confirmed that the reactors generated to storing form of electricity 

during the experiment period, and thus the potential was increased from 1232 to 1372 mV in the 

experiment period (Figure 2d).  

 

3.2. Waste Disposal Analysis 

 

The average waste (10% juice waste and 10% sugary tea waste) disposal both in S-SMFC and C-SMFC 

during the experiment period are shown in Figure 3a. Correspondingly, 840 mL liquid organic waste 

was used as fuel to generate electricity in S-SMFC, whereas C-SMFC was used 830 mL liquid organic 

waste in order to produced bioelectricity in the same operational condition during the experiment period. 

These results indicated that organic compounds in the S-SMFC converted faster to electricity by 

microbial metabolism compare to C-SMFC. Thus, it can be hypothesized that solar energy increased 

current in the S-SMFC matrix, and more current led to increasing bacterial density in the graphite 

electrode. In this case, the increasing bacterial density in the electrode of S-SMFC converted more waste 

to bioelectricity compare to electrode of C-SMFC in the experiment period. The SEM images from the 

graphite electrodes were confirmed to this phenomenon that high bacterial density can be seen on the 

graphite electrode that obtained by S-SMFC (Figure 4a). Similar evidences were also reported by 

various researchers who indicated that increased current on the graphite led to increasing bacterial 

population on the electrodes. Accordingly, Kim et al. [19] was found that the bioelectricity current 

increased when the external resistance (below 100 Ω) connected by parallel in a MFC. Same researcher 

was reported that high current flow on the graphite electrode due to high external resistance increased 

electrogenic bacteria population. On the other hand, Commoult et al. [18] also reported that high current 

flow and low anodic potential (-400 m V) on the electrode increased electrogenic bacteria population in 

the culture.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3. Disposal liquid organic waste volume in S-SMFC and C-SMFC in the experiment period (A), and 

Charged kinetics of capacitor from the reactors according to time (B). 
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Figure 4. SEM images of biofilms on graphite electrodes of S-SMFC (A) and C-SMFC (B). 
 

On the other hand, charged kinetics of the capacitors also showed that S-SMFC charged the capacitor 

faster than capacitors of C-SMFC in the hours, and the charged trends of S-SMFC was more stable than 

C-SMFC during the experiment period (Figure 3b). Correspondingly, R2 values were recorded as 0,7028 

and 0,635 for S-SMFC and C-SMFC, respectively. More importantly, the results from capacitors 

potential indicated that the bioelectricity was mostly generated first 12 hours, and then they charged 

small amount after 12 hours both in S-SMFC and C-SMFC. Therefore, it can be hypothesized that 

electrogenic bacteria populations in the reactors more active when the liquid organic waste dosing into 

reactor matrixes, and so the waste disposal was mostly related to bacterial population density. 

 

3.3. Bacterial Analysis  

 

Metagenomics analysis results for S-SMFC and C-SMFC are illustrated in Figure 5. It can be seen in 

Figure 5 that Proteobacteria was the higher population density both in S-SMFC and C-SMFC which 

were 54% for S-SMFC and 52% for C-SMFC among the other bacterial group. This is important because 

the electrogenic bacteria are categorized in proteobacteria group, and thus this phenomenon provided 

crucial evidences that electrogenic bacteria found in the reactor matrixes. Furthermore, Firmucutes 

which contains important electrogenic bacteria were also found high percent that 28% and 11% for S-

SMFC and C-SMFC, respectively. On the other hand, the results showed that density of Proteobacteria 

and Firmucutes in S-SMFC were higher than those of C-SMFC, so it can be hypothesized that more 

current flow in the S-SMFC was lead to increasing electrogenic bacteria population. Increased 

population provided more organic matter treatment in the S-SMFC during the experiment period. This 

can be explained why S-SMFC was disposed more liquid organic waste according to C-SMFC. 

Similarly, it can be also hypothesis that external energy income (solar energy in this study) in a sediment 

microbial fuel cell system may increase organic matter decomposition speed, and so the manager has 

high bioelectricity production and treatment efficiency in their systems. Unfortunately, there is no 

information in literature about a hybrid system contain SMFC, thus it is not possible to make any 

comparisons. 
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Figure 5. Metagenomics analysis results of S-SMFC (A) and C-SMFC (B) 
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The species composition both in S-SMFC and C-SMFC are given in Table 1. Correspondingly, 

Azospirillum fermentarium is the main species both in S-SMFC (41.26%) and C-SMFC (22.6%), and 

the other species ranged between 15.1% and 2.01%. Azospirillum fermentarium is commonly found in 

MFC devices and it is capable of organic matter decomposition and electron transfer. In this respect, 

various researchers are reported fermentation species in order to bioelectricity production by MFC 

devices. Chu et al. [20] reported Azospirillum species in a charged MFC. Yi et al. [21] found 21% 

Azospirillum content in a MFC used as biosensor. The other crucial species which determined in the 

present experiment were also reported in the MFC devices in order to bioelectricity production. The 

species is to Clostridium sp. [22], Pseudomonas guangdongensis [23], Bacteroides sp.[24], Azovibrio 

restrictus [25], Levilinea saccharolytica [26], Seleniivibrio woodruffii [27], Geovibrio ferrireducens 

[28]. 

 
Table 1. Species composition in S-SMFC and C-SMFC according to Metagenomics analysis results 

 

4. CONCLUSIONS 

 

In this study, a solar energy assists sediment microbial fuel cell (S-SMFC) was evaluated bioelectricity 

production from liquid organic waste. Correspondingly, 840 mL liquid organic waste (10% juice waste 

and 10% sugary tea) was disposed by S-SMFC during the 60 days. The generated energy charged 100 

F capacitor during the experiment period. More importantly, S-SMFC disposed more waste than control 

because S-SMFC has more electrogenic bacteria density (82%) compare to control (C-SMFC). 

Proteobacteria and Firmucutes provided crucial evidences to generate bioelectricity from liquid organic 

waste. 
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ABSTRACT 
 

Early diagnosis of cardiovascular diseases, which have high mortality rates all over the world, can save many lives. Various 

clinical findings and past histories of patients play an important role in diagnosing these diseases. These days, the prediction 

of cardiovascular diseases has gained great importance in the medical field. Pathological studies are prone to misinterpretation 

because too many findings are studied. For this reason, many automatic models that work with machine learning methods on 

patients' findings have been proposed. In this study, a model that predicts twelve myocardial infarction complications based on 

clinical findings is proposed. The proposed model is a deep learning model with three hidden layers with dropouts and a skip 

connection. A binary accuracy metric is used for measuring the performance of the proposed method. Rectified Linear Unit is 

set to the hidden layers and sigmoid function to the output layer as an activation function. Experiments were performed on a 

real dataset with 1700 patient records and carried out on two main scenarios; training on original data and training on augmented 

data with 100 epochs. As a result of the experiments, a total accuracy rate of 92% was achieved which is the best accuracy rate 

that has been proposed on this dataset.  

 

Keywords: Deep Learning, Myocardial Infarction, Data Augmentation, Artificial Intelligence, Prediction 
 

 

1. INTRODUCTION 
 

Cardiovascular diseases (CVD) are one of the main reasons for death and disability in Europe. CVD 

reduce people's quality of life. Most deaths in Europe are due to CVD. In 2019, deaths from 

cardiovascular diseases in Europe accounted for 43% of total deaths [1]. Myocardial infarction (MI) is 

one of the most important cardiovascular pathological conditions [2].  

 

Damage to the heart muscle occurs when blood flow is reduced or stopped. This damage leads to 

myocardial infarction or popularly known as heart attack. MI, a disease predominantly seen in developed 

countries, is becoming more common in developing countries. In proportion to the strong evidence base 

that cares for acute myocardial infarction is currently practiced records show a reduction in mortality 

[3-9]. Studies are showing that MI is preventable and curable. If a rapid recovery is not initiated, it can 

cause serious health problems and even death [18]. Therefore, early diagnosis of MI is very important. 

Early diagnosis can be achieved with various clinical findings and laboratory test results. Among these 

results, markers such as hypertension, diabetes, chronic heart disease, etc. play an important role in 

diagnosing MI [10-12]. Considering these values, myocardial infarction can be predicted and prevented. 

 

Deep learning is a machine learning method based on artificial neural networks [12,13]. The deep neural 

networks (DNN) recognize the complex patterns of the test data given as inputs. A DNN aims to classify 

the outputs with high success, after a few epochs on the training data. [14]. Previous studies have shown 

that deep neural network methods have been used successfully for problems in the medical field. [15-
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17] The condition of applicants who might be classified as patients, could be predicted by training a 

deep neural network model on clinical features. 

 

There are many input features in CVDs. These features are derived from the results of a series of 

laboratory results and medical imaging processes (ECG, etc.). In addition to these features, the patient's 

family history, medical history, risk factors, and physical examination findings can be counted. [18] We 

could predict the presence or absence of disease with statistical data containing these input features. The 

deep learning method could be trained with these inputs to predict the results and support the decision-

making process of medical doctors.  

 

There are several studies for predicting heart diseases with deep neural networks. One of the studies 

hired an autoencoder-based neural network for predicting heart disease [19]. This study consists of two 

parts. At the first stage, Moenye and friends trained an unsupervised neural network with a sparse 

autoencoder and at the second stage, they used an artificial neural network for prediction. The Heart 

Disease UCI dataset from Kaggle (https://www.kaggle.com/ronitf/heart-disease-uci, date of access is 

09.01.2022) was used for this study. Several algorithm results were compared, as a result, they reached 

maximum 90% accuracy with the proposed method. 

 

Another study aimed to predict coronary heart disease with convolutional neural networks. Dutta and 

friends trained and tested their approaches on data which is curated from National Health and Nutritional 

Examination Survey (NHANES) dataset. They propose a two-step approach: first for feature weight 

assessment and extracting important features. At the second step of the approach, they trained a fully 

connected layer and then classified tests. They had overall 79.5% accuracy with their proposed model 

[20]. 

 

Golovenkin et al. mentioned that the results of myocardial infarction may be too uneventful to be 

discovered even by experienced professionals, and they mentioned that the use of artificial neural 

networks in the diagnosis of this disease would be beneficial [24]. They used the “Myocardial infarction 

complications Database of University of Leicester” as a dataset [21] which is also used in this paper. 

They offered both 1 and 3 hidden layered ANN structures. The results they obtained with the model 

they proposed in their study have a total accuracy value of approximately 91.6%. 

 

Study [22] was proposed by the same authors as study [24]. [22] was presented as a further study of [24] 

to predict more positive outcomes. Dorrer and friends aimed to predict the course of CVD with data 

augmentation. They used the same dataset [21] as in [24]. Due to the scarcity of positive output data, 

the authors proposed a data augmentation method and performed their testing on various deep neural 

network models. The authors had 72.14% total accuracy score from their final proposed model [22]. 

 

In this paper, we proposed an efficient deep neural network model for predicting MI complications and 

outcomes using the Myocardial infarction complications Database of the University of Leicester dataset. 

We performed our experiments both using augmented dataset and original dataset. All feature values in 

the dataset were trained and tested on all possible outcomes and complications. Results were compared 

with studies using the same dataset as in this study. The model optimized with adaptive moment 

estimation (Adam) algorithm, batch normalization, and dropout layers are also used against overfitting 

problem and improve performance. The proposed model in this study has better performance than the 

state-of-the-art literature approaches [19, 20, 22, 24]. 

 

2. MATERIALS AND METHODS 

 

In this study, we used the Myocardial infarction complications database of the University of Leicester 

dataset to make our predictions [21]. This dataset has 1700 patients with MI. The database was collected 

in the Krasnoyarsk Interdistrict Clinical Hospital in Russia. The dataset has total 124 attributes. The first 

https://www.kaggle.com/ronitf/heart-disease-uci
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112 attributes are about patients' clinical and laboratory data which were used as input features. The last 

12 attributes hold the complications and outcomes information. The dataset has numerical and binary 

attributes. Most of the values consist of binary data. A total of 7.6% of data is missing in the database. 

The summary of complications and outcomes is presented in Table 1. 

 
Table 1. The summary of complications and outcomes 

 

Complication Number of Cases Fraction 

Atrial fibrillation 170 10.0% 

Supraventricular tachycardia 20 1.18% 

Ventricular tachycardia 42 2.47% 

Ventricular fibrillation 71 4.18% 

Third-degree AV block 57 3.35% 

Pulmonary edema 159 9.35% 

Myocardial rupture 54 3.18% 

Dressler syndrome 75 4.41% 

Chronic heart failure 394 23.18% 

Relapse of the MI 159 9.35% 

Post-infarction angina 148 8.71% 

Lethal outcome (cause)1 271 15.94% 
1Converted to binary attribute: dead or alive. 

 

The gender distribution of the patients is 37% female and 63% male. Figure 1 shows the age and gender 

distribution. According to Figure 1, female patients admitted to the hospital with MI are older than male 

patients. 

 

 
 

Figure 1. Age and Gender Distribution of dataset. (Blue bars – women, Orange bars – men) 

 

Distributions of mortality depending on some important input features are shown in Figure 2.  
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(a) 

 
 (b) 

 
(c) 

 
(d) 

 

 
(e) 

 

Figure 2. Distributions of mortality depending on some important input features: The blue bars indicate the number 

of deaths, and the orange bars indicate the number of alives. 

 

Explanations of the charts in Figure 2 as follows; (a) Distribution of mortality rate according to gender; 

(b) Distribution of mortality rate according to coronary heart disease in recent weeks, days before 

hospital admission (0: There was no СHD, 1: Exertional angina pectoris, 2: Unstable angina pectoris); 

(c) Distribution of mortality rate according to essential hypertension (0: There is no essential 

hypertension,1: Stage 1 Hypertension, 2: Stage 2 Hypertension, 3: Stage 3 Hypertension); (d) 
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Distribution of mortality rate according to exertional angina pectoris in the anamnesis (0: There is no 

chest pain,1: There is chest pain); (e) distribution of mortality rate by age. 

 

Figure 2 (a) shows the number of female and male patients in terms of mortality rate. Although the 

number of male patients admitted to the hospital with MI is high, the mortality rate is higher in female 

patients. The number of patients with coronary heart disease (CHD) in the last weeks, days before 

hospital admission, is shown in Figure 2 (b). Patients with CHD before hospital admission have a higher 

mortality rate. Figure 2 (c) shows the mortality rate in terms of the presence of essential hypertension. 

Accordingly, applicants with 2nd and 3rd stage essential hypertension have a higher death count, but 

also without any essential hypertension, applicants are in the risk group. The number of patients who 

have exertional angina pectoris in the anamnesis is shown in Figure 2 (d) [23]. Chest pain due to 

coronary heart disease is called angina pectoris. It is an important sign for MI. The figure shows that 

patients with chest pain have a higher mortality rate. Figure 2 (e) presents the distribution of mortality 

rate by age. The death rate increases with age. 

 

While carrying out this study, Keras, TensorFlow, and scikit-learn (sklearn) machine learning 

frameworks and numpy, pandas utility libraries were used in the Python development environment. The 

dataset was accessed from the University of Leicester website 

(https://leicester.figshare.com/articles/dataset/Myocardial_infarction_complications_Database/120452

61?file=23581310, date of access is 09.01.2022). As mentioned above, there were some missing values. 

These missing values were filled with the mean of the attribute in which they were found. Lethal 

outcome (cause) (LET_IS) which is one of the important outcomes shows the patient is dead or alive 

after the hospital admission. LET_IS feature was a categorical attribute and it is converted to a binary 

attribute (0: Alive, 1: Dead) before calculations. After that, the first attribute of the dataset was dropped, 

which was patient ID. 

 

All of the input features were transformed with sklearns’ preprocessing method StandardScaler and then 

composed with the ColumnTransformer method. The proposed deep neural network architecture in this 

paper has three fully connected hidden layers with dropouts and a skip connection. The model is shown 

in Figure 3. 

 

 

 
 

Figure 3. The proposed deep neural network architecture. 

 

https://leicester.figshare.com/articles/dataset/Myocardial_infarction_complications_Database/12045261?file=23581310
https://leicester.figshare.com/articles/dataset/Myocardial_infarction_complications_Database/12045261?file=23581310
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A dropout layer with a 0.4 rate was added after each hidden layer to prevent overfitting. Each hidden 

layer had Rectified Linear Unit (ReLU) as an activation function which is proposed in (1). X is a neuron 

input in (1). 

 

𝑓(𝑥) = 𝑥+ = max(0, 𝑥) (1) 

If x is negative then the result will be zero, else whatever the input is, so is the output. 

  

The training process was held through 100 epochs. However, it is known that if the number of epochs 

increases overfitting could occur, if the number of epochs decreases underfitting could occur. 

EarlyStopping API of Keras was hired to prevent overfitting and underfitting caused by epoch number. 

EarlyStopping API monitors validation loss value and stops the training when the model performance 

stops improving on the validation data. EarlyStopping API’s parameters were as follows: 

monitor='val_loss', patience=5, restore_best_weights=True. EarlyStopper monitored validation loss 

with the patience of 5 epochs when the model performance stops improving. After stopping epochs, it 

restored the best weights. 

 

The proposed deep neural network model also had a skip step. Skip step was originated from the first 

hidden layer to the third hidden layer. The third hidden layer took its inputs as a concatenation of the 

first and second layer’s output. This skipping approach provided an uninterrupted gradient flow from 

the first layer to the third layer, which deals with the vanishing gradient problem. Concatenative skip 

connections, which were used in the proposed method, ensured the same size feature reusability from 

the first layer.  

 

Sigmoid activation function was used at the output layer, shown in (2); where x0 is the x value of the 

sigmoid’s midpoint, L is the curve's maximum value and k is the logistic growth rate of the curve. 

𝑓(𝑥) =
L

1 +𝑒−k(x−𝑥0)
 (2) 

The Adam optimization algorithm was used to optimize the weight matrices and bias vectors. The 

default values provided by Keras for the Adam optimization algorithm (β1 = 0.9, β2 = 0.999, epsilon = 

None, decay = 0.0, amsgrad = False) have been preserved, just learning rate was modified as 0.0001. 

Binary cross entropy was used as a loss function. A binary accuracy metric function was used to judge 

the performance of the proposed model. Model parameters are proposed in Table 2. 

 
Table 2. Deep neural network parameters. 

 

Layer Shape 
Number of 

Parameters 
Connected to 

Input Layer 111 0 - 

Hidden Layer 1 64 7168 Input Layer 

Dropout Layer 1 64 0 Hidden Layer 1 

Hidden Layer 2 32 2080 Dropout Layer 1 

Dropout Layer 2 32 0 Hidden Layer 2 

Concatenate 96 0 Hidden Layer 1, Dropout Layer 2 

Hidden Layer 3 16 1552 Concatenate 

Dropout Layer 3 16 0 Hidden Layer 3 

Output Layer 1 17 Dropout Layer 3 

 

The total trainable parameter count is 10.817 and the non-trainable parameter count is 0.  
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3. RESULTS AND DISCUSSION 

 

The proposed architecture was evaluated on a PC with 2.9 GHz 4 core CPU, 8GB of memory, and 

without a GPU card. All experiments have been executed using PyCharm IDE with Python 3.8, Keras 

2.7.0, and TensorFlow 2.7.0 on Windows 10 Pro x64. 

  

Accuracy (3), Sensitivity (4), and Specificity (5) measures were used to assess the performance of the 

proposed method. Where, true positives (TP) were the number of cases correctly identified as sick or 

dead, false positives (FP) were the number of cases incorrectly identified as sick or dead, true negatives 

(TN) were the number of cases correctly identified as healthy or alive and false negatives (FN) were the 

number of cases incorrectly identified as healthy or alive. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP + TN

TP + TN + FP + FN
𝑥100 (3) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
TN

TN + FP
𝑥100 (4) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
TP

TP + FN
𝑥100 (5) 

 

Experiments were handled in two main scenarios. In the first scenario, after the data preprocessing and 

model creation, the dataset was divided into three parts as training (60%), testing (20%), and validation 

(20%) data. The deep neural network model (DNN) was trained through 100 epochs. Our results and 

the results from the study [24] are presented in Table 3. 

 
Table 3. First experiment results on complications and outcomes 

 

Complication 

Accuracy rates 

from our first 

scenario 

Accuracy rates 

from [24] 

Atrial fibrillation 90,85% 89,94% 

Supraventricular tachycardia 98,53% 98,76% 

Ventricular tachycardia 97,35% 97,47% 

Ventricular fibrillation 96,67% 95,64% 

Third-degree AV block 96,76% 96,59% 

Pulmonary edema 90,29% 90,11% 

Myocardial rupture 96,47% 96,70% 

Dressler syndrome 96,17% 95,53% 

Chronic heart failure 74,70% 75,57% 

Relapse of the MI 87,64% 90,64% 

Post-infarction angina 93,23% 91,23% 

Lethal outcome (cause)1 86,47% 73,69% 

Average 92,09% 90,98% 
1Converted to binary attribute: dead or alive. 

As can be seen in Table 3, the average accuracy of our study was 92,09% which is slightly better than 

[24]. Total average specificity on all outcomes was 99,31% and total average sensitivity was just 4.09% 

in our study. It was very hard to predict true positive values due to the lack of positive outcomes. In 

study [24], authors made several experiments and had maximum 92,32% average specificity rate and 

there were no information about sensitivity rate. 

 

In the second scenario, data was augmented as proposed in [22]. The main goal of the data augmentation 

was the augment the positive outcomes. The data augmentation process was handled instance by 

instance. The first instance was selected as an active instance and was extracted from the dataset. After 
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that, the instances with positive results in the data set were found. The number of positive instances was 

subtracted from the total number of instances and divided by the number of positive instances. Thus, the 

number of the count was found that how many times each positive instance would be duplicated in the 

dataset. After the data was copied to the end of the dataset, the DNN was retrained for each row. It was 

guaranteed that all copies of the relevant row were removed from the dataset before training to prevent 

the formation of bias. The augmentation structure is presented in Figure 4. 

 

 
 

Figure 4. Data augmentation structure 

 

Experiments results with the augmentation process are given in Table 4.  

 
Table 4. Experiments results on the augmented dataset 

 

Complication Accuracy Specificity Sensitivity 

Training 
Time in 
Seconds 

Prediction 
Time in 
Seconds 

Atrial fibrillation 71,79% 74,08% 51,17% 8082,45 93,13 

Supraventricular tachycardia 89,04% 89,93% 10,00% 14872,19 93,42 

Ventricular tachycardia 87,33% 89,13% 16,67% 12857,95 94,80 

Ventricular fibrillation 82,27% 84,27% 36,62% 11433,16 99,66 

Third-degree AV block 87,22% 89,09% 33,34% 12264,68 101,56 

Pulmonary edema 76,20% 78,96% 49,36% 9386,78 95,47 

Myocardial rupture 86,63% 88,44% 31,48% 12091,11 94,57 

Dressler syndrome 80,04% 81,88% 40,00% 9850,98 95,78 

Chronic heart failure 54,71% 53,83% 57,61% 3981,74 95,83 

Relapse of the MI 66,49% 68,29% 49,06% 7251,57 96,53 

Post-infarction angina 71,02% 72,96% 50,68% 7382,58 96,17 

Lethal outcome (cause)1 76,38% 77,67% 69,51% 9318,83 94,63 

Average 77,49% 79,71% 51,52% 118774,02 1151,55 
        1Converted to binary attribute: dead or alive. 

 

It was observed that the accuracy and specificity were decreased by the augmentation method. However, 

the number of positive outcome predictions was increased. In this way, the sensitivity value was 

increased approximately 11.6 times. Even if the accuracy and specificity were decreased with the 

presented method, it is clear that the results obtained in this study are more successful when compared 

to the results in [22]. Table 5 shows the results from [22] and the results presented in this study. 
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Table 5. First experiment results on complications and outcomes 

 

Method Overall Accuracy Overall Precision Overall Recall 
Results in this study with 100 epochs 77,49% 17,88% 51,52% 

Results in this study with 200 epochs 78,31% 18,68% 51,70% 

Results from [22] with 100 epochs 72,14% 6.09% 29,57% 

Results from [22] with 200 epochs 75,02% 5,86% 24,69% 

 

As can be seen in Table 4, our overall accuracy result is 7.42% better with 100 epochs and 4.39% better 

with 200 epochs . Overall precision and recall are also 2.94 and 1.74 times better with 100 epoch and 

3,19 and 2,09 times better with 200 epochs, respectively.  

 

Differences between our model and the model proposed in [22] is given in Table 5. 

 
Table 6. Differences between our model and the model proposed in [22] 

 

Model Feature Proposed in this study Proposed in [22] 

Activation Function on hidden layers ReLU Sigmoid 

Optimizer Adam RMSProp 

Metrics Binary Accuracy Accuracy 

Dropout Rate 0.4 0.2 

Skip Connection Yes – From 1st to 3rd Hidden Layer No 

 

4. CONCLUSION 

 

Coronary diseases affect people's quality of life. However, these diseases could be treated. One of the 

most important Coronary diseases is myocardial infarction. Early diagnosis is very important in such 

diseases. To make the diagnosis, the laboratory results, physical examination results, and ECG of the 

samples taken from the patients are evaluated. 

 

In this study, it was tried to predict the diseases of the patients based on these types of values. 

Comparisons were made with the results obtained in previous studies. Results have improved when 

compared to previous studies. An average of 77.49% accuracy was achieved in the DNN architecture 

trained on the augmented dataset, and 92.08% accuracy was achieved in the DNN architecture trained 

with the original data set. Better results were obtained from the last study [22] working on the same 

dataset. 

 

As presented in Table 3, the results of the first experiment were compared with the study in [24]. The 

model we presented in this study achieved better accuracy than the model presented in [24]. Compared 

with [24], this study showed obvious success on specificity values in the first scenario. 

 

In the second scenario involving data augmentation, the effects of the model we proposed on accuracy, 

specificity and sensitivity were observed. Our proposed model has been tested in two stages, 100 epochs 

and 200 epoks. In both cases, more successful results were obtained than in [22], as presented in Table 

5. Our proposed model achieved relatively better results at 200 epochs. 

 

It has been observed that the skip connections between the first and third layers of our proposed DNN 

model, which prevents the loss of features, provide a better learning. 

 

As further work, even more, successful results can be achieved by selecting input features that are 

considered more relevant (reducing the size of the input layer). In addition, separate models could be 

developed for each outcome and complication. Thus, more successful results can be obtained. 
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