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Abstract 

 

Understanding of plastic deformation mechanisms and/or microstructural changes of metals and alloys at 

elevated temperatures makes possible to control their hot working behavior and final mechanical 

properties. The aim of the present work is to optimize the conditions to achieve maximum ductility in 

terms of initial grain size, process temperature and deformation rate. In this study, the OFHC (oxygen-free 

high conductivity) copper samples of different initial grain sizes (25, 50, 100 and 150 μm) were subjected 

to tensile tests at temperatures 300, 405, 500 and 700 °C (0.42 - 0.75 Tm) and cross-head speeds of 1, 2, 5, 

10, 20 and 50 mm/min (strain rates of 5.6x10-4 - 2.8x10-2 s-1). Experimental results indicated that 

particular conditions (initial grain size of 50 µm; 700 °C of working temperature and 5.6x10-3 s-1 of strain 

rate) should be provided in terms of process temperature and deformation rate depending upon initial 

grain size for dynamic recrystallization and also maximum ductility. 

 

Keywords: OFHC copper; strain rate; elevated temperature; tensile test 

 

1. Introduction 

 

Various types of forming methods of metallic materials 

are used in technology and material acquires some 

properties depending on the applied method. Processes 

such as rolling, deep drawing, extrusion, pressing, 

forging in the manufacturing of flat products, wires and 

pipes are carried out in cold or hot conditions. Since 

cold forming processes of metallic materials are limited, 

hot forming processes are applied in a wide variety. Hot 

forming also homogenizes the material and provides 

reaching the final desired properties by controlling the 

microstructure [1-6]. Therefore, it should be known how 

the behavior at the elevated temperatures of the 

materials is dependent on the parameters such as 

material microstructure, working temperature and strain 

rate. This information helps us increasing the production 

speed and obtaining both higher ductility and strength in 

the product during the production step [7-8]. 

 

Hot forming is the oldest method before forming by 

casting in the history of technology. Research on 

archeological findings showed that natural copper was 

formed with primitive tools by forging in the hot 

conditions in Anatolia since Acheramic Neolithic times 

(BC 8000) [9, 10]. 

 

High temperature generally decreases material’s 

strength and increases the ductility. Weakening of the 

bonds among the atoms at elevated temperatures and 

thus increasing the possibility of movements of the 

atoms and movement of dislocations by the possibility 

of substitution especially the possibility of the climbing 

movement are the reasons for this situation. Atomic 

vacancies formed at the elevated temperatures also 

accelerate the diffusion. In addition, slip systems can 

change by temperature and this eases the deformation. 

Slip occurs at the grain boundaries due to weakening of 

the grain boundaries at high temperatures. On the other 

hand, other diffusion-controlled phenomena can also 

happen and microstructure changes [11-15]. 

 

A lot of research has been made for understanding the 

complex deformation behavior of the materials at 

elevated temperatures and studies continue with a great 

acceleration at present. Various mechanisms were 

claimed regarding the behavior of the materials at 

elevated temperatures, mechanism maps were prepared 

and empirical relationships were developed. Research 

results put forward that different deformation 

mechanisms occur at certain temperature and strain rate 

intervals at high temperature deformations such as hot 

working, creep and superplastic deformation [16-23]. 

https://orcid.org/0000-0002-9054-8306
https://orcid.org/0000-0002-5820-1871
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In the recent years, it has been observed that some 

fluctuations occurred in the tensile diagrams of some 

important engineering materials and ductility increased. 

It has been detected that this was related to the dynamic 

recrystallization and dynamic grain growth [24-32]. The 

critical strain for dynamic recrystallization depends on 

the composition of the material, grain size prior to 

deformation and deformation temperature and strain rate 

[33,34]. 

 

The purpose of this study is to optimize the conditions 

to reach at the maximum ductility in the OFHC copper 

due to the requirements for determination of load during 

the forming processes, estimation of the metal flow 

pattern to represent the plastic flow behavior of the 

material from the point of view of initial grain size, 

working temperature and strain rate. 

 

2. Materials and Methods 

 

In this study, cold drawn OFHC copper rods (in the 

purity of 99.99%) were used to investigate the effect of 

initial grain size, strain rate and deformation 

temperature on elevated temperature deformation 

behavior. 

High temperature tensile tests were performed at 

elevated temperatures to investigate the hot working 

behavior and the final mechanical properties of OFHC 

copper. High temperature tensile test rods were prepared 

from cold drawn copper rods in the original diameter of 

10 mm by lathe. Tensile test rods had initial grain size 

of 25 µm and were annealed for 0.5 hours at the 

temperatures of 300, 700 and 900 °C to obtain 

specimens with initial grain sizes of 50, 100 and 150 µm 

respectively. The specimens were etched by the solution 

including 5 g of FeCl3 and 95 ml of methanol and 2 ml 

of HCl (concentrated) after metallographic polishing 

methods. Initial grain sizes of the copper specimens 

were measured by an image analysis method. For this 

purpose, linear interception method was used excluding 

annealing twins and 10 mm2 of area were considered on 

the specimens. 

 

The surfaces of the high temperature tensile test rods 

were ground by 1200 grit sandpaper and smooth and 

clear surfaces were obtained. High temperature tensile 

tests were performed at the temperatures of 300, 405, 

500, 700 and 750 °C, and at the strain rates of 1, 2, 5, 

10, 20, 50 mm/min by the tensile testing machine 

(Instron 1195, High Wycombe, England) under 

atmospheric conditions. Temperatures and strain rates 

were determined by considering the ductility values 

obtained from the tests which were carried out to 

examine the region where optimum results were 

obtained in more detail. Test temperatures correspond to 

absolute temperature values of 573 - 1023 °K (0.42 – 

0.75 T/Tm) and cross-head speeds correspond 

engineering strain rates of 0.5 - 30x10-3 s-1. Engineering 

stress-strain diagrams were recorded with a plotter. The 

reduction in area was calculated by measuring the 

diameter on the fracture zone of the broken specimens. 

High temperature tensile tests conducted at different 

temperatures and strain rates on OFHC copper are 

summarized in Table 1. 

 

 

Table 1. Experimental program for high temperature tensile tests conducted at different temperatures and strain 

rates on OFHC copper. (IGS is initial grain size, T is temperature). 

IGS (µm) T (°C) 
Cross-head speed (mm/min) 

1 2 5 10 20 50 

25 500  X  X  X 

25 700  X  X  X 

50 -  X  X  X 

50 300  X  X  X 

50 405    X   

50 500  X  X  X 

50 700 X X X X X X 

100 -    X   

100 500  X X X X X 

100 700 X X X X X X 

100 750  X  X  X 

150 700  X  X   

 

 

Rupture zones of elevated temperature specimens which 

are pre-investigated by stereo microscope (Leica Mz 

125, Heerbrugg, Switzerland) were investigated by 

SEM (Jeol Jsm T-330, Tokyo, Japan) at high 

magnifications. SEM investigations contributed to the 

determination of fracture type. 
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3. Results and Discussion 

 

High temperature tensile behavior of copper materials 

which have different initial grain sizes is shown in 

Figure 1. The local stress increases observed after 

necking at the curves 500-2, 700-10, 700-2 and 700-1 in 

Figure 1 (b) could be caused by the effects of dynamic 

recrystallization and grain refinement. Strain hardening 

covering the dislocation generation, multiplication and 

intersection are significant as the strain increases in the 

early stages of deformation. The flow stress quickly 

increases since the dynamic softening caused by cross-

slip is not enough to overcome the effect of strain 

hardening. Dynamic recrystallization usually takes place 

due to the buildup of stored energy sufficiently after the 

critical strain is exceeded. Hence the increasing rate of 

flow stress decreases rapidly up to the peak value. The 

softening occurs due to the dislocation climb and 

dynamic recrystallization beyond the peak flow stress, 

during which the softening effect dominates: the flow 

curve decreases continuously until the dynamic balance 

between strain hardening and dynamic softening is 

achieved [35]. 

 

 

      

Figure 1. High temperature engineering tensile behavior of copper materials which have different initial grain sizes. 

Test temperatures (°C) and cross-head speeds (mm/min) are given on the curves. 

 

Shear strain is often produced by dislocation slip and/or 

deformation twinning, especially when a metal or alloy 

is plastically deformed at low temperatures and strain 

rates. Grain rotation, grain boundary sliding, and 

diffusion are other deformation mechanisms, but these 

mechanisms only become important at relatively high 

temperatures, especially when the grain sizes are 

relatively large [20]. 
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It is reported that one grain layer slides relative to the 

other and produces a shear stress in the process: plastic 

deformation has occurred due to the upper layers 

displaced to the right with respect to the lower layer of 

the grains [21]. This requires grain boundary sliding and 

is the basic mechanism in super plasticity. 
 

It is also reported in another study on nanocrystalline 

materials that the dominant mode of superplasticity is 

grain-boundary sliding. Van Swygenhoven et al. 

demonstrated by molecular-dynamics simulations that 

grain-boundary sliding is the primary deformation 

mechanism in nanocrystalline materials [36]. 
 

Some models about the parameters such as the grain 

size, grain boundaries, slip bands and dislocation 

movements have been developed. A widely used model 

as an explanation for the empirical Hall–Petch 

relationship relating the yield strength of a 

polycrystalline material to its grains reports that the 

pile-up of dislocations against grain boundaries can lead 

to localized high-intensity stress concentrations, 

especially in planar slip materials. [37]. 
 

3.1. Effect of Grain Size 
 

Initial grain size has a strong influence on the flow 

stress behavior and the recrystallization kinetics [38]. 

The flow stress tends to oscillate if D0 < 2 Drex, since 

there are sufficient grain boundaries for nucleation as 

suggested by Sakai and Jonas [39]. 

 

Grain boundaries are the source and sink of dislocations 

in a wide range of grain sizes. Particularly in 

nanocrystalline FCC metals, the emission of partial 

dislocations from grain boundaries is important. This 

leads to stacking faults and the formation of 

deformation twins. When the grain sizes decrease, grain 

rotation and grain boundary sliding becomes dominant, 

which can be supported by diffusion and dislocation 

activities [20]. 
 

The effect of grain size on reduction in area and tensile 

strength at 500 and 700 °C is seen in Figures 2 and 3 

respectively. Effect of grain size on reduction in area 

was investigated in three different regions (Figure 2). 

Reduction in area is high on the specimens which have 

initial grain sizes of 25 and 50 µm corresponding the 

region I. Ductility is not dependent on temperature and 

strain rate in this region.  Ductility decreases with the 

increasing grain size in region II which is a transition 

region. Ductility is influenced significantly by the 

temperature and strain rate in this region. Ductility is 

low in region III which the grain size increases (150 

µm) and is not influenced by the strain rate too much 

[40]. 
 

Strength of the OFHC copper specimens decreases as 

the initial grain size increases on the deformation at 500 

and 700 °C for all strain rates as can be seen from 

Figure 3. But a peak value at the strengths of the 

specimens is seen for initial grain size of 50 µm. This 

peak value is more obvious for 700 °C than the one for 

500 °C especially for lower strain rates. 

 

 
 

Figure 2. Variation of reduction in area with the initial 

grain size in the OFHC copper specimens. 

 

 
 

Figure 3. Variation of tensile strength with initial grain 

size in OFHC copper specimens. 
 

Strength of the OFHC copper specimens decreases as 

the initial grain size increases on the deformation at 500 

and 700 °C for all strain rates as can be seen from 

Figure 3. But a peak value in the strengths of the 

specimens is observed for the initial grain size of 50 

µm. This peak value is more obvious for 700 °C than 

the one for 500 °C especially for lower strain rates. 
 

Dynamic recrystallization occurs more easily with 

increasing temperature [41]. Ductility is high at all 

strain rates since the dynamic recrystallization ratio is 

high on the specimens having fine grain sizes at the 

strain rates at 500 and 700 °C. In the case of large grain 

sizes, it can be assumed that vacancies formed at the 

grain boundaries, due to the grain boundary sliding, 

caused the material to be fractured intergranularly and 

ductility decreased. Grain boundary sliding occurrence 

is mentioned in a study on OFHC copper: stress 

concentrations which can cause cracks and cavities 

arose in boundary irregularities such as triple points or 

at grain boundary particles [42]. As the grain size 

increases, the magnitude of stress concentrations 

increases. 
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Figure 4. Microstructures of OFHC copper having an 

initial grain size of 100 µm tested at 750 °C (a) a strain 

rate of 2 mm/min, (b) a strain rate of 50 mm/min. 

 

 
 
Figure 5. Fracture surfaces of OFHC copper having an 

initial grain size of 100 µm tested at 750 °C (a) a strain 

rate of 2 mm/min, (b) a strain rate of 50 mm/min. 

 

Microstructures and fracture surfaces of OFHC copper 

having an initial grain size of 100 µm tested at 750 °C 

(a) a strain rate of 2 mm/min, (b) a strain rate of 50 

mm/min are seen in Figures 4 and 5 respectively. It is 

seen that cavities are formed and intergranular fracture 

occurs due to grain boundary sliding at a strain rate of 2 

mm/min (Figure 4 (a) and Figure 5 (a)); the amount of 

grain boundary sliding slightly decreases as the dynamic 

recrystallization increases for higher strain rates (Figure 

4 (b) and Figure 5 (b)). The intercrystalline brittleness 

was investigated in the tin bronzes [43] and this 

brittleness was found to be mainly due to the grain 

boundary sliding mechanism, which generates a tensile 

stresses concentration at the grain boundary. 
 

3.2. Effect of Temperature 
 

The effect of temperature on ductility and tensile 

strength is seen in Figures 6 and 7 respectively. As can 

be seen from Figure 6, the values of reduction in area of 

OFHC copper specimens which have initial grain sizes 

of 50 µm are high and not influenced by the increasing 

temperature. Ductility is preserved at higher 

temperatures (500 °C - 0.57 Tm and 700 °C - 0.72 Tm) as 

a result of the occurrence of dynamic recrystallization. 

An evaluation of potential mechanisms responsible for 

low ductility at high temperatures indicates that grain 

boundary sliding is the dominant deformation mode in 

CuNiBe alloy at intermediate temperatures due to the 

high matrix strength associated with the high density of 

semi-coherent precipitates [22]. 
 

 
 

Figure 6. Variation of reduction in area with 

temperature in OFHC copper specimens. 
 

 
 

Figure 7. Variation of strength with temperature in 

OFHC copper specimens. 
 

The reduction in area of specimens which have initial 

grain sizes of 100 µm decreases quickly by the increase 

in temperature. Increasing temperature and grain size 

increase the effect of intergranular fracture by grain 

boundary sliding. It is understood that the decrease in 

ductility is very sensitive against the strain rate. 
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Ductility increases with increasing strain rate. Possible 

causes are the increase in dynamic recrystallization ratio 

with the increasing strain rate and more difficult 

intergranular fracture behavior. Tensile strength 

decreases when temperature increases as can be seen 

from Figure 7. Tensile strength of copper specimens 

decreases with the increasing temperature for initial 

grain size of 100 µm but there is a slower decrease at 

the tensile strength of copper specimens having an 

initial grain size of 50 µm. 

 

3.3. Effect of Strain Rate 

 

The effect of strain rate and temperature has also been 

investigated in copper: a decreasing strain rate reduces 

ductility at a constant temperature. An increase in 

temperature up to 400 or 500°C also causes a decrease 

in ductility [42]. 

 

The effect of strain rate on reduction in area and 

strength at 700 °C is shown in Figures 8 and 9 

respectively. It is known that decreasing the strain rate 

decreases the equicohesive temperature and thus 

increases the tendency of intergranular fracture [44]. 

Effect of strain rate on reduction in area was studied in 

three regions for 700 °C and initial grain size of 100 µm 

by Lim and Lu [27]. In region I, grain boundary sliding 

and intergranular fracture is dominant in lower strain 

rates; ductility is low and not dependent on the strain 

rate. Region II is the transition region; ductility 

increases with the increasing strain rate by the influence 

of the dynamic recrystallization. In region III, dynamic 

recrystallization is the dominant mechanism; ductility is 

high and not dependent on the strain rate. As can be 

seen from Figure 6, the ductility values of the specimens 

having initial grain sizes of 25 and 50 µm are high and 

not dependent on the strain rate. Ductility increases with 

the increasing strain rate on the specimens having initial 

grain sizes of 100 µm. Ductility values of the specimens 

having initial grain sizes of 150 µm are low and not 

dependent on the strain rate. 

 

 
 

Figure 8. Variation of reduction in area with strain rate 

at 700 °C in OFHC copper specimens. 

The effect of strain rate on tensile deformation was also 

investigated for the materials except for the copper. The 

high micro-shear banding frequency seen at low strain 

rates was found to be associated with an increased 

incidence of grain boundary sliding for an ultrafine-

grained aluminum alloy. An increased slip level is 

required at higher strain rates since grain boundary 

sliding is limited. Micro-shear bands produced under 

these conditions quickly turn into macro-shear bands 

leading to failure [45]. 

 

According to Figure 8, the ductility does not change 

with the increasing strain rates for the lower initial grain 

sizes, but the ductility increases as the strain rate 

increases for the higher initial grain sizes. The slopes of 

the strength-strain rate curves seen in Figure 9, showing 

the increasing trend of tensile strength of copper 

specimens with the increasing strain rate, are consistent 

with the study of Lim and Lu [27]. 

 

 
 

Figure 9. Variation of tensile strength with strain rate at 

700 °C in OFHC copper specimens. 

 

Fracture mechanism comes out as a result of hot 

deformation behavior of material. Ductile fracture 

occurs at low temperatures in FCC materials. Typical 

ductile fracture was seen on the specimens in which 

dynamic recrystallization occurred at the studied 

temperatures (Figure 10), but intergranular fracture was 

detected on the coarse grained specimens due to grain 

boundary sliding (Figure 11). In a 3N copper material, 

tested at 600 °C, intergranular fracture was observed at 

the fractured surface: a lot of small dimples were 

observed on the grain boundaries. Many intergranular 

failures were also observed in the microstructure of this 

copper. The cavities first nucleate at the grain 

boundaries and become enlarged and chained together 

during deformation [41]. 
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Figure 10. SEM image of a copper specimen which is 

broken in a ductile manner due to dynamic 

recrystallization; 700 °C (0.72 Tm), initial grain size: 50 

µm, cross-head speed: 10 mm/min. 

 

 
 

Figure 11. Void formation at the grain boundaries as a 

result of intergranular fracture at elevated temperatures; 

fracture surface of tensile specimen; 750 °C (0.75 Tm), 

initial grain size: 100 µm, cross-head speed: 2 mm/min. 

 

4. Conclusion 

 

Samples of different initial grain sizes were subjected to 

tensile tests at different temperatures and cross-head 

speeds to optimize the conditions to achieve maximum 

ductility in terms of initial grain size, process 

temperature and deformation rate in OFHC copper. 

 

The optimum initial grain size is 50 µm, from the 

viewpoint of dynamic recrystallization, which can be 

responsible for the increase of strength and ductility at 

the temperatures and strain rates studied. The highest 

ductility for the initial grain size of 50 µm was obtained 

at 700 °C and a strain rate of 5.6x10-3 s-1 (62.4% strain 

and 99.6% reduction in area). 

 

Fracture mechanism in OFHC copper is dependent on 

the parameters such as temperature, strain rate and grain 

size. Ductile fracture was observed at room temperature 

and it is the dominant fracture mechanism at elevated 

temperatures which have the conditions that dynamic 

recrystallization to occur. Intergranular fracture was 

observed under the conditions when dynamic 

recrystallization did not occur. 

 

Working at temperatures and strain rates in which the 

dynamic recrystallization is the effective mechanism 

provides the easier production of the parts which are 

hard to be shaped in the real application conditions. This 

observed ductility increase for copper may also be used 

as a model for the other metals especially having face 

centered cubic (FCC) structure. 
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Abstract 

 

Metal matrix composites are mainly used as a cutting tool insert material. These types of materials are 

essential to maintain desired mechanical and microstructure properties at elevated temperatures due to friction 

and wear. Nano sized Tungsten Carbide reinforced composites are mostly used for these conditions. The 

production of sintered nano sized Tungsten Carbide reinforced composites are done by using powder 

metallurgy. The different mass ratios of elements including mostly Cobalt and the others could be added as 

binder phase. The binder phase provides to metal matrix composite superior features including high elasticity, 

good solubility, similar thermal conduction coefficient and, effective liquid phase sintering mechanism. 

Cobalt is one of the base elements of high-performance superalloys and rechargeable battery technology. 

Also, 40% of global need supplied by a single country makes itself higher-priced. It is also known that Cobalt 

is a high skin allergen and carcinogenic. Together with these obstacles, the investigations of low-cost, non-

toxic, or reduced-toxicity materials are always needed. In this study, the related current literature has been 

investigated in detail. The studies focus on an alternative matrix that providing mentioned conditions 

explained with pros and cons.  
 

Keywords: Non-Toxic Materials; Powder Metallurgy; Sintered Carbides; The Carbon Window 

 

1. Introduction 

 

MMC structures are newly formed materials by mixing 

different elements or alloys with a mass or volume 

scale. The primary purpose of making MMC materials 

is to bring and unite the best properties of components 

in the microstructure [1, 2]. MMC materials have two 

components. These are matrix and reinforcement 

phases. 

 

The matrix phase covers the reinforcement phase and 

ensures homogeneous dispersion within the 

microstructure. On the other hand, reinforcement 

materials reveal their unique properties to develop the 

newly formed composite material. As a result of this 

combination variety, the newly formed materials have 

unique mechanical and microstructural properties which 

not found on both sides. MMC can be produced by 

many production methods include casting and powder 

metallurgy (PM) technique [2].  

 

The cutting inserts are composed of multiple 

compounds and elements as MMC structures. The 

inserts are usually produced mainly from carbide and  

 

nitrides as reinforcing materials (TiC, WC, TiN, CrN, 

etc.). Such compounds that are ionic or covalently 

bonded have ultra-high melting temperatures and 

hardness. Lean carbide or nitride are brittle and difficult 

to manufacture in complex shapes [3]. For this reason, 

the binder must be added. The PM technique is used 

mainly in the production of cutting tool inserts. In this 

method, parts are made of metal powders. The 

Traditional PM process is followed; the powders are 

pre-molded to the desired shape, pressed compactly, and 

sintered to create a chemical bond. Sintering is usually 

done at a temperature nearly above the melting 

temperature of the binder. One of the essential factors in 

the sintering process is the wetting capability of the 

binder phase. The binder material is expected to fill the 

gaps in the microstructure well, wet the main 

reinforcing phase, and dissolve in it [2]. 

 

Different researchers have carried out experimental and 

theoretical studies on W-Fe-C systems. The focus of the 

studies was on the C ratio, austenite (Fe-γ) ratio, and Fe-

containing carbide structures. Uhrenius, Forsén [4], 

studied the carbide, ferrite, and austenite ratios in the 

structure at 1000°C. They reported that the C ratios in 

mailto:esatkaya@ogu.edu.tr
https://en.wikipedia.org/wiki/Lithium-ion_battery
https://en.wikipedia.org/wiki/Carcinogen
https://orcid.org/0000-0002-7332-6154
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W-Mo-Fe-C, W-Fe-C, and Mo-Fe-C systems varied 

between 0.012 and 0.097. In the ternary W-Fe-C 

system, they observed ferrite (Fe-α), M6C, Fe3C, and 

austenite.  

 

Kirchner, Harvig [5], investigated carbide and austenite 

formation kinetics in the W-Fe-Cr-C system. The 

studies were carried out at three temperatures, 900°C, 

1000°C, and 1100°C. They reported that as the ratio of 

W and Cr in the structure increased, M23C6 type carbide 

lost its stability compared to M6C type carbides. They 

also reported that M23C6 type carbides for W-Fe-C 

systems are metastable at these temperature ranges. This 

occasion has been confirmed by other studies as well [6, 

7]. In another study, Upadhyaya [8] investigated the 

formation kinetics of Fe-containing MC, M6C, and 

M12C carbides in metal matrix composites. He found 

that carbide formations containing lean Fe were 

metastable and brittle in his study. This occasion 

indicates that Fe alone cannot show sufficient binder 

performance. Ni also exhibits good corrosion resistance 

due to its similarity to Co in terms of microstructural 

properties. Researchers consider it an alternative binder 

due to the proximity of melting points to Co [8]. The 

fact that the lattice structure is face-centered cubic also 

ensures that it has a ductile character. However, the 

main reason why Ni or any element cannot be used 

directly alternative to Co in a pure state is that it has 

high stacking fault energy [9]. The high stack faulting 

energy reduces the strength of the material. This 

situation causes lower hardenability in the materials to 

be formed. Ni can wet and dissolve WC well. But it is 

insufficient to perform on its own. 

 

Hard carbides such as WC are the most commonly used 

cutting tool reinforcement phase in MMC materials. 

Due to high hardness and chemical stability at elevated 

temperatures, WC advances rapidly among them. Co is 

an essential element that makes WC a cutting tool 

material. Due to having a similar thermal conductivity 

coefficient and excellent wettability in WC, Co provides 

superior toughness, elasticity, and liquid phase sintering 

occurrence [10]. However, Co is one of the base 

elements of high-performance superalloys, and 

rechargeable battery technology increases its production 

cost [11]. It is also a severe skin allergen and cancer 

trigger [12]. Due to these reasons, the search for non- 

hazardous alternative binder materials continues.  

 

In this study, the microstructural and mechanical 

properties of nonhazardous and economical elements 

and compounds, which can be an alternative to the toxic 

Co element in sintered WC materials, were investigated 

as literature data. Within the scope of the article, applied 

alternative binding matrix materials in the literature was 

investigated. Identified candidate material were divided 

into groups and are presented to the readers with their 

pros and cons. 
 

2. Materials and Methods 

2.1. WC Reinforced Metal Matrix Composites 

 

MMC materials are one of the most successful produced 

engineering materials. Sintered carbides, mainly 

composed of WC bonded with Co or the other elements 

and alloys, are also MMC materials. In the English 

technical literature, sintered carbides are known as 

“Cemented Carbides.” The term "cement" is given 

because the binder acts like a "cement" among hard 

carbide grains. For sintered carbide materials, the 

binding capacity of the binder is an essential factor. Fig. 

1 represents the main components of sintered carbides 

consisting of WC and binder matrix. WC phase is 

exhibited as grey layers, while the binder exhibits black 

layers. The role of the binder is of great importance for 

these materials. Fig. 2 shows the mechanical properties 

of carbide structure based on research. One can be 

implied that WC has superior mechanical properties 

among the carbides.  

 

The first produced Co content sintered WC carbides 

goes back to the 1920s in history. It has been used in 

wire production and defense industry applications [13]. 

Over time, it has begun to be used as a cutting tool in 

the manufacturing industry by replacing high-speed 

steel due to its high mechanical properties. When 

today's manufacturing industry cutting tool materials are 

examined, it is noteworthy that MMC materials still 

form a vital part of the tool materials industry [14, 15]. 

For many years, the Co element has been under 

surveying about the substitution with nontoxic and 

economical candidates. Among the reasons for change 

is the price fluctuation of Co and especially for 

hazardous effects [16]. Co powder is known to be 

carcinogenic and skin allergen [17]. It is known that 

approximately 90% of the WC tools used in the industry 

are Co-based due to their high hardness and wear 

resistance [18].  

 

 
 
Figure 1. Typical nano-sized WC reinforced MMC 

containing 10% binder (wt)   
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Figure 2. Mechanical performance of carbides. The 

figure was created by authors based on the data of 

Bauccio [19]  

 

WC-based sintered carbides are the most important 

among the cutting tool materials.  

So, superior material performance, price fluctuation, 

and hazardous effects of Co element enhance the efforts 

to seek alternative binders even more. 

 

The WC phase provides the necessary strength and 

wears resistance to the MMC for the sintered carbides, 

while the Co contributes to the toughness and ductility. 

Different elements and compounds can also be added to 

the structure to prevent abnormal grain growth and 

increase the microstructure's mechanical properties. For 

example, VC can also be added to the microstructure as 

a WC grain inhibitor even though it enhances the 

mechanical properties of the material, increasing 

processing costs [20]. 

 

Sintered WC – Co is typically used in drilling or cutting 

tools and manufacturing wear-resistant materials due to 

its superior hardness and wear resistance. The main 

usage areas are turning, milling operations, glass cutting 

tools, and plastic deformation applications such as 

forging-drawing dies and mining operations tools [15]. 

 

 
 

Figure 3. The basic production schema of MMC  

 

Fig. 3 shows the basic production techniques of sintered 

carbide for powder metallurgy. The powders are mixed 

and pressed, then sintered at temperatures around 

1300ºC -1500ºC, where the binder transforms the liquid 

phase. Due to the differences in thermal expansion 

coefficients, carbide grains are forced to compaction, 

while the binder phase forces the microstructure to the 

tension, and both phases equalize each other. Thus, 

homogeneous stress-free structures are obtained [21]. 

 

2.2. The importance of WC as a Reinforcement 

Material 
 

Within the scope of the current research, WC preserves 

its rigidity, hardness, and chemical stability at elevated 

temperatures. Three intermediate compounds are 

presented for WC formations. These are W2C, WC1-x, 

and WC. The W2C compound can exist in three 

different crystal structures. These are α-W2C in the 

orthorhombic crystal structure, β-W2C in an irregular 

hexagonal structure, and γ-W2C in a hexagonal  

structure. The most stable structure at room temperature 

is α-WC in a hexagonal structure. This structure has no 

solid resolution up to 2538˚C.  
 

 
 
Figure 3. The hardness derivation of the metal carbides  
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W2C overreacts with the C binder, causing brittleness, 

while the amount of C reduces toughness and stiffness. 

In another alloy, WC + C, the amount of carbon reduces 

hardness but does not affect toughness and sintering 

conditions [22]. 
 

Fig. 4 exhibits the hardness behavior of the different 

carbides upon the increasing temperature. It is observed  

that WC maintains its strength at 800°C compared to 

other carbide types. It is seen that WC has the lowest 

hardness drop ratio at elevated temperatures. These 

conditions make WC relatively more featured than other 

carbides [22]. 

 

3. Results and Discussion 

3.1. Binder Materials 

 

Today, many metals, compounds, and alloys are on trial 

as matrix materials for WC reinforced MMC. The most 

significant feature expected from the matrix material 

should improve inter-reinforcing bonding and overall 

structural strength. In this context, the general properties 

of the most common metals and alloys used as matrix 

material are summarized below. 

 

Many studies have been conducted on carbide materials 

with sintered WC-Co content, including different 

binders. It is observed that current studies have been 

limited to experimental studies on the coating of the 

sintered carbides. This study focused on determining the 

properties required to select the best binder combination 

to replace Co by using literature. In the scope of the 

study, the microstructural, mechanical, and tribological 

properties of the materials were considered in the 

selection of binders. The literature research on the 

current topic has been expressed under seven main 

sections, including Co, Ni, Fe, Fe-Mn, Fe-Al, FeAl-B, 

and Fe-Ni binder content. Related literature topics were 

researched, and the studies were summarized according 

to the determining criterion. 

 

3.2. Co-Based Binder Systems 

 

The composition of the sintered WC-Co determines the 

microstructure and mechanical properties significantly. 

WC-Co binary phase combinations contain graphite and 

carbide phases called eta (η, which can be seen in Fig. 5 

as black zones) that are not desired to form in the 

microstructure. These phases cause a significant 

deterioration of both the mechanical properties and the 

tribological properties of the composite. This pernicious 

situation is prevented by C control at the stoichiometric 

level in WC. Therefore, the carbon content must be kept 

within a narrow limit to obtain the desired compound 

with optimum properties.  

 

Besides, some Co-containing carbides have negative 

effects on the mechanical properties of the 

microstructure. Co-containing carbides are formed in 

compositions in the range of W2C4 (MC2 type) and 

Co3.2W2.8C (M6C type) and are nucleated and grown 

during the sintering process. 

 

 
 

Figure 5. Typical microstructure of sintered carbides 

contain eta (η) type carbides and graphite 
 

Co-containing M6C carbides interact less with the 

binder, loosening the microstructure and reducing WC's 

contribution to the strength of the MMC material. This 

causes the general microstructure to become brittle. 

Two types of phases, M6C and M12C, are formed during 

sintering. Of the two types of phases, M6C occurs in 

compositions in the range of W2C4 to Co3.2W2.8C, while 

M12C occurs in the form of Co6W6C. The M6C is in 

equilibrium with the liquid phase during the sintering 

process. The M6C interacts less with the binder phase to 

loosen up the bondings of the microstructure. It also 

reduces the contribution of WC to the strength of the 

composite material and causes the overall bulk material 

to become brittle. Conversely, in the M12C type, it 

occurs in the form of small grains scattered all over the 

matrix when cooling after solidification. Due to the 

increased grain limit, it provides high strength and less 

brittleness [28-30]. 
 

3.3. Ni-Based Binder Systems 
 

Co is the most commonly used traditional binder metal 

for WC reinforced composite materials. Ni is thought to 

be the most likely candidate to replace Co to the 

research. However, Ni's high ductility and low 

tribological properties prevented its commercial 

applicability [30-32]. Bonny, De Baets [33], examined 

the abrasive wear resistance of WC reinforced 

composite material with four different Ni phase contents 

at different wear load and sliding speeds. As a result of 

their experiments, they found that the hardness and wear 

resistance increased as the amount of the binder phase 

decreased. The highest wear resistance was observed in 

the group containing 10% Ni with Cr3Cr2 addition 

compared to the lean Co phase. Even if the Ni ratio 

increased in all samples, the wear resistance did not 

perform higher than the reference group.  
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Ni's high ductility also provides higher mechanical 

properties. Tarragó, Ferrari [9], produced WC-

reinforced MMC materials with Ni matrix. They 

compared the mechanical properties of the produced 

materials with the WC-Co material. They found that 

composites with Ni matrix exhibit similar fatigue 

strength. The crack propagation tests reported that Ni-

containing material showed more stable crack 

propagation.  

 

Besides the production cost of Co, it adds composite 

higher mechanical properties, making it a superior and 

more preferred binder than Ni. Also, the resolutions of 

Co and Ni in WC are pretty different from each other. 

Co can solve more WC at higher temperatures than Ni 

[31]. At low temperatures, it was found that the 

situation reversed [4]. However, this situation cannot 

provide the necessary contribution in cases where liquid 

phase formation is desired. In the case of compositions 

containing excessive C at high temperatures, the 

solubility of Ni and Co was found to be almost the same 

[34]. This indicates that Ni will increase its 

effectiveness when used with different elements. Also, 

the Ni element forms NixWyCz type carbides in the Ni-

W-C system like Co. Different studies have determined 

that this type of carbide formed is more ductile than Co-

containing carbides [31, 35]. 

 

Ni exhibits good corrosion resistance due to its 

similarity to Co in terms of microstructural properties. 

Due to the similar melting points to Co, researchers 

thought it to be an alternative binder [8]. Penrice [36], 

made a theoretical study on alternative binder matrix 

materials to Co. He studied Ni, Re, Ru, Mo, and Cr 

elements. He observed that although Re and Ru have 

similar effects as Co. Due to their unit cost and rare 

earth elements status, these elements aren’t attractive as 

potential candidates. He also stated that Cr and Mo 

additives provide higher strength but have low corrosion 

resistance compared to Co. The author also reported that 

Ni is an austenitic binder due to its face-centered cubic 

structure and that it can also turn into a body-centered 

cubic structure in alloys if it can be used with other 

elements such as Fe, C, Cr, Mo. He reported that Ni’s 

austenitic structure was also suitable for heat treatment.  

 

Some studies are using one or more Co, Mo, Cr, V, and 

Mn elements to increase the hardness and strength of Ni 

alloys. The results of numerically computational phase 

methods (CALPHAD) determined that the phase would 

be stable in binders with different contents. Also, it has 

been observed that Ni performs better hardness and 

toughness properties in comparison to Co ingredients 

[37-39]. Guo, Xiong [8], produced Ni-WC-TiC-Mo2C 

composite materials in different proportions and grain 

sizes. They applied bending and hardness tests to the 

produced MMC. It has been determined that the 

bending strength decreases with the decrease of the Ni 

ratio. Also, the strength of the reinforcing phase 

increases with decreasing grain size. It is known that 

Mo2C is a well-known grain growth inhibitor. It was 

observed that with the increase of Mo2C additive, the 

WC grain structure shrank, and the hardness and 

bending strength increased.  

 

The fact that the crystallographic structure of the Ni 

element is a face-centered cubic provides a ductile 

behavior. But the main reason Ni or any element cannot 

be used directly instead of Co is stacking fault energy. 

[9]. High stacking error energy reduces the strength of 

the material. This situation caused the lower 

hardenability of the MMC materials. The inadequate 

performance of the alternative binders forces the 

industry to use Co-Ni-containing compositions. The 

development of non-toxic material is a need. 

 

3.4. Fe-Based Binder Systems 

 

Different researchers carried out experimental and 

theoretical studies on W-Fe-C systems. The orientation 

of most of the studies was on the C ratio, austenite (Fe-

γ) ratio, and Fe-containing carbide compound in the 

microstructure. Uhrenius, Forsén [4], researched to 

determine the carbide, ferrite, and austenite ratios in the 

microstructure at 1000°C. They reported that C ratios in 

W-Mo-Fe-C, W-Fe-C, and Mo-Fe-C systems ranged 

from 0.012 to 0.97. The balance between ferrite (Fe-α), 

M6C, Fe3C, and austenite was observed in the triple W-

Fe-C system. Kirchner, Harvig [5], investigated carbide 

and austenite formation kinetics in the W-Fe-Cr-C 

system. The studies were carried out at three 

temperatures: 900°C, 1000°C, and 1100°C. They 

reported that as the ratio of W and Cr in the structure 

increases, M23C6 type carbide loses its stability 

compared to M6C type carbides. They also reported that 

M23C6 type carbides for W-F-C systems were 

metastable at these temperature ranges. This situation 

was confirmed by different studies. [6, 7]. Hou, Linder 

[16], and C. B. Pollock [40] investigated the variations 

of the stoichiometric composition of Fe matrix 

composites. Both papers reported homogeneous 

formation gaps for M12C and a smaller composition gap 

for M6C than other binder types. In terms of formation 

kinetics, it was determined by these studies that it 

provides a more homogeneous microstructure. To 

evaluate mechanical properties, Moskowitz, J. [41] 

produced WC-Fe composites. They investigated the 

amount of brittle η phase (Fe3W3C) formed in materials 

produced in different ratio. They examined the 

mechanical (bending test) and tribological (abrasive 

wear) properties of the produced MMC. In the tests 

carried out, they determined that relatively close results 

were obtained for Co alloys. 

 

Upadhyaya [21], investigated the formation kinetics of 

Fe-containing M12C carbides in MMC. He found that Fe 

content M12C carbide formation was not observed. This 

indicates that Fe alone does not have sufficient binding 
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performance. Schubert, Fugger [42], examined the WC-

Fe structures. They found that the WC phase prevents 

grain growth due to the high affinity of Fe compared to 

Co. They also found that this condition provides high 

hardness after sintering. However, they found that high 

C affinity triggered the formation of M6C phases known 

to be hard and brittle. They reported that using only the 

Fe element as a binder material shows low corrosion 

resistance and that single Fe use is insufficient for WC 

reinforced composite materials.  

 

3.5. Fe-Mn Based Binder Systems 

 

Another system considered as an alternative to the Co 

element is Fe-Mn alloys. It can be considered an 

advantage that the Mn element is an austenite trigger. It 

is also known that Mn increases the strength of the steel. 

Besides, having a body-centered cubic lattice structure 

makes Mn easy to form like Ni. However, the low 

melting temperature makes drawbacks for use as a 

matrix phase. Schubert, Fugger [42], produced a WC-

(FeMn) content MMC. Because of the low melting 

temperature of the Mn element, they could not use high 

sintering temperatures to reach the melting of Fe. They 

observed that after the sintering process, which was 

performed at 1380°C for 1 hour, 16% of Mn remained 

in the microstructure. Mn mass losses were observed. 

The evaporated Mn particles caused high porosity in the 

microstructure. Therefore, Fe-Mn cannot be used 

effectively for cutting insert material. 

 

3.6. Fe-Al Based Binder Systems 

 

Fe-Al is a good alternative to Co due to its excellent 

physical and mechanical properties. It has been 

researched by many researchers for making composites 

containing Fe-Al and WC. It was found that the Fe-Al 

content composites have performed equivalent wear 

resistance, hardness, and oxidation resistance as WC-Co 

[43-45]. In general, the corrosion resistance of Fe-Al is 

known to perform better than that of the Co metal [46]. 

This situation indicates that Fe-AL content composites 

have the potential for use in corrosive environments. 

Apart from that, Fe-Al has some disadvantages. In terms 

of thermodynamic calculations, it has been calculated 

that the ability to solve WC is lower compared to Co 

(2% at 1450°C). While the spark plasma sintering (SPS) 

technique provides performance equivalent to Co, the 

conventional PM has been found to exhibit lower 

tribological and mechanical properties [46]. This 

situation concerns economic costs. 

 

3.7. FeAl-B Based Binder Systems 

 

The potential use of Boron (B2) content FeAl structures 

in high-temperature applications has been investigated 

by many researchers for the last 20 years [43, 47-49]. 

Adding (FeAl)B2 alloys performs better oxidation, 

corrosion, wear-resistance, and strength. The enhancing 

microstructural mechanism for this situation is work 

hardening [43]. Ahmadian, Wexler [50], produced the 

hot-pressed WC-FeAl-B composite to observe the B2 

effect. Their study observed that a small amount of B2 

additives (500ppm) could increase the toughness and 

prevent WC grain growth. They also found that B2 

additive composites perform higher abrasive wear 

resistance. This situation makes B2 content 

intermetallics potential candidates for WC reinforced 

MMC. 

 

3.8. Fe-Ni Based Binder Systems 

 

Fe-Ni compositions are currently being studied by many 

researchers to replace the conventional Co binding 

phase or to reduce the Co ratio due to a pretty low 

production cost. When the results are evaluated in 

microstructural and mechanical properties, chemical 

composition, and process conditions are well 

determined, these alloy systems could achieve 

comparable or even superior properties to Co-containing 

binders. [29]. Also, by carefully controlling the Fe-Ni 

composition ratio, carbon content, and thermodynamic 

processes, the desired degree of stability of the binding 

phase could be achieved. Thanks to the stable phase 

presence provided, it is predicted that with the 

transformation toughening seen in the Fe-Ni binder, 

higher toughness will be obtained without loss of 

hardness compared to the classical WC-Co composition 

[51]. 

 

There are studies about the PM method and various 

sintering techniques under different Fe and Ni binding 

ratios. A literature survey was carried out regarding the 

mechanical and microstructural behaviors. The studies 

that are found are summarized below: 

 

Cramer, Preston [31], examined the production and 

mechanical properties of WC- (Fe-Ni) composite 

materials containing Fe-Ni in situ forms. Ni powders 

were melted on Fe-WC material which was pre-shaped 

differently. As a result of the study, 97% theoretical 

density and 6.72 GPa hardness was observed on WC-

(FeNi) pellet composite material. They reported that Fe-

Ni could be an alternative to WC-Co materials after 

proper sharpening operations for machining. Hou, 

Linder [16], investigated the effect of C ratio in 

materials on Curie temperature and binding content of 

carbides formed in WC-(Fe-Ni) composite. They found 

that Ni was austenitic, and it changed the paramagnetic 

specialty based on the content of carbides. Increasing 

the C ratio from 5.72% to 5.83% increased the curie 

temperature from 200˚C to 572˚C. They determined by 

XRD methods that even the slightly varying C ratio, the 

dramatic variation of the Curie temperature was due to 

the formation of Ni-rich carbides. De Oro Calderon, 

Agna [52], produced MMC materials consisting of WC 

and AISI 360L. Experimental studies examined the 

microstructural and mechanical properties in terms of  
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four different matrix phase ratios. They reported that the 

binder material does not retain its stainless steel 

property and shows an austenitic behavior even at 

increasing sintering temperatures. In addition, they 

found that M23C6 and M7C3 type carbide formation 

kinetics are high due to the Cr-rich stainless steel 

binder. Because of the high C range, undesired 

metastable η type carbides were observed in all control 

group samples.  

 

Fernandes, Puga [53], formed a compound by applying 

high-energy grinding technique with different 

parameters to nano-sized WC-AISI 304 powder 

containing 12% stainless steel by mass. As a result of 

the dilatometry analysis, they observed that M6C type 

carbides, which are known to have low mechanical and 

microstructural properties. Besides, it was determined 

that nano-sized powders perform better binding and 

activation energy in solid-state sintering than micron-

sized powders. Tarraste, Kübarsepp [54], used AISI 

430L ferritic stainless steel to produce WC-reinforced 

composite material. They examined microstructural 

properties for produced MMC at constant sintering 

temperature at five different binder chemical ratios and 

six different sintering temperatures. They found that the 

practical density increases as the sintering temperature 

decreases. The liquid phase formed between high 

sintering temperatures (1100˚C -1200˚C). They also 

found that the increased binder phase ratio enhances the 

fracture toughness. They stated that this situation was 

related to the binder phase ratio, increasing C value, and 

correspondingly decreasing η phase ratio in the 

microstructure. 

 

It has been confirmed by many studies that, the ratio of 

the liquid phase in the structure is very critical. In the 

liquid phase sintering process, the matrix is melted and 

bonds to the reinforcement, followed by cooling and 

solidification. It is recommended that the matrix ratio 

should not be more than 25% for liquid phase sintering 

processes in the industry. [2]. 

 

Cacciamani [55], obtained a binary Fe-Ni diagram 

numerically and experimentally in his study. As a result, 

they showed that melting temperatures for the Fe-Ni 

mixture state containing 10-20% Ni are in the 1400°C 

band while Co can solve them WC amount in ranges are 

around 1900°C. This shows that the binders with Fe-Ni 

content can provide sintering at much lower 

temperatures. This occasion would decrease the thermal 

distortion of bulk composite material. Also, these 

temperatures are lower for Ni alloys that are predicted 

to exhibit similar mechanical properties. Fe-Ni alloys 

can provide lower temperatures for sintering. Liquid 

phase sintering temperatures are around 1400°C in Fe-

Ni containing nearly 20% Ni. They exhibited that Ni 

alloys would provide the desired hardness and strength 

by adding the Fe element to the structure. 

 

Fernandes, Senos [56], produced composite materials 

using the SPS technique with WC-AISI 304 stainless 

steel powder. They examined the effect of sintering at 

different temperatures on material density, brittle η 

phase formation, and liquid phase occurring formation 

temperature. They found that sintering at high 

temperatures reduced the density but increased the 

liquid phase ratio. They reported that the used alloy 

composition caused the formation of eutectic structures 

at 1100˚C. 

 

Wittmann, Schubert [57], produced composite materials 

containing WC-Fe-Ni content. They reported that the 

formation of the brittle Fe3W3C phase can be prevented 

by lowering the carbon density. But more importantly, 

they reported that with the addition of Ni or a similar 

austenite phase formation trigger element, the alloy 

exhibits equivalent bending strength comparison to Co. 

Besides, with the optimum addition amount of Ni, it has 

been observed that the structure transformed into the 

austenitic state. They also reported that the heat 

treatments can improve the Fe-Ni matrix due to the 

austenitic structure. 

 

Gonzalez, Echeberria [58], produced WC-Fe-Ni-C 

composite materials with a PM technique. They applied 

different heat treatments to the produced specimens. 

Microstructures and mechanical properties of heat-

treated materials were investigated. It has been 

determined that the highest fracture toughness occurs in 

the bainitic transformed matrix, which is also equivalent 

to the traditional WC-Co reference group. They reported 

that it would be beneficial in terms of K1c to transform 

the binder phase into a bainitic or martensitic 

microstructure by heat treatment. They also emphasized 

that this would improve dynamic toughness without any 

loss in hardness. 

 

 
 
Figure 6. The carbon window of different compositions 

 

Fig. 6 shows researchers' carbon content research of 

different WC- % 10 compositions. When the diagram is 

examined, it is seen that a large part of the composition 

consists of M6C and Graphite structures. M6C carbides 

and graphite structure are known to be brittle. The 

reason for the formation of these structures can be seen 

from the diagram, which depends on the C ratio by 

mass.  
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Therefore, the C ratio in the microstructure of MMC is 

critical and needs to be adjusted correctly. The amount 

of C contained in the composition should be optimized 

to prevent the formation of Graphite and M6C. The 

critical carbon content region must be determined 

correctly after choosing the Fe: Ni ratio to achieve 

satisfactory results. In the literature, this situation is 

referred to as a carbon window. 

 

The lower and upper values of the carbon window vary 

according to the elements and their proportions in the 

matrix alloy. According to the studies to be carried out, 

the matrix ratio included in mass should be well 

computed [62]. Carbon windows should be calculated 

using either experimental or CALPHAD methods for 

matrix combinations for different ratios. This situation 

also occurs in Fe-Ni compositions. Fig. 6 shows the 

carbon window ranges for a different compositions. As 

shown in Fig. 6, the carbon range of the Co content 

alloys is narrower than Ferrous based alloys. Thus, it is 

known that the Ni element cannot be a matrix material 

alone due to high stack faulting energy and health issues 

[63]. Therefore, the Fe-Ni alloy mixture is more 

appropriate as a potential candidate.  

 

There is also research evaluating the martensitic 

transformation of Fe-Ni and Co binders [64, 65]. Acet, 

Schneider [65] showed that the compositions containing 

up to 30% Ni are suitable for martensitic 

transformation. Therefore, it appears that the properties 

of the Fe-Ni content matrix in this range can be 

improved by cryogenic or conventional heat treatment 

[66].  

 

Table 1 emphasizes the critical alteration in the use of 

different matrix for WC-reinforced MMC materials. It is 

seen that the lean alternative binder matrix materials as 

Fe and Ni cannot provide the requirements as lean Co 

performs.  

 

Table 1. Significant changes due to the use of different binder matrix in composites 

 

 

Matrix Type Comparison to Co Binder Matrix Author 

Fe Matrix 

• Grain growth inhibition 

• Lower oxidation resistance due to C affinity 

• Brittle ƞ phase formation 

• Higher average hardness 

• Lower atmospheric corrosion resistance 

[36, 41, 57] 

Fe-Co-Ni 

• Higher fracture toughness 

• Higher abrasive wear resistance 

• More free C in the microstructure 

[67] 

Fe3Al-B 
• Fine-grain structure 

• Equivalent fracture toughness and wear resistance 
[68] 

Fe-Mn 

• Higher porosity 

• Evaporation of Mn element during the sintering process 

• Very low fracture toughness 

• Equivalent hardness 

• Lower wear resistance 

[42] 

Ni Matrix 
• Higher corrosion resistance 

• Lower hardness and wear resistance 
[8, 9, 36] 

Ni3Al, NiAl 

• Higher corrosion resistance 

• Lower bending strength and wear resistance 

• Equivalent hardness 

[43, 68-70] 

Ni-Cr-Mo • Equivalent toughness and hardness [71] 

Ni-Si 
• Lower hardness 

• Higher bending strength 
[72] 

Ni-Cr 

• Higher porosity ratio in the microstructure 

• Equivalent toughness 

• Higher sintering temperature requirement 

• Lower electrical conductivity 

[30] 
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4. Conclusion 

 

When the comparative literature was carefully 

examined, it was seen that the use of different matrix 

materials in WC reinforced composites had essential 

effects on mechanical and tribological properties. The 

using effects of the different elements and alloys as an 

alternative matrix are explained by different 

mechanisms, including sintering type and temperature, 

grain growth preventing, and forming a new compound. 

Under the influence of the mechanisms mentioned 

above, Fe-Ni, Fe-Ni-Co, and Fe3Al-B alloys could 

provide equivalent or higher mechanical and 

microstructural performance than plain Co elements. It 

is reasonable to use Fe-Ni-based materials suitable for 

heat treatment, such as cryogenic heat treatment, which 

is also cheap and reduced toxicity situation, would 

provide equivalent or higher contributions comparison 

to Co variants. 
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Abstract 

 

For creating complex geometric shapes in the cast part, salt was used to produce core instead of sand 

which is thermo-chemical or chemical process using resin as a binder. In salt core casting, the efficiency 

will be increased by reducing the core gas-induced errors in the part. The harmful effect on the 

environment will be reduced with the absence of odor and smoke from the core gas. Using water in salt 

core breaking instead of mechanical impact and vibration during sand core breaking will bring benefits 

such as eliminating the noise source and using less energy. By eliminating the dust generated during sand 

core breaking, its harmful effects on the environment will be reduced. Since the salt core can be dissolved 

in water and removed from the piece without any residue, there will be no problem of sand remaining in 

the sand core from time to time. 

 

Keywords: Core gas, sand core, salt core. 

 

1. Introduction 

 

 

 

The geometries of casting parts used in the automotive 

industry are quite complex. In casting molds of 

complex parts, steel cores (sliders ) are often not 

sufficient in terms of both castability and casting 

quality[1,2]. Sand cores are generally used in the 

production of parts with complex structures and 

internal cavities, where steel cores cannot be used. 

Sand cores are produced by cold-box (polyurethanes 

as binders) or hot box (alkali silicates) method [2]. 

The use of salt cores instead of sand cores has been 

known and developed since the end of the 20th 

century, especially in the field of gravity and low 

pressure die casting work continues [3-9]. Better 

mechanical properties, easy removal from the part by 

dissolving in water without using any chemicals and 

reduction of waste after casting have made the 

development studies of using salt cores instead of sand 

in aluminum alloy castings important [10]. In the 

literature review, there are studies on the strength of 

salt cores [11]. The use of salt cores in high pressure 

casting has also been observed to have positive effects 

on the solubility and environment of these cores [12]. 

 

 

There are various methods of producing salt cores. It 

is one of the methods of producing  salt in core molds  

made of metal, wood by turning it into a slurry with 

fast-hardening mixers [4]. In addition, salt cores are 

produced by injection casting method using melted 

salt (from the liquid phase) [13]. The important 

advantage of being produced from the liquid phase is 

that it gives a high level of mechanical and thermal 

stability [13]. Its high strength allowed it to be used in 

injection molding. In addition to high strength, it has 

advantages such as very smooth surface quality, no 

gas escape in the casting, no casting faults due to this, 

easily dissolving from the part with pressurized water 

and removing it without residue. In terms of the 

casting mold used, easy cleaning without residue and 

not causing any wear such as sand are among its 

advantages. The fact that it does not have any negative 

effects on human health or the environment, and that it 

is recyclable, is also one of the advantages of salt 

cores over sand cores. The first automatic salt core 

production facility in the world is Bühler's technology 

center in Uzwil. It was established as a pilot plant for 

small series production parts [13]. 
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2. Materials and Methods 

 

The trials were carried out with the pump body part, 

which was poured into a gravity mold by tilting 

(Figure 1). Due to the structure of the part, it is a part 

that is difficult to discharge sand core and evacuation 

of core gas in the current process. 
 

 
 

Figure 1. Sectional view of the pump body. 
 

The internal cavities of this casting part are formed 

with sand cores in the current mass production. In 

order to use high pressure casting method for the 

production of salt cores to be used instead of sand 

cores, an injection mold with one chamber was 

designed for the salt core. The runner and air 

evacuation pockets were made using injection filling 

calculations according to the core geometry. Since the 

existing tilting casting mold will be used, the reference 

and fixation points, namely the core heads, are 

designed to have the same geometry in the salt core. 

Cooling channels are opened in the upper and lower 

holders of the mold. 
 

There are also steel cores on both sides of the mold. 

Injection mold manufacturing was done according to 

the design (Figure 2.1, Figure 2.2). 
 

Imported raw materials and casting facilities provided 

by the company within the scope of the cooperation 

agreement were used in the trials. The melting point of 

the salt (NaCl) used is ~ 800 °C, its density is ~ 2.165 

kg/m3. Its appearance is crystalline solid and white in 

color. 
 

 
 

Figure 2.1. Injection mold movable side 

manufactured for salt core 

 
 

Figure 2.2. Injection mold fixed side manufactured 

for salt core. 

 

The salt was melted in the crucible, and the molten 

salt was poured into the steel mold, which was poured 

with a piston, on the casting bench, as in the casting 

process (Figure 3). 

 

 
 

Figure 3. Salt core injection molding 

 

Initially, a standard general value was given as the 

shrinkage margin. Salt core laser scanning was done 

with Faro Edge Scan Arm HD and compared with 3D 

data model ( Figure 4 ). According to the core scans 

and the measurement results after the first trial core 

casting, it was observed that the shrinkage varies in 

the thick and thin parts of the inner and outer figures 

of the core, as in metal injection molding. Since the 

shape and thickness of the core affects the shrinkage, 

different values of scales are given on the core 

geometry and the core geometry is created. In the 

second trial, results were obtained with appropriate 

measurement values. 

 

In the experiment, it was seen that the cooling in the 

mold was also very important. It has been observed 

that temperature change affects the surface quality, 

scale and core strength of the core. 
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Figure 4. Salt core laser scanning compared with 3D 

data model. 

 

The temperature change in solidification should not be 

sudden. As a result of unsuitable temperature change, 

it formed a fracture due to sudden shrinkage (Figure 

5). Shrinkage was more in the thick mass regions. 
 

 
 

Figure 5. Salt core exterior surface crack. 

 

Initially, the existing cooling channels in the lower 

and upper holders of the mold were used. During the 

trials, cracks occurred in the inner diameter figure of 

the core (Figure 6). 

 

 
 

Figure 6. Salt core inner diameter surface crack 

visible with eye control. 

In order to achieve a more balanced cooling, cooling 

was added to the core area, which was inserted in the 

mold, and a separate cooling line was operated (Figure 

7). Cracks formed in the inner diameter region were 

healed by the addition of cooling. 

 

 
 

Figure 7. Mold inner diameter core insertion 

 

Surface roughness of salt core and sand core 

compared. In the salt core, the outer most surfaces 

solidify rapidly and form a surface film layer, and the 

roughness value of the core surface was found to be 

smoother than that of the sand core (Figure 8). 

Although the grain size of the sand core small, the 

casting part surface the roughness of the casting is 

rough compared to the salt core (Figure 8.1). 

 

 
 

Figure 8. Roughness value measure from the casting 

part with a salt core. 

 

 
 

Figure 8.1. Roughness value measure from the casting 

part with a 60 AFS   sand core. 

 

The solidification of the salt core did not reach the 

inner regions at the same rate. The inner surfaces 

solidify later as a result of the film layer formed 

outside (Figure 9). 

 

In addition, the color of the core varies according to 

the temperature and the residence time in the mold. 

The salt core produced at low temperature and in a 

short time is light in color ( Figure 10.1).The salt core 

produced at high temperature and long time is dark in 

color ( Figure 10.2). 



 

            Celal Bayar University Journal of Science  
            Volume 18, Issue 2, 2022, p 141-147 

            Doi: 10.18466/cbayarfbe.1033177                                                                                                                                      T. Hançerlioğlu 

 

144 
 

 
 

Figure 9. Inside view of salt core. 

 

 
 

Figure 10.1. Salt core produced in low temperature 

and short time. 

 

 
 

Figure 10.2. Salt core produced in high temperature 

and long time. 

 

Instead of sand, a salt core was placed in the existing 

tilting casting mold and a casting tilt was carried out 

in the same way as the casting conditions in the 

standard series casting machine (Figure 11.1). The 

aluminum alloy is robotically filled into the casting 

ladle (Figure 11.2).  

 
 

Figure 11.1. Tilt casting machine. 

 

 
 

Figure 11.2. Tilt casting ladle. 

 

 
 

Figure 11.3. The tilt casting machine rotates 180 

degrees. 

 

The tilt casting machine rotates 180 degrees and fills 

the aluminum alloy steel mold (Figure 11.3). Trial 

casting cycle time with salt core is equal to casting 

using sand core used in series conditions. 
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Figure 12. The casting part with salt core  that comes 

out of the casting mold. 

 

After solidification, the casting machine returns to the 

flat position. The mold opens when casting machine is 

in flat position. 

 

The casting part came out of the mold, it was left in a 

water-filled couldron. 

 

The salt was dissolved in the core in a short time and 

was removed from the part without leaving any 

residue (Figure 13).The salt that settles to the bottom 

of the boiler can be used for recycling. 

 

 
 

Figure 13. The salt that starts to dissolve, the core and 

the cast part. 

 

The cast part was cut to see its inner surfaces. No salt 

core residue was found in the indentation areas on the 

inner surfaces. The salt core dissolved was completely     

(Figure 14). 

 

 
 

Figure 14. Casting part cross section. 

 

For the cast part, measurements were made and 

appropriate results were seen. Visually, traces were 

seen on the surfaces coming out of the salt core on the 

cast part. The part was cut and polished, traces were 

examined, it was seen that it did not cause leaks and 

similar errors as it did not go inside (Figure 15, Figure 

16). 

 

 
Figure 15. Polished cast part cross-section.  

 

 
 

Figure 16. Cast part zoomed images. 
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3. Results and Discussion 

 

Core gas formed due to resin burning in casting with 

sand core match was not seen in casting with salt core.  

During the part casting with sand core resins stack in 

the steel mold. Resin blocks air filters. Core gas 

cannot be removed from the mold by blocking the air 

filters. Therefore the mold is cleaned periodically. 

Since there is no resin in salt core casting, core gas is 

not released. After casting, the mold was inspected 

and no resin stack and air filter blocks were observed. 

 

The use of salt cores instead of sand cores resulted in a 

reduction in the waste rate by eliminating / 

minimizing the errors that may occur in the part due to 

core gas, energy savings resulting from processes such 

as recycling and recycling and less emission gains.  

During the casting process, the harmful effects on the 

environment are minimized by minimizing the 

emission of core gas and smoke. 

 

Since the salt core can be removed from the cast part 

without residue, there has been no sand residue and 

related problems in the production with sand cores, 

where the sand does not completely remove from the 

part. 

 

In the core breaking process, it is one of the 

advantages of dissolving salt in water with low/zero 

noise level, which does not require mechanical energy, 

instead of mechanical methods that require energy 

consumption and high noise. The sound level, which 

is 92dB in the pulsed method used to remove the sand 

from the core, has disappeared since the salt core is 

dissolved with water. 

 

It is observed that salt cores can remain intact for a 

long time in humid environments. 

 

Disadvantages are the difficulty in determining the 

shrinkage value and the increase in the cycle time due 

to the longer salt solidification time compared to the 

sand core. In order for the solidification to be 

homogeneous and to prevent cracks on the core 

surface, the cooling system and cooling parameters 

optimization in the mold,  used for the core production 

are the aspects that need attention and improvement. 

 

4. Conclusion 

 

It has been seen that the appropriate results obtained 

and what has been learned about the salt core process 

can be a reference to the use of salt cores by injection 

casting or low pressure die casting method from now 

on. 

 

Experimental studies examining the mechanical and 

thermal properties of salt core and comparison with 

sand core can be done in the next studies. 

The possibilities of recycling salt collected in the 

cauldron and using local alternative supplier can be 

developed for cost reduction studies. 
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Abstract 
 

Fiber reinforced polymer (FRP) composites are alternative to the conventional materials for many civil 
applications because of their prominent properties. The advanced production technology allows 
standardized structural FRP sections, which plays an important role in progress of the structural 
engineering. Different fiber types can be rowed in these sections to improve the structural performance of 
these members. One of the most widely used FRP type is glass FRP (GFRP) in the market for structural 
use. The plate performance of GFRP materials as a lateral load resisting member within the moment 
frames was investigated in this study similar to the steel plate shear walls or timber shear walls. Post 
buckling performance of the GFRP plates including the experimental fracture values and different fiber 
orientations were studied. The tension field action was considered for the GFRP plates after the post 
buckling of the moment frame, and it was found that the gain for initial stiffness and story drifts gradually 
reduced from flexible to rigid moment frames. The least lateral load capacity gain was about 16% when 
the fiber main direction is oriented 0° angle within the most rigid moment frame. When the fiber 
orientation aligned within the tension field angle, the load capacity and the initial stiffness was reached to 
the ultimate values. Finally, analytical load capacity calculations were carried to verify the numerical 
results of the FRP plate shear walls employing the equivalent truss member approach, then plate thickness 
and panel aspect ratio effects on were investigated for the GFRP shear walls. 

 
Keywords: FRP plate; FRP fracture; GFRP; lateral stiffness; shear wall; tension field 

 
1. Introduction 
 
The civil structures and construction technologies have 
been evolved by introducing new techniques, materials, 
and products. The use of fiber reinforced polymer (FRP) 
composite materials in rise during recent years. The 
advances in manufacturing technologies have been 
playing an important role to the transition from 
conventional materials to the new advanced materials in 
structural engineering [1]. Some research efforts are 
mainly focusing on the use of composite materials with 
the conventional structures for strengthening, stiffening, 
retrofitting or restoration applications. The use of fabric 
FRP materials to enhance the concrete column 
performance [2–5], and to enhance the flexural and 
shear capacity of the beams [6–8] were some typical 
examples in literature and investigated the performance 
of the structural members considering the effective 
design parameters such as; fiber orientation, number of 
composite layers, adhesive types etc. In addition to 
those interests, new structures and members can be  
 

composed of fully FRP composite members [9–12]. 
Pedestrian bridges, cooling towers, bridge decks are 
today`s pioneering composite structures. Pultruded FRP 
structural shapes are common in the market due to 
advanced manufacturing technologies. The pultruded 
FRP plates are commonly designed for the flexural 
properties like composite deck systems [13–15]. Some 
research efforts on the other hand are investigated the 
shear resistance of the steel plates sandwiched between 
the FRP laminates or fabrics and the load capacity and 
energy dissipation of FRP bonded steel plates are 
investigated with various FRP configurations [16–18]. 
Repair of fatigue cracks by patching FRP on shear 
plates are studied [19]. Lateral load resistance of the 
FRP plates by itself can be analogical to the steel plate 
shear walls (SPSWs) where the slender plate buckles 
before the full shear resistance, and the tension field 
actions develops at the post buckling phase of the lateral 
loadings [20,21]. The studies show that SPSWs can 
achieve reliable seismic performance with cyclic 
hysteretic behavior during the post buckling phase [22–
27]. The stiffness of the surrounding frame of SPSWs 
plays an important role in development of the tension 
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field action [28]. The SPSWs have been effectively 
utilized in steel buildings with a moment frame to 
control the story drifts against an earthquake or a wind 
load which can named a dual lateral load resisting 
system. Laminated wood plates are another analogical 
form of a dual system for timber structures [29,30]. It 
was reported that the cost of the construction can be 
reduced up to 50% by including the SPSWs in design of 
the moment frame systems [29]. Considering the 
prominent properties of composites, FRP plate shear 
wall system can be preferred instead of steel plate shear 
wall systems. Even though the initial cost of FRP 
composites is relatively higher than the cost of steel, the 
total weight of the structure and the required 
maintenance cost can be significantly reduced with the 
proposed FRP shear wall system. Therefore, an 
adequate lateral performance can be achieved, and the 
initial cost of FRP can be compensated during the life 
cycle of the structure [31]. 
 
In this study, the flexural fracture of Glass FRP (GFRP) 
laminates is first determined experimentally to develop 
an acceptable GFRP fracture mechanism for future 
analysis. The experimental properties of the tested 
GFRP laminates were used in numerical modeling and 
analytical load capacity calculations as well. Then, the 
lateral performance of three-bare moment frames with 
various lateral stiffness values are numerically studied 
with elastic-plastic material properties. The lateral 
performance of the bare moment frames is enhanced 
with including infill GFRP plates. The initial stiffness 
calculations, peak loads and initial fracture mechanisms 
are presented in the following sections. Finally, the 
analytical load deflection curves of the GFRP plated 
moment frames are calculated considering the 
equivalent truss method. The lateral load-deflection 
curves are drawn by an iterative method using parallel 
springs.  
 
2. Experimental Flexural Test of GFRP Specimens 
 
Flexural properties of GFRP strips were determined by 
using the three-point bending test results and one of the 
tested specimens at rupture is shown in Figure 1. The 
average cross section was 9.5 mm x 30.2 mm, and the 
specimen length was 304.8 mm for the tested five GFRP 
specimens. In addition to the experimental results, 
manufacturer`s data sheet was provided for the 
definition of GFRP materials [32]. The purpose of the 
experimental tests was the determination of GFRP 
fracture mechanism and employ similar behavior in 
latter numerical models. It was calculated for example 
that the experimentally obtained lengthwise (LW) 
flexural elastic modulus and fracture stress were about 
10% and 88% larger than those provided by the 
manufacturer`s data sheet, respectively. This 
discrepancy can be attributed to several factors, but the 
author believes that this does not the scope of this study. 
Nevertheless, the lengthwise flexural properties of 

GFRP plates were adopted from the experimental three-
point bending tests, and they were included in the 
numerical models. 
 
The experimental bending test results of five specimens 
were presented in this section. FE element model was 
developed with the averaged geometrical and 
mechanical properties to simulate the similar FRP 
bending and fracture behavior. The experimental results 
showed that all the specimens had a linear load 
deflection curve until the load reaches to the fracture 
load. It was noted that the fracture was initiated at the 
bottom layers and there was not a visual sign of a 
compression failure at the top layers as can be seen in 
Figure 1. The compression failure stress was assumed to 
be same as the tension failure stress in FE element 
models. The fracture stress and strain values were 
included in FE models to start the damage initiation of 
GFRP plates. Different fracture models can be chosen 
from ANSYS Mechanical APDL`s [33] material library 
to simulate the GFRP rapture for the failure simulations; 
however, the maximum stress fracture model was found 
in good agreement with the observed fracture behavior, 
and the results are presented in following sections. 
 

The tipping loads and deflections at the midspan were 
used to extract elastic modulus and rapture stresses 
following the procedures given in ASTM D790 [34]. 
The minimum and maximum elastic modulus can be 
calculated 18100 MPa and 23500 MPa from the 
experimental tests, respectively. The average elastic 
modulus was calculated 21100 MPa for the FE Model 
simulations. The minimum and maximum peak stresses 
were calculated 332 MPa and 432 MPa from the 
experimental tests, respectively. The average of these 
peak stresses, 389 MPa, was assigned as the maximum 
failure stress into the GFRP material models. When the 
maximum stress criterion was satisfied, an assumed 
stiffness reduction factor, 0.80, was multiplied by the 
stiffness of the corresponding element; therefore, 
progressive delamination of GFRP layers was achieved 
without convergence problems. 
Load–deflection curves of the GFRP specimens are 
presented in Figure 2. The red dashed curve in Figure 2 

 
Figure 1. Three-point flexural loading tests of an 
GFRP strip. 
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shows the FE model results in where the averaged 
experimental properties were assigned. In the FE 
analysis, the peak load capacity was recorded at 2.64 kN 
which was about 14% above experimentally obtained 
average peak load, 2.32 kN. The maximum deflection 
before the initiation of fracture was 34 mm in the FE 
analysis which was 13% more than the experimentally 
obtained average maximum deflection, 30 mm. FE 
modelling approach and damage propagation were 
validated with this study, and the measured numerical 
differences were assumed to be within the acceptable 
engineering error limits; therefore, GFRP plate shear 
wall system was modelled using the similar layered 
material model and mechanical properties, and material 
fracture model for the rest of the study. 
 

 
Figure 2. Experimental flexural tests with a FE model 
simulation. 
 
3. Analytical Formulation of the GFRP Plate Shear 

Walls 
 
Lateral load capacity of the moment frames which were 
stiffened with the GFRP plates were approximated 
using a parallel spring model. The stiffness of the GFRP 
plate and the steel moment frame were included in 
capacity calculations before the yield of steel. The 
stiffness of the moment frame and the deflection at 
yielding can be easily determined from statics; however, 
the coupled stiffness of the GFRP plate was not easy to 
extract from statics for the tension field action. 
Therefore, the GFRP plate was assumed to be an 
equivalent truss member where the equivalent truss area 
was defined by Thorburn et al. [28] and given in 
Equation (3.1). The tension field angle, α, and panel 
diagonal angle, θ, can be determined using Equations 
(3.2) and (3.3), respectively, and substituted in Equation 
(3.1) to find the equivalent truss area, Aeq. In these 
calculations, it was assumed that the columns provide 
enough rigidity to develop the fully tension field action; 
therefore, the beam and columns were contributed to the 
equivalent area of the plate. Also, the shear resistance of 
the GFRP plate was neglected and only the tension field 
resistance was accounted in the formulations. Once the 

equivalent area of the GFRP plate was determined, the 
equivalent uniaxial stiffness of the GFRP plate in the 
tension field was approximated as a truss member. The 
elastic properties of the GFRP plate were different in 
lengthwise (LW) and crosswise (CW) directions which 
required an additional angle to define effective elastic 
modulus using the combination of orthogonal 
properties. Simply the effective elastic modulus, EF_eq, 
was defined as a function of elastic properties and 
GFRP plate orientation as given in E Equation (3.4). 
The important part of analytical load capacity 
calculation was the definition of the failure criteria in 
the model. Complex failure modes develop in the 
buckled plate. The first mode is caused by the uniaxial 
stresses due to tension field and the second is the 
combination of bending and compression stresses due to 
plate compression and plate wrinkle in the buckled 
zones. It should be noted that the GFRP plate had five 
layers of fibers; therefore, the related stiffness of the 
section was updated at failure of each fiber layer. The 
compressive and tensile capacities were assumed equal 
at those failure limits. Once the extreme fiber reaches 
the maximum strain limit, the equivalent truss area and 
related stiffness were recalculated, and the load 
capacities were calculated by an iterative stiffness 
updating approach in that spring model. In these 
calculations, the critical loads were calculated with two-
step fracture iterations. In other words, extreme fibers 
failed two times and equivalent area of the GFRP plate 
was updated two times for the calculation of analytical 
load capacities. The numerical results and approximate 
analytically results are presented in the following result 
section. 
 

𝐴𝐴𝑒𝑒𝑒𝑒 =
1 2⁄ 𝑡𝑡𝐹𝐹𝐿𝐿 𝑠𝑠𝑠𝑠𝑠𝑠22𝛼𝛼
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑠𝑠𝑠𝑠𝑠𝑠2𝜃𝜃

 (3.1) 

 

𝑡𝑡𝑡𝑡𝑡𝑡4𝛼𝛼 =
𝑡𝑡𝐹𝐹𝐿𝐿 2𝐴𝐴𝑐𝑐⁄ + 1
𝑡𝑡𝐹𝐹𝐻𝐻 2𝐴𝐴𝑏𝑏⁄ + 1

 (3.2) 

 

𝜃𝜃 =  𝑡𝑡𝑡𝑡𝑡𝑡−1(𝐿𝐿 𝐻𝐻⁄ ) (3.3) 

 

𝐸𝐸𝐹𝐹_𝑒𝑒𝑒𝑒 = �(𝐸𝐸𝐿𝐿𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐)2 + (𝐸𝐸𝐶𝐶𝐶𝐶𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠)2 (3.4) 

 
4. Numerical Modelling of the Plate Wall Systems 
 
The lateral load capacity of a moment frame with an 
infill GFRP plates were determined from a single-story 
moment frame which was subjected to a lateral shear 
force. The lateral load is applied at the upper beam as a 
story drift and the total shear forces were recorded at the 
column bases. The analysis model was sketched in 
Figure 3, and it shows all the components of the 
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moment frame. The moment frame was modeled as a 
steel moment frame and can resist lateral loads without 
infill plates by the assumed fully rigid joints. The total 
stiffness of the frame exists due to stiffness of the beams 
and columns only. Therefore, lateral deflections due to 
flexibility of the panel zones at the beam-column joints 
were not included in the total stiffness of the frames. FE 
model representation of the steel moment frame with 
infill plate is shown in Figure 3b. The initial stiffness of 
the moment frames was first determined without the 
infill GFRP plates to form the base FE model. Then, the 
GFRP plates were connected to the columns and beams 
of the surrounding moment frames without allowing the 
friction losses between the frame and plate. The relative 
strength and stiffness gain for the base frame with infill 
GFRP plates were determined in this study. 
 
In the first part of this study, only one panel aspect ratio 
(plate height divided by width), 1 1⁄  with one 
slenderness ratio (plate height divided by thickness), 
315, is considered. The analytical verification of the FE 
model results was completed using the equivalent truss 
beam model and presented with the numerical results. In 
addition to the GFRP plate shear panels, hypothetical 
steel plate shear panels were modeled within the same 
moment frames to compare the performance of steel and 
GFRP plates. Steel plates were commonly used in the 
field and research applications as mentioned previous 
sections; therefore, it is a well-known benchmark 
candidate for the alternative shear wall systems. The 
hypothetical steel thickness was determined by equating 
the bending stiffness of the GFRP to steel plates`. The 
lateral load resistance of the infilled moment frames was 
investigated and presented in this section. 
 
In the second part, three different plate thicknesses, 3.2 
mm, 6.0 mm and 10 mm, and four different panel aspect 
ratios,1 2⁄ , 1 1⁄ , 3 2⁄  and 2 1⁄ , were parametrically 
investigated within the selected moment frames. The 
GFRP plate width is assumed 1000 mm for all the tested 

moment frames while the height of the plates was 
varied.  
 
4.1 Moment Frames 
 
The test frame was designed to be a steel moment frame 
with rigid end connections owning lateral stiffness 
depending on the frame geometry. The frame opening 
had 1000 mm times 1000 mm a square area, and it was 
constant for all the cases. In the second part of this 
study, the panel height was redefined to investigate the 
different panel aspect ratios for moment frames. The 
size of columns and beams were identical, and double 
UPN beams were chosen as the main structural 
members in numerical analysis with rigid end 
connections. Two UPN beams were aligned back-to-
back to construct the test frames in the FE models. 
Three different UPN beams from flexible to rigid 
(UPN50, UPN100 and UPN200) were investigated as 
the main moment frames to be stiffened with GFRP 
plates. These beams were modeled using BEAM 188 
elements and the strong axis of all the beams were 
aligned to the loading direction, and the typical frame 
model is shown in Figure 3b with an infill GFRP shear 
plate model. The moment frame was loaded at the top 
beam in horizontal direction by the deflection-controlled 
method. The total shear load was calculated at the 
bottom of the plate and load tip deflection was recorded 
at the loading point. It was assumed that steel follows 
bi-linear isotropic hardening material model with 235 
MPa yield stress and 200000 MPa elastic modulus. 
 
In an experimental test set-up, double UPN beams can 
be preferable to wrap the perimeter of the plate on both 
sides by bolting or bonding, so the specimen can be 
loaded without eccentricity and fixed-fixed boundary 
condition preserved as presented in this study. In these 
FE models, the GFRP plate was assumed to be perfectly 
bonded to the steel frame. Therefore, the stiffness 

 
  

(a) Moment frame details. (b) Finite Element Model . 

Figure 3. Single story frame and infill plate models. 
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contribution from the moment frame with and without 
GFRP plate was similarly accounted. 
 
4.2 GFRP Plates 
 
Pultruded composite sections are layered products 
where the different number of fiber layers can be rowed 
within the thickness. The number of layers within the 
plate can vary and depend on the products and 
manufacturers; nevertheless, five layers of fibers were 
counted within the 3.2 mm plate thickness, so the plate 
was modeled with five layers of fibers and each layer 
was about 0.63 mm thick. The number of layers were 
increased as the plate thickness was increased to keep 
the thickness of each single layer unchanged. GFRP 
plates were constructed using layered SHELL 181 
elements in FE models. Lengthwise properties of GFRP 
plates were oriented 0o, 45°, and 90° angles in the 
moment frames and the lengthwise fiber directions for 
the modeled plates are shown in Figure 4. It may be 
expected that 0o and 90o angle fiber orientations in a 
plate show similar results in a square panel; however, 
tension field angle will yield different failure 
predictions and load capacities for 0o and 90o angle fiber 
orientations. The highest load capacity can be expected 
when 45° angle fiber orientation was aligned with 
tension field angle; however, it is not practical to locate 
tension field angle before any theoretical calculations. 
Even though slightly lesser load capacity can be attained 
by aligning the lengthwise fibers to the panel diagonal, 
it is more practical to apply 45o angle in real life 
structures. Nevertheless, the expected fracture 
mechanism for three different panels with three fiber 
orientations was addressed in the first part of the study 
as shown in Figure 4, and in the second part of the study 
only 45° angle fiber orientation was investigated with 
different panel aspect ratios. 
 

 

Figure 4. Fiber orientation angles within the tested 
GFRP plates. 
 
The geometric nonlinearity is considered in FE models 
by providing an initial out-of-plane distortion to the 
GFRP plates. Most of the structural elements have some 
sort of geometrical imperfections that cause the 
secondary stresses. In those fabricated products, 
possible out-of-straightness exists before and after the 
installation of the GFRP plates. Different methods can 
be used to include the initial imperfections. The first 

buckled mode shape of Eigen Buckling analysis was 
assigned to the plates. It was noted that some varied 
distortional ratios, 1/2000 and 1/500, did not show 
significant load capacity changes but yield different post 
buckling convergence issues for the considered thin 
GFRP plates. The assumed distortion was the 1/1000 of 
the plate heights, which conclude a unit distortion in the 
model for the square infill plates. 
 
4.3 Steel Plates 
 
Steel plate shear walls (SPSW) are commonly used in 
structural applications. In this study, SPSW is 
considered as a benchmark method in research of GFRP 
plate shear walls. The steel plate was modeled 
homogenous non-layered shell element. The mechanical 
properties were assumed identical to the moment frame 
where the plate has 235 MPa yield stress and 200000 
MPa elastic modulus with elastic perfectly plastic 
bilinear material model. The hypothetical thickness of 
the steel plate was calculated 1.501 mm by equating the 
bending stiffness of the plates. Initial imperfections of 
the steel plates were included in FE analysis by 
employing the deformed shape of first Eigen Buckled 
mode; therefore, tension field action developed within 
the steel plates. 
 
4.4 Mesh Study of the FE Model 
 
In the developed FE model, meshing is an important 
step for the plate analysis where the buckling occurs, the 
fracture propagates in the tension and compression 
zones. Therefore, different element sizes were studied 
for the GFRP plates within the moment frames. The 
plate mesh topology was followed by the columns and 
beams. The results showed that the difference in the 
load-deflection results were in the decimal places for 
relatively fine meshes; 50 mm, 25 mm, and 10 mm 
element sizes. However, it can be said that the 
convergence of these element sizes in FE model slightly 
differs due to progressive fracture of the GFRP plates. 
In this study, 25 mm element size is chosen for analysis 
of all the FE models. Therefore, the meshed GFRP 
plates were represented at least with 1600 elements in 
1000 mm x 1000 mm plate areas. 
 
5. Test Results 
5.1 Analytical Results of the Moment Frames 
 
Approximate load capacities of the GFRP plate shear 
wall systems were obtained using the equivalent truss 
member method. The FE model results are only 
presented for 0° and 45° angle fiber oriented GFRP 
plates in Figure 5 and 6, respectively. Steel moment 
frames yielded before the rupture initiation of the GFRP 
plates. Initial lateral stiffnesses of the numerical models 
were in good agreement with total spring stiffness that 
was used in the analytical calculations when the and the
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Figure 5. Load – deflection curve of the moment frames 
for 0o fiber orientation angle. 

Figure 6. Load – deflection curve of the moment frames 
for 45o fiber orientation angle.

 

 
lengthwise fiber oriented 0° angle as shown in Figure 5. 
Slight difference can be seen for the initial stiffness of 
the tested frames when the fiber was oriented 45° angle,  
latter can be seen in Figure 6. In Figure 5 and 6, after 
the steel frame yields, the lateral stiffness of that frame 
was neglected, and equivalent truss member stiffness 
resist the lateral load until the extreme fiber layers 
reached to critical failure stress. It was calculated that 
the moment frames reached about 21.8 mm lateral 
deflection until the first fiber rupture. The effective 
height of the section was recalculated after the first 
rupture of GFRP layers from top and bottom of the 
section. The GFRP section`s loss was accounted by 
updating the effective elastic modulus and effective area 
of the GFRP plates for the second iteration. The second 
iteration was completed when the next unfailed extreme 
fiber reached its critical stress state. In other words, the 
residual stress capacity of the internal fibers was 
recalculated by an iterative approach until the critical 
stress was exceeded. The further iterations can be 
completed to obtain stiffness losses until the rapture of 
the last internal fiber, but the calculations were not 
considered after the second iteration. 
 
The numerical difference between the initial stiffness 
and peak loads of the numerical and analytical 
calculations are presented as the ratio of the results in 
Table 1, respectively. The maximum initial stiffness 
ratio was 1.27 for the 2UPN 100 frame and the average 
ratio is about 1.21 for all three moment frames when the 

plate oriented at 45° angle. When the fiber was oriented 
0° and 90° angles, the average initial stiffness ratio is 
1.07 for these moment frames as given in Table 1. Peak 
load ratios between the numerical and analytical 
calculations were presented in Table 1. The numerical 
results for the 2UPN 200 frame did not converge at the 
post buckling load capacities; therefore, the last step 
solutions were given as their peak load ratios in Table 1. 
The maximum peak load difference was calculated 0.75 
for the non-converged solution of 2UPN 200 frame 
when the plate oriented at 45° angle. The average ratio 
can be calculated 0.89 for all the moment frames 
considering all the fiber orientations. This result showed 
that the analytically predicted peak loads were generally 
higher than the peak loads of the numerical results. 
Another analytical approach can be the inclusion of load 
drops at each fiber rupture. Once the fiber ruptures, the 
force needs to be balanced at the same deflection with 
equivalent adjusted stiffness and equivalent area which 
causes the load drop until the new stress equilibrium 
satisfied. However, this load drops were not included in 
the current analytical calculations, and the obtained 
results were found to be adequate to validate the 
numerical model results. 
 
It should be noted that the error in these approximations 
can be calculated by assuming different failure 
definitions; therefore, initial failure criterion played an 
important role in these capacity predictions.  

Table 1. Initial stiffness ratio of numerical and analytical calculations. 

Moment 
Frames 

GFRP Plate Orientation 
0o   90o 45o  0o  90o 45o  
Ei_numerical / Ei_analytical Pu_numerical / Pu_analytical 

2UPN 50 1.01 1.10 1.23 0.87 0.80 0.90 
2UPN 100 1.06 1.09 1.27 1.01 1.01 1.07 
2UPN 200 1.06 1.06 1.12 0.81 0.85 0.75 
Ei: Initial Stiffness; Pu: Ultimate load capacity 
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5.2 Numerical Results of the Square GFRP Plates 
 
Lateral load resistance of steel moment frames was 
analyzed without GFRP infill plates, and these were 
called as the base frame performances. The base frames 
with double UPN (2UPN) 50, 100 and 200 beams 
reached about 19.2 mm, 10.4 mm, and 6.5 mm 
deflections at their 20 kN, 91 kN, and 416 kN peak 
lateral loads, respectively. These critical peak loads for 
the steel plates and initial rupture of the GFRP plates 
were given at peak loading Table 2. The 90o angle fiber 
orientation was omitted in Table 2 because 0o and 90o 
fiber angles produced similar load capacities. 
 
The maximum load capacity gain was obtained when 
GFRP plate positioned with 45o angle fiber orientation. 
The stiffer moment frame reduced the relative load 
capacity increment for steel and GFRP plates. Only the 
load capacity of GFRP plate stayed below the steel 
plate`s when the GFRP plate was oriented at 0o or 90o 
fiber angles in the most rigid steel frame. Therefore, the 
proper alignment of the lengthwise fiber angle can result 
more load capacity increment for GFRP plate than steel 
plate shear wall systems. On the other hand, elastic 
stiffness and post buckling stiffness of the steel plate 
shear walls were significantly superior to the GFRP 
plates for the considered moment frames. The increment 
for the initial stiffness and lateral deflections at failure 
over the base moment frames can be seen in Table 3. 
These deflections can be read as the story drift of a 
single-story frame and the reduction was a gain or vice 
versa for the recorded deflections at their failure points 
on the load-deflection curves. This showed that the 
hypothetical steel and GFRP plates can reduce the story 
drifts as low as 52% and 16%, respectively. These story 
drifts can be reduced more when the flexible moment 
frames were needed to be stiffened. Fiber orientation 
was another effective parameter for the reduction of the 
story drifts. The graphical representation of the  

 

considered moment frames with steel and GFRP plates 
were plotted in Figure 7 to 9. A small difference was 
observed between the load deflection curves of 0o and 
90o angle fiber oriented GFRP plates, and this 
difference became negligible when the lateral stiffness 
of the steel frame was increased. Theoretically, this 
difference can be attributed to the difference between 
the panel diagonal angle and tension field angle. 
Another difference was observed in the initiation and 
propagation of the GFRP fiber ruptures during the post 
yielding of the steel frames. The yield deflections were 
improved with flexible steel frame as can be seen in 
Figure 7, but this improvement gradually reduces as the 
lateral stiffness of the steel frame was increased as 
shown in Figure 9. 
 
When the fiber angle was oriented parallel to the 
diagonal, 45°, the increase in lateral stiffness and load 
capacity were obtained. Hypothetical steel plates were 
provided around four times stiffer response than the 
GFRP plates in linear loading phase, and almost stable 
load capacity change observed during the post buckling 
phase. Toughness of the moment frames was defined in 
Table 4 with assumed deflection limits when the first 
rupture of GFRP was initiated; therefore, yielding of 
steel and progressive rupture of GFRP were excluded in 
these calculations. The total toughness of the GFRP 
plate shear walls with 0° fiber orientation was 32.4% 
below the toughness of steel plate. The fiber orientation 
at 45° angle for the GFRP plates improved the total 
toughness. The difference between the steel and GFRP 
plate shear walls was almost negligible, less than 1.0%, 
for 2UPN50 and 2UPN100 frames. However, the GFRP 
plate within the stiffer frame 2UPN200 showed 19.4% 
less fracture toughness than the steel plate shear wall 
system. Therefore, the stiffer moment frame requires 
thicker GFRP plate to reach the similar toughness of 
benchmark steel plate shear wall systems.  

Table 2. Ultimate load capacity and load capacity increase of the moment frames. 

Test Frames 

Plate Thickness (mm)  
*-- 1.501 3.175 3.175 

Pu_MF 
(kN) Pu_SP (kN) Pu_FP_0° 

(kN)  
Pu_SP - 

Pu_FP_0°  
Pu_FP_45° 

(kN) 
Pu_SP -

Pu_FP_45°  
2UPN 50 20.6 137 147 6.80% 187 26.74% 

2UPN 100 91.3 259 282 8.16% 354 26.84% 
2UPN 200 416 612 505 -21.19% 612 0.00% 

MF: Moment frame, SP: Steel Plate Shear Wall, FP: GFRP Plate Shear Wall, Pu: Ultimate load capacity 

 
Table 3. Initial stiffness and deflections of the moment frames at their initial yield points. 

Moment 
Frames 

Steel Plate 0o FRP Plate 45o FRP Plate 

Ei (N/mm) [%] Δi (mm) [%] Ei (N/mm) [%] Δi (mm) [%] Ei (N/mm) 
[%] Δi (mm) [%] 

2UPN 50 42150 [4053] 3.5 [82] 7240 [613] 9.6 [50] 11167 [1000] 8.0 [58] 
2UPN 100 64207 [638] 5.0 [52] 16689 [92] 8.0 [23] 22677 [161] 8.0 [23] 
2UPN 200 138950 [123] 2.5 [60] 72090 [16] 6.1 [16] 79000 [27] 6.1 [16] 

Ei: Initial stiffness, Δi: Lateral deflection 
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Figure 7. The load-deflection curve of 2UPN 50 
moment frame with/without shear plates. 
 

 
 

Figure 8. The load-deflection curve of 2UPN 100 
moment frame with/without shear plates. 
 
The averaged elastic equivalent strains along the tension 
and compression fields were recorded at the GFRP 
plates` peak load capacities. The solid and dashed lines 
represent the tension and compression field strains 
respectively in Figure 10 to 12. Strain readings were 
extracted only for the 45° GFRP plate orientation in this 
study. 
 

 

 
 
Figure 9. The load-deflection curve of 2UPN 200 
moment frame with/without shear plates. 
 
The average of the experimentally obtained uniaxial 
failure strain was also plotted with a black dotted line in 
those figures to provide an approximate uniaxial failure 
strain.  
 
The most straining effect can be seen in 2UPN 50 
beams with the plate thickness of 3.2 mm as shown in 
Figure 10. Two ends of the tension field diagonal were 
strained the most in the 2UPN50 beam, and this 
straining effect was smaller around the middle of the 
tension field diagonal, which was about the center of the 
GFRP plate. Therefore, it was concluded that the 
initiation of the failure for the considered GFRP plate 
shear walls were the end connections of the moment 
frames. Compression and tension field diagonals cross 
each other at the center, and both shows an identical 
straining effect at the same location. That location is 
about the maximum straining location for the 
compression field diagonal and the strains become 
relatively negligible at the end of the compression field 
diagonal.  
 
In a cyclic loading of a GFRP shear wall system, the 
four corner regions of the plate will be subjected to the 
more intensified stresses and needs to be protected for 
thinner plates to eliminate immature failures. As the 
plate thickness or the lateral stiffness of the steel frame 
 

Table 4. Fracture toughness of the moment frames with infill plates 

Test Frames 

Plate Thickness (mm)  
*-- 1.501 3.175 3.175 

Deflection 
Cut-off, Δc, 

(mm) 
T_SP (kNmm) T_FP_0° 

(kNmm)  
T_SP -

T_FP_0°  
T_FP_45° 
(kNmm) 

T_SP -
T_FP_45°  

2UPN 50 28 3274 2244 -45.9% 3254 -0.62% 
2UPN 100 30 6808 5143 -32.4% 6825 0.25% 
2UPN 200 13 6161 4570 -34.8% 5160 -19.40% 

T: Fracture toughness, Δc: deflection state for toughness calculation, SP: Steel Plate Shear Wall, FP: GFRP Plate Shear Wall   
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Figure 10. Tension (solid lines) and compression 
(dashed lines) field equivalent strains for 2UPN 50 
frame. 
 

 
 
Figure 11. Tension (solid lines) and compression 
(dashed lines) field equivalent strains for 2UPN 100 
frame. 
 

 
 
Figure 12. Tension (solid lines) and compression 
(dashed lines) field equivalent strains for 2UPN 200 
frame. 

increases, the straining action on the diagonals tends to 
reduce gradually as can be seen in Figure 11 and 12. 
The increased stiffness of the steel frame results more 
unified straining action on the GFRP plate up to their 
peak loads. It should be noted that the convergence of 
the load capacities may slightly alter the strain values at 
the peak loads; however, the equivalent strains with 
different steel frames and plate thicknesses provide the 
possible failure pattern of the GFRP plate. Therefore, 
the tension field action can be developed with relatively 
thicker plates and the straining action become more 
uniform along the plate diagonals.  
 
The detailed study of the infill plated steel moment 
frames using either steel or GFRP plates showed that 
the tension field action was developed with the thin 
plates. Flexible moment frames were benefited more 
from the use of shear plates even though the full tension 
field action cannot be developed within the flexible 
frames [28]. The reduced story drifts were delayed the 
yield of the moment frames, and the yield load capacity 
of those frames were also increased using the shear 
plates. However, the yield point of the rigid moment 
frames almost was not affected from the tension field 
action as shown in Figure 9. 
 
5.3 Results of Different GFRP Panel Aspect Ratios 
 
The different plate slenderness and panel aspect ratios 
of the GFRP plate shear wall systems were investigated, 
and their normalized peak load capacities are given in 
this section. Each GFRP plate shear wall frame`s peak 
loads were normalized using its corresponding base 
frame`s load capacity to be able present the relative load 
capacity ratios. In this section four different panel 
aspect ratios, panel height divided by panel width, were 
considered with three different GFRP plate thickness. 
These thicknesses created different plate slenderness 
within the considered moment frames. In this study, 
1000 mm wide panel width was kept unchanged and 
panel height was varied to have the panel aspect ratio of 
1 2⁄ , 1 1⁄ , 3 2⁄  and 2 1⁄ . Three different thicknesses 
were selected considering the commercial availability of 
the GFRP plates and they were placed to be oriented at 
45o angle within the moment frames. This angle was not 
guaranteed the best performance for some of the panel 
aspect ratios due to variation of the tension filed angle 
according to the panel aspect ratios; however, 45° fiber 
orientation can be assumed one of the most practical 
approaches in the field applications. In other words, the 
lateral resistance of the GFRP plates can be increased 
some amount from the presented load capacity ratios 
when the lengthwise fiber angle was aligned with the 
theoretical tension field angles. Nevertheless, the 
presented results are still valid for the assumed GFRP 
plate orientation and that minimum and maximum angle 
difference is 0o and 7o for the 1 2⁄  and 2 1⁄  panel aspect 
ratios, respectively. The results were presented in Figure 
13 to 15 with custom markers, and these markers 
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represent the panels in scale so the reader can easily 
follow the change in load capacity ratios for different 
panel aspect ratios. The customized black lines in the 
same figures represent the same GFRP plate thickness 
for different set of panel aspect ratios. 
 
Typical two general results were concluded from the 
parametric results of the GFRP plate shear wall system. 
The first one is the increased plate slenderness reduces 
the load ratios, and the second is the increased plate 
thickness increases the load capacity ratios in all 
moment frames. Another common result for all the 
moment frames was that the normalized load capacity 
ratio was the highest for the largest panel aspect ratio 
within the same thickness category, and that normalized 
capacity ratios gradually decreases as the panel aspect 
ratio decreases. Finally, it can be concluded from the 
trend of these plots that the panel aspect ratio larger than 
2 1⁄  will not yield significant load capacity increase for 
the considered moment frames. 
 

 
 
Figure 13. Plate slenderness effect with different panel 
sizes for 2UPN 50 moment frame 
 

 
 
Figure 14. Plate slenderness effect with different panel 
sizes for 2UPN 100 moment frame 

 
 
Figure 15. Plate slenderness effect with different panel 
sizes for 2UPN 200 moment frame 
 
The higher load capacity ratios were obtained while 
stiffening the more flexible moment frames as described 
earlier for the square panel beams. The moment frame 
with 2UPN 50 beams can reach the load capacity ratio 
of 5 to 21 as the plate thickness ranges from 3.2 mm to 
10 mm, respectively. The change in the capacity of that 
frame is shown in Figure 13. These load capacity ratios 
for the same thicknesses get decreased to the range of 
2.6 and 9.2 when the 2UPN 100 beam was considered 
as the steel moment frame as shown in Figure 14. 
Finally, the load capacity ratios for the same thicknesses 
become narrowed down to 1.2 to 2.9 for the relatively 
rigid frame, 2UPN 200 beams in Figure 15, 
respectively. 
 
5. Conclusions 
 
The study aimed to enhance the lateral load capacity of 
a moment frame with an infill GFRP plates taking the 
advantage of the composite material properties. 
Commercially available thin GFRP plates were selected 
in this study. These plates can buckle before the critical 
shear load capacities so the full shear resistance cannot 
develop within the plate. Therefore, tension field action 
can develop after the plate buckling. The numerical 
models were first developed and then verified to study 
the performance of square GFRP plates in a moment 
frame. The material properties and failure criterion for 
the GFRP specimens was extracted from the 
experimental results of the three-point bending tests. An 
analytical method using an equivalent truss member 
stiffness was presented to approximate and verify the 
lateral load capacities of a single-story moment frames. 
As a result of the analytical formulation, not only the 
peak load capacities but also the load deflection history 
of the moment frames was presented in this paper. 
Hypothetical steel plate was defined instead of GFRP 
plates within the moment frames to compare the lateral 
response of two different materials. Finally, different 
plate thicknesses with different panel aspect ratios were 



 
Celal Bayar University Journal of Science  
Volume 18, Issue 2, 2022, p 149-160 
Doi: 10.18466/cbayarfbe.1015437                                                                                                    T. Ülger 

 

159 

parametrically studied with the verified numerical 
models, and all related findings were listed below: 
 
•  Tension field action can develop in GFRP 
plates until the initial rupture. After that rupture, the 
degradation of fibers reduces the load capacities.  
• The effectiveness of the GFRP plate is highly 
dependent on the base moment frame`s lateral stiffness. 
The flexible moment frames produce the highest load 
capacity and initial stiffness increase or vice versa. The 
least load capacity and initial stiffness increments are 
about 21% and 16%, respectively, for the most rigid 
moment frame. 
• The resistance of the tension field depends on 
the lengthwise and crosswise properties of the GFRP 
plates. The most gain can be attained when the GFRP 
plate`s lengthwise direction is aligned with the tension 
field angle. The numerical study showed that the 45o 
angle fiber orientation showed the ultimate gain in this 
study.  
 
However, it was found that even for the square plates, 
tension field angle slightly differs than 45°; therefore, 0° 
and 90° angle fiber orientations showed slight difference 
in their initial stiffness and peak load capacities. 
 
•  The hypothetical steel plate showed the most 
initial stiffness increase by 123% in this study. 
Following the steel plate yielding, there is flat post 
buckling zone obtained without rupture since the steel is 
modeled as elastic - perfectly plastic material. It can be 
concluded from the load deflection curves that the 
elastic energy stored in the steel plates was higher than 
the GFRP plates`. On the other hand, GFRP plate still 
weighs lighter than the hypothetical steel plate for the 
considered GFRP plate thicknesses. 
•  The numerical studies showed that the peak 
load capacities of the GFRP plates were either above or 
same as the steel plate`s for the square moment frames. 
However, the initial stiffness of the steel plate was 
found 4 times more than the GFRP plate`s. 
•  The approximated analysis provided an 
iterative analytical solution including the fiber failures. 
These formulations can be used to verify the numerical 
results. 
•  Considering the same plate thicknesses within 
the different panel aspect ratios, the largest panel aspect 
ratio, 2, showed the highest normalized load capacity 
increase than that of the others. 
•  When the panel aspect ratio of a frame was 
larger than 2, that panel was provided significant load 
capacity increase for the considered moment frames.  
 
In summary, while the GFRP plates can be utilized to 
enhance the load capacity and reduce the relative story 
drifts, they can be as effective as the steel plates. The 
mechanical properties and light weight of the composite 
panels can be an alternative for steel or wood plate shear 
wall applications. This results courage the researchers to 
perform further experimental test to obtain static and 
cyclic performances of the GFRP plate shear walls. 
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Abstract 

 

Present work focused on the flexural and thermo-mechanical characteristics of epoxy based composites 

filled with 3 different calcium carbonate (CaCO3) concentrations: 1.5, 3 and 5 wt.%. Composite 

specimens were fabricated through conventional casting method and subjected to flexural test via 3 point 

bending fixture. Additionally, dynamic-mechanical analyzer (DMA) with single cantilever mode was used 

to reval the thermo-mechanical responses of samples. The findings showed that the filler concentration 

increase led to the increase of storage modulus (E') for all specimens while the glass transition 

temperature (Tg) slightly decreased for 1.5 wt. % CaCO3 filled epoxy composite. The 5 wt.% CaCO3 

loaded composite showed maximum E' and Tg values with 10% and 1.5% improvement, respectively. 

Based on flexural test results it was surprisingly found that, 1.5% wt. CaCO3 addition attained the highest 

strength with 30% improvement among all samples. However, 5 wt.% CaCO3 introduced composites 

displayed the lowest mechanical performance due to the presence of agglomerates/tactoids, which was 

verified from SEM images as well.  

 

Keywords: CaCO3/epoxy composites, flexural properties, themo-mechanical response 

 

1. Introduction 

 

Application of polymer matrix composite (PMC) 

materials are extending day by day depending on the 

demands required by several markets like energy, 

automotive, aviation, electronics and infrastructure [1]. 

Epoxy is the mostly preferred thermoset matrix in 

composites due to its remarkable properties such as 

improved dimensional stability, high abrasion resistance 

and superior chemical resistance. Epoxies generally 

include two components (resin and hardener), and they 

attain desired stiffness via curing process, which is the 

transition from liquid to solid form in diverse durations 

[2-4]. When fibers or fillers integrated with epoxy, the 

resultant composites show exceptional mechanical 

strength and stiffness properties. In literature, various 

powders with micron or nano size (e.g., wood fiber, rice 

hull, sawdust, graphene oxide, magnesium hydroxide) 

have been introduced as the reinforcement phase to 

produce polymer matrix composites. Fundamentally, 

those powders are categorized into three main groups: 

natural, synthetic, and organic [5-6]. A large number of 

fillers such as talc, silica, clay, mica and CaCO3 are 

industrially available and utilized in many areas. Among  

 

them, CaCO3 is predominantly used because of its 

commercial abundance and low cost [7-9]. Mechanical, 

thermal and optical characteristics of polymers have 

been significantly enhanced with the addition of 

optimum CaCO3 concentration. For instance, 

Techawinyutham et al. [5] investigated the performance 

of PP/CaCO3 composites for 10, 20, 30 40 and 50 wt.% 

filler contents with and without maleic anhydride 

polypropylene (MAPP) introduction. They found that 

the strength values of composites decreased while 

tensile and flexural rigidities of the specimens 

increased. Azman et al. [10] examined the flexural 

responses of eggshell powder-ESP (as CaCO3 source) 

filled epoxy composites loaded with 5, 10, 15 and 20 

wt.% filler. Based on that study, 15 wt.% ESP 

concentration improved the modulus but led to lower 

strength as compared with neat epoxy. Kirboga et al. 

[11] developed biodegradable PHBV/CaCO3 

composites with 0.1-1 wt.% of CaCO3 content and 

manufactured them by melt extrusion. According to 

their results, composite samples with 0.1wt.% CaCO3 

enhanced both storage and loss modulus values up to 

76% and 175%, respectively. De Moura et al. [12] 

prepared composites by integrating 25 wt.% and            

mailto:*bahar.basturk@cbu.edu.tr
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Celal Bayar University Journal of Science  
Volume 18, Issue 2, 2022, p 161-167 

Doi: 10.18466/cbayarfbe1015351                                                                                                B. Baştürk 

 

162 

50 wt.% CaCO3 and PU, separately. In that study, as the 

particle content increased, the tensile and flexural 

modulus of specimens increased while the strength 

values of composites improved only along out of plane 

direction. 

 

Based on various studies referred above, it has been 

observed that nonidentical results were obtained with 

respect to filler concentration, particle form and size as 

well as experimental conditions. The main motivation of 

the present work is to reveal the effects of CaCO3 filler 

on the flexural and thermo-mechanical characteristics of 

polymer composites. Indeed, the extended version of 

this study considers the utilization of low-cost micron 

size CaCO3 powder with and without surface 

modification. However, as the first part, the content of 

the paper particularly covers the properties of 

composites including less amount unmodified CaCO3 

compared with literature [5,8,12]. Basically, CaCO3 

particles with 1.5, 3 and 5 wt.% concentration was 

dispersed in epoxy, casted into silicon molds and 

subjected to curing process. The produced composites 

were exposed to flexural test and dynamic mechanical 

analysis. Additionally, fractographic images of samples 

were evaluated to deeply understand the distribution of 

particles in the microstructure, which significantly 

affects the mechanical performance.  

 

2. Materials and Methods 

2.1. Materials  

 

The thermoset epoxy matrix system consists of DTE 

1200 resin and DTS 2110 hardener was purchased from 

Duratek™, Turkey. The calcium carbonate (CaCO3) 

powder was provided by Merck with an average 

particle size of 14 m (d50).   

 

2.2. Preparation of Composites 

 

In the present study, epoxy resin and micron sized 

CaCO3 powder with 1.5, 3 and 5 wt.% were integrated 

with traditional casting method for composite 

production (see Figure 1). The required amount of DTE 

1200 epoxy resin and CaCO3 were blended firstly and 

dispersed in acetone for 3 hours. The mixture was dried 

at 80°C in the oven for 12 hours for acetone 

evaporation. Prior to casting, the DTS 2110 hardener 

was incorporated with mixture based on the 

manufacturer instructions and blended via magnetic 

stirrer for 30 minutes. Silicon moulds were filled with 

resultant composite mixture and kept into vacuum for 

minimizing void/bubble formation. Curing of samples 

were conducted at room temperature for 15 hours 

following a post-curing at 80 °C for 8 h. For simplicity, 

sample abbreviation adopted depending on filler volume 

fraction, e.g. 1.5CaCO3-epoxy comp represents 1.5 

wt.% CaCO3 in epoxy matrix. 

 

 
Figure 1: Preparation steps of flexural test samples. 

 

2.3. Characterization of Composites 

 

The X-ray diffraction (XRD) measurement of CaCO3 

powder was conducted via Panalytical Empyrean 

system with CuKα radiation (= 1.540Å) in a wide 

range of 2θ (10° ≤2θ ≤ 80°). The scanning speed of the 

diffractometer was fixed as 1º/min to disclose the 

crystalline properties and present phases. Flexural test 

of composites was performed in a universal mechanical 

test machine via three-point bending (3PB) fixture in 

accordance with ASTM D-790 standard [13] with a 

crosshead speed of 1.5 mm/min. Based on the standard, 

the full length was determined as 80 mm while the 

width (b) value of bending samples was determined as 

14 mm. The thicknesses (d) of neat epoxy and the 

composite systems with 1.5%, %3 and %5 CaCO3 

content were measured as 4.230.08, 4.260.12, 

4.210.10 and 4.230.14, respectively. 
 

Flexural strength (𝜎𝑓𝑙𝑒𝑥𝑢𝑟𝑎𝑙) and modulus 

(𝐸𝑓𝑙𝑒𝑥𝑢𝑟𝑎𝑙) parameters were calculated based on the 

equations (2.1) and (2.2) given below where span length 

(L) was specified as 64 mm.  
 

𝜎𝑓𝑙𝑒𝑥𝑢𝑟𝑎𝑙 =  
3𝑃𝐿

2𝑏𝑑2
                     (𝟐. 𝟏) 

𝐸𝑓𝑙𝑒𝑥𝑢𝑟𝑎𝑙 =
𝐿3𝑚

4𝑏𝑑3
                     (𝟐. 𝟐) 

The “m” is the slope of the tangent to the initial straight-

line portion of the load-deflection curve and obtained 

from the 3PB tests.  

 

In this study, the visco-elastic responses of structures 

were characterized by dynamic-mechanical analyser 

(DMA) under liquid nitrogen atmosphere via TA™ 

Instrument Q800. Through DMA measurements, the 

variation of storage modulus (E') and loss modulus (E'') 

of every sample were recorded from 40C to 150C at 1 

Hz constant frequency. Single cantilever mode was 

chosen and the heating rate was determined as 5°C/min. 

The E' and E'' represent the stored and dispersed energy 

values of specimens, respectively. The ratio of those 

two parameters (E''/E') is calculated by the analyzer and 

provide the tangent delta-tan magnitude for each 
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temperature. Fracture surfaces of flexural test samples 

were investigated by scanning electron microscope 

(SEM) photographs taken by COXEM™ EM-30 Plus 

and Carl Zeiss 300 VP equipment. 

 

3. Results and Discussion 

3.1. XRD Results 

 

Figure 2 shows the XRD patterns of as-received CaCO3 

powder in the 2 range from 10 to 80.The recorded 

diffraction peak locations, corresponding reflections, 

and calculated crystal size (or thickness) values of 

CaCO3 powder are reported in Table 1. Debye–Scherrer 

equation is widely used to estimate the particle size of 

substances and expressed as in Eq. (3.1).  

 

𝑑 =  
𝑘𝜆

𝛽𝐶𝑜𝑠𝜃
                               (3.1) 

 

Table 1. Debye–Scherrer parameters for the calculation 

of CaCO3 crystal size. 

2 () 
Reflection 

Planes 
FWHM 

(radian) 

Crystal 

size-d (m) 

29.25 (104) 0.001469 5.84 

35.82 (110) 0.001494 5.85 

39.26 (113) 0.001452 6.07 

43 (202) 0.001373 6.50 

47.35 (018) 0.001586 5.71 

48.34 (116) 0.001513 6.02 

 

The d, k, ,  and Cos  represent the crystal size, 

Debye–Scherrer constant (0.9), X-ray wavelength 

(0.15406 nm) and line broadening (in radian) found 

from the full width at half maximum (FWHM) of sharp 

peaks and Bragg angle, respectively [14]. According to 

the calculations, CaCO3 crystal size values ranged 

between 5.7 m to 6.5 m, which is yet to be verified 

from SEM photos. By considering the findings from 

XRD analysis and based on the literature [15-16], it is 

concluded that calcite is the dominant phase for this 

powder (see Figure 2). 

 

 
 

Figure 2. XRD patterns of CaCO3. 

 

3.2. Thermo-mechanical Results 

 

The thermomechanical responses of CaCO3/epoxy 

composites were determined via dynamic mechanical 

analyser (DMA) and the resultant graphs are shown in 

Figure 3 (a) to (c).  
 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 

Figure 3. DMA results of CaCO3/epoxy composites: a) 

E'-temperature variation, b) tan -temperature variation, 

c) E''-temperature variation, d) Tg, E' and E'' variation 

depending on CaCO3 concentration at 40C. 
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Based on the theory of DMA, storage modulus (E') 

represents the elasticity of the material while loss 

modulus (E'') indicates the viscous characteristics of 

samples. The ratio between E' and E'' is expressed as the 

damping factor (tan) and the peak point in tan-

temperature curve represents the glass transition 

temperature (Tg) of specimens [17]. Due to the 

temperature limitation and fluctuations during DMA 

analysis, the initial and final temperatures values were 

specified as 40C and 140C, respectively. The 

variations of glass transition temperature, storage 

modulus and loss modulus depending on CaCO3 

concentration are given as a different graph in Figure 3 

(d). Storage modulus-temperature path generally 

follows three sequential sections: low temperature 

glassy zone, constricted steep decline zone and high 

temperature rubbery plateau [18]. All of those regions 

are available in Figure 3 (a) and as it is seen in the same 

figure that, at 40C, the E' of pure epoxy exhibited the 

lowest value among all samples while the 5 wt. % filler 

loaded composite showed the highest storage modulus 

with 10% increase. Other two composites displayed 

close values for the same parameter at the same 

temperature. Therefore, increase of E' indicates the 

improved adhesion between filler and matrix. The 

rubbery plateau of the host matrix is appearently 

observed in Figure 3 (a), however, the addition of 

CaCO3 led to the shrinkage of that plateau, as expected 

[17-18]. The increase in temperature caused to the 

enhancement of polymer chain mobility and resulted in 

the decrease of storage modulus, as in this study [18]. 

Based on Figure 3 (b), tan parameter reduced  with the 

introduction of CaCO3 powder independent of its 

amount, which indicates an advanced interaction 

between composite components [19]. Additionally, 

composite samples exhibit broader tan  peaks that can 

be attributed to slower relaxation process due to matrix-

filler interaction, as compared with pure epoxy [20]. 

 

The temperature corresponding to peak point of tan 

gives Tg, whose variation provides essential information 

about the effectiveness of particle-polymer bonding. For 

instance in this work, the 5CaCO3-epoxy composite 

exhibited maximum Tg (1.5%) that is slightly higher 

than unfilled epoxy. However, 1.5 wt. % filler addition 

decreased that parameter into some extent and this 

situation may be related with the amount of micron-

sizded filler that was insufficient for better interaction. 

It is also probable that nano-size CaCO3 introduction 

with optimum content would result in higher glass 

transition temperature and/or storage modulus due to 

higher specific surface area of nano-particles [20]. 

Limited surface area of micron size filler considered in 

this study is presumably one of the main reasons for 

obtaining less effective results. In literature, Miranda et 

al. investigated [21] the thermo-mechanical 

characteristics of nano-CaCO3/epoxy composites for 1, 

2.5 and 5 wt.% particle content. Based on that study, the 

2.5 wt. % filler concentration provided the maximum 

increase in Tg (from 137C to 142C with 5C) with 

respect to neat epoxy. Nonetheless, the E' values of 

those samples were lower than epoxy matrix up to 

120C. Baskaran et al. [22] examined unsaturated 

polyester/nano-CaCO3 composites for 1, 3, 5, 7 and 9 

wt. % powder content. According to their study, 5 wt. % 

nanoparticle introduced composite achieved both 

maximum glass transition tempeature (from 90C to 

121C with 31C) and storage modulus among other 

composites. 

 

Loss modulus (E'') describes the heat energy loss 

because of the internal friction occurs in polymers and 

composites during sinusoidal dynamic loading [23]. As 

the temperature enhanced, whole samples reached a 

maximum value for E'' and then dramatically dropped to 

zero when the polymer chain mobility becomes 

extremely high (transition from glassy state to rubbery 

state). The increase of loss modulus points out an 

advanced interfacial bonding between matrix and filler 

due to the enhanced energy dissipation between them 

[3,23]. In this work, only 3CaCO3-epoxy composite 

exhibited slightly lower E'' value, although its E' and Tg 

parameters were higher than host matrix. 

 

3.3. Flexural Test Results 

 

The effects of CaCO3 content on the flexural properties 

of composites are presented in Figure 4 (a) and (b) with 

representative samples.  
 

 
(a) 

 

 
(b) 

 

Figure 4. (a) Flexural force-displacement graph, (b) 

average flexural modulus and strength variation of 

CaCO3/epoxy composites depending on CaCO3 

concentration. 
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As obviously seen in that figure, addition of CaCO3 

resulted in the increase of brittle character and caused to 

the decrease of plasticity in composites (see Figure 4-a). 

The calculated mechanical parameters such as flexural 

strength and modulus are given in Figure 4 (b) with 

standard deviations. Based on that figure it is 

interestingly observed that, the 1.5% wt. CaCO3 

introduction achieved the maximum strength (81.2 MPa 

with 30% improvement) but reduced the flexural 

modulus (1.81 GPa with 17% decline) as compared with 

neat epoxy. Additionally, the 3% wt. CaCO3 showed 

slightly higher strength (65,9 MPa with 3% 

improvement) and modulus (2.18 GPa with 

1% improvement) values than matrix material. 

However, 5 wt.% CaCO3 loaded composites exhibited 

lowest mechanical properties due to the presence of 

agglomerates, which is yet to be confirmed from SEM 

images. It is probable that 5% wt. filler in the matrix 

was excessive in terms of optimum flexural properties 

while the other two concentrations facilitated better 

reinforcement-matrix interaction. 

 

Suresha et al. [2] prepared the nano-CaCO3/epoxy 

composites for 1,3 and 5 wt.% particle content and 

according to that study, both stiffness and strength 

magnitudes of samples decreased under out of plane 

loading. Likewise, Yang et al. [24] investigated the 

cube-like CaCO3 introduced epoxy composites and they 

found that 1.5 wt.% filler presence led to the maximum 

improvement in flexural properties. Eskizeybek et al. 

[25] integrated epoxy with 1, 2 and 3 wt.% nano-CaCO3 

powder and based on that research, 2 wt.% filler 

exhibited the maximum performance both in tensile and 

flexural loading. 

 

3.4. Fractographic Analysis 

 

The SEM images of CaCO3, neat epoxy and composites 

after flexural test are shown in Figure 5. The cubic 

morphology of CaCO3 particles is apparently seen in 

Figure 5 (a) and it is also clear that those cubes in the 

photos show large size variations. The micron-size filler 

clusters form agglomerates and are present in the other 

figures as well. It is obvious that the 1.5 wt.% CaCO3 

loaded composite displayed rougher fracture surface 

than other composites (see Figures 5-c, 5-e and 5-g) that 

can be attributed to more energy absorption and 

relatively fine particle dispersion. Approximately 30% 

flexural strength improvement can be related with this 

situation occurred in the microstructure. 

 

Additionally, pit formation is seen in the inset of Figure 

5 (e) and this defect can be attributed to the detachment 

of filler from matrix material. As observed from the 

insets of Figure 5 (d), (f) and (h) that, the agglomerates 

thoroughly embedded in the microstructure, which 

points out an advanced bonding between epoxy and 

CaCO3. Despite this positive effect, filler concentration 

increase caused to the existence/increase of cluster 

formation. In particular, non-homogeneous powder 

distribution was observed with the introduction of 3 

wt.% and 5 wt.% CaCO3, which resulted in the 

reduction of stress transfer between matrix and 

reinforcement phase [17].  

 

 
(a)                                         (b) 

 

 
(c)                                      (d) 

 

 
(e)                                         (f) 

 

 
(g)                                           (h) 

 

Figure 5. SEM images of a) neat CaCO3, b) neat epoxy, 

c)1.5CaCO3-epoxy composite (100 m scale), 

d)1.5CaCO3-epoxy composite (20 m scale), e) 

3CaCO3-epoxy composite (100 m scale), f) 3CaCO3-

epoxy composite (20 m scale), g) 5CaCO3-epoxy 

composite (100 m scale), h) 5CaCO3-epoxy composite 

(20 m scale). 

 

4. Conclusions 

 

In the context of the present study, cube shaped CaCO3 

particles with 1.5, 3 and 5 wt.% content was dispersed 

in epoxy medium. The samples fabricated with 

traditional casting technique were considered in terms 

of their thermo-mechanical and flexural responses via 

dynamic-mechanical analyzer (DMA) and three-point 

bending fixture, respectively. According to XRD 
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analysis, calcite was detected as the dominant phase in 

cubic CaCO3 particles and the crystal size of powder 

was approximated between 5.7 m to 6.5 m, which 

was also confirmed by SEM measurements. Based on 

DMA results, the 5 wt.% filler content provided the 

maximum values in terms of storage modulus (E) and 

glass transition (Tg) temperature. It was interestingly 

found that the 3 wt.% CaCO3 presence resulted in the 

lowest loss modulus (E) despite its improved E' and Tg 

values as compared with epoxy matrix. Flexural test 

results revealed that 1.5 wt. % CaCO3 addition 

enhanced the strength parameter of about 30% while the 

modulus slightly decreased for the same concentration. 

The observations from SEM fracture images, it was 

concluded that, filler amount increase (for 3 wt. % and 5 

wt. %) caused to the CaCO3 agglomeration, which was 

evaluated as an indication for the reduced strength. To 

overcome that negative situation, it is planned to apply 

silane and/or oleic acid modification to filler in the 

second part of the study. With the introduction of a 

surface agent, hydrophilicity of calcite will probably 

decrease, which leads to better dispersity in the matrix. 
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Abstract 

 

Computerized respiratory sound analysis systems provide vital information regarding the current 

condition of the lung. These systems, used by physicians for the diagnosis of various respiratory diseases, 

help to classify respiratory sounds. Since physicians have differing degrees of knowledge and experience, 

this can cause differences in diagnosis and therefore treatment. Well-calibrated machine learning tools can 

help physicians make more informed decisions. For this purpose, different machine learning classifiers 

and feature extraction models have been developed to classify respiratory sounds from healthy individuals 

and patients. In this study, the combinations of Empirical Mode Decomposition, Mel Frequency Cepstral 

Coefficients, and Wavelet Transform methods are used for feature extraction, and k-Nearest Neighbor, 

Artificial Neural Networks, and Support Vector Machines are used for classification. The highest 

accuracy has been achieved as 98.8% when Mel Frequency Cepstral Coefficient and k-Nearest Neighbor 

methods are used in combination. 

 

Keywords: Respiratory sound, mel-frequency cepstral coefficient, empirical mode decomposition, k 

nearest neighborhood method. 

 

1. Introduction 

  

Respiratory diseases cause millions of premature deaths 

in the world [1]. Therefore, early detection of 

respiratory diseases is a crucial medical research area. 

Computed Tomography (CT), pulmonary function test, 

chest x-rays, and lung auscultation are effective 

methods for diagnosing respiratory diseases [2].  

Auscultation is the most commonly used method for the 

capturing the sounds that occur in the internal organs 

such as circulatory and respiratory systems, examining 

the current status of systems, and diagnosing diseases of 

these systems. Pulmonary auscultation, a commonly 

used method for capturing the sounds that occur in the 

internal organs, is the most straightforward and cheapest 

method used in the diagnosis of respiratory diseases [3]. 

The method, carried out through classical stethoscopes, 

provides critical information to physicians to diagnose 

respiratory diseases. Despite these properties, it has 

many limitations. It is a subjective process that depends 

on the physician’s hearing ability, experience, and skill 

to distinguish between various sound patterns [2]. 

 

 

 

Another limitation of the method is that classical 

stethoscopes have a frequency response that reduces 

frequency components of lung sound signals above 120 

Hz and that the human auditory system is not sensitive 

to the remaining low-frequency band. In recent years, 

Computerized Respiratory Sound Analysis systems 

(CORSA) have been used to overcome these limitations, 

and classical stethoscopes have been replaced by 

electronic stethoscopes that reduce noise, increase the 

volume and allow recording. Electronic stethoscope 

auscultation devices have evolved from analog to 

digital, and it has enabled storage, analysis, and 

visualization in computer systems. Nevertheless, digital 

auscultation is not yet a mature and complete 

computational procedure [4]. 

 

Many studies aim to leverage digital auscultation from 

the point of data and algorithms. The sounds recorded in 

the memory of the stethoscope are analyzed with 

CORSA systems. The availability of CORSA systems 

has led to increased research in the field of lung sounds. 

Adventitious respiratory sounds associated with specific  
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disease were compared with normal respiratory sounds 

in many studies [5-13]. For example, Corbera et al. [5] 

focused on wheeze respiratory sound because of 

widespread asthma and aimed to detect significant 

differences between wheeze and healthy sounds. In this 

regard, the study focused on identifying wheezing 

attacks from spectrograms by applying the temporal and 

spectral continuity criteria to the previously detected 

peaks. Sezgin et al. [6] used two types of respiratory 

sounds: normal and patient. In this study, the decision 

process comprises three stages: the normalization 

process, the feature extraction process, and the 

classification process. In the feature extraction process, 

the features are determined with wavelet analysis; 

afterward, the optimum features are selected by 

dynamic programming.  The classification process was 

made with Artificial Neural Networks (ANN). Maruf et 

al. [7] have developed CORSA systems consisting of 

four modules to detect crackle sounds automatically. A 

100-2500 Hz bandpass filter was applied to respiratory 

sounds in the pre-processing module and in the feature 

extraction module preferred Wavelet Transform (WT). 

They identified the best four features in the feature 

selection module and classified them using Gaussian 

Mixture Model (GMM), Support Vector Machines 

(SVM) and ANN methods in the classification module.  

Lozano et al. [8] have suggested a different method for 

automatically diagnosing normal and wheezing sounds. 

Empirical mode decomposition-based methods have 

used in the study. The proposed methods have 

eliminated the mode mixing problem of the Empirical 

Mode Decomposition (EMD) method and have offered 

high energy concentrations, high time, and high-

frequency resolutions. The tests applied showed that the 

proposed Ensemble Empirical Mode Decomposition-

Kay based Hilbert spectrum better results in wheezing 

sound detection . 

 

The success of cepstral features in respiratory sound 

classification has inspired many studies [9], [10-12]. 

Palaniappan et al. [9] have used parenchymal 

pathology, obstructive pathology, and normal 

respiratory sounds. The Mel-Frequency Cepstral 

Coefficient (MFCC) method, a highly efficient feature 

extraction algorithm used in the processing of audio 

signals, was used in this study. The 13 cepstral 

coefficients obtained by MFCC have classified using 

the k- Nearest Neighbors Algorithm (k-NN) and SVM. 

Sengupta et al. [10] suggested a new set of cepstral 

features to classify normal, wheeze, and crackle sounds 

by considering the achievement of cepstral features in 

the classification of speech sounds. 

 

Liu et al. [11] have proposed examining the normal, 

wheeze, and crackle respiratory sounds in time, 

frequency, and cepstral domains. They extracted 46 

features, and 6 crucial features were selected from the 

obtained features. GMM to classify these three 

respiratory sounds is proposed. Sunil and Ganesan [12] 

have proposed an efficient method to classify normal 

and abnormal respiratory sounds.  These sounds are 

analyzed by the MFCC and classified by the Adaptive 

Neuro-Fuzzy Inference System. Haider et al. [13] have 

suggested using auscultation and pulmonary function 

tests together in the study. A total of 39 features of 

respiratory sounds and 3 spirometry features were used.  

Various parametric and nonparametric tests have been 

conducted to determine the similarity level of the 

extracted features.  Logistic Regression (LR) , Decision 

Tree (DT), Discriminant Analysis (DA) , SVM and k-

NN have been used to classify normal and Chronic 

Obstructive Pulmonary Disease (COPD) respiratory 

sounds. 

 

This study aims to diagnose normal and abnormal 

respiratory sounds similar to abovementioned studies. 

However, we used methods such as Empirical Mode 

Decomposition, and combined it with established 

classification methods to potentially identify the most 

accurate method. The success of the proposed method 

has been compared to frequency analysis and cepstral 

analysis. The cepstral and frequency analyses have been 

done by using MFCC and WT methods, respectively. 

Comparing the performances of different classifiers on 

the problem of classification of respiratory sounds in the 

literature is a common practice. It is also compared in 

classifiers such as ANN, k-NN, and SVM within this 

study’s scope. The rest of the article’s organization is as 

follows: Section 2 briefly describes the material and 

methods used in our study. It involves Respiratory 

Sound Acquisition, Preprocessing, Feature Extraction, 

and Classification Methods. Results and Discussion are 

presented in Section 3, and the Conclusions are 

presented in Section 4. 

 

2. Materials and Methods 

 

The rate, time, and sounds of respiratory are essential in 

diagnosing respiratory system diseases. Inspiration and 

expiration stages of respiratory sounds contain 

important information about the respiratory system. 

CORSA systems provide a new perspective on the 

detection and treatment of many diseases. Generally, the 

systems consist of two steps. Firstly, the crucial features 

of respiratory sounds are extracted. Secondly,  these 

crucial features are used for detecting or classifying 

adventitious respiratory sounds [14]. Commonly 

preferred methods for feature extraction in the literature 

are MFCCs [9], spectral features [15], Fourier [16], The 

Autoregressive Model [17], and Wavelet coefficients 

[18]. For classification, algorithms such as ANN [19], 

SVM [20], GMM  [11], k-NN [9], and LR models [13] 

are used. Figure 1 shows the block diagram for all 

system stages recommended in this study. The system is 

divided into four stages: the acquisition of respiratory 

sound, pre-processing, feature extraction, and 

classification. 
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Figure 1. Block Diagram of the recommended system. 

 

2.1 Respiratory sound acquisition 

 

During the inspiration and expiration stage of 

respiration, vibrations occur as a result of rapid changes 

in gas pressure in the airways. Respiratory sounds occur 

when the vibrations pass through the lung tissue and 

reach the chest wall. Changes in vibration create sounds 

with a certain amplitude and frequency [21]. 

Respiratory sounds are divided into normal and 

adventitious (abnormal). Normal respiratory sounds are 

those are heard when there is no pathological airflow in 

the airways. Adventitious respiratory sounds are caused 

by pathological effects in the lungs or respiratory tract. 

A data set consisting of wheeze and rhonchi 

adventitious sounds and normal sounds was used in this 

study. The normal lung sounds are both louder and 

larger amplitude sounds during the inspiration stage 

than during the expiration stage. The signal frequency 

band of the sounds is between 150-1000 Hz [22].  

Wheeze and rhonchus sounds are determined airway 

obstruction pathology. They are common signs of 

obstructive lung diseases like asthma or COPD. Wheeze 

respiratory sounds are musical, continuous, and coarse 

sounds commonly heard during the expiration stage as a 

result of high-speed airflow through narrowed airways 

[18]. Some parts of the respiratory tree must be 

narrowed or obstructed for the wheezing adventitious 

sound to occur. [23]. Rhonchus respiratory sounds are 

low-pitched and continuous sounds that result from 

obstruction or secretions in larger airways heard during 

the inspiration and expiration stage. According to the 

American Thoracic Society (ATS), wheezes have a 

dominant frequency of 400 Hz or more, while rhonchus 

has a dominant frequency of about 200 Hz or less, and 

the event is longer than 250 ms [1]. 

 

In this study, the Respiratory Sounds (RS) were 

recorded by specialist physicians in the Hafsa Sultan 

Hospital, Manisa Celal Bayar University.  All records 

were obtained using Littmann 3200 Electronic 

stethoscope from 25 healthy and 25 patient volunteers 

treated in the clinic of respiratory medicine of the 

hospital. The study population was picked among the 

patients who have different demographic attributes and  

 

lack previous comorbidities of the study population. 

Normal respiratory sounds were recorded by selecting 7 

female and 18 male volunteers among volunteers who 

had never smoked or used tobacco products. Wheeze 

respiratory sounds were recorded from 12 volunteers, 4 

females and 8 males, with asthma or COPD. Rhonchus 

breath sounds were recorded from 13 volunteers, 7 

females and 6 males, with Pneumonia and Chronic 

bronchitis.  Each volunteer was asked to breathe in and 

out of the mouth four times, and the recording was 

made to include four full breaths. Thus, 100 normal, 52 

rhoncus, and 48 wheeze RS  were obtained. All sounds 

sampled at a frequency of 11025 Hz were recorded by 

the auscultation protocol determined by specialist 

physicians. According to this protocol, sounds were 

recorded in a calm environment, with the patient sitting 

and loosening his/her posture muscles. The records are 

obtained from the most appropriate places for the 

maximum collection of data about patients’ pathologies, 

as determined by the CORSA standard [24].  

 

100 abnormal and 100 normal respiratory sounds were 

used in the study. The Hotelling T-squared statistical 

method [25] was used to evaluate the adequacy of the 

data numbers. Hotelling’s T-squared statistical method 

is used to determine whether there is a significant 

difference between the two groups for multivariate 

samples. The F distribution can be a good 

approximation of the T-squared statistic distribution 

when the dimension of the data is less than the size of 

the samples. As shown in the table, the results of 

Hotelling's T-squared statistics revealed a significant 

difference in all coefficients for normal and abnormal 

respiratory sounds 

 

Table 1. Hotelling's T- squared Test For Normal and 

Abnormal Respiratory Sounds. 

 
 T2 F p Value 

MFCC 551.779 F(78,121)=7.878 0.0000000000 

EMD 141.140 F(30,169)=4.016 0.0000000038 

WT 118.729 F(30,169)=3.378 0.0000002985 
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2.2 Pre-processing 

 

Pre-processing aims to reduce background noise and 

improve the quality of recorded respiratory sounds [7]. 

When respiratory sounds are recorded, they are affected 

by low-frequency sounds such as muscles and heart 

sounds and high-frequency noises due to sudden 

movements. To avoid these effects, pre-filtering should 

be performed considering the dominant frequency range 

of the respiratory sounds. Various filters such as 

Butterworth, Chebyshev, and Elliptical filters of varying 

degrees have been tested for the study. The accuracy 

and success of the filtering have been inspected by 

experts listening to the recorded respiratory sounds, and 

the filter has been selected.  In this study, are used a 

fourth-order bandpass Butterworth filter. The frequency 

range of this filter is 100-1800 Hz [26]. 

 

2.3 Feature extraction 

 

The feature extraction process enables converting high-

dimensional vectors to lower-dimensional vectors [16]. 

The properties of signals formed after pre-processing 

the respiratory sounds are analyzed simultaneously in 

the time, frequency, or time-frequency domain by 

feature extraction methods.  In this study, some feature 

extraction methods such as EMD, MFCC, and WT are 

used. The coefficients of respiratory sounds are 

determined by using these methods. The coefficients 

obtained by feature extraction methods are not used 

directly. The feature vectors constructed with statistical 

parameters such as the standard deviation, variance, 

mean power, entropy, mode, and energy values of the 

coefficients are used instead of the coefficients. The 

novelty of the paper is the combination of the EMD 

method and statistical analysis methods for feature 

extraction. 

 

2.3.1. Empirical mode decomposition 

 
Many biomedical signals such as EEG signals, EMG 

signals, and respiratory sounds have a nonlinear and 

non-stationary structure. Wigner-Ville Transform, Short 

Time Fourier Transform, and WT are widely used to 

analyze these types of signals. New methods are being 

investigated due to different restrictions on each. EMD 

has been proposed as an alternative and appropriate tool 

for analyzing multicomponent nonlinear and non-

stationary signals [27].  EMD is an adaptive and direct 

decomposition method. Unlike Fourier and WT 

analysis, it is unnecessary to have prior knowledge of 

the signal properties to select parameters in this analysis 

[20]. EMD allows the target signal is separated into 

Intrinsic Mode Functions (IMFs) listed from the high-

frequency components to low-frequency components 

[28].  A sifting process based on the estimated upper 

and lower envelopes of the input signals is used to 

obtain the IMF. There are two conditions for the 

statements obtained  as a result of the sifting process to 

be IMF. First, the number of extrema and zero-crossings 

must be equal or differ by one at most in the whole data 

set. Second, the upper and lower envelopes’ local 

average should be zero at any point [29].   

The IMF components of x(t) signal is obtained by the 

following algorithm: [28, 30] 
 

1. Find the local minima and local maxima of 𝑥(𝑡)  

2. The maximum envelope 𝑒max(𝑡) is calculated using 

local maxima points with cubic spline interpolation. 

Similarly, minimum envelop 𝑒min(𝑡) is calculated 

using local minima.   

3. The local average envelope is found by taking the 

average of the maximum and minimum envelope: 
 

 𝑚1(𝑡) = [𝑒min(𝑡) + 𝑒max(𝑡)]/2                           (1) 
                                                                

4. The local average envelope is removed from the 

original signal: 

 

ℎ1(𝑡) = 𝑥(𝑡) −  𝑚1(𝑡)                                           (2)    
                                                                                                      

5. Whether ℎ1(𝑡) to become an IMF is checked. If the 

conditions are met, it is considered 𝐼𝑀𝐹1 (𝑡) =
ℎ1(𝑡).  If ℎ1(𝑡) is not an IMF,  ℎ1(𝑡) is considered a 

new signal. The loop is repeated using ℎ1(𝑡) to 

create ℎ2(𝑡). If ℎ2(𝑡) is not an IMF, the stop 

criterion is calculated to end the elimination process. 

The formula for the stop criterion, SD, is set out 

below.  
 

SD(𝑖) = ∑  
|ℎ𝑖−1 (𝑡)−ℎ𝑖(𝑡)|^2

ℎ2
𝑖−1 (𝑡)

𝑁

𝑡=0
                              (3)                                                                                                               

 

If ℎ2(𝑡) meets SD, 𝐼𝑀𝐹1 (𝑡) = ℎ2(𝑡). If it does not 

meet the stop criteria, ℎ2(𝑡)  is treated as a new 

signal. During steps 1-6, its operations on ℎ2(𝑡) are 

repeated to form ℎ𝑖(𝑡) until ℎ𝑖(𝑡) meets the 

requirements of the IMF or SD. It is 

calculated 𝐼𝑀𝐹1 (𝑡) = ℎ𝑖(𝑡). 
 

6. 𝐼𝑀𝐹1 (𝑡) is formed. By subtracting 𝐼𝑀𝐹1 (𝑡) from 

𝑥(𝑡)  signal, a residual signal 𝑟1(𝑡) is obtained.  To 

find the next residual signal, 𝑟1(𝑡) is considered the 

original signal, and steps 1-6 are repeated. When the 

process is completed, the original signal is 

composed of several IMF components and 

residual 𝑟𝑛(𝑡). And is expressed as follows; 

 

x(𝑡) = ∑ 𝐼𝑀𝐹 𝑖
𝑛
𝑖=1 (𝑡) +  𝑟𝑛(𝑡)                               (4)              

 

IMF coefficients vary according to the state and 

frequency distribution of respiratory sounds. In the 

study, it has been observed that the amplitude of the 

IMF coefficients at Level 5 and beyond is very low and 

it has been determined that it contains redundant 

information. For this reason, 4 IMF coefficients are 

used.  IMF coefficients of respiratory sounds obtained 

by the EMD method are given in Figure 2, Figure 3, and 

Figure 4.  
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Figure 2. First 4 IMF coefficients and residue signal for 

Normal RS. 

 

 
 

Figure 3. First 4 IMF coefficients and residue signal for 

Wheeze RS. 

 

 
 

Figure 4. First 4 IMF coefficients and residue signal for 

Rhonchus RS.                                                              

2.3.2 Mel-frequency cepstral coefficient 
 

MFCC is a highly effective feature extraction algorithm 

commonly used for automatic speech and speaker 

recognition [12]. This is because MFCC can distinguish 

speakers with high accuracy by imitating the frequency 

selectivity of the human ear. In addition, MFCCs are 

often preferred because they are much less affected by 

changes and sound wave structure. 
 

In recent years, the MFCC method has been used in 

CORSA systems in many studies, and promising results 

have been obtained [31, 32]. The MFCC performs a 

nonlinear scaling, assuming that the audio signal’s low-

frequency components carry more critical information 

than the high-frequency components. MFCC analysis is 

similar to cepstral analysis, apart from frequency 

wrapping. In MFCC analysis, the frequency is wrapped 

according to the Mel-Scale [31]. There are several 

methods in the literature for calculating MFCC. Fast 

Fourier Transform (FFT) based method is one of the 

most commonly used methods among them.  The block 

diagram of this method used to calculate the MFCC 

features is shown in Figure 5. 
 

 
 

Figure 5. Block diagram used to calculate MFCC 

Features Vector. 
 

In this method, firstly, FFT is applied to the windowed 

signal. A triangle bandpass filter bank known as a Mel-

scale filter bank is applied to the obtained FFT 

spectrum. The Mel-Scale, designed based on the human 

hearing system, is based on mapping the actual 

frequency and the perceived pitch. This scale consists of 

linear ranges up to 1 kHz and logarithmic ranges after 1 

kHz.  The mapping of linear frequency to Mel-

frequency is done by applying equation (5). 
 

fmel = 2595 ∗ log( 1 +
flineer

700
 )                                  (5)                                                                                                                    

A logarithm process is applied to the signal filtered 

using a Mel-Scale filter bank. With this process, the 

sensitivity of the feature vectors to changes is reduced. 

Discrete cosine transform is applied to the logarithmic 

scale applied signal finally, and the signal is converted 

back to the time domain. Discrete cosine transform is 

applied to the logarithmic scale applied signal finally, 

and the signal is converted back to the time domain. 

Thus, MFCCs with the amplitude of the spectrum are 

obtained. In this study, 13 MFCCs are used to classify 

RS. The obtained results are presented in Figure 6, 

Figure 7, and Figure 8. 
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Figure 6. MFCCs of Normal RS. 

 

 
 

Figure 7. MFCCs of Wheeze RS. 

 

 
Figure 8. MFCCs of Rhonchus RS. 

 

2.3.3 Wavelet transform 

 

WT is a signal processing method used as an alternative 

to Fourier Transform (FT) [33]. FT is an analysis 

method used to analyze stationary signals defined in the 

time domain, providing frequency information by 

examining the signal in the frequency domain. 

However, only frequency analysis is not sufficient for 

dynamic and non-periodic signals. WT is a commonly 

used method for non-stationary, nonlinear, and non-

periodic signal analysis, such as lung sounds. With WT, 

the signal is defined in both the time domain and 

frequency domain, thus providing information on how 

the signal’s frequency components vary with time. WT 

uses short window size when high-frequency 

information is essential, while long window size uses 

when low-frequency information is important [34]. 

 

In Discrete Wavelet Transform (DWT), the signal is 

separated into sub bands by passing through the high-

pass filter (h) and low-pass filters (g) according to the 

determined level. Equation conditions that these filters 

must meet are as follows; [35] 

 

𝐺(𝑧)𝐺(𝑧−1) + 𝐺(−𝑧)𝐺(−𝑧−1) = 1                           (6)   

                                                                                           

𝐻(𝑧) = 𝑧𝐺(−𝑧−1)                                                       (7)                                                                               

 

A sequence of filters with increasing length (indexed by 

i) can be obtained; 

 

𝐺𝑖+1(𝑧) = 𝐺 (𝑧2𝑖
) 𝐺𝑖(𝑧)                                             (8)        

                                                                                                        

𝐻𝑖+1(𝑧) = 𝐻 (𝑧2𝑖
) 𝐺𝑖(𝑧)         i=0, 1……, i-1            (9)                                                                                                      

 

With the initial condition G0(z) = 1. It is expressed as a 

two-scale relation in the time domain 

 
𝑔𝑖+1(𝑘) = [𝑔]↑2𝑖𝑔𝑖(𝑘), ℎ𝑖+1(𝑘) =  [ℎ]↑2𝑖𝑔𝑖(𝑘)        (10)                                                                                   

 
where the subscript [.]↑m indicates the up-sampling by a 

factor of m and k is the equally sampled discrete-time. 

The normalized wavelet and scale basis functions 

𝜑𝑖,𝑙(𝑘), 𝜓𝑖,𝑙(𝑘) can be defined as 

 

𝜑𝑖,𝑙(𝑘) = 2
𝑖

2   𝑔𝑖(𝑘 − 2𝑖𝑙)                                          (11) 

                                                                                                                                        

𝜓𝑖,𝑙(𝑘) = 2
𝑖

2   ℎ𝑖(𝑘 − 2𝑖𝑙)                                          (12)                                                                                                            

      

where the factor 2i/2= inner product normalization, i= 

scale parameter and l= the translation parameter. The 

DWT decomposition can be described as 

 

𝑎𝑖(𝑙) = 𝑥(𝑘) ∗ 𝜑𝑖,𝑙(𝑘)                                               (13)       

                                                                               

𝑑𝑖(𝑙) = 𝑥(𝑘) ∗ 𝜓𝑖,𝑙(𝑘)                                               (14) 

                                                           

𝒂𝒊 is approximation coefficient and 𝒅𝒊 is detail 

coefficient. The approximation coefficients represent 

the lower frequency band, and the detail coefficients 

represent the higher frequency band.   
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These coefficients are used for the classification process 

in many signal processing applications. In the analysis 

of signals using DWT, the selection of the appropriate 

main wavelet function and the determination of the 

appropriate decomposition level are very important. The 

main wavelet function, which is one of the most 

important parameters of the wavelet transform, takes on 

the task of the window function in the Fourier 

transform.  There are many main wavelet functions with 

different properties and uses. In previous studies on the 

application of DWT in respiratory sound analysis, 

Daubechies 8 (db8) main wavelet function was used and 

found to give good results. Therefore, db8 is also 

preferred in this study [18]. Another important 

parameter is the number of decomposition levels, 

determined according to the dominant frequency 

components of the signal. In the study, the number of 

decomposition levels is chosen to be 7. Thus, 

respiratory sounds are decomposed into detail 

coefficients D1-D7 and approximation coefficient A7. 

Since the frequency range of D3-D7 sub-bands carries 

important information, these sub-bands are preferred. 

 

2.4 Classification  

 

In CORSA systems, the classification stage comes after 

the feature extraction stage. For classification, are used  

k-NN, SVM, and ANN in this study.  SVM and ANN 

classifiers have two stages training and testing. During 

the training stage, data from each RS class is introduced 

to the system as training data, and the system makes a 

distinction by class. Unknown sounds are analyzed 

during the test stage, and the most appropriate class is 

selected [19].  

 

In the kNN classifier, which is instance-based learning, 

no training phase is required [36]. Samples divide into 

training and test samples. Training samples are 

multidimensional vectors, each with a class label.  In the 

classification phase, unlabeled test vectors are labeled 

by taking into account the closest k training examples.  

 

In classifier algorithms, the effects of model parameters 

on performance and the effects of these parameters on 

classifier capacity and complexity were observed, and 

the most suitable model parameters were determined. 

The parameters selected for each method are given in 

the relevant section. The classification performance of a 

classifier in medical tests depends on the ability to 

detect patients and healthy people. In this study, 

standard parameters such as sensitivity, specificity, and 

accuracy were used for performance evaluation. 

Sensitivity is the ratio of the number of correctly 

classified patients to the total number of patients, while 

specificity is the ratio of correctly classified healthy 

people to the total number of healthy people. Accuracy 

is the ratio of the number of sick and healthy people 

correctly classified to the total number of people [19]. 

 

2.4.1 Support Vector Machines 

 

SVM method, based on statistical learning theory, was 

developed by Vladimir Vapnik in 1992. SVM, a 

supervised learning algorithm, is used to solve 

classification, regression analysis, and nonlinear 

function approach problems [37]. Provides high 

classification and high generalization performance in 

solving bioinformatics problems, text, voice, object, and 

image recognition problems [38].  

 

SVM applies a useful learning algorithm to identify 

difficult-to-analyze patterns in complex data sets. In 

SVM, the objective is to create an n-dimensional 

hyperplane that optimally divides the data into different 

classes. It is also used to obtain the optimal limit of two 

data sets on a vector space, independent of the 

probability distributions of training vectors in sets. Like 

artificial neural networks, SVM models have a two-

layer, feed-forward network structure that uses a 

sigmoid kernel function. Some of the commonly used 

kernel functions are RBF, linear, quadratic, and 

polynomial kernel. In this paper, second-order 

polynomial kernel functions are used. 

 

2.4.2 k Nearest Neighbors Algorithm 

 

k-NN is a supervised and nonparametric classification 

method that classifies data based on the proximity of 

training samples in the data set. This classification 

method finds the k nearest neighbors of unknown data 

between the dataset according to a distance equation. 

Then, it uses the majority vote approach to estimate the 

data label [39]. Distance equations such as Manhattan, 

Hamming, Euclidean, and Minkowski are used for 

distance calculation. In this study, the Euclidean 

distance equation was used to locate the nearest 

neighbor.  

 

The basic steps to be applied for classification with the 

k-NN algorithm are as follows: 

 

1. The number k is determined. 

2. The new data is evaluated individually with all the 

data in the training data set, and the distances 

between them are calculated by distance functions. 

3. The k data closest to the new data is selected. 

4. The class to which most of the selected data belongs 

is determined, and the new data is assigned to this 

class. 

In this study, the results were obtained for k=1 and k=3. 

 

2.4.3 Artificial Neural Network 

 

ANN is a topological structure created for a specific 

purpose inspired by the neuron functioning of the brain. 

The structure consisting of interconnected artificial 

neurons is widely used in various recognition,  
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prediction, and modeling fields, as well as the 

recognition and classification of biological signals. In 

ANN, learning is carried out with special training 

algorithms that imitate the learning mechanisms of 

biological systems [35]. 

 

In this study, various model trials were conducted while 

determining the ANN classifier model. In models with 

three hidden layers, the excess number of layers and the 

number of neurons in the layers increases the processing 

and learning ability of the artificial neural network but 

reduces the generalization ability of the network and 

causes overfitting. In models with a single hidden layer, 

the pattern in the data cannot be learned sufficiently and 

underfitting occurs. For this reason, a model with two 

hidden layers is preferred. Tests were made for the 

number of neurons in the network (45:45), (45:30), 

(30:15), (15:15) and (10:10). The most successful result 

(15:15) was obtained with the number of neurons and 

the hyperbolic tangent activation function. 

Backpropagation (BP) algorithm, which is the most 

frequently used training algorithm for multilayer 

feedforward networks, and Mean Error Squares the 

most frequently used performance function, are also 

preferred in this study. Levenberg–Marquardt learning 

algorithm, which creates a balanced system structure in 

the network structure and reduces the processing load, is 

preferred.   

 

3. Results and Discussion 

 

In this study, while classifying with the ANN method, 

80% of the data was used for training and 20% for 

testing. While using SVM and k-NN methods for 

classification, training and test groups were determined 

by applying 10 cross-validations to the data. Besides, 

we have iterated the whole classification method 10 

times, and average performance values have been 

calculated.  

 

The sensitivity, specificity, and accuracy parameters 

obtained with the proposed system are recorded in 

Tables 2, 3, and 4. Table 2 includes a comparison of 

MFCC-based features, Table 3 EMD-based features, 

and Table 4 WT-based features with different 

classifiers. Each classifier has its advantages and 

disadvantages. The k-NN algorithm has advantages such 

as no training required, being easy to perform, being 

analytically tractable, adaptable to local information, 

and resistant to noisy training data. There are also 

disadvantages, such as the need for a high amount of 

memory space, and the processing load and cost 

increase significantly as the data set and attribute size 

increase [40]. This method is crucial to selecting 

the k value from the optimal value; as the k value 

decreases, more sensitive results were obtained. The 

major advantages of ANN over traditional statistical  

 

techniques are that it requires fewer assumptions and 

can model nonlinear relationships depending on the 

choice of activation functions. Neural network models 

can learn to complex nonlinear relationships between 

independent and dependent variables, and they can 

make logical decisions in the face of similar events. The 

information is stored throughout the network, and some 

of the artificial nerve cells do not function, causing the 

loss of information. However, it has disadvantages, such 

as requiring excess computational overhead and having 

limited ability to identify possible causal relationships. 

Using trial and error in determining parameters such as 

the selection of activation function,  the number of 

hidden layers,and neurons is one of the most significant 

disadvantages [41]. SVM models provide good scaling 

for high-dimensional data and can be used for both 

linear and nonlinear applications similar to artificial 

neural networks. Also, there is less risk of overfitting. 

But choosing the appropriate kernel function is not 

straightforward [42].  

 

This study used ANN and SVM classifier models, 

determining the optimum selection of system 

parameters by trial-and-error methods creates a 

disadvantage. Furthermore, the fact that the data size is 

not too big and no training is required has provided an 

advantage for k-NN. The highest accuracy rate obtained 

using the MFCC and WT features were respectively 

98.8% and 82.7% with the k-NN classifier. The highest 

accuracy rate achieved using the EMD features is 88.9% 

with the ANN classifier.   Additionally, we observed 

that MFCCs provide the best results among all the 

feature extraction methods examined. MFCC analysis 

has been more successful in evaluating respiratory 

sounds because it is closer to the response of the human 

auditory system. MFCC can distinguish speakers with 

high accuracy by imitating the frequency selectivity of 

the human ear. The auditory perception-specific 

information captured by MFCCs reveals differences in 

respiratory sounds, and the use of these differences for 

diagnostic purposes has increased success. Providing a 

more successful analysis than FT and WT, the EMD 

method has been proven to have a mode mixing effect 

when applied to some respiratory sounds, as noted in 

earlier studies [20]. The mode mixing effect causes 

some frequency components of abnormal RS to occur in 

different IMFs, which has a negative effect on the 

success of the method. 

 

The lack of large databases publicly available to 

develop algorithms and compare results is one of the 

field’s most significant problems [4]. It is quite difficult 

to compare the performance of the studies due to 

different classifier models, different respiratory sounds 

classified, and different feature vectors used in the 

classification. Table 5 shows the results of the standard 

parameters of various studies in this field. 
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Table 2. Classification Result of MFCC Features. 
 

MFCC Features 

Classifier Sensitivity Specificity Accuracy 

ANN 100 97 ± 3.3 98.7± 1.6 

SVM 97.7 ± 1.1 93.3± 1.1 95.7 ± 0.9 

k-NN ( k=3) 99.8 ± 0.6 93± 0.8 96.3 ± 0.6 

k-NN (k=1) 99.5 ± 0.9 97.5  ± 0.8 98.8 ± 0.6 

 

Table 3. Classification Result of EMD Features. 
 

EMD Features 

Classifier Sensitivity Specificity Accuracy 

ANN 93.5 ± 3.9 84 ± 6.3 88.9 ± 3.2 

SVM 78.2 ± 2.1 77.1 ± 1.8 77.9 ± 1.6 

k-NN ( k=3) 81 ± 1.4 76.7 ± 1.8 79.1  ± 1.6 

k-NN (k=1) 77.8 ± 1.8 74.3 ± 0.9 76.3  ± 1.2 

 

Table 4. Classification Result of Wavelet Features. 
 

WAVELET Features 

Classifier Sensitivity Specificity Accuracy 

ANN 83  ± 7.4 74.5  ± 5.2 79 ± 3.7 

SVM 77.9 ± 1.2 76.3 ±1.6 77.3± 1.3 

k-NN ( k=3) 82.1 ± 1.5 80.5 ± 1.9 81.6± 1.6 

k-NN (k=1) 83.2 ± 1 82 ± 1.2 82.7± 0.9 

 

4. Conclusion 
 

The CORSA systems provide vital information about 

the current state of the lung. The proposed system 

diagnoses the disease by separating the respiratory 

sounds as normal and abnormal. While EMD, MFCC, 

and WT feature extraction methods are used for disease 

diagnosis, ANN, SVM, and k-NN classifiers are used 

for classification. Since respiratory sounds are not 

stationary and linear, classical frequency analysis 

methods are not adequate in the analysis of these 

sounds. For extraction of good acoustic characteristics 

from respiratory sounds, it is required to examine these 

sounds over sufficiently short periods of time. WT and 

MFCC methods are preferred in this study because of 

enabling short-time analysis. MFCC is a representation 

of the short-time power spectrum of the sound signal. 

Signal cepstrum is obtained by inverse transforming of 

the logarithm of the signal spectral representation. The 

frequency bands in mel-frequency cepstral 

representation of the power cepstrum are equally spaced 

on the mel-scale approximating the human auditory 

perception.  
 

EMD analyses are non-linear and non-stationary data 

without the assumption of linearity or short-time 

stationarity. EMD process does not involve a fixed basis 

but rather has a signal-specific approach to decompose 

the signal. The application of the EMD method for 

respiratory sounds is a quite new method. In the 

previous studies, IMF coefficients are obtained by using 

only the inspiration stage of respiration.  In this study, 

both inspiration and expiration stages of respiration are 

used to obtain IMF coefficients. It is aimed to compare 

the EMD method with traditional feature extraction 

methods for respiratory sounds. In order to evaluate the 

performance of the coefficients obtained by different 

feature extraction methods, classification has been made 

with the statistical parameters.  EMD method gives 

more successful results than the WT method. EMD 

provides lower success compared to the MFCC method 

because the MFCC analysis is more successful in 

assessing respiratory sounds as it is closer to the 

response of the human auditory system.  

 

This comparative study shows that MFCC features are 

more successful in diagnosing respiratory sounds 

compared to the other features. The highest accuracy 

rate is obtained for the k-NN classifier with 98.8%. 

 

Author’s Contributions 

 

Burcu Acar Demirci: Methodology, Software, 

Validation, Formal analysis, Data Curation, Writing-

Original Draft, Visualition  

Yücel Koçyiğit: Conceptualization, Funding aquisition, 

Writing-Review&Editing Draft, Supervision, Project 

administration 

Deniz Kızılırmak: Investigation, Resources, Data 

Curation 

Yavuz Havlucu: Investigation, Resources, Supervision 

 

Acknowledgments & Ethics 

 

This study is supported by Manisa Celal Bayar 

University Scientific Research Project Coordination 

Unit [Project No. 2017-191]. Within this study’s scope, 

the recording of respiratory data was performed with the 

approval of the ethics committee number 20.478.486, 

dated 20.10.2017 

 

 

 

 

 

 

 

 

 

 



 

Celal Bayar University Journal of Science  
Volume 18, Issue 2, 2022, p 169-180 

Doi: 10.18466/cbayarfbe.1002917                                                                                       B. Acar Demirci 

 

178 

Table 5. Some Results obtained with CORSA Systems 
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Abstract 

 

Since charged particle multiplicity distributions provide important results about the interactions of particles 

it has been studied in various experiments so far. The analysis of multiplicity distributions, which can be 

easily obtained in experiments, is therefore very important. There are several parametric models to describe 

the charged particle multiplicity distributions in literature. Among them, log-normal distribution and 

negative binomial distribution are the most well-known parametric models. In this study, negative binomial 

and log-normal distributions are compared and tested in neutrino interactions produced in Direct 

Observation of Nu-Tau experiment. This analysis was carried out using the real experimental results of the 

Direct Observation of Nu-Tau experiment collaboration. The results of the analysis show that the neutrino 

data, reported by Direct Observation of Nu-Tau Collaboration, is well described by negative binomial and 

log-normal distribution. In terms of fit parameters, the χ/ndf value of the both distribution NBD and LND 

are close to unity but log-normal distribution data slightly better than negative binomial distribution.  

 

Keywords: Negative binomial, log-normal, multiplicity. 

 

 

1. Introduction 

 

In particle physics experiments, the multiplicity 

distribution is an interesting parameter that can be easily 

obtained in the experiment, but it keeps information 

about the characteristics of the interaction. To reveal the 

nature of the interaction, it is necessary to understand 

the behavior of multiplicity distribution. Several 

measurements have been collected so far in many 

experiments at different energies and on different 

reactions to understand the behavior of charged particle 

multiplicity distributions. In particular, the shape of the 

multiplicity distribution is very important as it provides 

information about the particle production mechanism. 

Therefore, various theoretical, phenomenological 

models and rules are proposed to parameterize charged 

particle multiplicity distributions in the literature. 

However, results from experiments showed that some 

parametric models are more successful in describing the 

data and its energy dependence up to now [1-7]. 

 

Among the parametric models, log-normal distribution 

and negative binomial distribution are the most well-

known parametric models, so this study focuses on 

these two models. The log normal distribution, is a 

statistical function has a longer tail, more peaked than 

the negative binomial distribution. It is very common to 

encounter this distribution in nature. Therefore, it has 

been found to be applicable in a number of different 

fields like population ecology, income distribution in 

some economies and multi-particle production etc. 

[8,9]. 

 
The Log-Normal Distribution (LND) is defined as; 

 

𝑃(𝑥) =
1

𝑥√2𝜋𝑠2
𝑒−(𝑙𝑛𝑥−𝑚)2 2𝑠2⁄                                (1.1) 

 
and here m and s are the free parameters. When multi-

particle production is analyzed, the log normal 

distribution arises in naturally so this leads an important 

and simple physical interpretation. In 1990, R. Szwed et 

al. has showed that, LND describes the e+e- multiplicity 

data very well [10,11]. Then, Apparatus for LEP 

PHysics (ALEPH) Collaboration proved that, LND 

gives a proper description of the charged particle 

multiplicity distribution of e+e- annihilation in 1991 

[12]. In addition, the studies on of 𝜈p, 𝜈ҧ𝑝 , and 𝑝ҧ𝑝 

interactions showed that, charged particle multiplicity 

data can be parameterized by a log-normal distribution 

[11,13-15]. Although, the LND has been tested in many 

experiments, it has been studied very rarely in neutrino 

interactions. 

mailto:*%20gunesc@ankara.edu.tr
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To describe the charged particle multiplicity, the other 

parametric model is Negative Binomial Distribution 

(NBD) which is a statistical distribution and defined as; 

 

𝑃(𝑛; 𝑘, 𝑛̅) = (
𝑛̅+𝑘−1

𝑛̅
) 𝑝𝑛̅(1 − 𝑝)𝑘                   (1.2) 

 

where k and 𝑛̅  are free parameters of the distribution 

with p=(𝑛̅/𝑘)/( 1 + (𝑛̅/𝑘)). It is known that the first 

application was made to the cosmic-ray muon data by 

McKeown and Wolfendale in 1966 [16]. In 1985, the 

UA5 Collaboration obtained a remarkably good 

negative binomial fit in the 𝑝ҧ𝑝 collision and this made 

an overwhelming impression [17-19]. In the same year, 

it was shown that NBD was describe the charged 

multiplicity distribution of e+e- annihilation excellently 

[20]. Similar results were obtained for the charged 

particle multiplicity distribution of µp and pp collisions 

[21,22]. Recently, The Oscillation Project with 

Emulsion-Tracking Apparatus (OPERA) Collaboration 

also tested the NBD distribution and published the 

result that NBD describes the charged particle 

multiplicity in neutrino interactions very well [6]. 

 

Previously, neutrino multiplicity data of Direct 

Observation of Nu-Tau (DONUT) experiment is 

compared and tested for KNO-G scaling and the 

validation of data has been shown [23]. In this study, 

charged particle multiplicity distribution of neutrino 

interaction produced in DONUT experiment is analyzed 

for NBD and LND. Although, these models have been 

tested in several experiments before, this is the first 

study for DONUT which is an emulsion based-neutrino 

experiment. 

 

2. Experimental Data and Analysis 

 

The DONUT experiment was design to observe directly 

and study about 𝜈𝜏CC interactions in the SPS Wide 

Band Neutrino Beam. For this purpose, a number of 

800GeV protons from the Tevatron collide into the 

beam dump so a prompt neutrino beam, composed of 

𝜈µ(%60), 𝜈e(%35), 𝜈𝜏(%5) neutrinos with 53GeV 

average energy, was created. Then charm particles (Ds) 

are produced and decays to an anti-tau neutrino and a 

tau lepton. The tau neutrino, produces in the decays of 

tau, travels 36 m to reach the emulsion target. The 

experiment used an emulsion/counter-hybrid-detector 

and the target was composed of nuclear emulsion as a 

three-dimensional tracking device. Because of its sub-

micron accuracy and high spatial resolution, nuclear 

emulsion is a very powerful technique for the detection 

of short-lived tau particle. So, three emulsion target 

designs were used in the experiment. Each design had 

different plastic base layer and emulsion layer thickness, 

called as ECC200, ECC800 and Bulk type. The 

combination of emulsion designs intent to increase the 

amount of mass while increasing the precision for tau 

particle. The first design, (ECC 200) composed of 1 mm 

thick steel sheets interleaved with emulsions having 100 

µm thick emulsion layers on both size 200 µm plastic 

base. The second design (ECC800) is the same as the 

first design, only the thickness of the plastic base is 800 

µm. The bulk design consists of only 350 µm thick 

emulsion layers on both size of 90 µm plastic base 

without steel plates. 

 

DONUT experiment collected data during 1997 and 

published first and the most important results in 2000. 

Thanks to the emulsion technology and the detector 

identified 578 neutrino interactions and the 

collaboration observed 9 𝜈𝜏CC events with background 

of 1.5 events. Based on these data, they announced the 

discovery of the tau particle in 2000 [24-27]. 

 

1. Negative Binomial and Log-normal Distributions 

 

The NBD provides a convenient framework for 

multiplicity distributions with two free parameters. In 

fact, the two free parameters make NB distribution a 

highly flexible distribution [28,29]. In order to test 

negative binomial distribution, the data of located 

multiplicity distributions of charged particles produced 

in the DONUT experiment obtained directly from the 

ref [24] which is given in Figure 1.  

 
Figure 1. The located multiplicity distributions of 

charged particles produced in the DONUT experiment. 

 
Then NBD fit applied to the P(n) vs. n distribution of 

charged particles and the parameters 𝑛̅  and k are 

obtained from this fit directly. The fitting procedure was 

applied, using the 𝜒2 method, until the best fit was 

achieved. The data and superimposed fit line are given 

in Figure 2 and the values of parameters obtained from 

negative binomial fit is given in Table 1. It can be seen 

that the fit line shows good agreement with the data set. 
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Figure 2. The data distribution with the negative 

binomial fit. 

 

Another parametric model that is well known and has 

many applications in the literature is LND [30].  

 

Since shape of charged multiplicity distributions is 

showed well described by LND, in this study LND fit 

applied to the data of located multiplicity distributions 

of charged particles produced in the DONUT 

experiment. 
 

Table 1. The negative binomial fit results. 

 

Applied 

Fit 

𝒏ഥ k 𝝌2/𝒏𝒅𝒇 

Negative 

Binomial 

3.20±0.01 4.85±1.07 6.60/10 

 

The fitting procedure was applied, using the 𝜒2method, 

until the best fit was achieved. The data and the 

resulting fit are shown in Figure 3 and fit parameters are 

given in Table 2. It is observed that, LND fit seen to be 

very good which reflects the shape of charged particle 

multiplicity distribution. 

 

Table 2. The log-normal fit results. 

 

Applied 

Fit 

m s 𝝌2/𝒏𝒅𝒇 

Log-

normal 

1.80±0.02 0.38±0.01 8.52/10 

 

 
Figure 3. The data distribution with the log-normal fit. 

 

3. Conclusion 

 

In this study, the charged particle multiplicity data of 

DONUT experiment tested for two well-known 

parametric models which are log-normal distribution 

and negative binomial distribution. For the analysis, the 

real data directly obtained from the DONUT reference 

paper [24], NBD (1.1) and LND (1.2) fits were applied 

one by one until the best fit was achieved and the results 

are presented in the form of tables. It has been shown 

that, charged particle multiplicity distribution of 

DONUT experiment can be described in terms of the k 

and 𝑛̅ parameters of NBD and can be described in terms 

of m and s parameters of LND. Although both fit lines 

show good agreement with data, 𝜒2/ndf results shows 

that log-normal distribution gives a better description of 

data than the negative binomial distribution. The 𝜒2/ndf 

values of NBD and LND are close to unity, but the fit 

value of the lognormal distribution are relatively better 

for DONUT neutrino interactions. At the same time, the 

dependence of the free parameters on energy are 

reported in the tables for the neutrino interactions. 
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Abstract 

 

In this study, a poly(azomethine) compound (SBP) containing sulfur and oxygen bridge was obtained 

from 4,4'-[thiobis(4,1-phenyleneoxy)]dibenzaldehyde (DBA)  and 4,4'diamino-2,2'-biphenyl sulfonic acid 

from condensation reaction. Structural, optical, electrochemical and morphological analyzes of the 

obtained polymeric material were performed. Structural characterizations were performed from 1H-NMR 

and FT-IR spectra. Optical properties were determined in the UV-Vis spectrum and the optical band gap 

was calculated as 3.63 eV. Electrochemical properties were investigated by cyclic voltammetry (CV) and 

HOMO-LUMO and electrochemical band gap values were calculated. In addition, with the help of Gel 

Permeation Chromatography (GPC), the average molecular mass was found 5050 Da. Thermogravimetric 

analysis (TGA) results showed that the thermal degradation of SBP occurred in four steps and the 

maximum mass loss was at 391 °C. The surface analysis of the obtained polymeric material was 

investigated with scanning electron microscope (SEM) and it was determined that the surface was rough. 

 

Keywords: Schiff base, poly(azomethine), sulphanilic acid, electrochemical band gap, thermal 

analysis. 

 

1. Introduction 

 

The imine compound form the reaction of a carbonyl 

and an amine compound under suitable conditions is 

called Schiff base [1]. These compounds, first 

synthesized by Hugo Schiff, are highly researched 

substances due to their relatively easy synthesis, 

obtained compounds having wide range of colors and 

high thermal and mechanical features [2–4]. With the 

polycondensation of two reagents with diamine and 

dicarbonyl groups, long-chain poly(imine), also known 

as poly(azomethine) compounds, are obtained [5,6]. 

Due to their high conjugation, poly (azomethine) 

compounds generally have improved optical, 

electrochemical, thermal and mechanical properties. In 

this way, they have a wide application network [7–9]. In 

addition, these compounds allow the design of materials 

that can tune their properties in the desired direction, 

due to the diversity of monomers [10]. 

Poly(azomethine) features could be improved by 

changing the colors, conductivity or solubility with 

various organic and inorganic dopants such as m-cresol,  

 

methane sulfonic acid, SnCl2 [11–13]. 10-

Camforsulfonic acid was doped into a poly(azomethine) 

compound obtained in a study by Iwan et al., and its 

solubility was improved with photovoltaic parameters 

for solar cell application [14]. 

 

Among the dopant materials used, especially sulfonic 

acid derivatives have an important place due to the 

increase in solubility, high conductivity and thermal 

stability and flexibility they bring to the material 

[15,16]. In fact, it has been reported that a fluorene-

based poly(azomethine) acquires photoluminescence 

and electroluminescence properties when only 

sulfonated polystyrene is added to the compound and its 

protonation is increased [17]. In addition, sulfonic acid 

groups are also used in active catalyst systems, dyes, 

detergents and surfactants [18–21]. 

 

In this study, it was aimed to obtain a poly(azomethine) 

compound with especially high thermal resistance. In 

the light of this information, a dialdehyde compound 

(DBA) was obtained by bromine elimination from 4-

mailto:elifkaracan@comu.edu.tr
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Bromobenzaldehyde and 4,4'-thiodiphenol; and a Schiff 

base polymer (SBP) was synthesized from 4,4'-diamino-

2,2'-biphenyl sulfonic acid and DBA by Schiff base 

reaction. After the synthesized DBA and SBP were 

characterized, their optical, electrochemical, thermal 

and surface properties were investigated.  

 

2. Materials and Methods 

2.1. Materials 

 

4-Bromobenzaldehyde, 4,4’-thiodiphenol, 4,4'-diamino-

2,2'-biphenyl sulfonic acid, K2CO3, para-toluensulfonic 

acid (PTSA) used as reagents and catalyst in the study 

and solvents dimethyl sulfoxide (DMSO), methanol and 

dimethylacetamide (DMA) were obtained from Merck 

Co (Germany). All chemicals and solvents were used 

without further purification. 

 

2.2. Synthesis of DBA 

 

DBA was obtained by bromine elimination reaction by 

using 4-bromobenzaldehyde instead of 4-

iodobenzaldehyde using the method given in the 

literature [22]. 1.091 g (0.005 mol) of 4,4’-thiodiphenol 

was dissolved in 15 mL of DMA in a 100 mL three-

necked flask. 1.382 g (0.01 mol) of K2CO3 was weighed 

and added to the flask. It was stirred for 1 hour at 150°C 

under reflux in Ar atmosphere. Then, 2 g (0.01 mol) of 

4-bromobenzaldehyde was weighed into a beaker and 

6.5 mL of DMA was dissolved. The mixture was added 

dropwise to the flask. After 12 hours of reaction at 

150°C, the product was precipitated in ice water and 

filtered. It was dried in a vacuum oven at 50°C for 12 

hours. The reaction scheme is shown in Figure 1A. 

 

2.3. Synthesis of SBP 

 

Weighed 0.670 g (0.0015 mol) of synthesized DBA and 

0.516 g (0.0015 mol) of 4,4'-diamino-2,2'-

biphenylsulfanic acid. The weighed substances were 

added into a 100 mL three-necked round bottom flask 

and it was dissolved in 20 mL of DMA. As a catalyst, 

PTSA 0.285g (0.0015 mol) was weighed and 2 mL of 

toluene was added by dissolving and mixed. After 

stirring under an argon atmosphere at 150 °C for 4 

hours, it was cooled under an argon atmosphere at room 

temperature for 9 hours. The product was precipitated 

with methanol and washed with methanol to remove 

unreacted materials, dried in a vacuum oven at 50°C for 

3 hours. The reaction scheme is given in Figure 1B. 

 
1H NMR (DMSO-d6, δ, ppm): 9.76 (s, terminal -CHO), 

8.10 (s, -SO3H), 7.81 (s, -C=N), 7.49 (d, Hd), 7.41 (d, 

Hb), 7.16 (s, Hf), 7.11 (d, He), 7.05 (d, Hc), 6.90 (s, 

terminal –NH2), 6.67 (d, Ha).  

 
13C NMR (DMSO-d6, δ ppm): 191.51 (terminal –CHO), 

166.36 (-C=N-) and 116.74, 119.17, 122.10, 126.28, 

127.91, 128.62, 138.11, 146.43, 147.12, 157.14, 162.97 

(Ar-C). 

 

 
 

 
 

Figure 1. Reaction scheme of a) DBA and b) SBP synthesis. 
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2.4. Characterization techniques 

 

The FT-IR spectrophotometer used for the structural 

analysis of the obtained DBA and SBP is a Perkin 

Elmer Spectrum-One instrument with ATR sampling 

accessory. Spectra were obtained in the range of 

4000-400 cm-1 at room temperature. 1H-NMR and 
13C-NMR techniques were used in nuclear magnetic 

resonance spectrophotometer analysis, which is 

another structural characterization. 1H-NMR (400 

MHz, DMSO, SiMe4 internal standard) and 13C-NMR 

(100.6 MHz, DMSO, SiMe4 internal standard) 

spectra were obtained using the solutions of the 

samples in DMSO using Bruker AC FT-NMR 

instrument.  

 

Optical properties of the obtained materials were 

examined with Analytikjena Specord 210 Plus UV-

Vis spectrophotometer device. Spectra were obtained 

from solutions of DBA and SBP prepared in DMA at 

room temperature in the range of 280-800 nm.  

 

The electrochemical character of DBA and SBP was 

analyzed by cyclic voltammetry (CV). Voltamograms 

were obtained with a CH instruments 660 C 

electrochemical Analyzer (CH Instruments, Texas, 

USA) at room temperature and using 0.1 M 
tetrabutylammonium hexafluorophosphate (TBA) as 

the electrolyte solution. A triple electrode system (Ag 

reference electrode, Pt counter electrode and glassy 

carbon working electrode) was used. After the film of 

SBP dissolved in DMF was prepared by casting 

solution on a glass slide surface, the measurement of 

solid state conductivity was made with a two-probe 

Keithley 2400 Electrometer. 

 

 The thermal stability of the samples was examined 

with the Perkin Elmer Spphire Differential Scanning 

Calorimetry device, which measures the mass loss 

with an increase of 10 °C per minute in a nitrogen 

atmosphere. The molecular weight of the polymer 

(SBP) was determined by gel transmission 

chromatography-light scattering (GPC-LS) analysis 

with the Malvern Viscotek GPC Dual 270 max 

system with a refractive index detector (RID) and 

8.00 mm x 300 mm dual column. The column 

temperature was 55 °C. DMF at a flow rate of 1.0 mL 

min-1 was used as eluent including 40 mM LiBr. In 

order to examine the surface properties of the 

polymeric material, after the samples were subjected 

to gold and carbon coating, JEOL SEM-7100-EDX 

scanning electron microscope was used. 
 

3. Results and Discussion 

3.1. Structural Analysis 

 

DBA, a dibenzaldehyde compound obtained from the 

bromine elimination reaction from 4,4’-thiodiphenol 

and bromo-benzaldehyde, was examined by FTIR 

spectroscopy. In a study by Culhaoğlu and Kaya [22], 

the FT-IR spectra of this synthesized substance were 

compared and it was observed that the spectra were 

compatible with each other. FT-IR spectra of 

synthesized DBA and SBP are shown in Figure 2. 

The characteristic -C=O vibration of the aldehyde 

group in the structure of DBA was observed at 1685 

cm-1 and the -C-O-C- vibration arising from the 

oxygen bridge in the structure was observed at 1227 

cm-1. In the spectrum of SBP obtained as a result of 

polymerization of DBA with 4,4'-diamino-2,2'-

biphenylsulfanic acid, a derivative of sulfanilic acid, 

the characteristic imine (-C=N-) vibration, originating 

from the Schiff base, was observed at 1601 cm-1. In 

addition, aromatic -C-H vibrations in the structure of 

SBP appeared at 3116 cm-1 and 3045 cm-1, aromatic 

C=C vibrations at 1593 cm-1 and 1573 cm-1, and -C-

O-C- vibration at 1221 cm-1. The disappearance of 

the carbonyl vibration of the aldehyde and the amine 

vibration of the 4,4'-diamino-2,2'-biphenylsulfanic 

acid observed in DBA in the SBP formed as a result 

of the polymerization reaction, and the emergence of 

the vibration peak of the imine is an indication of the 

formation of the Schiff base polymer. 

 

 
Figure 2. FT-IR spectra of DBA and SBP. 

 

A poly(azomethine) compound, SBP, was obtained 

after the reaction of the carbonyl group of the 

dibenzaldehyde compound DBA and the amine group 

of 4,4'-diamino-2,2'-biphenylsulfanic acid, which is a 

sulfanilic acid derivative, with the presence of PTSA 

catalyst. 1H-NMR spectra were taken and shown in 

Figure 3. The signal seen at 7.81 ppm in the 1H-NMR 

spectrum belongs to the characteristic imine proton 

formed as a result of the reaction of the amine and 

carbonyl. The proton signals of the terminal aldehyde 

and terminal amine at the ends of the polymer chain 

formed as a result of polymerization were observed in 

the spectrum at 9.76 ppm and 6.90 ppm, respectively. 

The acid protons from the sulfanilic acid in the SBP 

chain corresponded to the singlet signal seen at 8.10 

ppm. Also, the signals seen in the spectrum at 7.49 

ppm, 7.41 ppm, 7.16 ppm, 7.11 ppm, 7.05 ppm and 

6.67 ppm belonged to Hd, Hb, Hf, He, Hc and Ha on 

the aromatic ring, respectively. 
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Figure 3. 1H-NMR spectrum of SBP. 

 

3.2. Optical Analysis 

 

The optical properties of the synthesized DBA and 

SBP were investigated by UV-Vis Spectroscopy and 

the spectra obtained from the solutions prepared in 

DMA are shown in Figure 4. In the spectrum of 

DBA, a shoulder shape observed at 289 nm was 

observed, which is caused by the electronic 

transitions of π→π* phenyl groups in the structure. 

When the spectrum of SBP, a Schiff base polymer, is 

examined, a peak belonging to the characteristic 

imine group n → π* electronic transition is observed 

at 312 nm. The optical properties of the synthesized 

DBA and SBP were investigated by UV-Vis 

Spectroscopy and the spectra obtained from the 

solutions prepared in DMA are shown in Figure 4. In 

the spectrum of DBA, a shoulder shape observed at 

289 nm was observed, which is caused by the 

electronic transitions of π→π* phenyl groups in the 

structure. When the spectrum of SBP, a Schiff base 

polymer, is examined, a peak belonging to the 

characteristic imine group n → π* electronic 

transition is observed at 312 nm. The most important 

reason for the expansion of this signal is the 

increased conjugation in the polymeric structure. 

 

3.3. Electrochemical analysis 

 

Electrochemical properties of DBA and SBP were 

investigated by cyclic voltammetry. The 

voltammograms obtained in the electrolyte solution at 

room temperature and in an argon atmosphere 

between +1600 mV and -1600 mV are given in 

Figure 6. Reduction potential (Ered) and oxidation 

potential (Eox) of DBA and SBP were obtained from 

voltammograms. From these obtained Eox and Ered 

values, HOMO - LUMO energy levels and  

 

 
 

Figure 4. UV-Vis Spectra of DBA and SBP. 

 

electrochemical band gap (E’g) were calculated with 

the help of the formulas given in the literature[24,25]: 

 

EHOMO= - (4.39+ Eox)   (1) 

 

ELUMO= - (4.39 + Ered)                 (2) 

 

E’g =ELUMO - EHOMO    (3) 
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From voltammograms, Eox and Ered values were 

found to be +0.86 V and -0.94 V for DBA, and +1.27 

V and -1.09 V for SBP, respectively. EHOMO, ELUMO 

and E’g values were calculated in the light of the 

formulas given above and -5.25 eV, -3.45 eV and 

1.80 eV for DBA; for SBP, it was calculated as 5.66 

eV, -3.30 eV and 2.36 eV, respectively. As a result of 

the polymerization, it was observed that the E’g value 

increased due to the increased conjugation. 

 

 
 

Figure 5. Voltammograms of DBA and SBP. 

 

3.4. Conductivity of SBP 

 

The conductivity measurement of SBP was made 

with the aid of a film formed on the glass surface 

using the casting method. After the analysis using the 

two-probe technique, the conductivity value of SBP 

was calculated as 2.35 x 10-10 S/cm. Since it was 

stated in the studies that the conductivity values of 

undoped poly(azomethine) compounds were 

generally observed in the range of 1 x 10-9 – 1 x 10-11 

S/cm, the result was found to be compatible with 

previous studies[22]. Therefore, it turned out that the 

conductivity of the obtained SBP was low. 

 

3.5. Thermal stability analysis 

 

The thermal properties of the obtained polymer SBP 

were investigated by TGA and TGA-DTG-DTA 

curves are given in Figure 6. Accordingly, it was 

observed that the mass loss was 9.92% when heated 

up to 105°C, and this loss was due to the organic 

solvent and moisture in the sample. It was found that 

decomposition took place in four steps, except for 

moisture loss, and the total mass loss was 98.74%. 

The temperatures at which maximum mass loss 

occurred in each step were found as 303 °C, 391 °C, 

436 °C and 513 °C. As a result of heating at 1000 °C, 

the amount of residue was calculated as 1.26%. 

According to DTA analysis, exothermic peak was 

observed at 442°C due to mass loss.  

The thermal stability of some of the 

poly(azomethine) studies, which were similar to the 

SBP obtained within the scope of the study, were 

given in Table 1. Accordingly, the thermal stability of 

the SBP obtained especially thanks to the sulfonic 

acid and thioether groups was found to be higher 

when compared to the reference studies [2,6,8]. 

 

3.6. Molecular weight and morphology of SBP 

 

The molecular weight of the obtained polymer SBP 

was determined by gel permeation chromatography 

(Figure 7). Four types of molecular weight values 

were calculated from the GPC analysis results: 

Number average molecular weight (Mn), weight 

average molecular weight (Mw), peak average 

molecular weight (Mp) and Z average molecular 

weight (Mz). Accordingly, Mn, Mw, Mp and Mz 

values of SBP were calculated as 5050, 5150, 5000 

and 5200 Da, respectively. Accordingly, it was 

revealed that the new material obtained was at the 

level of oligomers. In addition, the polydispersity 

index (PDI) calculated from the ratio of Mw to Mn 

and expressed as the width of the molecular weight 

distribution was found to be 1.020. 

 

 
 

Figure 7. GPC analysis of SBP synthesis. 

 

The structural properties of the obtained polymer 

were investigated by scanning electron microscopy 

(SEM). The SEM images given in Figure 8 showed 

that the obtained polymer SBP had an agglomerated 

structure. When the magnification was increased, the 

particles were found to have an irregular shape.  

 

Table 1. Comparison of SBP with similar studies in references. 

 

Polymers Properties of polymer Degradation temperature Ref 

Thiosemicarbazide base polymer Thermally stable polymers 270 °C 2 

Poly(phenoxy-imine)s Photovoltaic properties 155 – 185 °C 6 

Poly(azomethine) Antimicrobial properties 230 – 335 °C 8 

SBP Thermally stable polymers 303 – 513 °C in the study 
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Figure 6. TGA-DTA-DTG curves of SBP. 

 

 

 
 

Figure 8. SEM images of SBP. 

 

 

4. Conclusion 

A dialdehyde compound (DBA) was synthesized by 

bromine elimination reaction using 4-

bromobenzaldehyde from 4,4’-thiophenol, and 

characterized by FT-IR. SBP in poly(azomethine) 

structure was obtained by reaction of Schiff base 

from sulfonic acid derivative 4,4'-diamino-2,2'-

biphenyl sulfonic acid and obtained DBA, and the 

structure of this unique polymer was elucidated by 
1H-NMR, 13C-NMR and FT-IR. Optical properties of 

both synthesized materials were examined by UV-Vis 

spectroscopy and Eg values were calculated. 

Depending on the imine group in the structure of 

SBP, the n→π* transition was observed at 312 nm 

and the Eg value was calculated as 3.62 eV. E'g values 

were calculated from the electrochemical properties 

of DBA and SBP examined by CV, and were 

calculated as 1.80 eV and 2.36 eV, respectively, and 

it was revealed that this difference was due to the 

conjugate structure of the polymer. Also the 

conductivity of the SBP was measured and it was 

found that the 2.35 x 10-10 S/cm value and the 

electrical conductivity were very low. 

The molecular weight of the obtained SBP was 

determined by GPC and it was found that the number 

average molecular mass was 5050 Da. It was found 

that SBP, which was found to be thermally stable, 

decomposed in four steps and the residual amount 

was 1.26% after heating at 1000 °C. In addition, it 

was determined by SEM images that the polymeric 

material had a rough surface. 
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Abstract 

 

Mosquitoes, which are in the Culicidae family and have blood-sucking properties, infect humans and 

animals with many diseases. The present study, it was aimed to detect the mosquito species spreading in 

Kocaeli province based on the DNA barcoding method. DNA isolation was performed using the samples 

of mosquitoes collected in the Kocaeli province between June 2017 and September 2018. Then, 

Polymerase Chain Reaction (PCR) and DNA sequence analysis were performed using universal primers 

of the mitochondrial COI gene. The sequences in FASTA format obtained with the Chromas program 

were compared with those of other mosquito species in the world through the NCBI-BLAST database. 

For phylogenetic analysis, the sequences were uploaded into the MEGA X program, and phylogenetic 

trees were created in the Maximum Likelihood method, Tamura-Nei Model (Tamura & Nei, 1993), 

Bootstrap 1000. Among mosquitoes collected in this study, 7 species belonging to Aedes, Anopheles, 

Culiseta and Culex genera were identified and characterized as Aedes geniculatus (n = 10), Aedes 

albopictus (n = 7), Anopheles funestus (n = 1), Anopheles plumbeus (n = 1), Culiseta longiareolata (n = 

1), Culex torrentium (n = 1) and Culex pipiens complex sp. (n = 33).  Within them, Culex pipiens 

complex sp. was found as the dominant species in Kocaeli. In conclusion, this study is the first molecular 

research of mosquito species spreading in Kocaeli which provides records to GenBank. 

 

Keywords: Aedes, Anopheles, Culex, Culiseta, COI 

 

1. Introduction 

 

Mosquitoes are in the Culicidae family in the 

Nematocera suborder belonging to the Diptera order, 

and they are the only member within the family that 

haveblood-sucking properties [1]. Pathogens transmitted 

by mosquitoes to animals and humans are arbovirus, 

helminths, and protozoa.  

 

63 mosquito species have been found so far in Turkey. 

12 of these species belong to Anopheles (An.), 16 to 

Culex (Cx.), 5 to Culiseta (Cs.), 26 to Aedes (Ae.), 2 to 

Coquillettidia, 1 to Orthopodomyia and 1 to Uranotenia 

(2). In Turkey, two studies revealing the 

characterization of Cx. pipiens complex members by 

genotyping have drawn attention [2, 3]. Günay (2) 

accomplished the characterization and barcoding of 

mitochondrial COI gene region of species including Cx. 

(barraudius) modestus, Cx. laticinctus, Cx. mimeticus,  

 

Cx. perexiguus, Cx. pipiens, Cx. pipiens form molestus, 

Cx. quinquefasciatus, Cx. theileri, Cx. torrent, Cx. 

tritaeniorhynchus, and Cx. hortensis which had been 

determined that they belonged to the Culex genus by 

morphological analysis and distributed in the border of 

Turkey. In addition, Şahingöz Demirpolat et al. [4] 

investigated the Cx. pipiens complex and Cx. torrentium 

species based on the COI sequences in mosquito 

samples collected from the province of Kayseri. In the 

study performed by Öter and Tüzer [5], in total 992 of 

1085 female mosquitoes were determined as Cx. 

Pipiens, 32 were Cs. longiareolata, An. maculipennis 

(22),  An. claviger (18), Cs. annulata (13), Ae. vexans 

(3), Cx. hortensis (3), and Ochlerotatus (2) based on 

morphological identification [5]. In the study performed 

by Çetin and Yanıkoğlu (2004), six mosquito species 

were identified based on morphological characters in 

Antalya [6]. These were Cx. pipiens Linnaeus, 1758, 

Cx. martini Medschid, 1930, Cx. deserticola 

mailto:*%20fikriyepolat@gmail.com
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Kirkpatrick, 1924, Ochleratatus caspius Pallas, 1771, 

An. superpictus Grassi, 1899, and Cs. longiareolata 

Macquart, 1838. They pointed out Cx. pipiens as the 

dominant species. Demirci et al. [7] made a study of 

SNP for 11 different gene regions belonging Cx. theileri 

from northeastern Turkey and created the first record for 

that type. 

 

Topluoğlu et.al. [8], in their study conducted in 

Sanlıurfa, collected the larvae and determined species as 

Ansacharovi (84%), which is a vector for malaria, and 

Anopheles superpictus (41%) based on morphological 

features. As of today, in the world, there are 531 

Anopheles species of mosquitoes, 481 of them 

areknown officially while 50 have not been named yet 

[9].  So far, 10 species belonging to that group have 

been identified in Turkey [8]. Öter et al. [5] made the 

molecular identification of Ae. albopictus using the COI 

barcode gene in Thrace region. In a study on 

morphological species identification of mosquitoes seen 

prevalently in the Felahiye district of Kayseri, 32.1% of 

305 mosquitoes were found to be Ae. vexans and 67.9% 

were Cx. pipiens [10]. 

 

Kuçlu and Dik (2018) determined the mosquito fauna in 

the Western Black Sea Region (Bartın, Bolu, Karabük, 

Düzce, Zonguldak, Kastamonu) and identified 13 

mosquito species belonging to the genera Aedes, 

Anopheles, Culex and Culiseta. They also 

morphologically identified Ae. caspius, An. 

maculipennis, Cx. theileri and Cx. pipiens which were 

dominant species. In a study conducted by Sarıkaya et 

al. [12] on refugee migration routes involving 17 

provinces, 6 genera and 22 species were identified 

namely Anopheles, Aedes, Coquillettidia, Culex, 

Culiseta and Uranotaenia. 

 

When we investigated previous research in the northern 

region of Turkey, there were some considerable studies 

such as the molecular analysis of Ae. albopictus in the 

Western Thrace and the Eastern Black Sea region 

(Artvin, Hopa, Rize, Trabzon, Beğendik and İğneada) 

[5, 13], the detection of mosquito species seen in 

Istanbul [14], and the morphological determination of 

the mosquito species distributed in the Western Black 

Sea [11]. The distribution and species of mosquitoes 

have been determined from the study of these regions, 

from Western Thrace to the Eastern Black Sea Region, 

however, among these studies, there has been no study 

specifically focusing on Kocaeli situated in the 

Marmara region of Turkey.  

 

The present study, has aimed to determine the species of 

mosquitoes at the molecular level based on the COI 

gene barkoding method in Kocaeli, where no detailed 

research has been conducted so far. We believe that this 

study would contribute additional information to the 

literature which is valuable for effective vector control 

management.  

2. Materials and Methods 

2.1. Collection of Samples 
 

Mosquitoes were collected from 4 different locations in 

the Kocaeli province (Table 1) between June 2017 and 

September 2017 by selecting forest areas, resting places, 

and water edges with the help of mouth aspirators. The 

altitude values for the locations are 0-260 m for Izmit,  

78-314 m for Derince, 223-232 m for Başiskele, and 

464-823 m for Kartepe, respectively. The collected 54 

adult mosquitoes were kept at -20oC in 70% ethyl 

alcohol until DNA isolation. 
 

2.2. DNA Isolation-Polymerase Chain Reaction-

DNA Sequencing 
 

DNA isolation was performed using the Macherey-

Nagel (Genomic DNA from insects, NucleoSpin DNA 

Insect, Catalog number 740470.50) following the 

procedures recommended by the company. DNA 

concentrations of the samples were measured using the 

Qubit 2.0 Fluorometer kit (Invitrogen, America). 

Primers for COI gene were as follows: 5′-

GGTCAACAAATCATAAAGATATTGG-3′ (forward) 

and 5′-TAAACTTCAGGGTGACCAAAAAATCA-3′ 

[15]. 5x FIREPol Master Mix (Solis BioDyne) was used 

to prepare the PCR reaction mixture. The PCR reaction 

mix consisted of 6μl 5x Master Mix, 0.5 μl 10 μM 

primer (sense), 0.5 μl 10 μM primer (antisense), 2 μl 

mold DNA. Bidistillated water was added to 30 μl for 

the PCR mixture of the gene region. PCR steps were 

involved: 5 min at 94°C (pre-denaturation), 35 cycles at 

95°C for 60 s (denaturation), 60 s at 55 °C (annealing), 

60 s at 72°C (extension), and 7 min at 72°C (final 

extension). The amplified COI gene PCR products were 

then for 30 minutes at 100 volts in 1,5% agarose gel 

electrophoresis and visualized with a UV 

transilluminator by using Safe-T staining (ethidium 

bromide alternative). 
 

PCR products were purified by BM Lab using ExoSAP-

ITTM PCR Product Cleanup Reagent (Thermo Fisher 

Scientific, USA) kit procedures. Sequence analysis was 

performed in the Macrogen Netherlands laboratory 

using the ABI 3730XL Sanger Sequencer (Applied 

Biosystems, Foster City, CA) and the forward and 

reverse primers of the COI gene. 
 

2.3. Phylogenetic Analysis 
 

The DNA sequences were visualized using the Chromas 

(Version: 2.6.5) program, and the sequences were 

recorded separately in the FASTA format with the 

Chromas program. The forward and reverse 

complement readings of the sequences were compared 

by aligning them with the ClustalW program [16]. The 

COI gene regions for all mosquito samples were 

deposited into the Genbank. 

The similarities of the COI sequences of the same 

mosquito species with the sequences registered in the 

NCBI database (Table 2) were compared and used in 
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the phylogenetic tree. For evolutionary analysis, MEGA 

X [17] program was executed and modeling methods, 

genetic distance matrices, nucleotide compositions, 

nucleotide pair frequencies, substitution matrices for 

DNA barcode gene sequences of the samples were 

determined. Phylogenetic trees were created in the 

Maximum Likelihood method, Tamura-Nei Model [18], 

Bootstrap 1000. 
 

3. Results 
 

In this study, the coordinate and altitude information of 

the four districts in Kocaeli where mosquito samples 

were collected are shown in Table 1. The COI 

fragments belonging to the collected mosquitoes were 

analyzed by amplifying them three times, to obtain the 

highest quality sequence, and deposited in GenBank. 
 

Phylogenetic analysis of the COI fragments for the 

sequences obtained from both the 4 populations of this 

study and other genera and mosquito species of 

Genbank enabled us to identify 7 species belonging to 

the genera Culex, Aedes, Anopheles, and Culiseta (Table 

2). Findings for each species will be discussed 

separately. 
 

3.1. Aedes geniculatus 
 

9 out of 10 samples were obtained from Kartepe 

(MH392201, MH392202, MH392203, MH392204, 

MH392205, MH463069, MK713997, MK713999, 

MK714000), and 1 of them was from Izmit 

(MK713998). When the G-C ratios of Ae. geniculatus 

were examined, it was found that the values varied 

between 31.2% and 32.3%. When considered together 

with the outgroups, the average G-C ratio was 

determined as 31.6% (17, 18). The average genetic 

distance among mosquitoes belonging to the genus 

Aedes was 0.017 (1.7%) (Data not shown here). 

These results showed the values within the appropriate 

range of variation that could be seen among individuals 

representing the same species. The phylogenetic tree 

created at 0.0100 scale for Ae. geniculatus species is 

shown in Figure 1. 

 

3.2. Aedes albopictus 

 

Seven out of 17 Aedes genera mosquitoes were 

identified as Ae. albopictus as a result of the COI 

barcode gene examination (MK714010, MK714007, 

MK714003, MK713991, MK714006, MK714008, 

MK714009). When the G-C ratios of the samples were 

examined, it was determined that the values of Ae. 

albopictus varied between 30.7% and 32.5%. When 

considered together with the outgroups, the average G-C 

ratio was found as 32.3% (17, 18). The intra-species 

variation rate was determined as 0.16%. The lowest 

genetic distance was found to be 0, and the highest 

genetic distance was 0.0016. It is seen that different 

branches and clades are also separated from the 1000-

repetitive bootstrap phylogenetic tree constructed with 

the sequences of other Aedes species obtained from 

GenBank (Figure 2). 

 

 

Table 1. Mosquito species distributed in four different districts of Kocaeli (n: frequency, m: meter, Lon.: Longitude, 

Lat.: Latitude). 
 

Districts İzmit Derince Başiskele Kartepe 

Geo. Details (Lon., Lat.) 

40.760071,29.928734 40.771936,29.816591 40.640383,29.938674 40.682336,30.136046 

40.822020,29.924783 40.834515,29.903672 40.639618,29.938382 40.656733,30.146763 

Altitude (m) 0-375 78-315 223-232 464-823 

Genus species         

Culex 

pipiens complex 
sp (n=33) 

26 5 2 - 

torrentium 

(n=1) 
- - 1 - 

Aedes  

geniculatus 

(n=10) 
1 - - 9 

albopictus 

(n=7) 
2 3 2 - 

Anopheles 

funestus (n= 1) - - 1 - 

plumbeus (n=1) 1 - - - 

Culiseta  
longiareolata 

(n=1 
1 - - - 

Total  (n=54) 31 8 6 9 
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Table 2. Accession numbers of mosquito species obtained from NCBI for use in phylogenetic trees for the COI 

DNA barcode gene. 
 

Species 
Accession 

numbers 
Species 

Accession 

numbers 
Species 

Accession 

numbers 

Ae. geniculatus KM258304.1 An. funestus MK300232.1 Cx. quinquefasciatus KF407473.1 

Ae. japonicus FJ641869.1 An. funestus MH299888.1 Cx. pipiens molestus FN395171.1 

Ae. notoscriptus MG242508.1 An. eiseni MF172271.1 Cx. torrentium KJ401313.1 

Ae. albopictus MH817529.1 An. darlingi JF923693.1 Cx. pipiens pallens  KC407754.1 

An. funestus KJ522832.1 An. annulipes MG712534.1 Cx. hortensis KJ012068.1 

An. funestus MK300231.1 An. plumbeus KM258215.1 Cx. pipiens KM258167.1 

 

 
 

Figure 1. Molecular phylogenetic tree created by ML method for the COI gene region of Aedes geniculatus. 

 

 
 

Figure 2. Molecular phylogenetic tree created by ML method for the COI gene region of Aedes albopictus 
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Figure 3. Molecular phylogenetic tree created by ML method for the COI gene region of Anopheles funestus (S19 

MH463063) (upper) and Anopheles plumbeus (S9 MH463068) (below). 

 

 

 
 

Figure 4. Molecular phylogenetic tree created by ML method for the COI gene region of Culiseta longiareolata. 
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Figure 5. Molecular phylogenetic tree created by ML method for the COI gene region of Cx. pipiens complex sp.
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3.3. Anopheles funestus and Anopheles plumbeus 
 

One of the samples in Izmit was identified as An. 

plumbeus while in Başiskele An. funestus was found. 

When the G-C rates of An. plumbeus were examined, 

its ranged varied between 29.79% and 32.37%. When 

considered together with the outgroups, the average 

G-C ratio was determined as 31.09% [17, 19]. On the 

other hand, An. funestus was determined to vary 

between 29.86% and 34.99% in terms of G-C content 

[17, 18]. Phylogenetic trees obtained at 1000 bootstrap 

values are shown in Figure 3. 
 

3.4. Culiseta longiareolata 
 

As a result of the COI gene analysis one sample from 

Izmit was determined as Cs. longiareolata 

(MK713984). When the sequences belonging to other 

Cs. longiareolata species of the world were obtained 

from GenBank to be compared with the samples of 

our study, it was determined that the conserved region 

in the COI gene region was 99.69% and the variable 

region was 0.31%. In the pairwise genetic distance 

matrix created based on the Tamura 3-parameter 

model, the average genetic distance between 

mosquitoes belonging to the genus Culiseta was found 

to be 0.0554 (5.54%). The lowest genetic distance of 

Cs. longiareolata species was found to be 0, and the 

highest genetic distance was 0.0031 (0.31%). The 

phylogenetic tree created in 0.010 scale is shown in 

Figure 4. 
 

3.5. Culex species complex 
 

As a result of COI analysis, from mosquito species 

collected, 26 in Izmit, 5 in Derince, and 2 in Başiskele 

were determined as Cx. pipiens complexes. In addition, 

1 sample in Başiskele was identified as Cx. torrentium. 

When the G-C rates of 33 Cx. pipiens complex sp. 

samples were examined, it was found that they varied 

between 30.70% and 32.25%. When considered 

together with the outgroups, the average G-C ratio was 

determined as 31.25% (Tamura & Nei, 1993; Kumar et 

al., 2018). Sequence data were depozited in GenBank 

(MH463070, MK713980, MH463067, MH463066, 

MH463065, MH463071, MH463059, MH463064, 

MH463072, MH463073, MH463061, MH463060, 

MK713981, MK713982, MK713983, MK713985, 

MK13983, MK713985, MK13983, MK713993, 

MK713994, MK713995, MK713996, MK714001, 

MK714002, MK714004, MK714005, MK714011, 

MK714012, MK714013). KM258167.1 (Cx. pipiens), 

KF407473.1 (Cx. quinquefasciatus), FN395171.1 (Cx. 

pipiens molestus), KJ401313.1 (Cx. torrentium), 

KC407754.1 (Cx. pipiens pallens), KJ012068.1 (Cx. 

hortensis) and KJ012174.1 (Cx. theileri) were chosen as 

the outgroups to the phylogenetic tree. The average 

genetic distance between mosquitoes belonging to the 

genus Culex was found to be 0.0137 (1.37%). The 

phylogenetic tree created at 0.020 scale is shown in 

Figure 5. 

 

3.6. Culex torrentium 

 

When 1 Cx. torrentium (MH463062) obtained from 

Başiskele was evaluated together with the outgroups 

selected from GenBank, it was found that there were 

differences in 2 nucleotides (0.31%) on a region with 

634 base pairs long, and the genetic distance between 

mosquitoes of the same breed was 0.018 (1.8%). The 

phylogenetic tree created at 0.0050 scale is shown in 

Figure 6.

 

 
 

Figure 6. Molecular phylogenetic tree created by ML method for the COI gene region of Cx. torrentium. 
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4. Discussion and Conclusion  

 

Considering that Aedes, Anopheles, and Culex 

mosquitoes are vectors for many important diseases, 

detailed information is needed on distribution and 

epidemiology of these mosquito species [4]. Studies on 

mosquitoes in Turkey have been generally based on 

morphology. Despite this, there have also been studies 

at the molecular level on the detection of mosquito 

species in recent years [2, 5, 6, 10, 20]. 

 

Mosquitoes belonging to the Culex genus are common 

in all climate types in our country. In our study, 34 out 

of 54 mosquitoes consist of two species belonging to the 

genus Culex. One of them belonged to Cx. torrentium 

and the others to the Cx. pipiens complex mosquitoes. 

Mosquitoes of the Cx. pipiens complex include species 

named as Cx. pipiens form molestus, Cx. pipiens form 

pipiens and Cx. quinquefasciatus. Unfortunately, these 

sibling species, whose identifications were difficult 

regarding morphology, could not be detected separately 

with the COI barcode gene in our study either. In the 

BLAST application of the NCBI genome database, the 

% similarity rates of these sibling species were almost 

the same. In our opinion, the COI barcode gene is not 

strong in distinguishing Cx. pipiens complex species. 

Thus, in the study by Laurito et al. [21] on Culex 

species in Argentina and Brazil using the COI gene, 

they pointed out that they were able to define species at 

the rate of 69%, but the remaning could be misidentified 

or not be identified. Şahingöz Demirpolat et al. [4] 

sampled 1052 female mosquitoes in their field study and 

analyzed 315 of them morphologically with diagnostic 

keys. As a result, they determined that 311 samples 

showed Cx. pipiens band profiles with ACE-2 and 

CQ11 microsatellite analysis. The remaining 4 samples 

were found to be hybrids of Cx. pipiens form pipiens 

and Cx. pipiens form molestus by microsatellite analysis 

(4). 

 

In a study for molecular identification of the Cx. pipiens 

subspecies, the number of TG dinucleotide repeats in 

the microsatellite CQ11 region were compared [22]. 

Since there is no Cx. torrentium species in North 

America, the technique used in the study was effective 

in separating for Cx. pipiens s.s., Cx. pipiens form 

molestus, and Cx. quinquefasciatus. However, another 

study conducted in England reported that it would be 

insufficient to diagnose the above-mentioned species in 

the genus Culex with the COI DNA barcode gene and 

CQ11 region, and therefore it was shown that these 

genes could not be used for screening in Europe [23]. 

 

According to Morçiçek et al. [24], although Cx. pipiens 

and Cx. quinquefasciatus are two different species in 

terms of physiology and behavior, they found the 

interspecific genetic sequence difference was 0.2%. 

However, it has been suggested that in most Diptera 

species, greater than 2% sequence divergence in the 

COI gene is a threshold level for species limitation [25, 

26]. 

 

Although there are some specific limitations in the use 

of DNA-based methods in the identification and 

classification of species, it has significant advantages 

compared to the use of conventional taxonomic 

methods. This sensetive method   can be used in routine 

labs, and can make a more accurate and powerful 

diagnosis. The COI is the slowest changing region of all 

mitochondrial protein-encoding genes and is generally a 

good molecular tool in evolutionary genetic and 

interspecific and intraspecific variability studies [24]. 

However, as can be seen in this study, the COI gene was 

not effective in distinguishing Cx. pipiens sibling 

species.  

 

Cx. pipiens, and Cx. torrentium are two morphologically 

similar sister species. When the Cx. torrentium (S25-

MH463062) from our study was compared with the Cx. 

torrentium species from the study by Günay et al. [27] 

(KJ012236, KJ012242, and KJ012238) the similarity 

rate was found to be 100%. Likewise with Cx. 

torrentium samples recorded in data banks from 

different countries (KJ401313.1 (Denmark), 

HF562557.1 (Germany), KU756484.1 (Austria), and 

MH807265.1 (Austria)) the similarity rates were found 

to be quite distinctive and between 99.84% and 100%. 

With the present study, the first records for the Cx. 

pipiens complex and Cx. torrentium species in Kocaeli 

were created with the COI barcode gene. 

 

Ae. geniculatus, which we recorded in the NCBI 

genome database, showed a similarity between 99-

100% compared with the those from other countries. 

For Ae. geniculatus, which can be adapted to the waters 

accumulating in tree hollows during pre-adult periods 

[2] and has been registered previously in the Antalya, 

Bursa, Rize, Samsun, Edirne and Kırklareli provinces in 

Turkey [2, 28, 29], our study also determined it at the 

molecular level based on the COI gene region in 

Kocaeli and stored to NCBI-Nucleotide. 

 

When the records in GenBank were compared, the 

similarity rate of the 7 Ae. albopictus we identified was 

between 99.8-100%.  Ae. albopictus, known as the 

Asian Tiger Mosquito, has the potential to transmit 

approximately 32 viruses such as Dengue fever, Zika 

virus, Japanese encephalitis, Yellow fever, Western 

equine encephalitis, Venzuella equine encephalitis [29]. 

Öter et al. [30] was the first to identify the Ae. 

albopictus species based on the DNA barcoding method 

in Kashan and Ipsala from the Thrace Region in Turkey. 

It was also detected in the Eastern Black Sea [31], the 

Black Sea coasts of the Thrace region and some districts 

of the European side in Istanbul, and registered to 

GenBank [2, 29]. In a study based on morphology, it 

was reported that Ae. albopictus specimen was found 

for the first time in Izmit-Kocaeli in August 2018 [32]. 
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In our study carried out between June 2017 and 

September 2018, we also detected the same type of 

mosquito sample by using the COI barcode gene in 3 

different locations in Kocaeli and recorded its 

information in the gene database. In a study conducted 

by Tuna Türkozan [13] using mitochondrial ND5 and 

COI genes, this mosquito species was detected in a large 

region including the Eastern Black Sea and the Thrace 

region. Then, in our study, it was also detected in a 

small region between mentioned areas and its first 

record at the molecular level was created by us.  

Therefore, it can be stated that Ae. albopictus is a 

mosquito species spreading along the Black Sea coast 

based on the data obtained from both this study and a 

study reported by Türkozan (2020). 

 

An. plumbeus specimen with accession number 

MH463068 was 100% similar to the Belgian specimen, 

An. plumbeus with access number KM258215.1. An. 

funestus specimen, accession number MH463063 was 

slightly weaker supported by NCBI-registered species, 

at approximately 88%.  It showed 87.81% similarity 

with the Kenya sample with the access number 

MK300231 and 87.71% with the American sample with 

the access number KJ522832.1. Unfortunately, we 

could not find any sample registered in GenBank from 

Turkey for An. funestus, so we did not have the 

opportunity to make a comparison. An. plumbeus has 

been reported to be found in forest areas up to 1200 m 

above sea level [33]. In our study, An. plumbeus was 

obtained at 225 m above sea level, while An. funestus 

was at 341 m in the forest area. 

 

Cs. longiareolata, a vector for brucellosis, avian 

influenza and West Nile encephalitis, can be found in 

many areas such as swamps, septic tanks, and drainage 

channels, although it is found in similar habitats to 

Culex mosquitoes. Although it is known to be zoophilic, 

it is rarely fed with human blood [34]. According to the 

analysis results of Cs. longiareolata from NCBI 

BLAST, it was found to be 99.69%-99.85% similar to 

samples with access numbers JQ388785.1, 

MK170087.1, and HG931139.1. In a thesis study 

conducted by Günay [2] in 2015, mosquitoes belonging 

to the Cs. longiareaolata species of the Allotheobaldia 

subgenus obtained from different cities were studied 

and 13 haplotypes within this species were determined. 

The first COI registration at Genbank for Cs. 

longiareolata, which was also found in Kocaeli, was 

achieved with this study. 

 

In this study, the mitochondrial COI barcode gene was 

used. This barcode gene has high discriminatory power 

for Aedes, Anopheles, and Culiseta species, whereas it is 

effective for only one Cx. torrentium within Culex 

species. It was not possible to distinguish the sibling 

species belonging to the Cx. pipiens complex by using 

this DNA barcode gene. Knowing which barcode genes 

should be used for the definitive identification of vector 

mosquitoes at the molecular level and species basis will 

enable us to reach practical information more easily. For 

this reason, to researchers who wish to study the 

phylogenetics of mosquito species, we suggest that they 

can try the following nuclear genes: IGS (Intergenic 

Spacer), ITS1 (Internal Transcribed Spacer 1), 

mitochondrial protein-coding regions ND1 (NADH 

dehydrogenase 1), ND2 (NADH dehydrogenase 2), 

COII (Cytochrome Oxidase Subunit 2), and cytb 

(cytochrome b apoenzyme). 

 

As a result, from a total of 54 mosquito samples 

collected in Kocaeli between June 2017 and September 

2018, 7 species belonging to 4 genera were identified 

with a molecular analysis based on the mitochondrial 

COI barcode gene. With this study, the first molecular 

records for the mosquito species in Kocaeli were 

created. The limitation of the study might be sample 

size which was relatively small. 
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Abstract 

 

A parallel or offset curve is defined as a curve whose points are a fixed distance from a given curve. 

These curves are not parallel transport. Often, it has a more complex mathematical structure than the first 

curve. Offset curves are important in numerically controlled machining, for example, where a biaxial 

machine defines the shape of the cut made with a round cutting tool. In this study, the quasi parallel curve 

is defined with the help of the quasi frame of a given curve. According to all selections of the projection 

vector, the quasi frame equations of this curve are expressed in terms of the quasi elements of the given 

curve. The curvatures of the quasi parallel curve were obtained depending on the quasi curvatures of the 

main curve. The study was supported by examples. The examples confirm that the quasi parallel curve is 

not parallel transport.  

 

Keywords: Space curves, parallel curves, Frenet frame, q-frame 

 

1. Introduction 

 

Curves are the building blocks of differential geometry. 

The study of special curves has an important place in 

the theory of curves. A parallel curve or offset is 

defined as a curve whose points are at a constant normal 

distance from a given curve.  Some of the offset curves 

that have been subject to many studies are involute 

evolute offsets, Bertrand offsets, Mannheim offsets 

curves. The authors studied Mannheim partner curves 

[1, 2]. The offset surface of a surface is at a constant 

distance from the surface. The offset surface appears as 

the expansion or contraction of the main surface. The 

authors are define Bertrand offset ruled surfaces and 

investigate the developable ruled surface conditions of 

these surfaces, [3]. In [4], They using networks of 

bicubic patches for approximating the offsets to general 

piecewise parametric surfaces. In [5,6], the authors are 

define the Mannheim offsets and the involute-evolute 

offsets of ruled surfaces. Offset surfaces are also seen in 

other subjects, [7,8].  Parallel curves are important, for 

example, in numerically controlled machining, where a 

two-axis machine defines the shape of the cut made 

with a circular cutting tool. The authors investigated 

motion of parallel curves and surfaces in Euclidean 3-

space, [9]. The Frenet frame defined on the curve gives 

the properties of the curve. Alternative frame definitions 

are available in the literature for cases where the Frenet  

 

 

frame cannot be defined. Rotation minimizing frame, 

which is among the most important of these, was 

defined by bishop, [10]. In [11], they defined a new 

frame for a space curve called as the q-frame. This 

frame can be defined even along a line. They They 

obtain some conditions for the given curve to be the 

inextensible flows of curves using the q-frame, [12]. 

The authors have researched the translation surfaces 

using q-frame, [13]. In [14] by using directional quasi 

fields , they obtain new optical conditions of quasi 

magnetic Lorentz flux. The authors have found relations 

between the motion of curves according to q-frame and 

the motion of their spherical image,[15].  In this paper, 

we define parallel curve using the q-frame of a curve 

and obtain its q-frame and q-curvature according to q-

frame of given curve. Also, the study was supported by 

examples. 

 

2. Materials and Methods 
 

Let 
3: I IR → , ( )s s→  be a unit speed curve. 

The orthonormal frame ( ) ( ) ( ) T s ,  N s ,  B s  is 

called the Frenet frame of the curve  , where 

( ) ( ) ( )T s ,  N s ,  B s  are the unit tangent, the 

principal normal and the binormal vector fields of  , 

respectively, and they are defined by 
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( ) ( )

( ) ( ) ( )

( ) ( ) ( )

T s     s ,  

N s     s  s ,  

B s   T s   N s .

=  

=   

= 

P P              (2.1) 

 

The curvature ( ) s and torsion ( ) s of α are given 

by ( ) ( ) s   s = P P , ( ) ( ) ( ) s  N  s ,  B s = 

. Then the famous Frenet formula is,  

                                          

( )

( )

( )

( )

( ) ( )

( )

( )

( )

( )

T s 0 s 0 T s

N s s 0 s N s

 B s  0 s 0 B s

      
     

 = −      
      −     

 .   (2.2) 

 

The q-frame  q qT,  N ,  B ,  k  of the curve ( )s is 

given by 

                                         

( )

( )
q q q

' s T k
T , N , B T N

T k' s

 
= = = 


,           (2.3) 

 

where k is the projection vector. 

 

If  T and k are parallel, then the projection vector can be  

k = (1, 0, 0)  or  k = (0, 1, 0) or k = (0, 0, 1), [11]. 

The relationship matrix between the Frenet frame 

 T ,  N ,  B  and the q-frame  q qT,  N ,  B ,  k  of 

the curve ( )s is given by 

                                                            

           
q

q

T 1 0 0 T

N 0 cos sin N

 B  0 sin cos B

     
     

=       
     −      

   ,          (2.4)   

                     

where the angle θ between the principal normal N  and 

quasi-normal  qN  vectors. The first-order angular 

variation of the q-frame may be expressed as 

                                                                           

           

1 2

q 1 3 q

q 2 3 q

T '  0 k k T

N ' k 0 k N

 B'  k k 0 B

    
    

= −    
    − −    

,       (2.5) 

 

where 1 2 3k    cos ,  k   sin ,  k   d   =   = −  =  +    

are the q-curvatures of the curve ( )s ,[11] 

 

 

 

 

2. Results and Discussion 

 

Definition: The quasi parallel curve or q-parallel curve 

( ) s of a unit speed curve ( )s is defined by as  

                                                           

                  ( ) ( ) ( )q s   s   dB s =  +             (3.1) 

where d is a nonzero real constant, ( )s  s s= is the 

arc length of ( )s and ( )qB s is q-binormal vector 

fields of the curve ( )s ,and 

( ) ( )
2 2

2 3ds / ds  1/  1 dk dk . = = − +  

 

If the derivative is taken from Eq. (3.1) according to the 

arc length s and usinq Eq. (2.5), then the tangent vector 

T  of q-parallel curve ( ) s   is  

                                                        

                   ( )2 q31 dk TT Nd k − − = .         (3.2) 

The q-normal vector qN and q-binormal vector 
q

B  of 

q-parallel curve ( ) s are    

                                                                 

              q qq

T k
N , B T N ,

T k


= = 


             (3.3) 

 

where k is the projection vector. 

 

Usinq Eqs. (3.1) and (3.3), we can write as follows 

corollories. 

 

Corollary 1.  If choosen the projection vector k = (1, 0, 

0) , then the relationship between the q- frame 

 qqT ,  N  ,  B   of  q-parallel cuve ( ) s  and the 

q-frame  q qT,  N ,  B  of the curve ( )s is given by 

 

                  

1 2 q

q 2 q

2

q 2 1 2 q

T k T k N

N k B

 B k T k k N

= −

=

= − −

 ,                 (3.4) 

 

where ( )1 2 2 3k 1 dk , k d k=  − =  . 

 

Corollary 2.  If choosen the projection vector k = (0, 1, 

0)  , then the relationship between the q- frame  
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 qqT ,  N  ,  B   of  q-parallel cuve ( ) s  and the 

q-frame  q qT,  N ,  B  of the curve ( )s is given by 

                                                    

                  

1 2 q

q 1 q

2

q 1 2 1 q

T k T k N

N k B

 B k k T k N

= −

=

= − −

  ,                 (3.5) 

 

where ( )1 2 2 3k 1 dk , k d k=  − =  . 

 

Corollary 3.  If the projection vector k = (0, 0, 1)  , then 

the relationship between the q- frame 

 qqT ,  N  ,  B   of  q-parallel cuve ( ) s  and the 

q-frame  q qT,  N ,  B  of the curve ( )s is given by 

                                                          

               

1 2 q

q 2 1 q

2 2
q 1 2 q

T k T k N

N k T k N ,

 B k k B

= −

= − −

 = − + 
 

                   (3.6) 

 

where ( )1 2 2 3k 1 dk , k d k=  − =  . 

 

Example  1: The unit speed helix curve 

( )
3 3 4

s sin s, coss, s
5 5 5

 
 =  

 
 (Figure 1., blue), has 

the  following q-frame 

                                                                 

                  ( )q

q

3 3 4
T coss, sin s,

5 5 5

N sin s, coss,0

4 4 3
B coss, sin s,

5 5 5

 
= − 
 

= − −

 
= − − 
 

, 

 

where the projection vector is  k = (0, 0, 1) . 

The q-parallel curve ( ) s of the curve ( )s is 

                                          

                 ( )

3

5
 s

3

32
cos s + sin s,

5

32
cos s sin s,

4 24
s

5 5 55

=

−

 
 

  
 − 
 

 

 

where d=8, (Figure 1., red). 

 

 
 

Figure 1. The helix curve and its q-parallel curve. 

 

Example 2 : The curve ( ) ( )3 2s s ,s,s =  (Figure 2., 

blue), has the  following q-frame 

                                         

        

( )

( )

( )( )
( )

2

4 2

2

q
4

3 4

q
4 2 4

1
T 3s ,1,2s

9s 4s 1

1
N 1, 3s ,0 ,

9s 1

1
B 6s ,2s, 9s 1

9s 4s 1 9s 1

=
+ +

= −
+

= − −
+ + +

 

                        

where the projection vector is  k = (0, 0, 1) . 

The q-parallel curve ( ) s of the curve ( )s is  

                              

      ( )

( )( )

( )( )

( )

( )( )

3

4 4 2

4 4 2

4

2

4 4 2

48
s ,

9s 1 9s 4s 1

16s
 s s+ ,

9s 1 9s 4s 1

8 9s 1
s

9s 1 9s 4s 1

 
 

+ 
+ + + 

 
 
 

+ + + 
 

+ 
− 

 + +


=

+


 

 

where d=8, (Figure 2., red). 
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Figure 2. The curve ( )s  and  its q-parallel curve. 

 

Example 3: The curve 
 

( )
4 3

s coss,1 sin s, coss
5 5

 
 = − − 

 
  

 

(Figure 3., blue), has the  following q-frame 
                                         

        

q

q

4 3
T sin s, coss, sin s

5 5

3 4
N ,0, ,

5 5

4 7 3
B coss, sin s, coss

5 25 5

 
= − − 
 

 
= − − 
 

 
= − − − 
 

 

                        
where the projection vector is  k = (0, 1, 0) . 

The q-parallel curve ( ) s of the curve ( )s is  

 

( )
36 19 33

 s coss,1- sin s, coss
5 5 5

 
 − − 

 
=  

where d=10, (Figure 3, red). 
 

 

Figure 3. The curve ( )s  and its q-parallel curve. 

 

3. Conclusion 
 

The parallel or offset curve points is a curve with a 

fixed distance from a given curve which are not parallel 

transport. In this study, we defined the q-parallel curve 

of a given curve. The equations of the q- frame of  the 

q-parallel curve  were obtained according to q-frame of 

given curve. Also, the curvatures of q-parallel curve are 

obtain. It was supported by the examples given that the 

q-parallel curve is not a parallel transport of the main 

curve. 
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Abstract 

 

In this study, 70 nm-sized and nanorod-shaped ZnO NPs concentrations (0.5, 1, 2.5, 5, and 10 µg/10 µl) 

was force-fed to fourth instar (110 ± 20 mg) Galleria mellonella (Lepidoptera: Pyralidae) larvae. The 

effects of ZnO NPs on plasmatocyte, granulocyte, spherulocyte, prohemocyte, oenocytoid, and 

coagulocyte numbers in hemolymph of G. mellonella larvae was determined. Results showed that treating 

G. mellonella with 10 μg/10 µl ZnO NPs significantly decreased spherulocytes numbers, whereas numbers 

of plasmatocyte, granulocyte, prohemocyte, oenocytoid, and coagulocyte numbers did not differ 

significantly when compared to the control group after 24 h force feeding treatment. There was a 

statistically significant difference between the experimental groups in the prohemocyte numbers of larvae 

that exposed to 1 and 5 μg/10 µl ZnO NPs. 

 

Keywords: Galleria mellonella, Hemocyte Type, Nanoparticle, Zinc Oxide.  

 

1. Introduction 

 

 

 

Nanomaterials are material arrangements at a scale of 

about 1 to 100 nanometers in length that have unique 

features because of their size [1]. Different sizes and 

diameters of nanomaterials are frequently used in a 

variety of industrial fields because of the rapid 

development of nanotechnologies [2]. Zinc oxide 

Nanoparticles (ZnO NPs), because of their absorption 

of UV light, their catalytic, antimicrobial,  

semiconducting, the use of nanoparticles in consumer 

products is currently increasing [3]. Because of such 

intensive use of nanoparticles, reliable methods for 

predicting any associated toxicity are important [4]. 

Today, there are some studies on nanoparticle toxicity 

that have been carried out using model experimental 

organisms with force-feeding method [5-8]. With 

force-feeding method, the changes that occur in the 

larvae after the material used in the experiment can be 

reliable and timing of the changes taking place is 

possibly [9]. Galleria mellonella L. (Lepidoptera: 

Pyralidae) larvae are a good model for carrying out 

toxicity studies [10]. Additionally, G. mellonella is a 

very inexpensive insect species which can be 

produced in large numbers under laboratory 

conditions. In our previous study, we determined the 

lethal concentration values of ZnO NPs on the fourth 

instar G. mellonella, effects of different ZnO NPs 

concentrations (0.5, 1, 2.5, 5 μg/10 µl) on the 

hemocyte counts, and the percentage of dead cells of 

larvae with two different methods [5]. Also, 

transmission electron microscopy image, lethal 

concentration 50 (LC50) values of ZnO NPs, and the 

percentage of dead cells of force fed G. mellonella 

larvae after 24 h the treatments have been described 

by us [5]. But the objective of the present study is to 

evaluate the effect of nanorod-spahed ZnO NPs on 

hemocyte types in G. mellonella. For this purpose, the 

effects of the ZnO NPs (0.5, 1, 2.5, 5, and 10 µg/10 

µl/larva) was tested in the hemolymph of G. 

mellonella larvae after ZnO NPs exposure by the 

force-feeding method. In addition, a different ZnO NP 

(10 μg/10 µl ZnO NP) concentration was additionally 

tested for the first time with this study. 
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2. Materials and Methods 

2.1. Insects 

 

Different life stages (egg, larvae, and pupae) of G. 

mellonella were obtained from the infested midrib of 

the wax combs.  

 

2.1.1. Insect diet 

 

The collected samples were placed and reared with 

wax combs in jars (1 l capacity). The eggs laid by the 

adult moths who had emerged were also collected. 

The first stage larvae hatched from the eggs were 

again placed and reared with wax combs in jars (1 l 

capacity). The control (untreated) and experiment 

group larvae (NP treated) were reared in dark 

conditions at 27 ± 4 ºC with 60 ± 5% relative 

humidity. All insect rearing cultures and experimental 

studies of NPs were studied at Avanos Vocational 

School of Fine Arts Avanos, Nevşehir, Turkey. Fourth 

instar (110 ± 20 mg) G. mellonella larvae were used in 

all, force-feeding studies [5].  

 

2.2. Chemicals and Materials 

 

The nanoparticle used in this study is a commercial 

product of Alfa Aesar (Zinc oxide, NanoShield®, 70 

nm, ZN-3008C, 50% in H2O, colloidal dispersion with 

cationic dispersant, Karlsruhe, Germany). Other 

materials used in the experiment are distilled water, 29 

gauge micro-fine insulin syringe, ultrasonic bath 

sonicator (Isolab, Turkey), 20 ml plastic containers, 

giemsa stain solution (Bertek Chemistry, Lot no: 

P260417), filter paper (Grade 4, Whatman, Dia. 150 

mm), Swift SW380T microscope (China), and Swift 

microscope camera (China) [5]. 

 

2.3. Force-Feeding Treatment 

 

Firstly, stock concentrations of ZnO NPs (0.5, 1, 2.5, 

5, and 10 µg/μL) were prepared. Then, they were 

sonicated for 10 min of duration with a bath-type 

sonicator [5]. 110 ± 20 mg weighed larvae were force-

fed with 10 μL of the homogenized ZnO NPs 

concentrations (0.5, 1, 2.5, 5, and 10 µg/μL) or 10 μL 

distilled water with a micro-fine insulin syringe (29 

gauges) [5, 11]. Postforce-feeding treatment, each 

larva was kept in a sterile plastic box (20 ml) without 

natural wax in dark conditions at 26 ± 3 °C with 60 ± 

5% relativel humidity. Hemocyte types and numbers 

in the hemolymphs of the control and experimental 

group larvae were determined by a giemsa staining 

method for 24 h post force-feeding treatment. 

2.4. Use of Giemsa to Stain Hemocytes for 

Classification by Light Microscope 

 

The dye-staining steps of the insect hemocytes were 

carried out at room temperature based on [7] with 

some modifications as follows. Giemsa stain was 

diluted 1:4 with distilled water. The diluted stain 

solution was filtered by whatman paper. Larvae were 

drilled from the first segment on the back of the head 

with a fine needle, and 5 μL hemolymph was taken 

with a micropipette. Hemolymph was smeared onto 

clean and dry slide immediately. Slides were 

incubated in 96% ethanol for 5 min. Afterwards, it 

was waited until the ethyl alcohol completely 

evaporated from the slides. Then a giemsa protocol 

was applied. The diluted giemsa solution was dropped 

onto the slides and the dye was allowed to stain the 

hemocytes for 15 min. The slides were washed in 

distilled water for 2 min. Finally, the slides dried for 

15 min at room temperature, and then they mounted 

on a coverslip with entellan. 200 hemocytes were 

randomly selected in each slide. Each slide was 

scanned under a light microscope (Swift SW380T, 

China) at a magnification of 1000x with a Swift 

microscope camera (China). The types of these 

selected hemocytes (plasmatocyte, granulocyte, 

spherulocyte, prohemocyte, oenocytoid, and 

coagulocyte) were classified (Figure 1) and counted 

separately according to [12, 13]  Five larvae were 

examined for each experimental group and were 

replicated three times. A total of 18.000 hemocytes 

were examined one by one at random, and the type of 

each hemocyte was determined and counted. The 

significance levels of differences between the control 

and experimental groups were determined separately 

for each type of hemocytes. 

 

2.5. Statistical Analysis 

 

IBM-SPSS (Version 20.0) was used for mean numbers 

of plasmatocyte, granulocyte, spherulocyte, 

prohemocyte, oenocytoid, and coagulocyte analysis of 

G. mellonella. The parametric Tukey test was used for 

when data were normally distributed [14].   

 

3. Results and Discussion 

3.1. Hemocyte Types  

 

The hemocytes were classified into six morphotypes, 

as plasmatocyte (Figure 1.a), granulocyte (Figure 1.b), 

spherulocyte (Figure 1.c), prohemocyte (Figure 1.d), 

oenocytoid (Figure 1.e), and coagulocyte (Figure 1.f).  
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Figure 1. Types of hemocytes in Galleria mellonella larvae stained with Giemsa; a. plasmatocyte, b. 

granulocyte, c. spherulocyte, d. prohemocyte, e. oenocytoid, f. coagulocyte (measure bar: 10 μm; X100). 

 

When we summarize the morphology and functions of 

the counted and typed hemocytes; plasmatocyte, 

granulocyte, spherulocyte, prohemocyte, oenocytoid, 

and coagulocytes are types of hemocytes that can be 

found in G. mellonella and some insect species [12, 

13]. Granulocytes and plasmatocytes are the only 

hemocytes adhering to foreign organisms, so they can 

participate in phagocytosis, encapsulation and 

nodulation [15, 16]. Plasmatocytes are usually 

spindle-shaped (10-20 μm) or round (about 10 μm in 

diameter) (Figure 1.a) [17]. Granulocytes are highly 

nonameboid, round or oval cells, 12-16 μm in 

diameter, with a central nucleus that is often masked 

by large numbers of granules, 1-1.5 μm in diameter 

(Figure 1.b) [17]. Spherulocytes are responsible for 

the synthesis and transportation of 

mucopolysaccharidic components of the cuticle.  They 

are ovoid or round cells of varying sizes (9-25 μm in 

length and 5-10 μm in width) and usually larger than 

granulocytes (Figure 1.c) [15-17]. Prohemocytes are 

considered stem cells, capable of mitotic division and 

specialized hemocyte differentiation [15, 16]. 

Prohemocytes are small, round to oval cells with a 

thin cytoplasmic margin, about 6-13 m in diameter 

(Figure 1.d) [17].  Oenocytoids contain the 

cytoplasmic form of phenol oxidase, do not adhere to 

foreign bodies. They are small to large, thick, oval, 

spherical or elongated cells of highly variable sizes 

and shapes (16-54 μm or more) (Figure 1.e) [15, 16]. 

Coagulocytes generally range from small to large cells 

(3-30μm long), spherical, transparent, fragile, and 

combine the characteristics of granulocytes and 

oenocytoids [17, 18].  

3.2. Effects of (ZnO NPs) on Hemocytes Types of 

G. mellonella  

 

The effects of ZnO NPs on mean numbers of 

plasmatocyte, granulocyte, spherulocyte, 

prohemocyte, oenocytoid, and coagulocyte in 

hemolymph of G. mellonella larvae was given in 

Table 1 below. Microscopic observations indicated 

that plasmatocytes were the most frequent hemocyte 

type. Also, plasmatocytes, granulocytes, and 

sphrerulocyte are the most numerous cells in the 

hemolymph of G. mellonella (Table 1). Coagulocytes 

were the least seen hemocyte type among hemocyte 

types. The mean numbers of six different hemocyte 

types according to the lowest and highest values in the 

table were as follows: 102.2 (1 μg/10 µl ZnO NPs) to 

111.73 (5 μg/10 µl ZnO NPs) for plasmatocytes, 60.46 

(5 μg/10 µl ZnO NPs) to 76.53 (10 μg/10 µl ZnO NPs) 

for granulocytes, 9.93 (10 μg/10 µl ZnO NPs) to 18.2 

(control group) for spherulocytes, 4.73 (1 μg/10 µl 

ZnO NPs) to 11.13 (5 μg/10 µl ZnO NPs) for 

prohemocytes, 1.40 (10 μg/10 µl ZnO NPs) to 2.53 

(1 μg/10 µl ZnO NPs) for oenocytoids, 0.46 (control 

and 0.5 μg/10 µl ZnO NPs) to 1.13 (10 μg/10 µl ZnO 

NPs) for coagulocytes. When evaluated in terms of the 

response of different hemocytes to the ZnO NPs 

exposure to the density of hemolymph, no statistically 

significant difference was observed between the 

control and experimental groups, except for the 

spherulocytes population (Tukey Test, Plasmatocyte: 

F: 0.534; df: 5; sig: 0.750, Granulocyte: F: 1.874; df: 

5; sig: 0.108, Spherulocyte: F: 2.421; df: 5; sig: 0.042, 

Oenocytoid: F: 0.857; df: 5; sig: 0.514, Coagulocyte: 
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F: 0.981; df: 5; sig: 0.434) (Table 1). The mean 

number of spherulocytes significantly decreased 1.83 

times in larvae exposed to the highest concentration of 

ZnO NPs (10 μg/10 µl) when compared to the control 

group. The mean number of G. mellonella larval 

prohemocytes that exposed to 5 μg/10 µl ZnO NPs 

was 2.35 times higher than the larvae exposed to 

1 μg/10 µl ZnO NPs concentration (Table 1). This 

2.35-fold increase in prohemocyte mean was 

statistically significant (Tukey Test, Prohemocyte: F: 

3.069; df: 5; sig: 0.014) (Table 1).

 

Table 1. Effects of ZnO NPs on mean numbers of plasmatocyte, granulocyte, spherulocyte, prohemocyte, 

oenocytoid, and coagulocyte in hemolymph of Galleria mellonella larvae (Mean ± Standard Error). 

Concentrations 

of ZnO NPs 

(µg/10 µl) 

Plasmatocyte 

(Meanb ± 

SE)c 

Granulocyte 

(Meanb ± 

SE)c 

Spherulocyte 

(Meanb ± 

SE)c 

Prohemocyte 

(Meanb ± 

SE)c 

Oenocytoid 

(Meanb ± 

SE)c 

Coagulocyte 

(Meanb ± 

SE)c 

0a 110.26 ± 4.22a 62.6 ± 4.86a 18.2 ± 2.49a 6.73 ± 0.98ab 1.73 ± 0.38a 0.46 ± 0.27a 

0.5 107.33 ± 5.3a 70.73 ± 4.1a 11.33 ± 1.8ab 8.2 ± 1.81ab 1.93 ± 0.57a 0.46 ± 0.23a 

1 102.2 ± 4.9a 76.4 ± 5.56a 13.13 ± 1.83ab 4.73 ± 0.86a 2.53 ± 0.47a 1 ± 0.35a 

2.5 111.4 ± 5.27a 64.4 ± 5.15a 14.73 ± 1.65ab 6.33 ± 1.05ab 2.26 ± 0.50a 0.86 ± 0.37a 

5 111.73 ± 5.18a 60.46 ± 6.37a 13.13 ± 1.85ab 11.13 ± 1.97b 2.33 ± 0.39a 1.20 ± 0.29a 

10 106 ± 5.43a 76.53 ± 4.49a 9.93 ± 1.19b 5 ± 0.98a 1.40 ± 0.37a 1.13 ± 0.38a 

a “0” control group.  b Values are the means of three replicates with 5 larvae.  c The difference between groups with different letters in the same column is statistically significant. 

 

It has been reported by [19] that ZnO NPs cross the 

gut barrier in the lepidopter species Bombyx mori 

(Lepidoptera: Bombycidae). They demonstrated that 

ZnO NPs can reach the hemolymph and their 

subsequent interaction and/or uptake by the circulating 

hemocytes therein. Besides, they showed that a 

decrease in the percentage of prohemocyte and an 

increase in the percentage of granulocytes and 

plasmatocytes [19]. This may be the reason why the 

lowest mean prohemocyte number and the highest 

granulocyte mean number were observed at 1 and 

10 μg/10 µl ZnO NPs concentrations in our study 

(Table 1). In a study tested with Nomolt insecticide on 

Schistocerca gregaria Forskal (Orthoptera: 

Acrididae), it was determined that spherulocytes were 

the most sensitive cells to the Nomolt whereas the 

oenocytoids showed the least affected cells [20]. 

Similarly, spherulocytes were significantly the most 

sensitive hemocyte type to nanorod-shaped 

10 μg/10 µl ZnO NP concentration when compared to 

the control group in the present study for G. 

mellonella larvae (F: 2.421; df: 5; sig: 0.042) (Table 1) 

due to their fragile structure (Figure 1.c) [20]. In 

addition, the mean number of oenocytoids did not 

differ statistically between the control and 

experimental groups (Table 1). In other words, the 

mean number of the oenocytoids was not significantly 

affected by ZnO NPs. Plasmatocytes and granulocytes 

are the most predominant hemocytes in G. mellonella 

[21, 22]. In our study, firstly, plasmatocytes and then 

granulocytes were found to be denser in control and 

experimental group larvae (Table 1). And the mean 

number of the plasmatocyte and granulocyte did not 

differ statistically between the experimental and 

control group (Table 1). The effects of nanorod-

shaped ZnO NPs on differential hemocyte count have 

not previously been studied. However, in another 

consistent study, [23] studied the effects of 

metyrapone on differential count in Spodoptera 

littoralis (Boisd) (Lepidoptera: Noctuidae). They 

observed that the proportion of plasmatocytes and 

granulocytes did not significantly change from days 4 

to 7. As observed in our study, the fact that there is no 

significant change in plasmatocyte and granulocyte 

values of the insect immune response until the first 7 

days after exposure to a foreign substance makes it 

more understandable. On a kind of stimulus, a labile 

cell resembling a platelet, the coagulocyte frees 

clotting factors in the surrounding hemolymph [24]. 

They are specialized for clotting [25]. [26] noted that 

the differential hemocyte counts (DHC) of 

coagulocytes can be affected by the titre of ecdysone 

in the last larval stage of Heliothis armigera Hübner 

(Lepidoptera: Noctuidae) [26, 27]. The reason why 

there was no significant increase or decrease in the 

number of coagulocytes at 24 h may be due to the 

ecdysone hormone level in fourth instar G.mellonella 

larvae (Table 1). Finally, the reason for the significant 

fluctuations seen in spherulocyte and prohemocytes in 

this study may have arisen from the toxic effects that 

occur as a result of the interaction of zinc oxide NPs 

with these hemocyte types in the hemolymph. Possible 

toxic interactions are summarized by [5, 28-30]. 

According to them, when compared to typical zinc 

forms, ZnO NPs have been shown to permeate into 

cells. After being taken in by the cells, they might 



 

            Celal Bayar University Journal of Science  
            Volume 18, Issue 2, 2022, p 207-212 

            Doi: 10.18466/cbayarfbe.989240                                                                                                                                                        A. 

Eskin 

 

211 
 

cause membrane architecture to deteriorate. The 

cytotoxicity in the cells is caused by their particle 

breakdown, zinc release into the media, or absorption 

by the cells [28-30]. 

 

Conclusion 

 

The aim of this study was to determine the effects of 

nanorod-shaped ZnO NPs on hemocytes types of G. 

mellonella L. For this purpose, different 

concentrations of ZnO NPs were force-fed to fourth 

instar larvae. The toxic effects of ZnO NPs on 

plasmatocyte, granulocyte, spherulocyte, 

prohemocyte, oenocytoid, and coagulocyte numbers in 

hemolymph of G. mellonella larvae was studied. As a 

result of the study, it was understood that treating G. 

mellonella with 10 μg/10 µl ZnO NPs significantly 

decreased spherulocytes numbers. But mean numbers 

of plasmatocyte, granulocyte, prohemocyte, 

oenocytoid, and coagulocyte numbers did not differ 

significantly when compared to the control group after 

24 h force-feeding treatments.  
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Abstract 

 

In this study, 4 Salvia species found in the Aethiopis section distributed in the province of Mardin in the 

Southeast of Turkey between the years 2018-2021 were analyzed comparatively in terms of anatomy. 

Transverse sections taken from the roots, stems, leaves, and petioles of the taxa were examined under a 

light microscope. Salvia brachyantha ssp. brachyantha, Salvia montbretii, Salvia palaestina, and Salvia 

syriaca taxa were analyzed anatomically. S. montbretii and S. syriaca species were analyzed in detail for 

the first time anatomically. In the anatomical examinations, it was observed that the root, stem, leaf, and 

petiole structures of the taxa were similar, but the shapes and sizes, in addition to the tissue layer and pith 

row numbers, were different. As a result, anatomical characters provide important information in the 

differentiation of species. 

 

Keywords: Anatomy,  Mardin, Salvia, taxonomic implication, Turkey 

 

1. Introduction 

 

Salvia L. genus, which constitutes our research subject, 

is one of the richest members of the Lamiaceae family, 

which is popularly known as ‘‘sage’’. Because it is rich 

in essential oils, aromatic and phenological compounds 

and secondary metabolites from most of the species 

belonging to the family; It is used in medicine, 

pharmacy, food, cosmetics, and perfumery. The family 

is a very large family with 236 genera, and 7.534 

species in World [1]. In our country, there are 45 

genera, 546 species, and 731 taxa In Turkey, 89 species 

and 94 taxa were defined in Flora of Turkey and 45 of 

them were recorded as endemic [2]. According to recent 

studies in our country, the number of Salvia species is 

99 Salvia species, 52 (52%) of which are endemic [3]. 

Although the number of studies on this genus has 

increased in recent years, studies on the anatomical 

features of this genus are limited [4-12]. 

 

The anatomical characters of most of the Salvia species 

have not been studied so far. For example, S. montbretii, 

S. suffruticosa, and S. syriaca have not been studied in 

detail anatomically. This study aims to give a detailed 

account of anatomical characteristics of the S. 

brachyantha ssp. brachyantha, S. montbretii, S. 

palaestina, S. syriaca taxa of spreading in Mardin. The 

anatomical significance of these findings is also  

 

discussed with the previous studies on section Aethiopis. 

In addition, our aim with this research is to introduce 

Salvia species with a wide range of uses and to 

contribute to the Flora of Turkey in this direction, as 

well as contribute the literature for the usability of 

anatomy studies in taxonomy. 

 

2. Materials and Methods 

 

The study area is on the Tigris and Euphrates basin in 

southeastern Anatolia, eastern Batman, and Şırnak, west 

Şanlıurfa, north of Diyarbakır, in the south surrounded 

by Syrian soil Mardin, with a surface area of 8.891 km² 

[13] (Figure 1). Mardin is located in the Iran-Turan 

Phytogeographical Region, within the C8 square 

according to the Grid classification system applied by 

Davis [14]. The Mediterranean, terrestrial, and desert 

climates in the region, and the height between the 

mountain and lowland sections at 600-800 m have 

resulted in increased plant diversity. 

 

This study was carried out on Salvia populations 

collected from Artuklu, Kızıltepe, Mazıdağı, and 

Midyat districts of Mardin province between 2018-2021 

(Table I). Plant collection studies were carried out 

between May and September, which are the flowering 

periods of Salvia species. Davis's Flora of Turkey [14] 

and The checklist of Flora of Turkey (Vascular Plants) 

mailto:fatmamungankilic@artuklu.edu.tr
https://orcid.org/0000-0001-6858-3458
https://orcid.org/0000-0002-6408-9660
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[2] were used to determine plant species. Collected 

specimens were stored in falcon tubes in 70% alcohol 

for use in anatomical studies and examined. Cross-

sections were taken from the root, stem, leaf, and petiole 

parts of the plants manually with the help of a razor, the 

preparations were prepared by staining with safranin-

fast green, and their photographs were taken by 

examining them under a microscope with an imaging 

system [15]. As a result of the examination of these 

preparations, anatomical features showing similarities 

and differences between taxa were determined. 

Photographs made with a light microscope were made 

with an Isolab brand microscope in the Department of 

Crops and Animal Production at Mardin Artuklu 

University. The biometric measurement of tissue and 

cells of root, stem, leaf, and petiole are given in Table 2, 

3, 4, 5. 

 

 
 

Figure 1. Distribution map of sect. Aethiopis taxa (.) 

 

Table1. Salvia taxa used for anatomical studies and collected localities. 

Species Collection areas and habitat Collector’s number 

S. brachyantha ssp. brachyantha Turkey, C8 Mardin: Artuklu, Sultanköy Village 

 

M.Kılıç, F.Mungankılıç 

226 

 

S. montbretii Turkey, C8 Mardin: Artuklu, Hamzabey Village, 

Sultanköy Village 

Turkey, C8 Mardin: Midyat, Eskimidyat Village 

M.Kılıç, F.Mungankılıç 

209, 217 

 

 

S. palaestina Turkey, C8 Mardin: Artuklu, Yenişehir Village, Dara 

Village, Eskikale Village, Hamzabey Village 

Turkey, C8 Mardin: Kızıltepe, Uluköy Village 

Turkey, C8 Mardin: Mazıdağı, Ömürlü Village, 

Kebapçı Village 

Turkey, C8 Mardin: Midyat, Eskimidyat Village 

M.Kılıç, F.Mungankılıç 

206, 207,  209, 213 

 

 

 

 

 

 

S. syriaca Turkey, C8 Mardin: Artuklu, Sultanköy Village 

Turkey, C8 Mardin: Mazıdağı, Enginköy Village 

Turkey, C8 Mardin: Midyat, Cumhuriyet Village 

M.Kılıç, F.Mungankılıç 

210, 212, 238 

   

3. Results and Discussion 

 

Transverse sections taken from the root, stem, leaf, and 

petiole of the plants were analyzed in detail and the 

obtained results are outlined below. The taxa are given 

in alphabetical order.  

 

3.1. Root anatomical characteristics 

 

Salvia brachyantha subsp. brachyantha (Bordz.) Pobed: 

The periderm was a crushed thick layer of large cells 

and fragmented in section. Parenchymatous cells under 

the periderm were multi-layered and under it, there are 

several layers of phloem. Cambium was unclear. In the 

xylem, besides the large tracheas, tracheids and xylem 

parenchyma have lignified walls. Pith rays consist of 3-

5 rowed narrow cells. As the xylem occupies the pith, it 

is very narrow (Figure 2, Table 2). 

 

Salvia montbretii Bentham: The periderm was a thick 

layer that was crushed and fragmented in cross-section. 

Beneath the periderm is the multi-layered parenchymal 

cells, and below the parenchyma, several layered 

phloem. Cambium was unclear. In the xylem, besides 

the large tracheas, tracheids and xylem parenchyma 

have lignified walls. Pith rays consist of 1-3 rowed 

narrow cells. The xylem covering the pith region is very 

narrow (Figure 2, Table 2). 
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Figure 2. Root anatomical structure of investigated sect. Aethiopis taxa. A. Salvia brachyantha subsp. brachyantha. 

D. S. montbretii. F. S. palaestina. I. S. syriaca. Pe: Periderm, P: Parenchyma, Sc: Sclerenchyma, Ph: Phloem, X: 

Xylem, Pr: Pith ray, T: Trachea, Pt: Pith region. 
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Table 2. Comparative anatomical measurements root tissues of investigated sect. Aethiopis taxa. 

 

S.D.: Standard Deviation

 

3.2. Stem anatomical characteristics 

 

Salvia palaestina Bentham: The periderm was a thick 

layer that was crushed and fragmented in cross-section. 

Beneath the periderm is the multi-layered parenchymal 

cells, and below the parenchyma, several layered 

sclerenchyma. There are multi-layer of phloem under 

sclerenchyma groups. Cambium was unclear. In the 

xylem, besides the large tracheas, tracheids and xylem 

parenchyma have lignified walls. Pith rays consist of 2-

8 rowed narrow cells. The xylem covering the pith 

region is wider than other taxa (Figure 2, Table 2). 

 

Salvia syriaca L.: The periderm was a thick layer that 

was crushed and fragmented in cross-section. At the 

junction of the periderm and parenchyma, there are 

intermittent sclerenchyma groups in places. Besides, 

under the parenchyma, there are sclerenchyma cells in 

groups in places. There are multi-layer of phloem under 

sclerenchyma groups. Cambium was unclear. In the 

xylem, besides the large tracheas, tracheids and xylem 

parenchyma have lignified walls. Pith rays consist of 2-

6 rowed narrow cells. The xylem covering the pith 

region is narrow (Figure 2, Table 2). 

 

In all taxa were stem clearly quadrangular in the cross-

section. The epidermis, single-layered, was formed by 

oval, square, and nearly rectangular cells and they are 

covered by a thin layer of cuticle. 

 

Salvia brachyantha subsp. brachyantha (Bordz.) Pobed: 

The epidermis is seen that the dimensions of opposite 

corners are close to each other. There are glandular and 

eglandular hairs on the epidermis. Under the epidermis, 

there are 6-7 rows of collenchyma cells concentrated at 

the corners and 3-4 rows of these cells below it.  The 

collenchyma layers consist of ovoidal and quadrilateral 

cells walls. Parenchyma, formed by parenchymatous, 

cubic, and oval cells was 3-7 rowed at the edges and 4-5 

rowed at the corners. 3-5 rows of sclerenchyma were 

located on the vascular bundles. The phloem is of 5-7 

rows. Below the 5-7 rows of phloem is an indistinct 

cambium.  Xylem part was larger than the phloem part. 

The trachea is arranged quite regularly. In the center, 

there is the pith region, which covers a large area. The 

cells in the pith region are polygonal or orbicular 

parenchymatic cells that grow towards the center and 

form triangular spaces between them (Figure 3, Table 

3). 

 

Salvia montbretii Bentham: The epidermis is seen that 

the dimensions of opposite corners are close to each 

other. There are glandular and eglandular hairs on the 

epidermis. Under the epidermis, there are 5-6 rows of 

collenchyma cells concentrated at the corners and 1-3 

rows of these cells below it. The collenchyma layers 

consist of oval, square, and quadrilateral cells walls. 

Parenchyma, formed by parenchymatous, formless, 

cubic and oval cells was 4-5 rowed at the edges and 5-6 

rowed at the corners. 3-5 rows of sclerenchyma were 

located on the vascular bundles. The phloem is of 

several rows. Below the several rows of phloem is an 

indistinct cambium.  Xylem part was larger than the 

phloem part. The trachea is arranged quite regularly. In 

the center, there is the pith region, which covers a large 

area. The cells in the pith region are polygonal or 

orbicular parenchymatic cells that grow towards the 

center and form triangular spaces between them (Figure 

3, Table 3). 

 

Salvia palaestina Bentham: The epidermis is seen that 

the dimensions of opposite corners are close to each 

other. There are many single or multicellular glandular 

hairs on the epidermis cells. Under the epidermis, there 

are 7-8 rows of collenchyma cells concentrated at the 

corners and 3-4 rows of these cells below it. The 

collenchyma layers consist of oval, square, and 

quadrilateral cells walls. Parenchyma, formed by 

parenchymatous, cubic, and oval cells was 1-2 rowed at 

 

Species 

 

Tissue Width (µ) Length (µ) 

Min.–Max. Mean ±S.D. Min.–Max. Mean ±S.D. 

S. brachyantha ssp. brachyantha Periderm 24,04  ̶52,11 

17,63  ̶53,29 
10,12  ̶34,40 

3,48  ̶8,27 

36,43±7,35 

35,86±9,30 
20,98±7,61 

5,68±1,37 

33,14−72,68 

17,89−32,39 
9,30−36,42 

6,30−11,33 

52,17±9,97 

24,27±4,06 
23,28±9,05 

8,89±1,29 

Parenchyma 

Trachea 

Pith  
S. montbretii Periderm 19,75−50,46 

16,85  ̶56,12 

12,90−33,37 
3,74  ̶9,82 

34,10±9,00 

33,90±9,39 

20,93±6,13 
6,32±1,81 

13,49−30,53 

9,85  ̶58,40 

11,74−37,20 
4,61  ̶10,92 

20,27±5,55 

31,62±16,38 

19,98±7,08 
7,61±1,93 

Parenchyma 

Trachea 
Pith 

S. palaestina Periderm 11,86  ̶59,87 

12,39−36,79 
14,21  ̶50,50 

12,78−36,57 

36,07±13,61 

24,04±6,95 
30,39±10,85 

22,26±7,19 

7,91  ̶44,28 

8,62−20,64 
15,65  ̶56,82 

9,87−41,63 

19,95±10,83 

13,64±3,28 
34,28±11,19 

22,69±9,07 

Parenchyma 
Trachea 

Pith  

S. syriaca Periderm 21,25  ̶75,27 
8,37−36,94 

17,69  ̶49,55 

6,84−22,49 

42,37±16,47 
21,16±7,17 

37,17±9,18 

14,62±4,25 

10,38  ̶35,33 
5,06−19,01 

17,17  ̶74,08 

7,83−43,57 

19,09±6,88 
11,43±4,30 

42,47±14,70 

20,82±9,65 

Parenchyma 

Trachea 

Pith 
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the edges and 2-3 rowed at the corners. 3-5 rows of 

sclerenchyma were located on the vascular bundles. The 

phloem is of several rows. Below the several rows of 

phloem is an indistinct cambium.  Xylem part was 

larger than phloem part. The trachea are arranged quite 

regularly. In the center, there is the pith region, which 

covers a large area. The cells in the pith region are 

polygonal or orbicular parenchymatic cells that grow 

towards the center and form triangular spaces between 

them (Figure 3, Table 3). 

 

 
 

             

 
 

Figure 3. Stem anatomical structure of investigated sect. Aethiopis taxa. A. Salvia brachyantha subsp. brachyantha. 

D. S. montbretii. F. S. palaestina. I. S. syriaca. G: Glandular hair, Eg: Eglandular hair, Ch: Compound hair, H: Hair, 
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Cu: Cuticle, Ep: Epidermis, Co: Collenchyma, Crp: Crushed parenchyma, P: Parenchyma, Sc: Sclerenchyma, Ph: 

Phloem, X: Xylem, T: Trachea, Pt: Pith region. 

 

Table 3. Comparative anatomical measurements stem tissues of investigated sect. Aethiopis taxa. 
 

 

Salvia syriaca L.: The epidermis is seen that the 

dimensions of opposite corners are close to each other. 

There are glandular and eglandular hairs on the 

epidermis. Most of them are eglandular made up of one 

to or multicellular. Under the epidermis, there are 6-8 

rows of collenchyma cells concentrated at the corners 

and 6-8 rows of these cells below it. The collenchyma 

layers consist of oval, square, and rectangular cells 

walls. Parenchyma, formed by parenchymatous, 

formless, cubic, and oval cells was 3-4 rowed at the 

edges and 1-3 rowed at the corners. 4-5 rows of 

sclerenchyma were located on the vascular bundles. The 

phloem is of several rows. Below the several rows of 

phloem is an indistinct cambium.  Xylem part was 

larger than the phloem part. The trachea is arranged 

quite regularly. In the center, there is the pith region, 

which covers a large area. The cells in the pith region 

are polygonal or orbicular parenchymatic cells that 

grow towards the center and form triangular spaces 

between them (Figure 3, Table 3). 

 

3.3. Leaf anatomical characteristics 

 

In all taxa were stomata present on both surfaces of the 

leaf (amphistomatic type) and stomata are diacytic type.  

 

 

 

 

Salvia brachyantha subsp. brachyantha (Bordz.) Pobed: 

There is a thin cuticle layer around the single-layered 

epidermis. Epidermis cells are oval or nearly 

rectangular. The epidermis is usually composed of 

single or multicellular long glandular hairs. Leaf 

mesophyll consists of palisade and spongy parenchyma 

cells. The leaf is bifacial. Palisade parenchyma cells 

were cylindrical in 2-3 rows, whereas spongy 

parenchyma cells were circular or polygonal in 2-3 

rows. The adaxial surface is convex around the midrib 

area. Below the adaxial surface are 1-2 rows of 

collenchyma. Vascular bundles are collateral. The 

arcuate vascular bundle is surrounded by parenchyma 

cells. Just below the parenchyma is the xylem consisting 

of the trachea and tracheids. Phloem is 3-4 rows and is 

located below the xylem. The axial surface is convex, 

with 2-3 rows of collenchyma underneath (Figure 4, 

Table 4). 
 

Salvia montbretii Bentham: The epidermis formed by 

oval and nearly rectangular cells. It is covered by a thin 

cuticula. There are many glandular and eglandular hairs 

on the epidermis cells. Most of them are eglandular 

made up of one or multicellular. Palisade parenchyma 

cells were 2-3 rowed and cylindrical, whereas spongy 

parenchyma cells were 1-2 rowed oval and polygonal in 

shape. Mesophyll type is bifacial. The adaxial surface is 

slightly convex around the median vein area. 2-3 rows 

Species Tissue Width (µ) Length (µ) 

Min.–Max. Mean ±S.D. Min.–Max. Mean ±S.D. 

S. brachyantha ssp. 

brachyantha 

Cuticle − 

11,36−26,45 
11,52−30,31 

16,52−45,00 

3,35 ̶ 13,94 
11,78−31,98 

- 

17,91±4,23 
19,32±5,73 

30,17±8,50 

7,84±2,48 
20,37±5,70 

2,11  ̶6,78 

10,52  ̶32,59 
11,26  ̶28,52 

12,46  ̶34,56 

2,91−8,75 
14,40  ̶35,25 

4,04±1,28 

16,78±4,98 
18,92±5,70 

20,82±8,51 

5,35±1,75 
22,75±4,99 

Epidermis 
Collenchyma 

Parenchyma  

Phloem 
Trachea 

 Pith 25,34  ̶93,50 53,96±22,44 16,73−98,58 47,94±23,78 

S. montbretii Cuticle ̶ 
10,71−31,29 

7,16 ̶ 25,93 

14,94−69,79 

− 
19,18±5,28 

16,01±5,28 

38,59±17,74 

3,19−8,45 
9,49 ̶ 27,92 

8,47−25,77 

14,09  ̶77,72 

5,72±1,21 
17,32±4,63 

14,79±4,96 

33,34±15,72 

Epidermis 

Collenchyma 

Parenchyma  
 Phloem 8,64 ̶ 18,82 13,20±3,15 4,79−11,83 8,70±1,88 

 Trachea 15,80−54,18 31,05±9,69 14,00  ̶45,09 26,85±9,42 

 Pith 33,33  ̶134,67 76,25±29,80 33,42−138,39 74,17±31,75 
S. palaestina Cuticle − 

9,07 ̶ 27,24 

5,30−15,95 
6,74 ̶ 24,32 

̶ 

19,26±5,11 

10,12±3,27 
14,40±4,36 

4,14  ̶7,88 

6,35−18,19 

4,25 ̶ 11,34 
5,05−17,66 

6,15±1,00 

10,54±2,95 

7,16±2,22 
10,76±3,09 

Epidermis 

Collenchyma 
Parenchyma  

 Phloem 2,90−10,19 6,08±1,90 2,40  ̶7,00 4,03±1,29 

 Trachea  12,72  ̶35,44 24,95±5,57 13,83−36,57 26,10±6,76 
 Pith  30,57−80,91 51,06±13,26 26,49  ̶91,53 53,77±17,10 

S. syriaca Cuticle − 

7,94 ̶ 26,75 
10,50−27,31 

11,37  ̶44,57 

̶ 

17,60±5,33 
18,18±4,42 

28,30±10,41 

3,85  ̶8,22 

5,50−21,94 
7,76 ̶ 26,73 

6,98−46,21 

6,21±1,28 

12,03±4,66 
15,46±4,77 

23,92±10,70 

Epidermis 
Collenchyma 

Parenchyma  

 Phloem  5,77−12,19 8,22±1,90 4,42 ̶ 10,81 7,28±2,16 
 Trachea 5,66 ̶ 39,58 22,05±9,69 5,32−39,91 21,58±10,13 

 Pith  9,86−39,16 27,30±8,75 8,53 ̶ 41,41 26,29±10,39 
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of collenchyma are found below the adaxial surface. 

The vascular bundles are collateral. The arcuate 

vascular bundle is surrounded by parenchyma cells. Just 

below the parenchyma are the trachea and the xylem 

consisting of tracheids. The phloem is several layers and 

is located below the xylem. The abaxial surface is 

convex and located below it there are 3-4 rows of 

collenchyma (Figure 4, Table 4). 

 

 

                                                                                         

                                                 

                
 

Figure 4. Leaf anatomical structure of investigated sect. Aethiopis taxa. A. Salvia brachyantha subsp. brachyantha. 

D. S. montbretii. F. S. palaestina. I. S. syriaca. G: Glandular hair, Eg: Eglandular hair, Ch: Compound hair, H: Hair, 

M: Mesophyll layer, ad: Adaxial surface, Co: Collenchyma, Crp: Crushed parenchyma, P: Parenchyma, X: Xylem, 
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Ph: Phloem, ab: Abaxial surface, Ue: Upper epidermis, Le: Lower epidermis, Pp: Palisade parenchyma, Sp: Spongy 

parenchyma, Hp: Hypodermis, St: Stomata. 

 

Table 4. Comparative anatomical measurements leaf tissues of investigated sect. Aethiopis taxa. 

 

 

Salvia palaestina Bentham: The epidermis formed by 

oval and nearly rectangular cells. It is covered by a thin 

cuticula. There are many glandular and eglandular hairs 

on the epidermis cells. Most of them are eglandular 

made up of one and multicellular. Palisade parenchyma 

cells are elongated rectangular, 2-3 rowed above and 1-

2 rowed below. The spongy parenchyma cells are 1-2 

rowed with large intercellular spaces. Mesophyll type is 

equifacial. The adaxial surface is convex around the 

median vein area. 2-3 rows of collenchyma are found 

below the adaxial surface. The vascular bundles are 

collateral. The arcuate vascular bundle is surrounded by 

parenchyma cells. Just below the parenchyma are the 

trachea and the xylem consisting of tracheids. The 

phloem is several layers and is located below the xylem. 

The abaxial surface is slightly convex and located below 

it there are 4-5 rows of collenchyma (Figure 4, Table 4). 

 

Salvia syriaca L.: The epidermis formed by oval and 

nearly rectangular cells. It is covered by a thin cuticula. 

There are many glandular and eglandular hairs on the 

epidermis cells. Most of them are eglandular made up of 

one and multicellular. Palisade parenchyma cells are 

elongated rectangular or cylindirical, 2-3 rowed above 

and 1-2 rowed below. The spongy parenchyma cells are 

1-2 rowed with large intercellular spaces. Mesophyll 

type is equifacial. The adaxial surface is slightly convex 

around the median vein area. 2-3 rows of collenchyma 

are found below the adaxial surface. The vascular 

bundles are collateral. The arcuate vascular bundle is 

surrounded by parenchyma cells. There are crushed 

parenchymal cells between the parenchyma layer. Just 

below the parenchyma are the trachea and the xylem 

consisting of tracheids. The phloem is several layers and 

is located below the xylem. The abaxial surface is 

slightly convex and located below it there are 1-2 row of 

collenchyma (Figure 4, Table 4). 

 

3.4. Petiol anatomical characteristics 

 

Salvia brachyantha subsp. brachyantha (Bordz.) Pobed: 

In the cross-section of the petiole, it is anatomically 

similar to the midrib of the leaf. There is a thin cuticle 

layer around the single layer of the epidermis. 

Epidermis cells are similar in size, almost rectangular. 

There are many glandular and eglandular hairs on the 

epidermis cells. Most are glandular, consisting of 1-3 

cells. Collenchyma cells are in 2-4 rows. Just below is 

the parenchymatic tissue covering a very large area. 

Parenchyma cells have a polygonal or nearly circular 

shape with pronounced triangular spaces between them. 

The median vascular tissue is inseparable or discrete in 

the center of the parenchymatic cells. There are well-

developed, small vascular bundles at both corners of the 

petiole. The phloem contains bundles of sclerenchyma. 

Phloem tissue consists of several rows of cells. Trachea 

cells are arranged regularly in the xylem tissue (Figure 

5, Table 5). 

 

Salvia montbretii Bentham: In the cross-section of the 

petiole, it is anatomically similar to the midrib of the 

leaf. There is a thin cuticle layer around the single layer 

Species Tissue Width (µ) Length (µ) 

Min.–Max. Mean ±S.D. Min.–Max. Mean ±S.D. 

S. brachyantha 

ssp. 

brachyantha 

Cuticle ̶ 

12,47−40,91 

9,63 ̶ 15,95 
10,87−16,65 

− 

22,16±6,56 

12,14±2,00 
12,83±1,41 

1,92−5,72 

9,39 ̶ 34,56 

19,68−32,89 
12,17  ̶23,37 

3,66±0,96 

20,78±7,18 

27,13±3,33 
17,89±2,56 

Upper epidermis 

Palisade parenchyma 

Spongy parenchyma 
 Mesophyll layer ̶ − 86,17−205,58 118,70±35,79 

 Lower epidermis 10,14  ̶33,22 22,65±6,49 10,23  ̶23,97 17,31±4,16 

S. montbretii Cuticle ̶ 
7,76−35,41 

8,62 ̶ 17,18 

9,00−25,65 
̶ 

7,94−29,48 

̶ 
16,28±6,25 

13,35±2,18 

15,07±4,37 
− 

16,85±5,97 

0,72−2,53 
6,86 ̶ 17,68 

29,41−58,13 

8,56 ̶ 24,16 
73,31−146,53 

6,75 ̶ 19,17 

1,34±0,63 
12,13±3,23 

42,97±8,15 

16,34±4,10 
113,79±17,36 

13,48±4,19 

Upper epidermis  

Palisade parenchyma 

Spongy parenchyma 
Mesophyll layer 

Lower epidermis 

S. palaestina Cuticle − 
9,11 ̶ 47,62 

7,16−17,23 

8,58 ̶ 18,19 
− 

7,00 ̶ 37,79 

− 
20,66±9,63 

11,09±2,58 

10,96±2,14 
̶ 

21,09±8,12 

3,29−7,67 
6,63 ̶ 29,15 

15,88−31,68 

9,71 ̶ 20,91 
98,53−248,14 

6,99 ̶ 27,09 

4,85±1,06 
14,62±6,10 

25,57±4,44 

13,99±2,66 
168,63±52,79 

15,74±4,89 

Upper epidermis  

Palisade parenchyma 

Spongy parenchyma 
Mesophyll layer 

Lower epidermis 

S. syriaca Cuticle − 
7,44 ̶ 41,41 

6,96−15,08 

7,47 ̶ 13,65 
− 

3,80 ̶ 31,72 

− 
22,98±8,42 

10,06±1,90 

10,13±1,66 
̶ 

9,08±6,02 

3,74−8,17 
5,86 ̶ 32,51 

15,29−40,52 

7,38 ̶ 20,40 
60,25−215,14 

5,54 ̶ 18,02 

5,80±1,29 
17,70±8,03 

27,92±5,82 

13,48±2,99 
129,55±42,63 

9,13±3,37 

Upper epidermis  

Palisade parenchyma 

Spongy parenchyma 
Mesophyll layer 

Lower epidermis 
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of the epidermis. Epidermis cells are similar in size, 

oval, and nearly rectangular. There are many glandular 

and eglandular hairs on the epidermis cells. Most are 

glandular, consisting of 1-3 cells. Collenchyma cells are 

in 1-3 rows. Just below is the parenchymatic tissue 

covering a very large area. Parenchyma cells have a 

polygonal or nearly circular shape with pronounced 

triangular spaces between them. The median vascular 

tissue is inseparable in the center of the parenchymatic 

cells. There are undeveloped, small vascular bundles at  

both corners of the petiole. The phloem contains 

bundles of sclerenchyma. Phloem tissue consists of 

several rows of cells. Trachea cells are arranged 

regularly in the xylem tissue (Figure 5, Table 5). 
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Figure 5. Petiole anatomical structure of investigated sect. Aethiopis taxa. A. Salvia brachyantha subsp. 

brachyantha. D. S. montbretii. F. S. palaestina. I. S. syriaca. G: Glandular hair, ad: Adaxial surface, Co: 

Collenchyma, Crp: Crushed parenchyma, P: Parenchyma, X: Xylem, Ph: Phloem, Sc: Sclerenchyma, Mb: Median 

bundle, Wb: Wing bundle, ab: Abaxial surface, Cu: Cuticle, Eg: Eglandular hair. 

 

Table 5. Comparative anatomical measurements petiol tissues of investigated sect. Aethiopis taxa.  

 

 

Salvia palaestina Bentham: In the cross-section of the 

petiole, it is anatomically similar to the midrib of the 

leaf. There is a thin cuticle layer around the single layer 

of the epidermis. Epidermis cells are similar in size, 

oval, square, and nearly rectangular. There are many 

glandular and eglandular hairs on the epidermis cells. 

Most are eglandular, consisting of multicellular. 

Collenchyma cells are in 2-4 rows. Just below is the 

parenchymatic tissue covering a very large area. 

Parenchyma cells have a polygonal or nearly circular 

shape with pronounced triangular spaces between them. 

The median vascular tissue is inseparable in the center 

of the parenchymatic cells. There are well-developed, 

small vascular bundles at both corners of the petiole. 

The phloem contains bundles of sclerenchyma. Phloem 

tissue consists of several rows of cells. Trachea cells are 

arranged regularly in the xylem tissue (Figure 5, Table 

5). 

 

Salvia syriaca L.: In the cross-section of the petiole, it is 

anatomically similar to the midrib of the leaf. There is a 

thin cuticle layer around the single layer of the 

epidermis. Epidermis cells are similar in size, oval, 

square, and nearly rectangular. There are many 

glandular and eglandular hairs on the epidermis cells. 

Most are eglandular, consisting of multicellular. 

Collenchyma cells are in 4-5 rows. Just below is the 

parenchymatic tissue covering a very large area.  

 

Parenchyma cells have a polygonal or nearly circular 

shape with pronounced triangular spaces between them. 

There are crushed parenchymal cells between the 

parenchyma layer. The median vascular tissue is 

inseparable in the center of the parenchymatic cells. 

There are well-developed, small vascular bundles at 

both corners of the petiole. The phloem contains 

bundles of sclerenchyma. Phloem tissue consists of 

several rows of cells. Trachea cells are arranged 

regularly in the xylem tissue (Figure 5, Table 5). 

 

In this research, 4 Salvia species found in the Aethiopis 

section distributed through Mardin-Turkey, were 

comparatively investigated in terms of their anatomy. 

The anatomical measurements of the root, stem, leaf, 

and petiole are shown in Tables II, III, IV, and V, 

respectively. The Salvia taxa used in our study belong to 

the Aethiopis sections. In this section, we will compare 

it with the studies on this section. 

 

Metcalfe and Chalk [16], regarding the root anatomy of 

the Lamiaceae family, stated that the pith rays of the 

roots consist of 2-12 or more rows of cells. The pith 

rays of Salvia limbata C.A., S. palaestina Bentham 

(sect. Aethiopis) respectively consist of 2-6, 1-8(-10) 

rowed cells [17]; S. brachyantha (Bordz.) Pobed., S. 

montbretii Bentham (sect. Aethiopis) ) respectively 

consist of 1-8, (1-)3-15 rowed cells. Our studies on the 

Species Tissue Width (µ) Length (µ) 

Min.–Max. Mean ±S.D. Min.–Max. Mean ±S.D. 

S. brachyantha ssp. 
brachyantha 

Cuticle − 
8,55−18,12 

18,96  ̶52,34 

8,15 ̶ 32,70 

̶ 
12,00±2,84 

33,41±9,58 

19,50±6,18 

3,32 ̶ 6,28 
11,94−19,86 

23,27−54,63 

5,48−39,82 

4,53±0,85 
14,86±1,95 

37,61±8,42 

20,10±9,30 

Adaxial epidermis 

Parenchyma  

Trachea  

 Phloem  6,82 ̶ 14,92 10,95±2,43 3,81−8,79 5,45±1,27 

 Abaxial epidermis 12,18  ̶23,25 17,61±3,53 12,70−16,74 14,70±1,13 

S. montbretii Cuticle ̶ 

7,15−20,35 

34,55  ̶96,79 
12,50−25,64 

5,00 ̶ 13,03 

12,77−26,22 

− 

14,48±3,36 

63,26±16,94 
18,83±3,80 

8,79±2,20 

20,21±4,04 

1,69 ̶ 5,08 

8,14−21,01 

34,51  ̶83,64 
11,03−24,99 

3,60 ̶ 12,36 

11,13−25,39 

3,30±0,91 

12,48±3,45 

53,96±15,39 
17,62±4,42 

6,39±2,18 

16,93±3,96 

Adaxial epidermis 

Parenchyma  
Trachea  

Phloem  

Abaxial epidermis 
S. palaestina Cuticle ̶ 

4,04−13,18 

16,19  ̶79,33 
8,56−29,98 

4,84 ̶ 10,89 

7,91−23,05 

− 

10,04±2,31 

46,11±22,73 
17,67±5,85 

8,79±1,72 

13,52±4,41 

3,96 ̶ 6,83 

5,01−15,20 

17,43  ̶80,22 
10,18−29,56 

3,02 ̶ 7,98 

6,63−16,89 

5,24±0,83 

10,06±2,40 

43,33±20,88 
19,70±5,90 

4,82±1,28 

11,70±2,99 

Adaxial epidermis 

Parenchyma  
Trachea  

Phloem  

Abaxial epidermis 
S. syriaca Cuticle ̶ 

7,08−27,24 

22,82  ̶82,70 
11,31−35,14 

3,21  ̶9,34 

8,90−21,70 

− 

15,20±5,16 

50,44±19,46 
27,23±6,41 

6,36±1,78 

16,09±3,84 

3,98 ̶ 9,13 

7,61−25,28 

17,44  ̶62,54 
10,48−41,66 

3,66 ̶ 9,96 

7,18−21,42 

6,44±1,29 

13,44±4,08 

39,02±14,44 
29,82±8,36 

6,10±1,69 

12,22±4,21 

Adaxial epidermis 

Parenchyma  
Trachea  

Phloem  

Abaxial epidermis 
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cross-sections of the roots of S. brachyantha ssp. 

brachyantha, S. montbretii, S. palaestina,  S. syriaca 

revealed that the taxa comprise respectively 3-4, 1-3, 2-

8, 2-8 rowed ray cells. The number of lines of pith rays 

is a taxonomically important feature for distinguishing 

sections of the genus [8]. 

 

Stem anatomy features of the Lamiaceae; square stem, 

the shape of the vascular bundle, the location of 

collenchyma, the swollen or non-swollen shape of 

corners, and presence or absence [1]. In this study, we 

found the same anatomical features in the stem cross-

section. Kahraman [18] has examined the stem anatomy 

of Salvia species. It can be seen that some data obtained 

by Kahraman [18] were similar to the results of our 

study. However, while the collenchyma was reported by 

Kahraman [18] to be 1-10 layers at the corners, 1-4 

layers at the edges, and also the parenchyma contains 1-

15 layers, we have found they to respectively consist of 

5-10, 1-8, and 1-10 layers. In addition, Kahraman and 

Doğan [17] have examined the stem anatomy of S. 

palaestina species, while the parenchyma was reported 

to be 4-7 layers, we have found it to consist of 1-3 

layers. 

 

The leaf mesophyll of Salvia species is entirely 

parenchymatic and the midrib is surrounded by 

collenchymatous cells [16]. According to the mesophyll 

structure, the leaves of S. palaestina, S. syriaca are 

equifacial but other all species had bifacial mesophylls. 

This of S. palaestina [17] are equifacial. The palisade 

parenchyma had three-five rows in S. palaestina, S. 

syriaca and two-three rows in the other species. It can 

be seen that the data obtained by Kahraman [18] 

regarding the anatomy of the leaf of S. brachyantha is 

the same but other species are different from our study. 

The structure of palisade parenchyma in the leaf 

anatomy of Salvia species can't be used as a helpful key 

for distinguishing the species. The structure of vascular 

bundles in the leaf anatomy of Salvia species can be 

used as a helpful key for distinguishing the species [8]. 

In the midrib of Salvia taxa, there are one or two large 

vascular bundles or absent on sides. It can be seen that 

the data obtained by Kahraman [18] regarding the 

anatomy of the vascular bundles of S. montbretii and S. 

palaestina are different but other species compatible 

with our study. Besides, Kahraman and Doğan [17] 

have examined the leaf anatomy of S. palaestina 

species, while the vascular bundles were reported to be 

single in the center, we have found it to same. 

 

The structure of the petiole shows differs between the 

genera and species. Helpful anatomical characters of the 

petiole can be determinable in the specified taxonomical 

structures of some species [19]. According to Metcalfe 

and Chalk [16], the vascular bundles in the petiole of 

the Lamiaceae family are very important as a diagnostic 

feature. In the petiole of Salvia taxa, there is a single 

and lobed large bundle and there are two or three small 

subsidiary bundles in petiolar wings. 

 

S. cyanescens, as indicated by Kahraman [18], has two 

broad vascular bundles in the middle of the petiole and 

two-four small bundles in its wings, S. limbata [17] has 

a four broad vascular bundle in the center of the petiole 

and eight small lateral bundles, four small bundles in its 

wings, S. sclarea [20] has two large bundles in the 

center and three small bundles in the wings, and S. 

blepharochlaena [4] has one large bundle in the center 

and two small bundles in the wings. 

 

4. Conclusion 

 

The examined taxa show the anatomical features of the 

Lamiaceae family. Different and similar anatomical 

features of taxa have been stated. 

 

In conclusion, the anatomical characters (such as the 

number of ray rows in the root, vascular bundles in the 

stem, mesophyll structures in the leaf, the shape of the 

midrib, and the presence of sclerenchyma tissue in the 

petiole) we found in the cross-sections of the taxa we 

examined are not only for the standardization and 

revision of these characters. Besides, it is also important 

in terms of contributing to the definitions and 

distinctions of the examined taxa. 
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Abstract 
 

The idea to conduct this study came out with the purpose of responding to two questions concerning the 
Kula Geopark. The questions were as follows: how the wettability of the natural pumice sample with 
spongy structure taken from this site is and how it can be altered. With this end in view, firstly the pumice 
samples were characterized by X-ray Fluorescence Spectroscopy, Fourier Transform Infrared 
Spectroscopy and Scanning Electron Microscopy analyses. Next, after observing super hydrophilic nature 
of the pumice with porous structure containing various metal oxides, the samples were coated with copper 
stearate dispersion using a spraying method. And then the wettability properties of the copper stearate-
treated samples were determined via contact angles. Given the data obtained, the wettability phenomena 
of these samples were discussed in terms of wettability models. 

 
Keywords: Contact angle, Cassie Baxter, Volcanic pumice, Wenzel, Wettability. 

 
1. Introduction 
 
Pumice is a silicate-based, spongy-looking rock formed 
after volcanic activities. It can be found in a variety of 
colors from white to gray, red and brown to black. 
Turkey has 2.2 billion tons of pumice reserves [1]. 
There are important pumice deposits in the provinces of 
Manisa, Kayseri, Van, Bitlis, Ağrı, Osmaniye and 
Nevşehir [2]. The Kula Volcano of the youngest 
volcanic activity in Manisa is one of 14 volcanoes in our 
country. Nearly 80 volcanic edifices are located on the 
North flank of the Alaşehir Graben, Manisa [3]. The 
area of the Kula Volcano extends 15 km and 40 km in 
the north-south direction and in the west-east direction, 
respectively. In 2013, the volcanic field was accepted as 
the first geopark in Turkey by UNESCO and the 58th in 
Europe as Gürsoy et al. stated [4].  
 
Quaternary volcanism in the Kula region started 
approximately 2 million years ago. This volcanism 
occurred due to the stress tectonics that started in the 
Pliocene in Western Anatolia. It is suggested that the 
mentioned volcanism is related to the rifting (tensions) 
that probably caused the formation of the Alaşehir 
graben in the region [5]. The common eruption products 
of these volcanoes are mostly alkaline type of 
pyroclastic materials such as basaltic lava flows, tephra 
 

 
and slag. Basaltic lava flows and pyroclastic cones form 
the most common forms of volcanic relief in the Kula 
volcanic field, which is one of the youngest examples of 
volcanic topography in Anatolia [5]. 

 
There have been many studies on various applications 
of modified/coated/natural volcanic pumice samples in 
mainly two fields: construction industry (cement 
replacement material [6] and heat-insulating material 
[7]) and water/wastewater/soil/air treatment (production 
of hybrid catalyst [8], removal of various substances 
such as cadmium [9], natural organic matter [10], 
selenium [11], disinfection by-product precursors [12], 
lead and copper ions [13], etc. from at least one of these 
medium). In some of these studies, the volcanic pumice 
samples supplied from the Kula region have also been 
used [10-13].  However, there is no study on the 
wettability of the pumice samples. The aim of this study 
is to characterize the volcanic pumice at the Kula region 
and to discuss wetting phenomena of the pumice 
samples in terms of wettability models by changing its 
surface property.  

 
1.1 Theory 
 
Surface wettability is the ability of a solid surface to 
maintain contact with a liquid as a result of competing  
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of adhesion and cohesion forces. The wettability of 
solid surface depends strongly on both its chemical 
composition and surface morphology. The slope of the 
line drawn tangent to the liquid drop from the 
intersection of solid, liquid and air (vapor) phases 
between a solid surface and a liquid drop on this solid 
surface is defined as the "contact angle" [14]. To 
explain the geometry of the surfaces repelling water and 
oil, mainly 3 different mathematical approximation 
models are widely used: Young, Wenzel and Cassie-
Baxter, of which schematics are shown in Figure 1.  

 
 

 
Figure 1. A droplet in the Young state on a smooth 
solid surface (a), collapsed in the Wenzel state (b), 
suspended in the Cassie-Baxter state (c). 
 
The first equation and the most basic theory for 
wettability (1805) is Young's equation which explains 
the static contact angle (θY) of the liquid on the solid 
surface having a homogeneous, smooth, and infinite flat 
ideal rigidity. Surface tension among the interfaces of 
solid-liquid, liquid-gas and solid-gas is balanced 
according to the equation (1.1) on horizontal direction, 
the model of which is given in Figure 1a. 
 

     𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃𝑌𝑌 = (𝛾𝛾𝑠𝑠𝑠𝑠 − 𝛾𝛾𝑠𝑠𝑠𝑠)/𝛾𝛾𝑙𝑙𝑙𝑙                       (1.1) 
 
In this equation, γsg, γsl and γlg represent interface 
tensions of solid–gas, solid–liquid, and liquid–gas, 
respectively [14]. The contact angle of a liquid drop on 
the solid surface depends on equilibrium between 
cohesive forces (γlg) in the liquid and adhesive forces 
(γsg and γsl) between the pairs (s-l and s-g) in Young's 
equation. 
 
Wenzel (1936) revealed that surface roughness (r) can 
significantly alter the contact angle of water; its model 
can be seen in Figure 1b. Drops become sticky to the 
surface when the liquid fully wets it as a result of 
penetrating to the grooves of rough surface on solid 
[15]. The existence of a rough structure at a solid 
surface causes an increase in the real superficial area of 
this surface. This makes that the actual solid–liquid 
contact area is larger than the apparent geometric 
contact area. Thus, hydrophobicity/hydrophilicity of the 
surface increases depending on geometry. The equation 
of the contact angle (θW) in Wenzel view is given in the 
equation (1.2) as 

 
𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃𝑊𝑊 = 𝑟𝑟. 𝛾𝛾𝑠𝑠𝑠𝑠−𝛾𝛾𝑠𝑠𝑠𝑠

𝛾𝛾𝑙𝑙𝑙𝑙
= 𝑟𝑟. 𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃𝑌𝑌                 (1.2) 

 
where r is the roughness factor, representing the ratio of 
the actual area on rough surface to apparent geometry 

area. The r factor  will enhance the hydrophobicity/the 
hydrophilicity when the value of θY is more/less than 
90° [15, 16].  
 
The roughness effect on the behavior of the drop on the 
surface was explained by Cassie-Baxter (1944). Unlike 
Wenzel, wetting is assumed to be heterogeneous in this 
model, Figure 1c.  The contact area between liquid and 
solid is minimized due to air trapped in the surface 
voids by the liquid, while the one between liquid and air 
is maximized. Thus, liquid is forced to form spherical 
drops [16]. Depending upon Young’s equation, the 
relationship between Cassie-Baxter contact angle (𝜃𝜃𝐶𝐶𝐶𝐶) 
and 𝜃𝜃𝑌𝑌 can be given with the equation (1.3) below  

 
𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃𝐶𝐶𝐶𝐶 = 𝑓𝑓. (𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃𝑌𝑌 + 1) − 1                 (1.3) 

 
where f is the ratio of solid–liquid interface contact area 
and actual surface area under droplet within the unit 
area [14, 16]. In Cassie impregnating model, droplet 
penetrates completely or partially through the gaps 
between microstructures while not penetrate or only 
partially penetrates to the nanostructures [17, cited in 
15]. This model can be thought of as an intermediate 
state between Wenzel and Cassie-Baxter models [17]. 
The wetted area in the model is greater than the Cassie-
Baxter state. Considered f value for Cassie impregnating 
model according to (Eq. 1.3), the value is found as 16% 
(for θCB=140o). It means that greater than 84% of the 
water droplet is in contact with substrate while the other 
is on air [16]. 
 
2. Materials and Methods 
 
The volcanic pumice samples were collected from the 
Geopark region, given in Figure 2a. There are two types 
of pumice as acidic and basic. The commonly used 
acidic pumice is light colored, whereas the basic one is 
dark colored [2]. It could be said that the pumice stone 
in Figure 2b is basic. All the chemicals in this study 
were analytical grade and used without further 
purification. Copper acetate and stearic acid were 
supplied by Sigma Aldrich and Chem Pure, 
respectively. Ethanol was from Merck. As shown in the 
literature, surfaces are given water repellency by means 
of various chemicals for low-surface energy 
modification, such as long alkyl chain thiols and fatty 
acids, aluminum and zirconium compounds, paraffin-
based propellants, proteins, metal complexes, stearic 
acid compounds, fluorocarbons, silicone-based 
propellants, etc. [14]. Copper stearate (CSA) dispersion 
was used to give the property of hydrophobicity to the 
surface of the pumice in this study. For this aim, 0.75 
grams of copper acetate was dissolved in 100 ml of 
ethyl alcohol. Considering the stoichiometric ratio 
between copper acetate and stearic acid, 2.37 grams of 
stearic acid (SA) was dissolved in 100 ml of ethyl 
alcohol. The SA solution was then added slowly to the 
copper acetate solution at 60ºC as stated in the previous 
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study [18]. The surfaces of the volcanic pumice samples 
cut via scroll saw were covered using a spray bottle 
containing the resulting dispersion and allowed to dry in 
the oven. The pumice sample covered with CSA is 
abbreviated as the CSA-pumice. In order to examine 
whether there is any effect of spray times (STs) on the 
contact angles of the CSA-pumice samples, the surfaces 
of the pumice samples were covered with spraying the 
CSA dispersion 2, 5, 10 and 20 times. 

 

 
 
Figure 2. Photographs of the region (a) where the 
samples were taken in the Geopark region and a 
representative sample of the pumice stone (b). 
 
2.1 Characterization 
 
X-ray Fluorescence (XRF) spectroscopy analysis was 
made by Rigaku ZSX Primus II. Scanning Electron 
Microscopy (SEM) observations were carried out with 
QUANTA 400F Field Emission SEM after the samples 
were coated with Pd-Au on carbon film. Attension 
Theta Lite was used for contact angle measurements by 
creating a sessile drop from a liquid droplet at room 
temperature. The drop volume was approximately 10 
µL. To determine whether contact angles are affected or 
not from the porous structure/STs of the CSA-pumice 
samples, five measurements were made at the regions of 
different porous structures on the samples. Fourier 
Transform Infrared Spectroscopy (FTIR) analyses of the 
CSA-pumice sample and the CSA dispersion were 
carried out using Perkin Elmer Spectrum Two in the 
range of 400–4000 cm−1 with ATR technique. 

 
3. Results and discussion 
3.1 Characterization of the volcanic pumice samples 
 
Figure 3 shows XRF pattern of the pumice sample. 
Table 1 illustrates that SiO2 is the major component 
(~43.0%) with about 18.80% Al2O3, determined 
depending on the pattern. In addition, various metal 
oxides (>1%) have been found in the structure of the 
pumice such as iron, calcium, sodium, potassium, 
magnesium and titanium oxides. This composition 
shows that the pumice has a polar character and tends to 
interact well with water via mainly dipole-dipole and 
ion-dipole interactions. 

 
 
 
 

The strong peak around 1000 cm−1 in the FTIR 
spectrum (Figure 4) of the CSA-pumice in powder form 
corresponds to Si–O stretching vibrations. A twin peak 
between 2950 and 3600 cm-1 may show the existence of 
Cu co-planarity during Cu salt formation [19].  
 

 
Figure 3. XRF pattern of the volcanic pumice sample. 
 
Table 1. Chemical composition of the volcanic pumice 
determined by XRF. 

 
The -CH stretchings of stearic acid in the spectrum of 
the CSA-pumice are seen in the range of 2800-2950   
cm-1. The peaks at 1589 and 1467 cm-1 were assigned to 
asymmetric and symmetric vibrations of the carboxylate 
group [20] due to the formation of copper stearate 
(Cu2++ 2CH3(CH2)16COOH → Cu[CH3(CH2)16COO]2 + 
2H+) in other study. These peaks are also seen at 1586 
and 1515 cm-1 in the spectrum of the CSA-pumice. In 
addition, the observation of the small peak at 1691 cm-1 
and of the shoulder at 1634 cm-1 for C=O vibrations 
could show the residue of stearic acid 
molecules/stearate ions interacting differently with 
Cu+2/Si-O groups on the surface of the CSA-pumice.  

 

No Comp. Result  
(% wt) 

Det. 
limit 

Intensity w/o 
normal 

1 SiO2 43.0 0.0181 331.707 36.049 
2 Al2O3 18.8 0.0113 194.629 15.742 
3 Fe2O3 8.53 0.0053 269.248 7.149 
4 CaO 7.77 0.0045 162.443 6.511 
5 Na2O 5.59 0.0155 9.766 4.685 
6  CO2 5.41 0.2154 0.756 4.532 
7 K2O 4.35 0.0033 124.059 3.649 
8 MgO 3.11 0.0103 13.892 2.605 
9 TiO2 1.82 0.0115 9.354 1.524 
10 P2O5 0.860 0.0030 12.055 0.721 
11 MnO 0.185 0.0336 0.816 0.155 
12 Cl 0.161 0.0033 1.127 0.135 
13 SrO 0.139 0.0012 40.433 0.116 
14 SO3 0.130 0.0025 1.424 0.109 
15 BaO 0.0874 0.0263 0.203 0.073 
16 ZrO2 0.0293 0.0069 2.251 0.024 
17 Cr2O3 0.0187 0.0055 0.262 0.016 
18 Nb2O5 0.0150 0.0016 5.253 0.013 
19 Rb2O 0.0106 0.0012 2.989 0.009 
20 ZnO 0.0105 0.0018 0.896 0.009 
21 NiO 0.0104 0.0023 0.518 0.009 
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Figure 4. FTIR spectra of the CSA-pumice and the 
CSA dispersion in ethanol from top to down. 
 
The FTIR spectrum of the CSA dispersion involves 
some peaks [-OH (3335 cm-1), C=O (1658, 1586 cm-1), 
C-O (1047, 1088 cm-1), C-H (2840-2980 cm-1) etc.] 
belonging to the interactions between ethanol and 
stearic acid molecules. The FTIR measurements 
confirm covering of the pumice sample surface with 
mainly CSA.  

 
The SEM images of the pumice sample at different 
magnifications were given in Figures 5a-d. The images 
provide a better view of the pores/cavities that cannot 
be/can be seen with the naked eye and the rough 
structure throughout the surface as well as rod-like 
structures. 

 

 
 
Figure 5. SEM images of the pristine pumice sample at 
different magnifications 
 
Figure 6 shows SEM images of the CSA-pumice sample 
totally covered by the CSA dispersion. This coating has 
bur thorny flower-like morphology. In this morphology, 
thorny parts could involve mainly stearate groups when 
Cu+2 ions have been in the center of the flower. The size 
of a flower is about 15-20 µm. Different morphologies 
for SA coating have been observed in the literature 
depending on the treatment method, the treatment 
duration and the properties of pristine surface.  

 

 
 
Figure 6. SEM images of the CSA-pumice sample at 
different magnifications 
 
The formations of micro flowers of a diameter less than 
5 μm (1 min) and of a rose-petal-like micro structured 
morphology (10 min) were observed from 1 min to 60 
min in electrochemical modification of aluminum alloy 
in Cu/SA solutions [20]. The distribution of micro-nano 
flowers at anodic surface of the copper electrode after 
1.5 h was seen in other study [21]. SEM image of super 
hydrophobic and super oleophilic poly(urethane) (PU) 
sponge prepared by facile dip coating in SA solution 
and subsequent heat treatment involved the 
micro/nanoscale SA protrusion with folding edges [22]. 
 
3.2 Wettability 
 
Contact angle measurement is the main method in order 
to characterize the wettability of surfaces. When a water 
droplet forms a spherical shape, and the real contact 
between the adhered droplet and a surface is very small, 
a high contact angle (CA) occurs on the surface. In 
order for a surface to be super hydrophobic it must have 
a CA higher than 150o. In hydrophobic surface, the 
water drop will bead up with a CA greater than 90o. The 
wettable surfaces on which a water droplet tends to 
spread have a low CA value. Truly super hydrophilic 
surfaces possess roughness factors greater than one, and 
water spreads completely over them, which will have 
CA less than 5°. The drop will have a CA of less than 
90o on hydrophilic surface [23-25]. 

 

 
Figure 7. Wettability of the pristine pumice (a) and the 
CSA-pumice (b) 
 

Figure 7 shows wettability of the pristine and the CSA-
pumice samples. 
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When water is dropped on the pristine pumice (Figure 
7a), which has a rough structure and contains a large 
amount of metal oxide in its structure, water spreads 
completely and spreads over the entire surface by filling 
the pores/cavities of the rough surface. This shows that 
the pristine pumice has super hydrophilic nature, which 
suggests being in the Wenzel state. In the case of the 
CSA-pumice, it is observed in Figure 7b that the water 
drop remains on the sample, presenting a non-sticking 
behavior. The pores in Figure 5 and Figure 7a may be 
getting smaller and more hydrophobic after being 
covered with CSA, nearly filled with the flowers 
(Figure 6). More air could be trapped between the 
flowers in the pores on the CSA-pumice surface. The 
trapped air and the CSA coating repel water drops and 
prevent them from spreading over the surface.   

 

 
 
Figure 8. Sample images of water droplet CA 
measurements for the CSA-pumice sample (2 STs) from 
141° to 117°. 

 
Table 2. Summary of measured CA values for the CSA-
pumice samples with different STs. 

 
Sample images of the CA measurements are shown in 
Figure 8. The biggest CA value has been determined as 
141° during the measurements taken from the regions of 
different porosity of the CSA-pumice sample covered 
with 2STs. The images imply that the CSA treatment 
imparted hydrophobic surfaces to the pumice samples. 
Yu et al. stated that the droplet is in the Cassie-Baxter 
state for hydrophobic textured surfaces generally only 
partially wetted [26]. The CA values in Table 2 show 
that the samples with different STs have different CAs 
in the same sample depending on the size of porosity. 
Chau et al. also stated that to obtain meaning and 
reproducible contact angle values of real samples is 
difficult due to the surface property changing with many 
factors such as surface roughness, heterogeneity, 
particle size, and particle shape [27]. For these reasons 
it may not be possible to explain the effect of STs on the 
CAs due to quite different CA values observed for each 
sample depending on heterogeneous porous structures 
of the pumice samples even if the highest CA value 
belongs to the sample with 2 STs. In another study, a 
decrease in CA was observed with an increase in 
concentration of SA after 4 wt% in the case of SA-
coated PU. This was attributed to the exposure of 

hydrophilic parts of SA molecules due to the 
hydrophobic association of long alkyl chain between the 
SA coating fixed to the PU sponge surface and the SA 
molecules, which were excessively absorbed at high SA 
concentration [22]. The CA value of the monolayer of 
SA obtained on mica by vapor exposure was 20o. 
Hydrophobicity was reached only when a thicker 
multilayer SA film (85o CA) was obtained in the study 
which involved the preparation of thin films of SA on 
mica by sublimation in air [28]. It is known that the CA 
values of flat surfaces even if coated with any material 
decreasing surface energy cannot exceed 120o.  
 
Xu et al. [29] fabricated non-flaking 3D porous super 
hydrophobic frame with a pore size of less than 400 µm 
on copper foam substrates. Hierarchical micro-/nano-
structures on the surfaces were obtained by immersing 
of the foams in ethanolic stearic acid solution at room 
temperature for about 4 days. The resulting material 
with the self-assembly CSA formation on Cu foam 
presented super hydrophobicity CA of 156°.  In other 
studies that electrochemical modification was used for 
CSA/SA coating of any metal surface with/without 
etching, 162o [25] and ≈150o [15, 21] CA values were 
observed. The CA values increased from ∼125 to 151o 

depending on SA concentration from about 0.2 wt% to 4 
wt%, and then decreased to about ∼147o in a study 
involving the PU sponge coated with SA [22]. The SA 
modification of the copper meshes/sheets caused 110o 

CA, after being abraded mechanically via SiC 
sandpaper various grits [30]. As seen in the literature, 
the differences between these CAs could also arise from 
the differences in surface chemical composition, 
porosity of the substrate, treatment methods and 
durations.  

 
The techniques used in order to fabricate super 
hydrophobic surface usually involves two steps: 
roughening of the surface via etching chemically or 
mechanically to obtain micro-nano roughness and then 
modification of the surface to lower the surface energy 
[21]. The first step is not necessary when the volcanic 
pumice is used due to its rough morphology. Thus,  
using the volcanic sample as a starting material could be 
time-saving and inexpensive. However, the wide range 
of porous structures on the CSA-pumice surface may 
cause hydrophobicity instead of super hydrophobicity. 
The construction of the surface micro topography has 
great influence on the hydrophobic surfaces as Li et al. 
stated [30]. 

 
Wenzel's and Cassie-Baxter's equations help us to 
understand wettability properties of solid surfaces by 
accounting for their roughness and chemical structures. 
However, Erbil stated that much of the data in the 
literature are inconsistent with these theories and 
“modified forms” of Cassie's equations could be more 
convenient than others [31]. In our case, Cassie 
impregnating model may be used for the CSA-pumice 

    STs          CA values (°) 
2 141,   131,   128,   121,   117 
5 128,   121,   114,   111,   109 

10 126,   116,   109,   108,   105  
20 126,   121,   117,   112,   108 
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sample involving the microstructures (the flowers) of 
about 15 µm on heterogeneous pores/cavities at its 
surface, possible macro/micro gaps between this 
microstructures depending on the size of pores/cavities 
and micro/nano gaps between the thorns of the flower. 
A water droplet may penetrate partially into the 
macro/micro gaps while not penetrate to the nano gaps. 
However, Chau et al. suggested to examine the detailed 
nature of the surfaces and to characterize the surfaces to 
the smallest possible scale instead of trying to fit 
experimental data to idealized models in order to 
understand wetting phenomena of real surfaces.  Thus, it 
may be possible to scale upwards to extract 
macroscopically verifiable data [27]. 
 
4. Conclusion 
 
This study involves firstly the characterization of 
volcanic pumice samples from the Kula region. As can 
be seen from XRF and SEM analyses, the pumice 
samples consist of various oxides and have porous 
morphology. Having about 0o CA and facilitating water 
penetration into their pores quickly, the pristine pumice 
sample exhibits super hydrophilicity. Also as part of the 
study, the sample was treated with the CSA dispersion 
to see the effect of the treatment on wettability. In order 
to examine the effects of the treatment on the surface of 
the pristine one, the CSA-pumice sample has been 
examined via FTIR, SEM and CA measurements. The 
transformations in surface property and morphology of 
the pristine pumice with the CSA treatment have been 
shown via FTIR and SEM analyzes, respectively. The 
CA measurements have confirmed the change in the 
surface property of the pumice with the treatment from 
super hydrophilic to hydrophobic. The CSA-pumice 
samples have yielded CA values from 105o to about 
141o due to their hydrophobic surfaces, the varying 
sizes of pores on their surface and various STs. 

 
The wettability properties of the pristine and the treated 
pumice samples were tried tobe explained in this study, 
depending upon their surface properties and the 
wettability models. The pristine pumice and the CSA-
pumice samples may conform to Wenzel and Cassie 
impregnating models, respectively. Our next goal is to 
clarify how the spray coating with CSA influences on 
its surface porosity and roughness by examining the 
pore size distributions of the same pumice sample 
before and after coating with the CSA dispersion. It can 
be also examined whether reducing the SA 
concentration and covering the pristine pumice samples 
with various silanes will alter the results of this study. 
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