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ABSTRACT  

 

(1E, 2Z)-2-(1H-benzoimidazol-1-yl)-2-(hydroxyimino)acetaldehyde oxime (H2L) and its metal(II) 

complexes (1-5) (Fe, Co, Ni, Cu and Zn) were obtained using anti-monochloroglyoxime (glyox) and 

1H-benzimidazole (HBI) in absolute ethanol for the first time. The H2L was characterized by 
1
H-

NMR, elemental analysis, IR, and UV-Vis methods while IR, elemental analysis, UV-Vis, ICP-OES, 

TGA, molar conductivity and magnetic susceptibility techniques were applied to analyse of metal 

complexes (1-5). 

 

Keywords: 1H-benzoimidazole, vic-dioxime, metal complex 

 

1. INTRODUCTION 

 

The coordination chemistry of vik-dioximes has been studied extensively. Many transition metal 

complexes of these ligands have been synthesized and continue to be synthesized. Potential 

applications of vic-dioximes and coordination compounds are useful in chemical industry, biological 

chemistry, pigment, medicinal chemistry, analytical and model compounds [1-5]. Vicinal dioximate 

ligands with a conjugated N=C–C=N system often form N,N-chelated metal complexes. The presence 

of slightly acidic hydroxy groups and slightly basic nitrogen atoms forms adjacent dioxime 

amphoteric ligands that form square-pyramidal, square-planar, corrine-type or octahedral complexes 

with metal ions such as cobalt, nickel, copper, zinc, palladium and cadmium as central atoms [6-17]. 

 

Benzimidazoles are involved in a great variety of biological processes [18]. They usually coordinate 

to the metal ions with their nitrogen atoms [19] and some of their complexes derivatives have been 

proven to possess antibacterial, fungicide and anti-hermitic activities [20-23]. A few reports on 

synthesis of metal complexes of dioxime and benzimidazole derivatives have been synthesized [24-

29]. 

 

In this study, we prepared anti-monochloroglyoxime (glyox) and 1H-benzimidazole (HBI) according 

to literature [30-32] then we combined them to give a novel oxime ligand, named (1E, 2Z)-2-(1H-

benzoimidazol-1-yl)-2-(hydroxyimino)acetaldehyde oxime (1). In addition, complex compounds of 

H2L with metal(II) ions {Fe for 1, Co for 2, Ni for 3, Cu(II) for 4 and Zn(II) for 5 salts were 

synthesized. The H2L was characterized by 
1
H-NMR, elemental analysis, IR, and UV-Vis methods 

mailto:halil.ilkimen@dpu.edu.tr
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while IR, elemental analysis, UV-Vis, ICP-OES, TGA, molar conductivity and magnetic 

susceptibility techniques were applied to analyse of metal complexes (1-5). 

 

2. EXPERIMENTAL 

 

2.1. General Methods and Materials 

All chemicals used were commercially purchased from Merck. Elementar Vario III EL for elemental 

analyses, Bruker DPX FT NMR for 
1
H-NMR, Bruker Optics Vertex 70 for IR, Perkin Elmer SII 

Exstar 6000 TG/DTA 6300 for thermal analyses, SHIMADZU UV-2550 for UV-Vis, Sherwood 

Scientific Magway MSB MK1 for magnetic moment measurements and WTW Cond 315i/SET for 

molar conductance instruments were used for the analysis of the structures. 

 

2.2. Synthesis of Ligand H2L. 

We prepared anti-monochloroglyoxime (glyox) and 1H-benzimidazole (HBI) according to literature 

[30-32]. A solution of anti-monochloroglyoxime (1.22 g) in 25 mL pure ethanol was join to the 

solution of 1H-benzimidazole (1.18 g) in 25 mL pure ethanol. The pH of the mixture was adjusted 

from 3.5 to 7.0 with the addition of 0.1 M KOH solution. The yellow precipated product was filtered 

and dried (m.p: 140 °C, 1.26 g, 65% yield). The structure of H2L is given in Fig. 1. 

 

 

Figure 1. Synthesis of H2L. 

 

2.3. Synthesis of 1-5. 

A solution of 0.139 g FeSO4.7H2O for 1; 0,1245 g Co(Ac)2.4H2O for 2; 0.124 g Ni(Ac)2.4H2O for 3; 

0.099 g Cu(Ac)2.H2O for 4 and 0.111 g Zn(Ac)2.2H2O for 5 in 10 mL water was added to the 0.194 g 

H2L in 10 mL ethanol. The solids powder {violet for 1 (0.368 g, 69% yield), as brown for 2 (0.292 g, 

70% yield), as red for 3 (0.963 g, 73% yield), as bottle green for 4 (0.372 g, 80% yield) and as yellow 

for 5 (0.604 g, 77% yield)} that precipitated in the reaction medium was filtered and dried. The 

structures of 1-5 are given in Figure 2. 
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Figure 2. The compound 1-5. 

 

Anal. Calcd. for 1 (C9H8N4O2) (M = 204.19 g/mol): C, 52.95%, H, 3.97%, N, 27.45%, Found: C, 

52.94%, H, 3.95%%, N, 27.44%. Anal. Calcd. for 2 (C9H10N4O11S2Fe2) (M = 526.02 g/mol): C, 

20.50%, H, 1.90%, N, 10.65%, S, 12.20%, M, 21.00, Found: C, 20.55%, H, 1.92%, N, 10.65%, S, 

12.19%, M, 21.23. Anal. Calcd. for 3 (C13H18N4O8Co) (M = 417.24 g/mol): C, 37.40%, H, 4.45%, N, 

13.40%, M, 14.10, Found: C, 37.42%, H, 4.35%, N, 13.43%, M, 14.12. Anal. Calcd. for 4 

(C44H22N16O18Ni4) (M = 1319.69 g/mol): C, 40.01%, H, 3.39%, N, 16.97%, M, 17.70, Found: C, 

40.04%, H, 3.36%, N, 16.98%, M, 17.79. Anal. Calcd. for 5 (C13H14N4O7Cu2) (M = 465.37 g/mol): 

C33.57, %, H, 3.04%, N, 12.02%, M, 27.30, Found: C, 33.55%, H, 3.03%, N, 12.04%, M, 27.31. 

Anal. Calcd. for 6 (C26H30N8O14Zn3) (M = 784.73 g/mol): C, 35.76%, H, 3.50%, N, 12.80%, M, 

22.40, Found, C, 35.70%, H, 3.46%, N, 12.81%, M, 22.43. 
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3. RESULTS AND DISCUSSION 

 

3.1. 
1
H-NMR Result of H2L. 

The 
1
H-NMR spectrum (Figure 3) and 

1
H-NMR values (Table 1) of H2L was obtained in d6-DMSO at 

25 ºC.  

 

 

Figure 3. 
1
H-NMR spectrum of compound H2L. 

 

Table 1. 
1
H-NMR values for H2L. 

C

C N

N

H

OH

OH

N

N

1

2

3

4

5

6

7

8

 

H
1

 12.65 (1H, s) 

H
2
 11.95 (1H, s) 

H
4
 8.33 (1H, s) 

H
3
 8.10 (1H, s) 

H
8
 7.72 (1H, d) [

 3
JH8-H7 = 7.75 Hz] 

H
5
, H

6
 and H

7
  7.28 (3H, m) [

 3
J ≈ 7 Hz] 

 

The 
1
H-NMR spectrum of H2L also contains two singlet peaks oxime part (H

1
 and H

2
) at 12.65 ppm 

and 11.95 ppm, respectively, with the intensity of 1H atom for each. The CH  proton of oxime part 

(H
3
) is easily distinguishable as singlet with the intensity of 1H atom at 8.10 ppm. The H

4
 proton of 

H2L was observed at 7.72 ppm with the intensity of 1H atom. H
5
, H

6
 and H

7
 protons of H2L are 
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observed at 7.28 ppm (
3
J ≈ 7 Hz) multiple with 3H intensity. H

8
 proton of H2L is doublet as expected 

and arisen at 7.72 ppm (
3
JH8-H7 = 7.75 Hz) with the intensity of 1H atom. 

 

3.2. FT-IR Results 

The IR data of all compounds are given in Table 2. There are broad vibration peaks between 3300 and 

3320 cm
-1 

attributed to the ν(OH) vibrations of all compounds (expect HBI). There is a medium 

vibration peak at 3114 cm
-1 

attributed to the ν(N-H) vibrations of HBI. This peak is not observed in 

compound H2L due to replacing H atom of N-H in HBI with oxime group after reaction (Figure 1). 

υ(C=N) of H2L and ν(C=N)oxime and/or ν(C=N)HBI of 1-5 vibration are in the range of 1635-1610 cm
-1

 

with similar pattern. These frequencies are shifted to higher or lower energies when compared with 

free glyox (1605 cm
-1

) and HBI (1615 cm
-1

) indicating the coordination between metal ion and 

ν(C=N) groups of H2L (Figure 2). The peaks at the range of 3022-2823 cm
-1

 (weak), 3100-3055 cm
-1

 

(weak), 1405-1587 cm
-1

 (strong) are assigned υ(C-H) methylene, υ(C-H) aromatic (except glyox) and 

ν(C=C) of all compounds, respectively. In the complexes (1-5), the peaks at the range of 475-469 and 

579-531 cm
-1

 can be assigned for the ν(M-O) and ν(M-N) modes also showing the coordination 

between metal ions and H2L, respectively [33-35]. 

 

Table 2. IR data of all compounds (cm
-1

). 

 Glyox HBI H2L 1 2 3 4 5 

ν(OH) 3298(br) - 3300(br) 3285(br) 3275(br) 3320(br) 3256(br) 3318(br) 

ν(NH) - 3114(m) - - - - - - 

ν(C-H)Ar. - 3061(w) 3055(w) 3050(w) 3065(w) 3100(w) 3059(w) 3059(w) 

ν(=C-H)
 

3022(w) 

2883(w) 

2939(w) 

2857(w) 

3000(w) 

2823(w) 

3005(w) 

2912(w) 

2833(w) 

3007(w) 

2920(w) 

2845(w) 

3023(w) 

2997(w) 

2885(w) 

3000(w) 

2997(w) 

2845(w) 

3000(w) 

2992(w) 

2852(w) 

ν(C=N) 1605(s) 1615(s) 1630(s) 

1609(s) 

1635(s) 

1610(s) 

1636(s) 

1610(s) 

1636(s) 

1609(s) 

1631(s) 

1609(s) 

1636(s) 

1610(s) 

ν(C=C) - 1587(s) 

1499(s) 

1478(s) 

1456(s) 

1542(s) 

1500(s) 

1480(s) 

1457(s) 

1542(s) 

1499(s) 

1456(s) 

1412(s) 

1545(s) 

1499(s) 

1455(s) 

1420(s) 

1548(s) 

1501(s) 

1454(s) 

1412(s) 

1559(s) 

1499(s) 

1457(s) 

1405(s) 

1548(s) 

1506(s) 

1481(s) 

1456(s) 

ν(M-N) - - - 531(w) 548(w) 551(w) 543(w) 579(w) 

ν(M-O) - - - 472(w) 475(w) 474(w) 475(w) 469(w) 

 

3.3. Thermal Analyses of Compounds 2-6. 

TG-DTG and DTA curves of 1-5 are given in Figure 4-8, respectively, and their values are given in 

Table 3.  

 

All complexes thermally decomposed in three steps. The endothermic first stage corresponds to the 

loss of two, two two one and two moles of water molecule for 1-5. The endothermic second stage is 

consistent to the loss of C9H8NO2, four, four, two and four moles acetate molecules and in the 

endothermic third stage S2N3O8, one, four, one and two moles H2L for 1-5. The final product left 

undecomposed are FeO, CoO, NiO, CuO and ZnO, respectively. 

 

 

 



 
 

 
 
 

İlkimen, H., Journal of Scientific Reports-A, Number 49, 1-11, June 2022. 
 

 
 

6 
 

Table 3. Thermal analyses results of compounds 1-5. 

Compound Temperature 

(ºC) 

DTGmax 

(ºC) 

Leaving 

Group 

Found 

(%) 

Calculated 

(%) 

1 35-157 63 2H2O 3.20 3.42 

157-301 189, 238 C9H8NO2 30.70 30.83 

301-800 304, 314 S2N3O8 44.60 44.52 

- - FeO 21.50 21.23 

2 35-195 55 2H2O 7.90 8.55 

195- 401 291 4Ac 28.40 28.32 

401-900 439, 466 H2L 49.40 49.00 

- - CoO 14.30 14.21 

3 35-126 78 2H2O 2.80 2.70 

126-300 289 4Ac 17.60 17.80 

300-650 376 4HL 61.70 61.70 

- - NiO 17.90 17.78 

4 35-143 94 H2O 3.80 3.88 

143-252 237 2Ac 18.50 18.48 

252-650 266, 271, 301 H2L 50.50 50.33 

- - CuO 27.20 27.31 

5 35-164 59 2H2O 4.10 4.12 

164-255 221 4Ac 16.60 16.66 

255- 750 452, 538, 561 2H2L 56.70 56.79 

- - ZnO 22.60 22.43 

 

 

 

Figure 4. Thermal analysis results of 1. 
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Figure 5. Thermal analysis results of 2. 

 

 

Figure 6. Thermal analysis results of 3. 

 

 

Figure 7. Thermal analysis results of 4. 
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Figure 4. Thermal analysis results of 5. 

 

3.4. UV-vis Spectra, Molar Conductivities and Magnetic Susceptibilities 

The UV-Vis spectra of glyox, HBI, H2L and 1-5 were recorded in DMSO (1x10
-3

 M). The π- π* 

transitions are seen in the spectra of free ligands glyox (239 and 289 nm) and HBI (288 nm), H2L (236 

and 289 nm), of 1 (236 and 286 nm), of 2 (288 and 294 nm), of 3 (288 and 294 nm), of 4 (294 and 360 

nm) and of 5 (289 and 328 nm). The d-d transitions bands of 1-4 are observed at 794, 769, 802 and 

821 nm, respectively. The d-d transition for 5 have not been observed due to containing Zn(II) ion 

(d
10

). 

 

The molar conductivity data in DMSO of 1-5 is the 0.9, 1.5, 2.0, 0.5 and 3.1 Ω
-1

cm
2
 mol

-1
, 

respectively, indicating that 1-5 are non-ionic [36]. These results agree that sulfate ion for 1 and 

acetate ions for 2-5 complexes are coordinated to the metal ions. 

 

Magnetic moments 1-5 are 4.88, 3.75, 2.79, 1.70 and 0 BM per metal(II) ion, indicating the presence 

of four, three, two, one and zero unpaired electrons, respectively. 

 

4. CONCLUSIONS 

 

In this study, non-ionic metal(II) complexes (Fe, Co, Ni, Cu and Zn) (1-5) with a novel vic-dioxime 

compound, named (1E, 2Z)-2-(1H-benzoimidazol-1-yl)-2-(hydroxyimino)acetaldehyde oxime (H2L) 

were prepared and characterized by analysis methods results. According to these results the structures 

of complexes are proposed tetrahedral (1 and 4), octahedral (2) and square plane/octahedral (3 and 5). 

Different application areas of the synthesized compounds should be examined. 
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ABSTRACT 

 

Exam scheduling is a complex task that higher education institutions (universities, colleges, etc.) must 

prepare each semester depending on their academic calendar. The preparation of exam schedules 

requires a multi-dimensional analysis and experience. It is also a quite time-consuming sequence of 

operations. Exam times should not overlap when preparing the schedules and needed constraints are 

expected to be complied with as much as possible. Therefore, it takes a long time to form a complete 

solution. In this study, a Genetic Algorithm based exam scheduling method was developed to create a 

complete solution for the Vocational School of T.O.B.B. Technical Sciences, Karabuk University. 

During the test phase, four different experiments were performed in different constraints and criteria. 

As a result of these experiments, all solutions gave appropriate results until 2000 iterations. There was 

no overlap in any of the exam schedules and significant success was achieved in the desired 

constraints. 

 

Keywords: Exam Scheduling, Genetic Algorithm, Metaheuristics, Karabuk University. 

 

1. INTRODUCTION 

 

Universities are higher education institutions in a complex structure with many students, academic 

and administrative staffs. In these institutions, educational activities are carried out on course and 

exam schedules [1]. Therefore, it is necessary to prepare two or more (midterm, final exam etc.) exam 

schedules for all academic programs in each semester. When preparing exam schedules, distribution 

of exam halls (or classroom) according to departments, in which sessions will take part in lectures, the 

specific conditions of some courses, special requirements of examiners and course executives, 

capacity of exam halls, the number of students taking a course, possibility of some students being 

assigned to more than one exam session at the same time, exams can be held within a certain date 

range and limited time periods etc. many different situations have to be considered [2, 3]. Also, it may 

be necessary to revise the exam schedules depending on personal or institutional reasons. In summary, 

there are many parameters and constraints in exam schedules. Real-world optimization problems with 

many variables, such as exam/course/job scheduling, cannot be optimally solved at reasonable 

computational times [4]. Therefore, scheduling tasks are known as NP-hard [5] optimization 

problems. Also, it is difficult to talk about a general solution for this type of problem. The first studies 

on scheduling problems were done by Henry Laurence Gantt [6], an American mechanical engineer. 

These studies initially aimed at understanding the common problem structure by combining the 

mailto:aelen@bandirma.edu.tr
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problems. These problems were tried to be produced with simple models. Towards the end of the 20th 

century, heuristic methods came to the fore according to the problem. Since 1990s, modern heuristic 

methods have been used for the solution of some problems [7, 8]. Heuristic algorithms do not 

guarantee that they will find the exact result, but they do guarantee that they will get a solution within 

a reasonable time [9]. In other words, the definitive solution is unknown, but the closest solution is a 

problem in which we want to determine what is good for determining quality of the solutions. For a 

problem to be solved by optimization algorithms, the constraints that the algorithm must comply with 

are defined. Then, an objective function is created by taking these constraints into consideration [10]. 

Two types of constraints are generally preferred for studies on exam scheduling problems in the 

literature. These are hard and soft constraints. Hard constraints are mandatory rules, while soft 

constraints are constraints are rules that are desired but not obligatory [11]. 

 

In recent years, meta-heuristic methods have been widely used in solving the exam scheduling 

problem. For instance, Santiago-Mozos et al. [12] proposed a two-step heuristic method for obtaining 

personalized schedules for some courses for a university in Spain. In this method, students can 

determine the groups they prefer on a given subject and their priority in the lessons. In the first stage 

of the method, the constraints of the problem are solved, and in the second stage, the solutions found 

are tried to be improved. Dammak et al. [13] developed a simple heuristic method to perform exam-

classroom assignments to solve an exam scheduling problem. Their method tries to assign one exam 

in each classroom. If the method fails to provide this, it assigns a maximum of two exam halls. Pillay 

and Banzhaf [14] used the Informed Genetic Algorithm (IGA) as a two-step method for solving the 

exam scheduling problem. In the first stage, a GA is used to generate timetables that do not violate 

any hard constraints, and in the second stage, a GA is used to optimize the soft constraint costs of the 

schedules created in the first stage. Turabieh and Abdullah [15] proposed a hybrid approach that 

combines the principle of electromagnetic-like mechanism with the Great Deluge (GD) algorithm for 

the solution of the exam scheduling problem. The purpose of their proposed method is to move the 

sample points towards a high quality solution while avoiding local optimization using a calculated 

force value. This dynamically calculated value is evaluated as a distortion rate in determining the level 

within the GD algorithm. Shatnawi et al. [16] aimed to create the exam schedules of the Arab East 

College for High Education in Saudi Arabia with the least amount of overlap, considering some 

constraints. Their proposed method has two stages: the greedy algorithm and the genetic algorithm. 

They reported that by running these two algorithms in cooperation, they significantly reduced exam 

days and overlaps. Keskin et al. [17] proposed a two-step solution approach to Pamukkale University 

Faculty of Engineering's exam scheduling problem. They reported that the method they proposed 

produced faster results than commercial software IBM-CPLEX and Gurobi Optimization. Güler et al. 

[18] proposed mixed integer programming models for solving the exam scheduling and supervisor 

assignment problem. They stated that by integrating these models into a web-based decision support 

system, a complete timetable can be prepared in about two minutes. Aldeeb et al. [19] investigated the 

Intelligent Water Drops (IWD) algorithm for solving the university exam scheduling problem. They 

proposed a hybrid method based on local search algorithm to improve the disadvantages of the IWD. 

They reported that it achieved the best results on the three datasets compared to the best-known results 

in their experimental work. Hao et al. [20] A unified evolutionary multitasking graph-based hyper-

heuristic (EMHH) framework is proposed in which the concept of evolutionary multitasking and 

graph heuristics are used as high-level search methodology and low-level heuristics, respectively. The 

EMHH was evaluated on the exam schedule and graphic coloring problems. Their experimental 

results indicate that the proposed unified framework improves efficiency, efficiency, and generality 

when compared to single-task hyper-heuristics. 
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In this study, the exam schedules were automatically generated by using the student course 

information of the 2018-2019 fall semester of Vocational School of T.O.B.B. Technical Sciences, 

Karabuk University. This paper is organized as follows; In the first section, creation of a relational 

database for solving the exam scheduling problem, determining the number of exam branches, 

creating the chromosome structure, and defining constraints and fitness function are mentioned. In the 

second section, four experimental studies were conducted according to different criteria and the results 

obtained were evaluated. In the last section, this paper is summarized. 

 

2. MATERIALS AND METHODS 

 

The categorical data in the database prepared in this study are as follows. There are 421 courses, 54 

lecturers, 27 academic programs and 21 classrooms. In order to solve the problem, the model of the 

database was created with the E-R diagram shown in Fig. 1. This database was prepared based on the 

curricular relations of academic programs. Additional tables were also used to determine some 

specific limitations. For example, some lessons are taught in the laboratory only exams, common 

exams (for common courses taught in all departments) of the date/time intervals to be predetermined, 

according to the demands of lecturers are made according to the individual date/time criterion. 

 

 

Fig. 1. E-R diagram of the database schema for exam scheduling problem. 
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2.1. Pre-processing 

Before start of the scheduling, several pre-processes are required. These processes are as follows; 

loading the data into the system completely, combining the grouped courses, defining the pre-defined 

exams which have a fixed time or place in the table. Some of the exams of the courses are grouped for 

a variety of reasons. For this, the process of joining the grouped courses is done as shown in 

Algorithm 1. Where 𝐶 represents the entire course list. For each course is checked whether it belongs 

to a group. If a course has a group, the number of students taking the course is determined and added 

to the main course. The function of 𝑔𝑒𝑡𝐼𝑛𝑑𝑒𝑥(𝑔) is used to determine the index of the main course. In 

the last step, the group courses that are completed in the merge process are removed from the list. 

 

The courses with group joining are passed through a final phase and the exam branches are 

determined. The 𝐶𝑟𝑒𝑎𝑡𝑒𝐸𝑥𝑎𝑚𝑆𝑒𝑐𝑡𝑖𝑜𝑛𝑠 function in Algorithm 2 is used for this process. The input 

parameters of this function are as follows; 𝐶 is course list, 𝑠𝑝𝑙𝑖𝑡𝑉𝑎𝑙 is number of students to be placed 

in a classroom and 𝑡𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑒 is placement tolerance for a classroom. 

 

Algorithm 1. Merge all grouped courses. 

1: 

2: 

3: 

4: 

5: 

6: 

7: 

8: 

9: 

10: 

11: 

12: 

13: 

function MergeGroupedCourses(C: Course list) 

     for i ← 1 to C.count() do 

          set g ← getGroupCourse(C[i]); 

          if g is not empty then 

               set sci ← getStudentCount(C[i]); 

               set scg ← getStudentCount(C[getIndex(g)]); 

               scg ← scg + sci; 

               setStudentCount(C[getIndex(g)], scg); 

               C.remove(C[i]); 

          end if 

     end for 

     return C; 

end function 
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Algorithm 2. Create exam sections using merged course list. 

1: 

2: 

3: 

4: 

5: 

6: 

7: 

8: 

9: 

10: 

11: 

12: 

13: 

14: 

15: 

16: 

17: 

18: 

19: 

20: 

21 

22: 

23: 

24: 

25: 

26: 

27: 

28: 

function CreateExamSections(C, splitVal, tolerance) 

     set S[], index = 1; 

     for i ← 1 to C.count() do 

          set section ← truncate(getStudentCount(C[i]) / splitVal); 

          for j ← 1 to section do 

               S[index] ← C[i]; 

               setStudentCount(S[index], splitVal); 

               index ← index + 1; 

          end for 
          set remain ← getStudentCount(C[i]) mod splitVal; 

          if (remain > tolerance) then 

               S[index] ← C[i]; 

               setStudentCount(S[index], splitVal); 

               index ← index + 1; 

          else 

               set part ← truncate(remain / section); 

               set partRemain ← remain mod section; 

               for j ← 1 to S.count() do 

                    set sc ← getStudentCount(S[j]); 

                    setStudentCount(S[j], (sc + part)); 

                    if (partRemain > 0 and j = 1) then 

                         setStudentCount(S[j], (sc + part + partRemain)); 

                    end if 

               end for 

          end if 

     end for 

     return S; 

end function 

 

The purpose of this function is to determine the number of students to be placed in each class 

according to the given input parameters and the examination sessions depending on these procedures. 

According to Algorithm 1, each course is examined separately in terms of the number of students 

taking the course, the number of students to be placed in a class and their tolerance. The parameters 

required for this algorithm are set as shown in Fig. 2 through the values specified in the 

“𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑆𝑡𝑢𝑑𝑒𝑛𝑡𝑠” section. 
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Fig. 2. Dataset loading and student segmentation process. 

 

In Table 1, four different scenarios are given as an example for determining the number of exam 

branches (𝐸𝐵). The calculations are made by using the information of 421 courses registered in the 

database as mentioned before. Where means 𝑆𝑃, number of students to be placed in a classroom and 

𝑆𝑇, placement tolerance for a classroom. In summary, the 𝐸𝐵 values we obtain directly affect the 

structure (chromosome length) and performance of the algorithm to be used in the solution of the 

problem. The chromosome length of the algorithm varies dynamically according to 𝐸𝐵. 

 

Table 1. Determination of the number of exam sections according to 𝑆𝑃 and 𝑆𝑇 parameters. 

Scenarios SP ST ES 

Sce-1 30 5 350 

Sce-2 30 10 338 

Sce-3 35 5 333 

Sce-4 35 10 305 

 

The final processing steps before running the scheduling algorithm are the determination of the exam 

schedule as in the Graphical User Interface (GUI) shown in Figure 3. From this interface, the active 

semester, the type of the exam, the start and end date interval of the exams (𝐷𝑅), the time intervals to 

be used during the day (𝑇𝑅) and the duration of the exams (𝑇𝐷) are determined. Then holidays and/or 

school's closed times (𝐷𝐶) are added to the list. Finally, it is determined whether the faculty member 

will be assigned for exams outside of their own courses (𝑓𝑚𝑜) and all parameters are prepared. The 

exact dates for the preparation of the exam schedules (𝐷𝐸) are determined as shown in Eq. (1). 

 E R CD x x D x D            (1) 

 

Where 𝑥 refers to any date in the start and end of the exams. According to the date range given in Fig. 

(3), the number of elements of the 𝐷𝐸  (number of days) is equal to 10 when the days corresponding to 

the weekend are removed (From 5 to 16, except November 10 and 11). 
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Fig. 3. Exam calendar and overall restrictions. 

 

The flowchart of the proposed method and pre-process is as shown in Fig. (4). The first process 

collects the necessary information from the database. Then, group courses are combined into a single 

course. The user creates exam branches as shown previously in Fig. (2). The constraint rules are set in 

the last processing step before the algorithm is executed. Thus, all necessary parameters are provided 

for the genetic algorithm. 

 

 

Fig. 4. Flowchart of the proposed method. 

 

2.2. Structure of the Chromosome 

The length of the chromosome in the GA to be used in solving the problem is determined by the 

interface as shown in Table 1 before. That is, the length of a chromosome is equal to 𝐸𝐵. Fig. (5) 

shows a representative chromosome and the structure of a gene. Each gene has 14 different 

information. Some of these (from 𝐺7 to 𝐺13) are used for control purposes. 𝐺0 and those for control 

purposes are not subject to any genetic processing. 
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Fig. 5. Structure of the chromosome and gene. 

 

While describing the location of the genes with the chromosome variable (𝐶𝑖,𝑗); where is 𝑖 ∈
{0,1, … , 𝑛} the gene index on the chromosome and 𝑗 ∈ {0,1, … ,13} refers to the field index in the 

gene. 𝐶𝑖 identifies a gene on the chromosome. The explanations of the features of the structure of the 

gene are given in Table 2. Where 𝐺0 represents an exam branch. 𝐺1 to 𝐺6 are information that appears 

directly on the shedule. 𝐺6 and 𝐺7 determine whether a course has been tested. 𝐺9 and 𝐺10 stores the 

information that the exam branch does not belong to a divided course. 

 

Table 2. Descriptions of the gene parameters. 

Index 𝑪𝒊,𝒋 Parameter Description 

𝐺0 𝐶𝑖,0 ExamSection The exam that was created during pre-processing. 

𝐺1 𝐶𝑖,1 Program Academic program. 

𝐺2 𝐶𝑖,2 Term The academic term of the program. 

𝐺3 𝐶𝑖,3 Examiner The lecturer who was tasked for the examination. 

𝐺4 𝐶𝑖,4 Classroom The place where the examination will be held. 

𝐺5 𝐶𝑖,5 Date The date when the examination will be held. 

𝐺6 𝐶𝑖,6 Time The time when the examination will be held. 

𝐺7 𝐶𝑖,7 IsGroup Is there a group of the course that is connected to this 

exam? 𝐺8 𝐶𝑖,8 IsMainGroup Is main group that the course is connected to this exam? 

𝐺9 𝐶𝑖,9 IsSplitted Is that the course was splitted connected to this exam? 

𝐺10 𝐶𝑖,10 IsMainSplit Is main split that the course is connected to this exam? 

𝐺11 𝐶𝑖,11 IsPDDate Is there a predefined date for this exam? 

𝐺12 𝐶𝑖,12 IsPDTime Is there a predefined time for this exam? 

𝐺13 𝐶𝑖,13 IsPDClassroom Are there any predefined classrooms for this exam? 

 

Where 𝐺0 holds some information about the course to which an exam is attached. These statements 

keep the “SyllabusID” field, which is the primary key in the table (𝑇𝑆𝑌𝐿) named “Syllabus”, in an 

array. It is an array that holds the “CourseID” field if it is a divided course and/or a group course. This 

information is used to establish the relationship between the curriculum and the exam shedules to be 

created. The parameters used in the genetic algorithm are as follows; The selection method is “Elite” 

the crossover rate is 90%, the mutation rate is 3%, the population is 100. 
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2.3. Constraints 

Some rules must be fulfilled for the generation of genes in the chromosome. These rules and 

restrictions are presented separately under the four headings below. Also, it was divided into three 

main categories as “𝑠𝑜𝑓𝑡”, “𝑚𝑖𝑑𝑑𝑙𝑒” and “ℎ𝑎𝑟𝑑” to define the constraints as more flexible. Objective 

functions calculate a fitness value based on constraint definitions. When calculating these fitness 

values, it can be maxima or minima depending on the type of problem. 

 

2.3.1. Examiner and faculty member 

The knowledge that every faculty member can be an examiner for the exam is stored in the table 

(𝑇𝐿𝐸𝐶) named “Lecturer” in the database. Accordingly, the examiner list (𝐿𝐸) to be used in the genes 

on the chromosome is as in Eq. (2). 

 

       0,..., , ,5 True ,0E LEC LECL i i n T i is T i         (2) 

 

Where 𝑛 is the number of records in the table, 𝑇𝐿𝐸𝐶[𝑖, 5] the table area (IsExaminer) that keeps track 

of whether the examiner is assigned for the faculty member in the 𝑖-th, 𝑇𝐿𝐸𝐶 [𝑖, 0] refers to the faculty 

member’s ID (LecturerID as primary key). If faculty members only want to be examiners in their own 

courses, the examiner list is determined as in Eq. (3). 

 

 

          

' . ', ' . ', ' ' ,

0,..., , ,5 True ,1 ,0

FMT

E LEC LEC FMT LEC

L assist prof assoc prof prof

L i i n T i is T i L T i



      
  (3) 

 

Where 𝐿𝐹𝑀𝑇  represents the degree list of faculty members, 𝑇𝐿𝐸𝐶 [𝑖, 1] represents the degree of the 

faculty member in the i-th row/record line. 

 

2.3.2. Pre-defined dates and classrooms 

As mentioned earlier, some exams are stored in the database named 𝑃𝑟𝑒𝐷𝑒𝑓𝑖𝑛𝑒𝑑𝐷𝑎𝑡𝑒 (𝑇𝑃𝐷𝐷) table as 

a predetermined date. Accordingly, the date (𝐶𝑖,5) and time (𝐶𝑖,6) information of each gene that 

satisfies the 𝐶𝑖 ∈ 𝑇𝑃𝐷𝐷 condition on the chromosome is updated according to the table 𝑇𝑃𝐷𝐷. Then the 

control fields of 𝐼𝑠𝑃𝐷𝐷𝑎𝑡𝑒 (𝐶𝑖,11) and 𝐼𝑠𝑃𝐷𝑇𝑖𝑚𝑒 (𝐶𝑖,12) are set to logic “1”. If the place for the exam 

to be made, such as workshops, laboratories, etc. are made in the table (𝑇𝑃𝐷𝐶) called 

𝑃𝑟𝑒𝐷𝑒𝑓𝑖𝑛𝑒𝑑𝐶𝑙𝑎𝑠𝑠𝑟𝑜𝑜𝑚; The Classroom (𝐶𝑖,4) information of each gene that satisfies the 𝐶𝑖 ∈ 𝑇𝑃𝐷𝐶 

requirement on the chromosome is updated according to the table 𝑇𝑃𝐷𝐶 . Then the control field of 

𝐼𝑠𝑃𝐷𝐶𝑙𝑎𝑠𝑠𝑟𝑜𝑜𝑚 (𝐶𝑖,13) is set to logic “1”. Pre-defined areas of these genes are not mutated during 

genetic procedures. Otherwise, this process has no meaning. 

 

2.3.3. Examiner date and time ranges 

The “𝑅𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛” table (𝑇𝑅𝑆𝑇) in the database contains the date and time interval information that 

faculty members do not want to be assigned to the exam. As seen in Table 3, these constraints can be 

defined in three different ways. There are “𝐼𝑓 𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒” and “𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒𝑙𝑦” options for each 

constraint. Accordingly, if “𝐼𝑓 𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒” option is selected for any of these three constraints, 𝑃𝑀 is 

used as penalty point and 𝑃𝐻  is used if possible “𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒𝑙𝑦” option is selected. 
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Table 3. Date and time range constraints for examiners. 

ID Examiner constraints If possible Absolutely 

𝐾𝐵𝑁  I do not want to be tasked before-noon 

𝑃𝑀 𝑃𝐻  𝐾𝐴𝑁 I do not want to be tasked afternoon 

𝐾𝑆𝐷 I do not want to be tasked on the date specified 

 

Accordingly, the penalties for each constraint are calculated as shown Eq. (4), (5) and (6). 

 

     
 ,3 ,6

0 0

1, ,1 12 : 00
, ,

0,

n m
RST i i

BN M H

i j

T j C C time
K p p P P

otherwise 

   
  


  (4) 

 

     
 ,3 ,6

0 0

1, ,1 12 : 00
, ,

0,

n m
RST i i

AN M H

i j

T j C C time
K p p P P

otherwise 

   
  




     
 , 3 , 6

0 0

1, ,1 12 : 00
, ,

0,

n m
RST i i

AN M H

i j

T j C C time
K p p P P

otherwise 

   
  


  (5) 

 

     
 ,3 ,5

0 0

1, ,1 ,3
, ,

0,

n m
RST i i RST

SD M H

i j

T j C C T j
K p p P P

otherwise 

   
  


   (6) 

 

Where, 𝑃𝑀 is the middle level penalty point, 𝑛 the number of genes in the chromosome, 𝑚 the number 

of records in the table, 𝑇𝑅𝑆𝑇[𝑗, 1] the examiner ID found in the 𝑗 -th record line in the table, 𝑇𝑅𝑆𝑇[𝑗, 3] 
the date information in the same row of the table, 𝐶𝑖,3 examiner information in the i-th gene of the 

chromosome, 𝐶𝑖,5 and 𝐶𝑖,6 refer to the date and time information in the gene, respectively. 

 

2.3.4. Other constraints 

Under this heading, other constraints are mentioned. The GUI shown in Fig. (6) has three different 

constraints. “Low, Middle and High” options are given for each constraint feature to be used. The 

penalties of these options are equal to 𝑃𝑆, 𝑃𝑀 , 𝑃𝐻  respectively. 
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Fig. 6. Constraint rules for the exam scheduling. 

 

The functions that calculate the constraint penalties are shown in Eq. (7) “Prevent overlapping for 

students who retake a failed course” (𝐾𝑆𝐸), shown in Eq. (8) “No more than one exam per day for the 

same program” (𝐾𝑃𝐸) and shown in Eq. (9) “Arrange exam schedules according to early in the day” 

(𝐾𝐷𝐸), respectively. The operating principle of these functions is like sorting algorithms. Two 

consecutive gene (𝑒𝑔: 𝐶𝑖,5 − 𝐶𝑖+1,5) information on a chromosome are passed through comparative 

logical tests. If the necessary conditions are met, the penalty value is increased, otherwise it is 

ineffective. 

 

 
1
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
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
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Where 𝑝 is the optional penalty value, 𝑛 is the number of genes in the chromosome, 𝐶𝑖,1, 𝐶𝑖,2, 𝐶𝑖,5 and 

𝐶𝑖,6 the academic program in the i-th gene, academic period, the date, time and 𝑇𝑅 express the time 

interval of the exam. 
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2.4. Fitness Function 

For scheduling problems, the most important parameters of the fitness function are undoubtedly 

overlapping. Three different methods are used for examiners, students and classrooms to calculate 

penalties in these overlaps. In these calculations, each is considered as a separate layer, as shown in 

Fig. (7). 

 

 

Fig. 7. Presentation of an exam schedule as a layer. 

 

Accordingly, to avoid overlaps, the rules that must be followed in each layer are as follows. 

 

 Examiner layer: A examiner cannot be found in different places (classrooms) in the same 

time frame. 

 Student layer: A student cannot take more than one exam at the same time-period and only 

one exam can be done in the same period for the relevant semester of the academic program to which 

he/she is affiliated. 

 Classroom layer: In a classroom, more than one exam cannot be done at the same time-

period. 

 

According to these general rules, functions that calculate overlap penalties are as follows; The 

examiner overlaps (𝑂𝐸) shown in Eq. (10), the student overlaps (𝑂𝑆) shown in Eq. (11), and classroom 

overlaps (𝑂𝐶) shown in Eq. (12). 
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otherwise



  
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 


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Where the values mean; n is the number of genes in the chromosome, 𝑃𝐻 is the penalty value for hard 

constraints, 𝐶𝑖,1, 𝐶𝑖,2, 𝐶𝑖,3, 𝐶𝑖,4, 𝐶𝑖,5 and 𝐶𝑖,6 the academic programs academic period, examiner, 

classrooms, date and time expresses the information in the 𝑖-th gene respectively. A logical “𝐴𝑁𝐷” 

operator was used for each gene in the chromosome. Another issue that needs to be considered when 

preparing the exam schedules is that the number of exam tasks per examiner should be as balanced as 

possible. As shown in Eq. (13) as part of the fitness function, average distribution of tasks (𝜇𝐸), 

standard deviation (𝜎𝐸) and balance coefficient (𝐵𝐸) for the examiners were calculated. Accordingly, 

if all examiners take equal number of exams, the standard deviation value will be equal to zero. As a 

result, the balance coefficient will be zero. 
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The parameters of Eq. (13) have the following meanings; 𝑒𝑘 is the number of examinery duties of 𝑘-th 

faculty members, 𝑛 is the number of genes in the chromosome, 𝑇𝐿𝐸𝐶  is the “𝐿𝑒𝑐𝑡𝑢𝑟𝑒𝑟” table in the 

database, 𝑇𝐿𝐸𝐶[𝑘, 0] is the faculty members ID found in the k-th line in the table, m is the number of 

examiners, 𝑃𝑆 is soft restricted penalty score. Another balance element in the shedule is that the exams 

of academic programs are distributed as balanced as possible within the calendar. When this criterion 

is not taken into consideration, a program may have multiple exams on the same day. This negatively 

affects the performance of students. The function that calculates the program/exam balance according 

to the calendar interval is shown in Eq. (14). 
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    (14) 

 

The parameters of Eq. (14) have the following meanings; 𝑡𝑘 is the total number of exams for the 𝑘-th 

program, 𝑑𝑘 is the number of exams performed more than once in the same day for the 𝑘-th program, 

𝑛 is the number of genes in the chromosome, 𝐶𝑖,1 and 𝐶𝑖,5 is the academic program and date 

information in the 𝑖-th gene, respectively. 𝑇𝑃𝑅𝐺  is the program table in the database, 𝑇𝑃𝑅𝐺[𝑘, 0] is the 
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program ID on 𝑘-th row in the table. According to Eq. (14), the ratio of 𝑑𝑘 and 𝑡𝑘 for each program is 

summed by multiplying the 𝑃𝑆 soft constraint as penalty. Thus, we calculate the program balance 

coefficient (𝐵𝑃). The total penalties calculated for a chromosome are shown in Eq. (15). 
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     (15) 

 

Where 𝑓𝑂𝑣𝑒𝑟𝑙𝑎𝑝 is the total overlap in the chromosome, 𝑓𝐶𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡  is the sum of the constraints, the 

𝑓𝐵𝑎𝑙𝑎𝑛𝑐𝑒  is total balance coefficient, and 𝐹 is the sum of all the calculated all penalties points. The 

fitness function of Eq. (16), which is used in the solution of the problem, aims to find the minimum 

penalty points. 

 

  min 0,1,..., , ifitness i i n F         (16) 

 

Where n is the number of the population. Accordingly, the fitness function finds the chromosome with 

the lowest penalties of the population in each iteration. The smallest fitness score of all time is found 

in Eq. (17). 
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  (17) 

 

Where n is the number of iterations. Accordingly, if the fitness value in 𝑖-th iteration is smaller than 

the best, the current fitness is determined to be the best. This process is repeated continuously in each 

iteration until the algorithm terminated. 

 

3. EXPERIMENTAL RESULTS 

 

Tests of the proposed method were carried out in consideration of the following items. Accordingly, 

four different experimental sets were prepared, and evaluations were made for each. The prepared test 

parameters are shown in Table 4. The summary information for T.O.B.B. Vocational School of 

Technical Sciences, Karabuk University is as follows: 

 

 The total number of courses is 421. Since 32 of these courses are related to profession 

practice, their exams are held in special places such as workshops and laboratories. 

 There are 21 educational places: 10 classrooms, 1 amphitheater, 3 laboratories, 6 workshops 

and 1 seminar room. The usage rate of 10 exam halls, which are classrooms, in exam schedules is 

approximately 95%. Other places are used for practice exams or for private purposes only. In addition, 

capacities of these classrooms vary between 35-40 students. 



 

 

 
 

Elen, A., Journal of Scientific Reports-A, Number 49, 12-34, June 2022. 
 

 

 

26 

 

 The number of academic programs is 27. However, as some programs are no longer available 

for students, the number of students can vary greatly depending on academic programs. For this 

reason, some courses are grouped together, and the exams are asked to be made jointly. 

 The number of registered faculty member for the exam system is 54. However, only 37 of 

them are examiners. In addition, the 12 of them have the degree of faculty member (Assist.prof., 

Assoc.prof., Prof.). 

 The mid-term exams for 2018-2019 fall semester were held between 05/11/2018 and 

16/11/2018 (for 2 weeks). However, it was decided not to hold an exam on 11/11/2018 (Sunday). It 

was also reported that exam hours would be between 09:00 and 18:00. 

 It was stated that six of the faculty members will not take part in exams. In addition, three 

people declared that they did not want to task in the afternoon if possible. 

 

According to the exam distribution, the number of examiners and classrooms for the number of 

examiners was 37 and the number of classrooms was 10. The calculated numerical distributions 

according to the EB value for each experiment are as in Table 4. 

 

Table 4. Tested parameters of the four different experiments. 

Experiments 𝑺𝑷 𝑺𝑻 𝑬𝑺 𝑫𝑬 𝒑(𝑲𝑺𝑬) 𝒑(𝑲𝑷𝑬) 𝒑(𝑲𝑫𝑬) 𝒇𝒎𝒐 

Exp-1 30 5 350 11 none none low True 

Exp-2 30 10 338 11 middle low none False 

Exp-3 35 5 333 11 middle low low True 

Exp-4 35 10 305 11 high middle low False 

 

For each experiment, graphs of fitness function, determined constraints and balance conditions were 

drawn. In balance status graphs, it is required that the exam task per examiner is as equal as possible 

and for the academic programs, the exams should approach to zero in order to make the optimal 

distribution according to the determined calendar days. It is expected that each criterion will be 

reduced to a minimum level in the graphs where the constraint rules are shown. 

 

3.1. Experiment I 

In this experiment, a total of 350 exam sessions with 30 students in each class were created for the 

exam branches (tolerance is 5). The placement of the exams based on the early hours was determined 

as a constraint. For Exp-1, the fitness, constraint and balance values in each iteration are shown in Fig. 

8. According to obtained results; the number of exam tasks per examiner is between 9-11; 21 faculty 

members with 9 exams, 15 faculty members with 10 exams, one faculty members with 11 exams. The 

exams evenly were equally distributed according to dates. However, as there were common exams 

(pre-determined exam dates) on November 5-6, 2018, there was an accumulation in these two days. 

The exams were placed into the early hours by 80% according to 𝐾𝐷𝐸 criteria. The number of overlaps 

in this test table is zero. As a further constraint, all of the 𝐾𝑆𝐷 constraints were successfully applied for 

six faculty members. Only one of the 𝐾𝐴𝑁  constraints could not be fulfilled for three faculty members. 
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Fig. 8. Exp-1; (a) fitness function, (b) constraint rules, (c) balances. 

 

3.2. Experiment II 

In this experiment, a total of 338 exam sessions with 30 students in each class were created for the 

exam branches (tolerance is 10). In the exams, students who took courses from previous periods were 

asked not to overlap the exam times in different periods of the same program. In addition, an 

academic program was asked not to do more than one exam per day. Finally, faculty members were 

asked not to take exams task outside their own courses. For Exp-2, fitness, constraint, and balance 

values in each iteration are shown in Fig. (9). 
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Fig. 9. Exp-2; (a) fitness function, (b) constraint rules, (c) balances. 

 

According to obtained results; the number of exam tasks per examiner (except for 12 faculty 

members) is between 11-13; 23 faculty members with 11 exams, one faculty members with 12 and 13 

exams. According to the 𝐾𝑆𝐸 criterion, exams are conducted at the same time-period for only 1 of the 

338 exams for the students taking the courses from previous periods. According to the 𝐾𝑃𝐸 criterion, 

there are 24 exams in all academic programs on the same days. Finally, all of the 𝐾𝑆𝐷 (for six faculty 

members) and 𝐾𝐴𝑁 (for three faculty members) constraints were successfully applied. 

 

3.3. Experiment III 

In this experiment, a total of 333 exam sessions with 35 students in each class were created for the 

exam branches (tolerance is 5). The desired process in the experiment is that; 𝐾𝑆𝐸, 𝐾𝑃𝐸 and 𝐾𝐷𝐸 
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criteria are fulfilled at the specified levels. For Exp-3, fitness, constraint, and balance values in each 

iteration are shown in Fig. (10). 

 

 

Fig. 10. Exp-3; (a) fitness function, (b) constraint rules, (c) balances. 

 

According to obtained results; the number of exam tasks per examiner is between 8-10; 2 faculty 

members with 8-10 exams, 33 faculty members with 9 exams. Exams According to the 𝐾𝑆𝐸 criterion, 

all exams were placed appropriately for students who took courses from previous periods. According 

to the 𝐾𝑃𝐸 criterion, there are 22 exams conducted in the same days in all academic programs. In 

addition, all of the 𝐾𝑆𝐷 (for 6 faculty members) and 𝐾𝐴𝑁 (for 3 faculty members) constraints were 
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successfully applied. Finally, the exams were placed into early hours with 85% success according to 

𝐾𝐷𝐸 criteria. 

 

3.4. Experiment IV 

In this experiment, a total of 306 exam sessions with 35 students in each class were created for the 

exam branches (tolerance is 10). The desired process in the experiment is that; 𝐾𝑆𝐸, 𝐾𝑃𝐸 and 𝐾𝐷𝐸 

criteria are fulfilled at the specified levels. In addition, faculty members were asked not to take exams 

task outside their own courses. For Exp-4, fitness, constraint, and balance values in each iteration are 

shown in Fig. (11). 

 

 

Fig. 11. Exp-4; (a) fitness function, (b) constraint rules, (c) balances. 
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According to obtained results; the number of exam tasks per examiner (except for 12 faculty 

members) is between 9-11; six faculty members with 9 exams, 18 faculty members with 10 exams, 1 

faculty members with 11 exams. Exams According to the 𝐾𝑆𝐸 criterion, all exams were placed 

appropriately for students who took courses from previous periods. According to the 𝐾𝑃𝐸 criterion, 

there are 13 exams conducted in the same days in all academic programs. Finally, the exams were 

placed into early hours with 85% success according to 𝐾𝐷𝐸 criteria. 

 

3.5. Numerical Evaluation of Experiments 

The numerical results obtained from the four experimental studies done above were kept with tables. 

In the Experimental Results section (Experiments 1 to 4), some values from Prevent overlapping for 

students who retake a failed course (𝐾𝑆𝐸), Arrange exam schedules according to early in the day” 

(𝐾𝐷𝐸), No more than one exam per day for the same program (𝐾𝑃𝐸) and I do not want to be tasked 

before-noon (𝐾𝐵𝑁) were not determined as optional constraints, so no values were specified in the 

table below. The fitness values obtained from the experimental studies are shown in Table 5. 

 

Table 5. Fitness values of experiments. 

Experiments 𝑶𝑬 𝑶𝑺 𝑶𝑪 𝑲𝑨𝑵 𝑲𝑩𝑵 𝑲𝑺𝑫 𝑲𝑺𝑬 𝑲𝑷𝑬 𝑲𝑫𝑬 𝑩𝑬 𝑩𝑷 𝑭 

Exp-1 0 0 0 0,25 — 0,00 — — 1,79 1,51 2,96 6,51 

Exp-2 0 0 0 0,00 — 0,00 1,00 6,75 — 1,14 2,89 11,78 

Exp-3 0 0 0 0,00 — 0,00 0,00 5,5 1,53 0,82 2,72 10,57 

Exp-4 0 0 0 0,00 — 0,00 0,00 3,25 1,17 1,35 2,68 8,45 

 

Table 5 shows that there is no overlap even in different rules and situations. That is, the scheduling 

process was performed 100% accurately without any overlap. Table 6 shows the number of examiners 

and the number of exams per classroom. Table 7 shows distribution of the number of exams according 

to calendar dates. Table 8 shows distribution of the number of exams according to the hours intervals. 

 

Table 6. The number of examiners and exams per classroom (exam hall). 

 
Exp-1 Exp-2 Exp-3 Exp-4 

Examiner Exam Examiner Exam Examiner Exam Examiner Exam 

𝑀𝑖𝑛 9 22 11 26 8 24 9 20 

𝑀𝑎𝑥 11 44 13 42 10 40 11 36 

𝜇 9,46 33,6 11,12 32,4 9 31,8 9,8 29,2 

𝜎 0,56 6,39 0,44 5,46 0,33 4,82 0,5 4,66 

 

Table 7. Distribution of exam numbers according to calendar dates. 

Experiments 05 06 07 08 09 10 11 12 13 14 15 16 

Exp-1 (350) 42 37 29 29 30 34 — 33 29 29 29 29 

Exp-2 (338) 28 31 29 28 29 27 — 29 32 35 32 38 

Exp-3 (333) 26 42 28 31 30 29 — 30 28 30 28 31 

Exp-4 (305) 32 28 26 28 27 26 — 29 28 27 27 27 
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Table 8. Distribution of the numbers of exams according to hours intervals. 

Experiments 09:00-10:59 11:00-12:59 13:00-14:59 15:00-16:59 17:00-18:59 𝑲𝑫𝑬 

Exp-1 (549) 117 109 78 25 21 80% 

Exp-2 (528) 68 82 67 64 57 — 

Exp-3 (490) 122 104 75 21 11 85% 

Exp-4 (486) 101 105 66 14 19 85% 

 

4. CONCLUSIONS 

 

Today, while planning in any branch of business (education, production, transportation, service, 

finance, etc.), time scheduling problem is encountered. The developed application can be used not 

only in universities but also in any scheduling distribution. In this respect, the developed application 

has a dynamic structure, and it can easily be scheduled under different conditions. Academic units at 

universities prepare exam schedules to make exams at a specific time in the academic education 

period. The preparation process of the exam schedules is still carried out in many faculties, colleges, 

and vocational schools with the help of the spreadsheet program such as Microsoft Excel. This 

process is both difficult and time consuming. According to the findings obtained from the 

experimental studies conducted in this study, the preparation time of the exam schedules for Karabük 

University (T.O.B.B. Technical Sciences Vocational School) without any overlap is average 4 

minutes and below 2000 iterations. The performance of the proposed method was tested with 421 

courses, 54 lecturers, 27 academic programs and 21 classrooms, and the exam schedules were 

automatically prepared correctly. Also, the proposed method was tested in different situations. Other 

studies on this issue in the literature are generally based on departments. The proposed method can 

produce solutions to all kinds of rules and constraints at a faculty and vocational school level. The 

proposed method accurately creates exam schedules without overlapping, depending on the 

constraints determined. Thanks to flexible constraint and rule options, any university can perform 

exam planning. In addition, it is extremely important in terms of time cost compared to traditional 

methods. 
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ABSTRACT 

 

Electricity transmission towers play an important role in the transmission of electricity. These 

buildings are very important to meet the many requirements related to electricity during natural 

disasters such as earthquakes and storms. Within the scope of this study, an electrical transmission 

line tower was analyzed and different wind velocities and different ground motion records were 

applied to the structure.  In addition to it, the artificial earthquake acceleration records for different 

earthquake levels and soil classes were obtained for Istanbul by using Turkey Building Earthquake 

Regulation 2018. During the analysis, three wind speeds and the artificial earthquake acceleration 

records obtained by taking into account the different earthquake levels and ground classes were used. 

The wind pressure values acting on the structures are determined according to ASCE 7-10 standard. 

The ground motion data were carried out time history analysis. As a result of the analysis, 

displacement, stress and base shear force values were obtained and compared. 
 

Keywords:Steel towers, Wind analysis, Time history analysis. 

 

1. INTRODUCTION 

 

Electricity Transmission towers are structures that provide electricity transmission. The requirement 

for transmission towers has increased with the rapid advance of technology. Transmission towers are 

generally tower type delicate structures having different geometrical features and are under the effect 

of forces such as earthquake and wind. In terms of structural engineering, it is of great importance to 

examine behavior under the earthquakes and wind effects of these towers. Since electricity 

transmission towers are structures providing electricity transmission, it is very important following the 

earthquake. 
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Figure 1. The steel tower damaged by the strong wind in China [1]. 

 

Strong winds often occur in many regions of the earth. They occur in tropical regions especially and 

create destructive effects on coastal parts [2]. Storms such as earthquakes can have destructive effects 

in a number of regions of the world. The five towers were damaged during strong winds in China in 

2010 [1;3]. The tower structures damaged in China are shown in Figure 1. These steel tower structures 

are under the effect of wind and earthquake loads. Examining the effect on the structures of wind 

loads is of great significance in terms of structural engineering. As the height of the structure 

increases, the wind load occurring on the structure will be greater. 

 

Many studies investigating the behavior of the towers under the earthquake effect were performed. 

There are studies which take the wind effect as well as the earthquake effect into consideration. Liang 

et al. [4] examined the behavior of the towers under seismic loads by modeling two electric towers 

with different heights by SAP 2000 program. Bai et al. [5]  investigated the behavior of the building 

under the earthquake effect by modeling an electrical tower with SAP 2000 program. Hadimani P. [6] 

modeled electrical tower structures with ANSYS program and performed static and dynamic analysis. 

They studied the behavior of the structure under the wind and earthquake effect. Partal [7] 

investigated the steel telecommunication tower structure which was exposed to the effect of wind and 

seismic forces. They modeled the tower with SAP 2000 program and examined the structural behavior 

of the tower under the effect of the earthquake and wind loads. Tuncer [8] examined in the behavior of 

PTT. Kars television transmitting tower. They compared the values obtained from test results by using 

SAP 90 program. They observed that the values were close. They carried out the static and dynamic 

analyzes. Furthermore, the comparisons were also made by performing the wind calculations. 

Rajasekharan et al. [9] dealt with 4 legged towers whose heights are 30m, 40m and 50m. They 

considered two different wind velocities in the course of the analysis. Additionally, the analysis was 

performed by using the modal analysis and response spectrum method. They determined displacement 

values for towers with different heights. Sharma et al. [10]  discussed telecommunication towers with 

different heights and different bracing shapes.  They carried out wind analysis for different wind zones 

in accordance with the regulation. They also carried out seismic analysis using the response spectrum 

analysis method. Long et al. [11] examined the collapse of transmission steel towers by using 

MATLAB and ANSYS programs. As a result of the performed analysis, it was seen that the finite 

particle method and the finite element method were compatible. In addition to this, it has been 

determined that the transmission tower is safe under the effect of earthquakes and resistant to collapse. 

Bhowmik et al. [12] performed the modal analysis of the transmission tower by using analytical and 

experimental studies. The transmission tower was designed as a prototype. In addition, the tower was 

modeled using the finite element program with ANSYS program.The first six frequency values were 
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determined and compared experimentally and analytically. It was obtained the differences as a result 

of analytical and experimental studies. Asgarian et. al. [13] examined the progressive collapse of a 

tower structure. Load increase factor was determined by performing analysis. The ratios of capacity-

demand was obtained by using different scenarios for element removal. This values was compared 

with overload factor obtained  by performing pushdown analysis. Tas [14] carried out the time history 

analysis of the steel telecommunication towers having different bracing shapes by considering 

different ground motion data. In addition to this, the analysis of the response spectrum and wind 

analysis were made. As a result of the analysis, The steel tower structures were compared in terms of 

different heights, bracing shapes, wind speeds and earthquakes. Korkmaz et. al. [15] performed 

nonlinear pushover analysis to determine the curve of force displacement by dealing with a wind 

turbine tower. Time history analysis was made by using the six different earthquake records. It was 

evaluated results obtained from the time history and nonlinear pushover analysis. Yalciner et al. [16] 

analyzed RC structure by using the different corrosion effects. It was examined fragility curves of 

structures subjected to 20 different ground motion data. According to the analysis results, It was 

obtained that the corrosion of steel is of great importance. Kumbasaroglu [17] investigated three RC 

buildings considering 20 ground motion data for the purpose of determining the effects of anchor bars. 

It was observed that the possibility of exceeding the performance level is reduced with anchor bars. 

 

In this study, the electrical transmission tower structure, which can be damaged under the effects of 

loads such as wind and earthquake, is examined. Firstly, the behavior of an electrical transmission 

tower under the wind influence is investigated according to ASCE 7-10 regulation for different wind 

speeds [18]. Secondly, Considering Turkey Building Earthquake Regulation 2018, artificial 

acceleration records were obtained for earthquake level II and soil class C, and analyzes were 

performed using the time history method. The displacement, stress and base shear force values were 

obtained and the results were compared [19,20]. 

 

2. MATERIALS and METHODS 

 

The structure modeled by using the finite element method is divided into a finite number of elements 

connected to each other at certain points. The elements and joints are shown in Figure 2. The 

displacements in the elements form the displacements at the joints. The unknown values are values at 

the nodal points. A set of the equation for the whole system is formed when the equations of the 

elements forming the system are combined. In this method, elements are classified by their 

dimensions and load forms. Elements can be modeled as bar, shell, solid and spring. The finite 

element model is shown in Figure 2 [21]. 

 

 
 

Figure 2. The finite element model [21]. 
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In this study, the steel tower being 32m in height was designed. Tower design, modeling and analysis 

were performed with SAP 2000 finite element program [22]. The tower structure consists of 390 

elements and 140 points as a frame. L profiles are used in the steel tower design. L 45 5, L 45 5 at 

beams and diagonals and L 80 8 on columns of the top parts are used, L 70. 7 on beams, L 80.8 and L 

90.9 profiles on diagonals and columns are used on the bottom parts. The steel electrical tower with 

32m height is shown in Figure 3. 

 

 

 

 
 

Figure 3. The view of the electrical tower structure. 

 

Tower structures are under the effect of many loads. These loads are snow, wind and earthquake 

loads.  The earthquake is very important in our country since it is located in the seismic zone. So far, 

most of the earthquakes in our country have been destructive and caused great loss of life and 

property. Wind load is another important load as well as earthquakes all over the world.  In this study, 

the behavior of the tower structure under the wind and earthquake loads effect is examined. The 

behavior that tower type delicate structures, being very high will show against wind and earthquake 

forces is quite important. Time history method is used for earthquake calculations. The calculation of 

the wind loads is determined in accordance with ASCE 7-10 [18]. 

 

In this study, firstly the behavior of the tower structure under the earthquake effect is examined.  Time 

history analysis is used during the earthquake analysis.  The artificial acceleration values were 

obtained by taking into account of the earthquake level 2 and soil class C. 11 earthquake records 

selected according to the Turkey Building Earthquake Regulations 2018 [19]. The values for spectrum 

curves were obtained according to Kocaeli province Gebze district [20]. Graphics including time-



 
 

 
 
 

Çarhoğlu, A. I., Journal of Scientific Reports-A, Number 49, 35-48, June 2022. 
 

 
 

39 
 

dependent acceleration values of artificial earthquakes are presented in Figure 4. The properties of the 

selected earthquakes are shown in Table 1 [23].  

 

Table 1. The properties of the selected earthquakes [23]. 

Earthquake 

Number 

Earthquake 

Name 

Station 

Name 

Vs 

(m/s) 

Focus 

Depth 

Magnitude 

 

1 Morgan Hill Gilroy - 

Gavilan Coll 

729.65 14.84 6.19 

2 Morgan Hill Gilroy Array 
#3 

349.85 13.02 6.19 

3 Imperial 

Valley-06 

Calipatria 
Fire Station 

205.78 24.6 6.53 

4 Darfield, New 

Zealand 

RKAC 295.74 16.47 7 

5 Anza-02 Idyllwild - 

Kenworthy 

Fire Sta 

382.44 20.34 4.92 

6 Coyote Lake Coyote Lake 
Dam - 

Southwest 

Abutment 

561.43 6.13 5.74 

7 Northridge -01 LA - UCLA 

Grounds 

398.42 22.49 6.69 

8 Imperial 

Valley-06 

Bonds Corner 223.03 2.66 6.53 

9 Coalinga-01 Slack Canyon 648.09 27.46 6.36 

10 Chi-Chi 

Taiwan 

TCU079 363.99 10.97 7.62 

11 Duzce, Turkey Duzce 281.86 6.58 7.14 

 

  
Earthquake Number 1 Earthquake Number 2 
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Earthquake Number 3 Earthquake Number 4 

  
Earthquake Number 5 Earthquake Number 6 

  
Earthquake Number 7 Earthquake Number 8 

  
Earthquake Number 9 Earthquake Number 10 
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Earthquake Number 11 

Figure 4.The artificial acceleration value for all the earthquake levels and soil classes. 

 

Wind loads are also very important for tower type structures. In Table 2, the values obtained from the 

measurement of wind speed in three seconds and ten minute periods in ASCE 7-10 Regulation are 

presented by the risk categories [18;24]. In this study, 15 m/sec, 25 m/sec and 35 m/sec wind speeds 

were examined in accordance with the measurements carried out in 3-second periods.  

 

Table 2. Wind velocities [18;24]. 

Risk Category Wind Speed 

 T= 3 

secPeriod 

T= 10 

minutePeriod 

I <35 <22 

II 35-45 22-30 

III 45-55 30-35 

IV 55-65 35-40 

V >65 >40 

 

Wind velocity pressure; 

 

qz,qh=0.613.KzKztKd.I.V
2
 (1) 

 

V: Basic wind speed 

Kd: Wind Direction Coefficient 

Kz: Wind pressure exposure coefficient 

Kzt: Topographic factor 

I: Importance coefficient 

 

Wind direction coefficient (Kd) is 0.85 for tower structures, topographic factor (Kzt) is 1. Exposure 

category is obtained according to surface roughness and is taken as B. Kz values are determined 

according to the standard depending on the height [18,24]. 

 

Design Wind Pressures;  
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P= q G CP- qi (GC)pi                                                        (2)    

qi: internal pressure 

(GC)pi: Internal pressure coefficients 

CP: It is calculated by external pressure coefficient. 

CP  is 0.8 perpendicular wall to the wind and -0.5 on the back wall. 

The storm effect factor (G) should be determined for the design wind pressure calculation 

 

G = 0.925 (
1 + 1.7𝑔𝑄I

Z
Q

1 + 1.7gvI
Z

) 
     (3) 

 

  

𝐼𝑧 = c (
10

Z
)

1/6

 
(4) 

  

L
Z

= l (
Z

10
)

⋷

 
(5) 

 

  

Q =
√

1

1 + 0.63 (
B+h

L
Z

) 

ε 
(6) 

 

 

Wind velocity pressure and design wind pressures are respectively determined by using Eq. (1) and 

Eq. (2). Q; Ground response factor is calculated by Eq. (6). The values of G were calculated as 0.82 

by using Eq. (3), gv; Peak factor for wind response, gQ; Peak factor for ground response, B; 

Horizontal length of the building (in the direction perpendicular to the wind direction), h; 

Average building height [18,24]. The wind was applied perpendicular in the +X direction to the 

structure. 

 

3. RESULTS AND DISCUSSION 

 

In this study, the behavior of the steel electrical transmission tower height of which was 32m under 

the earthquake and wind effect was examined. 3 wind speeds and 11 artificial ground motion records 

were applied to the structure. In addition, the acceleration spectra were applied by considering all soil 

classes and earthquake levels. Period values and mode shapes occurring in the structure as a result of 

modal analyses are shown in Figure 5. 
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Figure 5. The values of the period and mode shapes of the electrical tower structure. 

 

11 acceleration values dependent to time were selected in accordance with Turkish Earthquake 

Code 2018 and artificial acceleration records were obtained by considering Gebze district of  Kocaeli 

province for the earthquake level 2 and the soil class C [19,20]. The values obtained from the results 

of the time history analysis performed with the artificial acceleration records obtained are shown in 

Figure 6. 

 

 
 

a) The values of displacement 

 

   
T1=0.258 sec T2=0.258 sec T3=0.168 sec 
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b) The values of stress 

 

 
 

c) The values of base shear force 

Figure 6. The values obtained as a result of the time history analysis. 

 

In the case of earthquake level 2 and soil class C, the biggest displacement value is found as 57.69 

mm, base shear force value is found as 34076.45 N and stress value is found as 127.64 N/mm
2 

for 1 
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numbered Morgan Hill Earthquake. The smallest values were obtained in the case of the 11 numbered 

Duzce, Turkey Earthquake and the value of displacement is 30.34 mm, the value of base shear force is 

25751.06 N and the value of stress is 66.47 N/mm
2
. The effective ground acceleration values of 1 and 

11 numbered earthquakes obtained as the artificial are respectively 0.81g and 0.47g. When the ground 

velocity of 1 numbered earthquakes is 729.65 m/s, the ground velocity of 11 numbered earthquake is 

281.86 m/s. When the values are viewed from the largest to the smallest; It is seen that the 2 

numbered Morgan Hill earthquake  which has an effective ground acceleration of 0.70 g is in the 

second place. It is seen that the displacement value obtained as a result of the application of the 2 

numbered Morgan Hill earthquake to the structure is 46.44 mm, the base shear force value is 38395.69 

N and the stress value is 103.08 N/mm
2
. The biggest displacement values were obtained in the upper 

parts of the tower, and the values of the biggest stress were obtained in the wings of the tower.  

 

The values of the effective ground acceleration of 4 and 5 numbered artificially produced earthquakes 

are very close to each other. While the magnitude of the 4 numbered earthquake is 7, the magnitude of 

5 numbered earthquake is 4.92. However, the ground velocity of 4 and 5 numbered earthquakes were 

295.75 m/s, 382.44 m/s respectively. The displacement values obtained from 4 and 5  numbered 

earthquakes are 43.00 mm, 43.12 mm, base shear force values are 37411.65 N, 34703.36 N, stress 

values are 103.94 N/mm
2
 and 102.42 N/mm

2
, respectively. Although the magnitudes of the 

earthquakes are quite different, the values obtained due to other factors are quite close. 

 

 
 

a) The values of displacement 

 

 
 

b) The values of stress 
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c) The values of base shear force 

Figure 7. The values obtained under the wind loading effect. 

 

The values of the pressure of the wind velocities of which were 15m/sec, 25 m/sec ve 35 m/sec were 

applied to the building. The values of the displacements, stresses, base shear forces obtained 

depending on the height occurred in the building because of the effect of these winds are presented in 

Figure 7. When the wind velocity is 25 m/sec, while the displacement values of the first floor occur 

0.4 mm, the displacement value of the top floor occurs 12.86mm. While the displacement value of the 

first and the top of the floor are respectively 0.80 mm and 24.95 mm at 35 m/sec wind speed, the 

displacement value is 4.7 mm in the case of 15 m/sec wind speed. As the wind speeds were 15 m/sec, 

25 m/sec and 35 m/sec, the stress values occurred as respectively 9.9 MPa, 26.82 MPa and 52.04 Mpa. 

However, the values of base shear force were obtained as 7172 N, 19456.22 N and 37746.06 N. 

 

4. CONCLUSION 

 

In this study, the structural behavior of an electric transmission tower under the effect of the 

earthquake and wind loads was investigated. Wind analysis was carried out according to the ASCE 7-

10 standard, it was used to the time history analysis method for earthquake analysis. Wind analysis 

were performed for wind speeds of 15 m/sec, 25 m/sec, and 35 m/sec. In earthquake analysis, 11 

earthquakes with different characteristics produced artificially were used. It was observed that the 

behavior of the structure under the wind effect was important as well as the earthquake effect. 

 

The artificial acceleration records were obtained by taking into account of the earthquake level 2 and 

soil class C for Gebze Kocaeli. Considering the values obtained, it is seen that 11 artificial 

acceleration records were created by taking 11 time-dependent acceleration values and the values of 

the displacement, base shear force and stress were found. While the biggest values were obtained at 1 

numbered Morgan Hill earthquake, the smallest values were obtained in the 11 numbered Duzce 

Earthquake. The smallest values were found in 11 numbered Morgan Hill Earthquake. It is seen that 

the values obtained changed depending on the effective ground acceleration, earthquake velocity and 

focus depth values. 

 

Considering the results of the wind load analysis; it is seen that as the wind speed increases, the values 

of displacement, shear force and stress occurring at the building increase. The wind load acting on the 

structure increases as the height of the structure increases, and it is seen that the values obtained 

increases depending on the height. 

 

Slender tower-type structures are structures that can be highly affected by the effects of earthquakes 

and winds. In future studies, the collapse status of tower structures can be examined. While 
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performing the failure analysis, probability analysis can be done by considering the effect of wind and 

earthquake loads. In addition, different regulations and methods can be used while performing wind 

analysis. 
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ABSTRACT 

 

Machine Learning has attracted researchers in the last decades and has been applied to different 

problems in many fields. Deep Learning methods which is a subfield of Machine Learning have 

started to be utilized to solve complex and hard problems with the improvement of computer 

technologies. Natural language processing is one of the challenging tasks that still needs to be 

improved for different applications such as code generation. Recently, general-purpose transformer 

based autoregressive language models achieved promising results on natural language generation 

tasks. Code generation from natural utterance using deep learning methods could be a promising 

development in terms of decreasing mental effort and time spent. In this study, a layered approach to 

generate Cascading Styles Sheets rules is proposed. The abstract data is obtained using a large-scale 

language model from natural utterances. Then the information is encoded into Abstract Syntax Tree. 

Finally, Abstract Syntax Tree structure is decoded in order to generate the Cascading Styles Sheets 

rules. In order to measure the performance of the proposed method an experimental procedure is 

constructed. Using pre-trained transformers and generated training data for Cascading Styles Sheets 

rules, different tests are applied to different datasets and the accuracies are obtained. Promising results 

for Cascading Styles Sheets code generation tasks using structural and natural prompt design are 

achieved. 46.98% and 66.07% overall accuracies are obtained for structural and natural prompt 

designs, respectively. 

 

Keywords: Natural Language Processing, Transformers, Abstract Syntax Tree, Code Generation, 

Deep Learning  

 

1. INTRODUCTION 

 

The styles of web pages are defined with Cascading Styles Sheets (CSS) rules which are groups of 

CSS properties. HTML elements can be customized with these CSS properties. Therefore, modifying 

the style of a web page needs to have a better understanding of the schema of CSS and familiarity 

with computer programming languages which requires a significant mental effort. Generating CSS 

rules with natural utterances might reduce this effort and increase the productivity of designers. 

However, converting natural utterances to logical forms such as CSS codes is a challenging task and 

requires semantic parsing practices with natural language processing.  

mailto:umutcanalacam@eskisehir.edu.tr
mailto:caglagokgoz@eskisehir.edu.tr
mailto:cahitperkgoz@eskisehir.edu.tr
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Prior to the description of the transformer model architecture [1], it should be noted that RNN models 

are commonly utilized for code generation tasks where current state is determined by the past 

information [2-5]. The earlier models were based on the sequence-to-sequence methodology [5, 6]. 

However, such purely sequence oriented methods could cause loss of structural information [7]. 

Therefore, subsequent studies depend on a grammar tree structure that improves the generalization 

and reliability capabilities of code generation models [8-10]. In recent reports, it is presented that 

transformers can also compete with the state-of-the-art models for semantic parsing tasks, such as 

code generation [7, 11-13]. Hence, transformer-based code generation and completion models have 

been advanced by the industry and integrated into the commercial products including integrated 

development environments (IDEs) [10, 14].  

 

Recently, general purpose autoregressive language models have provided favorable results on natural 

language generation tasks [15]. The recent auto regressive transformer model of OpenAI, Generative 

Pre-trained Transformer-3 (GPT-3), scaled up the transformer based autoregressive models to 175 

billion parameters and presented impressive results on multiple tasks [15]. Despite the semantic 

parsing tasks does not naturally fit into the paradigm of these models, a recently reported work shows 

that auto-regressive language models achieve reasonable results with few examples [12]. Inspired 

from the low data demand and existing capabilities of GPT-3, we propose a three-layer approach for 

generating CSS rules with given natural utterances. 

 

First, a verbal expression is converted into text if the input is given in speech format. Then, the 

information needed for generating a CSS rule is extracted from natural utterance, after which the 

extracted information encoded into an Abstract Syntax Tree (AST). Lastly, the AST structure is 

decoded, and the corresponding CSS Rule is obtained for the given natural utterance.  

 

The flow of the context is as follows; a summary of Natural Language Processing (NLP) concepts that 

is relevant to this work is provided in the second section. Later, the details of three-level approach are 

described in order to utilize an autoregressive language model for code generation tasks. In results 

section, different prompts for GPT-3 are experimented and the results are compared. 

 
2. METHODS 

 

While developing a system that modifies web page styles dynamically, using a natural language 

interface, an input from the user should be construed clearly, and a compliant CSS rule should be 

generated. The operators should be able to decorate any web page by describing their request in 

natural language (e.g. "Enlarge the headings."). In the following subsections, the background needed 

to introduce this work is summarized. 

 

2.1. Transformers in Natural Language Processing  

Natural Language Processing is generating abstract data from a language either in speech or text. By it 

is nature NLP is a hard problem to solve since most of the tasks contain messy data. In 2017, the 

paper "Attention is all you need" introduced a novel model architecture called transformers for 

language models [1]. The transformers are quickly embraced by the industry and became state-of-the-

art architecture for seq2seq language models [11].  

 

In transformers, the input is not processed sequentially. However, sequence of the words or positions 

comprises valuable information of the semantic meanings of a text given in natural language [7]. 
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Therefore, in order to capture the positional relations, a positional embedding mechanism applied to 

each token [1]. Additional to the positional relations, the self-attention-mechanism estimates the 

relations between each token of the input [16]. With self-attention mechanism the model is able to 

capture the dependencies between tokens more reliably [7].  

 

Unlike RNN based models, transformers do not suffer from vanishing gradient problem as the input 

sequence gets longer. The transformers are also advantageous to RNN based models in training time 

since it allows to process input sequence in parallel. Therefore, training process is much faster than 

RNN based models [1]. 

 

2.2. GPT-3 

GPT-3 is the third generation natural language deep neural network model from OpenAI’s Generative 

Pretrained Transformer model family. Technically, GPT-3 is a seq2seq language model which 

generates a completion for a given token sequence by calculating the probabilities of the next tokens 

[17]. These tokens are the smallest units of a text data that the model can process. The tokens can 

represent sentences, words, or a small fraction of words. The architecture of GPT-3 consists of two 

main parts: encoder and decoder. The input words are encoded, and a vector representation is obtained 

which is used to predict the next words. Then the probabilities of possible words are decoded from the 

input and the generated vector by the encoder.  

 

GPT-3 remained as the biggest natural language model with 175 billion parameters until another 

transformer language model with 1 trillion parameters is announced in 2021 [18]. GPT-3 is trained 

with a very large corpus that contains different languages, domains, or grammar structures [1]. As the 

work proposed, language models yield to learn multiple tasks for different domains since the model is 

capable of capturing the information about different task domains. Therefore, GPT-3 shows strong 

performance on various tasks without fine tuning. In some cases, GPT-3 performs close or 

outperforms to the domain specific state-of-the-art fine-tuned models [1].  

 

GPT-3 is able to carry out various tasks by designing a prompt that provides a brief explanation of the 

task with few examples [1]. For any given prompt, GPT-3 generates a completion which maximizes 

the likelihood with the corpora that is given to the model while training [13]. Thus, the design of the 

prompt is crucial for the accuracy of the obtained results. 

 
3. PROPOSED APPROACH 

 

A three-level pipeline is designed, in a high-level view, as an Artificial Intelligent (AI) agent. The AI 

agent accepts user request in text or speech format and generates a CSS rule that satisfies the user 

request. Such an approach provides a good level of abstraction for the internal structure. Abstraction 

of internal details makes the agent more reliable and useful when it is used within a complex 

application. 

  

In a more detailed view, each input is processed in a pipeline of three components. These components, 

also called as layers, takes the input from previous component, and generates the output for the next 

component. The layered structure of the CSS code generation and connections are shown in Figure 1. 
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Figure 1. Layered Structure of CSS Code Generation. 

 

3.1. Pipeline Layers 

Each of the layers in the pipeline takes on different responsibilities in order to generate CSS code 

from user requests. When a request is received with a verbal expression: Speech to Text (STT) layer 

converts user speech to the text format. Then Natural Language Understanding (NLU) layer extracts 

the required information for generating a CSS rule by processing the user request. Finally, CSS Code 

Generation Layer parses the information extracted by NLU layer and generates a syntactically valid 

CSS rule that can be injected into the HTML code of the web site.  

 

Pipeline layers, abstracts their internal implementation from other layers. Layered approach makes the 

development of software easier, more reliable and makes possible to replace or improve a layer 

independently. For example, in STT layer any third-party software that converts voice data to text data 

can be used or STT engine can be implemented without concerning about other components. 

 

3.1.1. Speech to text layer  

Speech to text layer is responsible for converting user speech into the text. This layer gets user input 

in audio signals and transcribes user speech. Thus, the NLU layer can process the user request and 

extract the properties of CSS rule which is going to be generated. If the input is already given in text 

format, this layer is skipped, and the user request directly passed to the NLU layer. This layer is 

ignored when measuring the accuracy of our NLU implementation since the speech to text 

transformation process is not relevant to the success of our NLU implementation. 

 

3.1.2. Natural language understanding layer  

Natural Language Understanding layer processes the user request in text format and extracts the 

required features of the CSS rule that is compliant with the user request. The NLU layer utilizes the 

GPT-3 for processing and extracting features from the text. These extracted features are the CSS 

selector, CSS property, and the value of the property. NLU layer encodes these features in a data 

structure called Abstract Syntax Tree (AST) for further processing by CSS Code Generation layer.  
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The abstract syntax tree structure represents the syntactical structure and content related features of a 

CSS rule such as CSS selectors, CSS property, the value for the extracted property, keywords like 

important etc. 

 

CSS AST only includes the required syntactical properties of CSS in this study. In Figure 2, the 

structure of CSS AST is shown. According to the AST structure, a CSS document consists of many 

CSS rules, where each CSS rule consists of many selectors and declarations. The declarations consist 

of property, value and can also have an important keyword and so on. 

 

 

Figure 2. CSS AST Model. 

 

In Figure 3, the CSS rule body {background: black}, which indicates the background color of the 

body element is black, is shown in AST format. The AST structure provides a general and compact 

representation of CSS documents. Currently, in this work only one CSS rule is generated per request. 

Therefore, the AST approach might be simplified to the simple entity mappings by extracting the 

selectors, properties and the values. However, the entity mapping approach would not represent the 

complete syntactical structure of CSS and cannot be generalized enough to decouple CSS code 

generation layer with NLU layer.  

 

Using the generalization capability of the AST approach, the CSS code generation implementation 

does not need to be modified whenever NLU capabilities are decided to be extended. It is also not 

needed to be modified existing AST structure and AST decoding procedure of CSS code generation 

layer even though the AST can be generated in a better way and more accurate in the future, since the 

syntactical structure of CSS does not change. 

 

The AST approach also ensures the consistency of generated CSS rules by eliminating the invalid 

CSS statements that could be generated. If GPT-3 generates an invalid output, it is not possible to 

build a valid AST. Therefore, the inconsistent outputs can be detected and eliminated without 

effecting the style of the website. 
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Figure 3. AST Example for the CSS Rule: body {background: black}. 

 

3.1.3. CSS code generation layer 

CSS Code Generation layer decodes the AST that is generated by the NLU layer and generates the 

CSS code. Since the AST contains syntactical hierarchy and content related features of the CSS code, 

it is easy to convert AST data into a syntactically valid CSS code. Since the AST schema is decoded 

with a deterministic procedure, it is possible to guarantee that the output of the CSS code layer is 

always syntactically valid. However, the content related features such as CSS selector, property and 

values might be inconsistent. For example: the property can be extracted as "color" and the value 

might be extracted as "12px" which are not compliant with each other. This issue can be achieved by 

checking if the AST attributes are valid. However, this is not concerned because the most browser 

engines ignore attribute errors covered in this way. 

 

4. EXPERIMENTAL RESULTS 

 

Meaningful representation of CSS code highly depends on the utilization of GPT-3 to construe the 

requests and generation of the AST as mentioned before. Since GPT-3 captures the context of the 

problem within the prompt, prompt design is crucial for the accuracy [11]. To achieve better accuracy 

and discovering the nature of auto-regressive language models, the three-level approach in this study 

is tested with different prompt designs.  

 

4.1. Dataset 

For discovering the capabilities of our NLU approach, a dataset which contains hand annotated user 

request examples with their expected CSS equivalents is created.  

 

The natural utterances that NLU layer is going to handle, have differences in terms of how the features 

are explained and how much of the information is given. Therefore, it would be more beneficial to 

examine natural utterances in different categories. Hence, test data is grouped into three categories 

which are property update requests, relative update requests and decoration requests.  
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Property update requests contains clear and distinct information about the style rule. The utterance 

contains all features of AST: selector, property, and value. (e.g., “Make heading one color blue”).  

 

Relative update requests clearly describe the target and the property of the rule. However, the value is 

not clear and described with a comparison to its older value. (e.g., “Make headings bigger”). 

 

Decoration requests describes a new design feature that will modify the webpage. These examples do 

not clearly describe the property and value unlike the target which is clearly described. (e.g., “Add text 

shadows to the hyperlinks”). 

 

4.2. Experimental Procedure 

In order to measure the performance of the layered approach in this work, the tests are applied 

separately to all categories of the dataset to find out the capabilities of our NLU layer on different 

categories of requests which are property update requests, relative update requests and decoration 

requests. The accuracy is calculated by comparing the model output with the ground truth for each of 

the example in dataset. However, the nature of CSS allows different properties and values to behave 

effectively same. For example, the rules using background-color property and background property 

behaves identical when the value is a color. As a result, there exists more than one compliant CSS rule 

for a particular natural utterance. Therefore, counting only the exact matches lead incorrect 

measurements since the outputs that are compliant with the user request. In order to overcome this 

situation, the generated CSS rules that behaves compliant with the user requests are accepted as 

accurate outcomes. The equation for output accuracy is shown in Eqn. 1.  

 

𝑂𝑢𝑡𝑝𝑢𝑡𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒𝑂𝑢𝑡𝑝𝑢𝑡𝑠

𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑𝐴𝑆𝑇
× 100 (1) 

 

where OutputAccuracy represents the ratio of the accurate outputs that is generated. The term 

TrueOutputs is the number of the outputs that is compliant with the user request and behaves 

effectively same with the ground truth. The term NumberOfGeneratedAST is the number of 

successfully generated ASTs. Note that generation of a valid AST only guarantees that the generated 

output can be converted into a syntactically valid CSS rule. The generated AST may include wrong 

entities and not compliant with the true CSS rule.  

 

As mentioned before, in order to create an AST from a natural utterance, it is required to extract 

selector, property and value entities. Therefore, performance of detecting these entities is also 

essential for understanding the strengths and weaknesses of the method. Hence, accuracies of 

detecting each entity are also calculated.  

 

𝑆𝑒𝑙𝑒𝑐𝑡𝑜𝑟𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒𝑆𝑒𝑙𝑒𝑐𝑡𝑜𝑟𝑠

𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑𝐴𝑆𝑇
× 100 (2) 

  

 

𝑃𝑟𝑜𝑝𝑒𝑟𝑡𝑦𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒𝑃𝑟𝑜𝑝𝑒𝑟𝑡𝑖𝑒𝑠

𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑𝐴𝑆𝑇
× 100 (3) 
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𝑉𝑎𝑙𝑢𝑒𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒𝑉𝑎𝑙𝑢𝑒𝑠

𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑𝐴𝑆𝑇
× 100   (4) 

  

The accuracies of extracted entities are calculated with the equations given in Eqns. 2, 3 and 4. The 

terms: TrueSelector, TrueProperties and TrueValues represent the number of the entities that 

semantically match the ground truth.  

 

4.3. Prompt Design 

In NLU layer, the behavior of the GPT-3 with different prompt designs is investigated to find out how 

to create a promising prompt design. We proposed two different prompt designs that have structural 

and contextual differences. 

 

4.3.1. Structural representation  

First approach to the prompt design requires syntactical rules that GPT-3 requires to follow. In order 

to retrieve the information that GPT-3 produced; a meaningful representation of AST is proposed. 

Using this meaningful representation, it is possible to build an AST thereby, a syntactically valid CSS 

rule can be generated.  

 

The prompt contains a set of examples to encourage GPT-3 for generating outputs in form of our 

meaningful representation. Each line represents a single example, which consists of a natural utterance 

and its meaningful representation.  

 

Make body background black => [selector:"body", property:"background", value:"black"]; 

 

An example from the prompt is shown above. The example is separated into natural utterance and 

meaningful representation sections with the characters: ’=>’. The natural utterance section represents 

an example user request in natural language. The meaningful representation section represents the 

AST which is compliant with this natural utterance. The meaningful representation is given between 

the square brackets, and contains the entities required for a CSS rule: selector, property, and value. 

Finally, a semi-colon character ’;’ is used for limiting the output of the GPT-3. 

 

4.3.2. Natural representation  

The second approach for the prompt design aims to provide data in more convenient structure for 

GPT-3. Despite GPT-3 mostly focused on natural language, the corpora given to the model contains 

considerable amount of CSS code [15]. Therefore, the model is more familiar with the rules of CSS 

language than particular syntactic design in this work.  

 

Similar to the previous prompt design, each line in the prompt contains an example of user request 

and the meaningful representation of this request. However, in this approach, the meaningful 

representation follows the original CSS syntax, which is in the same format of HTML style attributes.  

 

Make body background black => body {background: black} 

 

The example of this representation is shown above. As shown in the example, the meaningful 

representation section fallows the original CSS syntax. Since the CSS rules are already structural, it is 

possible to create an AST for validating the output of GPT-3.  
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4.4. Test Results 

For discovering the capabilities of both prompt designs: structural representation and natural 

representation are tested on the request categories: property updates, relative updates and decorations. 

The prompts consist of 4 property update, 4 relative update and 3 decoration request examples that are 

randomly picked from the data set. 

 

4.4.1. Results with structural representation prompt design 

As mentioned before, the first approach to the meaningful representation was a custom syntactical 

representation proposed within this research. The results obtained with this representation is given in 

Table 1. 

 

Table  1. Results of Structural Representation Prompt Design. 

Data Set 
Selector 

Accuracy (%) 

Property 

Accuracy (%) 

Value 

Accuracy (%) 

Output 

Accuracy (%)
 

Property Updates 83.54 82.90 82.59 68.28 

Relative Updates 77.25 72.39 - 46.32 

Decorations 63.04 54.86 55.29 26.35 

Overall 74.61 70.05 68.94 46.98 

 

The test results show that the accuracy in property update requests, clearly outperforms other 

categories. Additionally, the output accuracy show that the model produces promising results on 

property update requests with a unique syntactical data format that the model is not familiar with. 

 

For relative update requests, the accuracy of the model significantly decreases. Despite the selector 

accuracy and property accuracy are promising, the output accuracy is not as good as property update 

requests output accuracy. However, the model still produces reasonable results with very little amount 

of data. 

 

The model had difficulties on decoration requests, which is the most challenging kind of requests, and 

has the lowest accuracy as a result. Even though the model captures the selector correctly in general, 

since the property and value are not given clear in the natural utterance, model performance is not 

satisfying for property and value detection. 

 

In general, it is seen that the model has a higher accuracy on selector detection on all kinds of 

requests, followed by property and value detections respectively. 

 

4.4.2. Results with natural representation prompt design 

As mentioned before, the second approach to the prompt design was the standard CSS syntax, which 

is expected to GPT-3 is already familiar with. The results obtained with this representation is given in 

Table 2.  

 

Similar to the results of the structural representation prompt design, the accuracy on the property 

update requests is significantly higher than other categories. Additionally, it is seen that the model 

performs slightly better with the natural representation than the structural representation. 
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Using a natural representation also increases the accuracy on relative update requests. Even though the 

property detection accuracy is slightly decreased, the output accuracy on relative update requests is 

significantly higher when compared to the structural representation. 

 

Table  2. Results of Natural Representation Prompt Design. 

Data Set 
Selector 

Accuracy (%) 

Property 

Accuracy (%) 

Value 

Accuracy (%) 

Output 

Accuracy (%)
 

Property Updates 85.38 84.40 84.19 70.75 

Relative Updates 85.00 68.75 - 60.42 

Decorations 78.38 81.08 70.00 70.27 

Overall 84.71 77.13 82.37 66.07 

 

The results show the performance on the decoration requests dramatically increased with the natural 

representation prompt design. When compared to the previous output accuracy for decorations, which 

is 26.35%, using natural representation prompt design interestingly leads to a dramatic increase on 

output accuracy: 70.27%.  

 

For all categories of requests in the dataset, the natural representation prompt design clearly 

outperforms the structural representation that is originally defined within this research.  

 

Therefore, it is seen that prompt design is a major factor for the accuracy and using a meaningful 

representation that GPT-3 is already consumed before, significantly increases the performance of the 

model.  

 

In the literature, there are different research works reporting generating codes using pretrained 

language methods [19-21]. In [19], current methods are analyzed and compared, however there is no 

clear accuracy information that is provided, and these methods do not mention about the CSS codes. 

However, in [20], a code generation from natural language queries using pretrained models to 

generate SQL queries is proposed. It is mentioned that with the developed decoding method, the 

accuracy is improved from 49% to 72%. In [21], GPT-3 is fine tuned to generate python codes with 

several models. These models improved the percentage of solved problems to a best value of 72.5%. 

Hence, these accuracy results, although not generated for CSS codes, are comparable to our results. 

 

5. CONCLUSIONS and DISCUSSIONS 

 

In this study, a layered code generation structure is proposed using Natural Language Processing 

based on transformers. The model provides promising results for the internal structure. The reliability 

and the accuracy of the results depend on the details of the representations and the prompt design. The 

natural prompt design results with an overall accuracy of 66.07% are better than the structural prompt 

design which has an overall accuracy of 46.98%. 

 

The prompt design is crucial for the accuracy of auto-regressive language models such as GPT-3. 

Therefore, focusing on a better prompt design strategy is an opportunity for significant improvement 

of the accuracy. In the next paragraphs, some interesting future work ideas which are mostly about the 

prompt design, are summarized.  
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Dynamic example selection for prompts might be an opportunity for improving the accuracy. 

According to the structure and existing CSS classes of the target web page, a prompt could be 

generated by picking up the examples that is more appreciate with the content of the web page. Recent 

studies show such an approach can improve accuracy of the autoregressive language models for tasks 

of semantic parsing [12]. However, this approach strongly relies to the quality and the size of the 

example dataset. Therefore, extending the dataset could be a significant improvement.  

 

Generating prompt with in-context examples could also improve the accuracy. For each user request, a 

prompt could be generated by picking the examples that semantically similar to the user request. 

Additionally, fine tuning could reduce the cost by each request with smaller prompt sizes and improve 

the accuracy of generated ASTs.  

 

CSS document building with natural utterances might be a good practice for styling a webpage. The 

users could describe their style rules in a text document line by line. For each line, a CSS rule could 

be generated in AST structure. The generated ASTs could be combined into one general AST that can 

be decoded into a complete CSS document which comprises all generated rules.  
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ABSTRACT 

 

This research article investigated the effects of various heat treatment and coating processes on the 

tribological performance of X120CrMo29-2 martensitic stainless steel materials. The effects of deep 

cryogenic treatment, plasma nitriding, and high-velocity oxy-fuel (HVOF) thermal spraying methods 

on microstructural, mechanical, and tribological properties were investigated. The as-quenched 

condition was taken as the reference group. In the experimental studies, it was observed that the wear 

resistance of the deep cryogenic heat treated and coated samples were improved 1,2-6,7 times in 

comparison to the reference group. In terms of microstructure and mechanical properties, more 

homogeneous general structural hardness was obtained in the deep cryogenically treated samples, 

while high surface hardness values (980 HV100gf,10 sec) were found in coated samples. In terms of 

tribological properties, it was observed that the wear resistance of the coated samples was higher than 

the deep cryogenically treated samples. It is seen that nitride coatings have superior tribological 

properties to the HVOF sprayed sample. The lowest coefficient of friction (COF) and highest wear 

resistance was observed in plasma nitrided samples. 

 

Keywords: Wear, Friction, Tribology, Coatings, Nitriding  

 

1. INTRODUCTION 

 

Martensitic stainless steels have superior mechanical properties to other stainless steel groups due to 

the high Cr and C ratio in their content. [1]. For this reason, martensitic stainless steels are used in 

different areas such as turbine blades, bearings, surgical apparatus, and machine parts that provide 

fluid transport in corrosive environments [2, 3]. Although martensitic stainless steels exhibit high 

mechanical and tribological properties, this is insufficient for some industrial application areas. 

Therefore, martensitic stainless steels properties still need to be improved for some applications. This 

situation is primarily encountered in pump impellers, balancing discs, rotors, and valves used to 

transport hot corrosive fluids where high thermal stability is required. [1]. Different surface 

engineering techniques can be applied to improve the surface properties of martensitic stainless steels 
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and create new areas of use [4-6]. One of these techniques is the deep cryogenic heat treatment 

process which is additive process to quenching. Deep cryogenic heat treatment is complementary to 

the traditional heat treatment procedure. [7]. In this process, the austenite, which remains retained in 

the microstructure after quenching, is transformed into martensite and forms secondary carbide with 

the free carbon element. [8]. These transformations increase the overall hardness and wear resistance 

of the material. In addition, different coating methods are used to improve the surface properties of 

martensitic stainless steels. One of these is the high-velocity oxy-fuel (HVOF) technique. In this 

process, the powder mixture brought to a spray gun chamber with carrier gas is burned with a liquid-

gas fuel mixture and transferred to the surface to be coated in semi-melt form. With this process, 

coatings with a thickness of ~200 µm with low porosity on the surface can be obtained [9, 10]. The 

HVOF technique can be applied to any machine part subject to different types of wear under impact 

load [11]. The resulting coatings have relatively low porosity, high deposition volume, and hardness 

[12]. In line with these desired properties and due to the high melting temperature, carbides and oxides 

(WC, TiC, Al2O3, etc.) are highly preferred in this method [13]. Another method used to improve the 

surface properties of stainless steel is the nitriding method. Today, nitriding can be applied with gas, 

salt bath, plasma ion nitriding types [14]. Ammonia and cyanide salts are used as N2 donor media in 

gas and salt bath methods. Machine parts made of steel materials pose major disadvantages if the 

processing temperatures exceed 700°C for effective coating thickness and low processing time [1]. 

For this reason, the plasma nitriding process, which is carried out in the ionized gas phase and at low 

temperature, is highly preferred [15]. This process is a plasma assisted thermochemical process and 

uses the workpiece as a cathode. As a result of ionized gas bombardment, coating layers with high 

load carrying ability and hardness are obtained on the surface [16]. These structures formed on 

stainless steel surfaces are supersaturated γ-N and S phases in terms of N2 [1, 17]. In the studies, it is 

seen that the plasma-assisted ion nitriding process at low temperatures prevents the formation of hard 

and brittle (Metal)2N. It is known that nitrides formed from this chemical composition deteriorate the 

tribomechanical properties of the γ-N and S phases [1, 16, 17]. Therefore, when low temperature 

plasma assisted nitriding, carburizing, nitrocarburizing processes are investigated, it is known that 

these processes improve the mechanical, microstructural and tribological properties of different types 

of stainless steels and non-ferrous materials [14, 18, 19].  

 

When the studies in the literature are examined, it is pretty common to improve the surface properties 

of austenitic stainless steels due to high corrosion, low hardenability, and wear resistance [20-22]. It 

has been observed that studies on the improvement of the properties of martensitic stainless steels are 

few. In this study, the tribomechanical properties of X120CrMo29-2 quality martensitic stainless steel, 

which is frequently used to manufacture pump impeller material carrying corrosive fluid at high 

temperatures, were tried to be improved by different heat treatment and coating methods.  

 

2. MATERIAL and METHOD 

 

2.1.Material 
Commercial type X120CrMo29-2 martensitic stainless steel material obtained from IGSAŞ (Istanbul 

Gübre Sanayi Anonim Şirketi) was used in the study. The material was formed into cubes with a side 

of 12.70 mm by the EDM method. Conventional metallographic sample preparation processes were 

applied to all cube samples' surfaces and polished so that their average surface roughness was below 

0.5 µm. Table 1 shows the chemical composition of the material and the control groups in the 
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experimental studies. Experimental studies were carried out in five different control groups. The first 

group samples were taken as a reference (Q) and, after austenitization at 840°C for 1 hour, quenched 

and tempered at 200°C for 3 hours. In the second group of samples (QC), deep cryogenic treatment 

was applied in addition to the traditional heat treatment procedure. The process was carried out in an 

MMD Cryo brand computer-controlled device. The specimen was kept at a deep cryogenic 

temperature of -196°C at a 2°C/min rate for 36 hours. After processing, the sample was tempered at 

200°C for 1 hour. Plasma nitriding was applied to the third and fourth group samples (N1, N2). After 

polishing the sample surfaces, metallographic processes were subjected to plasma nitriding at 450°C 

and 520°C temperatures, during a 12-hour waiting period under 2 mbar pressure in 75% N2 + 25% H2 

gas atmosphere. After the process, the samples were left to cool to room temperature in a vacuum 

media. WC-Co coatings were applied to another group of samples by the high-velocity oxy-fuel 

method (HVOF). The process was carried out on a Metco Diamond Jet 2700 device. Mixture powders 

consisting of 83% WC and 17% Co by mass. During the process, powders were heated to 165 °C and 

the workpiece temperature to 204 °C. The process was operated at a pressure of 0.6 MPa using air as 

the carrier gas. The powder feed rate was used as 30 gr/min. 

 

2.2. Method 

Of the samples whose production processes were completed, coated samples were cut with the wet 

abrasive cutting method, and their surfaces were polished. Metallographic polishing was applied to 

one surface of the heat-treated samples. After polishing, the surfaces were etched with 2% Nital 

solution. The microstructures of the etched samples were investigated by SEM-EDS analysis. JEOL 

JSM-5600LV scanning electron microscope was used for analysis. EDS analyzes were also performed 

at the time of SEM acquisition. X-ray diffraction technique was used to determine the phases formed 

in the samples. Panalytical Empyrean device was used in the experiments. The XRD examination was 

performed with the Cu-Kα radiation and a wavelength of 1.54060 Å. For coatings and samples, X-ray 

diffraction patterns were obtained by scanning at 2θ angles between 20°-100° with a step size of 0.02 

at a speed of 0.5°/min. The obtained diffraction patterns were analyzed with the X'pert HighScore Plus 

package program. The hardness values of the samples were made using the microhardness 

measurement technique. Hardness measurements were made on a Future Tech FM-800 type device. 

The hardness of the samples, which were subjected to heat treatment and plasma nitriding, was 

determined at 25 gf load and 10 seconds dwelling time, and the hardness of the HVOF sample was 

determined at 100 gf load and 10 seconds dwelling time. The wear tests were performed on all 

specimens in spherical-disc type geometry in a CSM Tribometer device per ASTM G-99 standards. In 

the experiments, balls with Ø 3 mm diameter, 91.6 HRA hardness, 700 GPa elastic modulus, certified 

spherical, with 96% WC-4% Co content, were used as counter body material. The experiments were 

carried out with a load of 5 N, a diameter of 3 mm, a wear distance of 50 meters, and a sliding speed 

of 3 cm/s (189 rpm). The formed worn channels on the surfaces were measured with Mitutoyo SJ-400 

surface roughness device and Gauss filtering technique in ISO R97 standard. Worn channels were 

observed by SEM-EDS techniques to examine the wear mechanisms in detail. 

 

Table 1. Chemical composition of martensitic stainless steel material used in experimental studies and 

control groups. 

The Chemical Content of X120CrMo29-2 

C Si Cr Mn Mo Fe 
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1,10 2,00 28,00 1,00 2,25 Bal. 

Control Groups 

Specimen Description 

Q 1 hour austenitizing at 810°C +Quenching 3 hours at 300°C Tempering 

QC Q+36 hours 196°C Deep Cryogenic Treatment + 1-hour Tempering at 200°C 

N1 Q+ 450°C Nitriding Process 

N2 Q+ 420°C Nitriding Process 

HVOF Q+ HVOF WC-Co Coating 

 

3. RESULTS AND DISCUSSION 

 

3.1. Microstructure Analysis 

Figure 1 shows SEM-EDS analyzes of martensitic stainless steel samples with different heat 

treatments and coatings. When the samples are examined in general, there are no discontinuities and 

defects in the structures due to production, heat treatment, and coating processes. Figures 1.a-b show 

the neat quenching (Q) and deep cryogenically treated (QC) samples, respectively. One can be 

understand from the figure, the microstructure is composed of perlite and cementite phase due to the 

high temperature tempering process. In the deep cryogenic treated sample, it is seen that the structure 

is preserved in a similar situation. It has been observed that the general improvement mechanisms 

seen in the microstructure of tool steels by deep cryogenic treatment are not very effective in 

martensitic stainless steels [23]. 

 

 
Figure 1. SEM-EDS analyzes of samples: a)Q, b)QC, c)N1, d)N2, e)HVOF. 
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Figure 1.c-d shows cross-sectional SEM-EDS analyzes of plasma nitrided samples. It is seen that 

there is a nitriding layer with a homogeneous thickness distribution of 50-70 µm. In addition, the 

nitriding layer formed does not contain any defects and voids. This situation is an indication that the 

nitriding layer production parameters were selected effectively. When the EDS analyzes are 

examined, it is seen that the obtained layer mainly contains Fe-Cr-N. The substrate's high Fe and Cr 

content indicates that the resulting nitriding layer is predominantly composed of Fe-Cr-N compounds. 

Figure 1.d shows the cross-sectional SEM-EDS analysis of the WC-Co coated sample with the HVOF 

technique. When the coating cross-section SEM photograph is examined, it is seen that the coating 

forms homogeneously on the surface without any porosity, cracks, or discontinuities along the 

surface. It is seen that the obtained coating layer thickness is approximately 200 µm. Figure 2 shows 

the X-ray diffraction patterns of the samples. When the diffraction pattern of the conventional heat-

treated and deep cryogenic treated samples (Figure 2.a-b) is examined, it is seen that the structures are 

composed of carbide, martensite, and austenite phases. It is observed that the intensity of the carbide 

peaks increased and the intensity of the austenite peaks decreased in the deep cryogenically treated 

sample. It is thought that after the applied deep cryogenic heat treatment, the retained austenite in the 

microstructure turns into martensite and forms a carbide with the free element Cr. When the plasma 

nitrided samples are examined (Figure 2.c-d), it is seen that the structures are composed of nitrides 

containing Fe and Cr. In addition, it was determined that (Metal)2N was not observed, which is 

extremely brittle and hard. This observation shows that the applied process is carried out under the 

most suitable conditions. Figure 2.d shows the diffraction pattern of the WC-Co coated sample with 

the HVOF technique. When the obtained diffraction pattern is examined, it is seen that the structure 

mainly consists of WC peaks and rarely Co peaks. 83% by mass of the powder mixture desired to be 

coated on the surface contains WC. For this reason, it is seen that the peak intensities obtained are 

compatible with the mass content thrown to the surface. 

 

 
Figure 2. X-ray diffraction patterns of the samples: a)Q, b)QC, c)N1, d)N2, e)HVOF. 
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3.2. Mechanical and Tribological Analysis 

Figure 3. It shows the hardness values of the samples. While the hardness values of the conventional 

heat-treated and deep cryogenic heat-treated samples are average (480 HV25gf,10s), the hardness values 

of the plasma nitrided and HVOF-coated samples show the change of the coating surface towards the 

substrate material. Since WC is one of the hardest carbides known, the highest average hardness 

values are seen in the sample coated with WC-Co with the HVOF technique (980 HV100gf,10s). When 

the hardness values obtained were compared with the SEM analysis of the coating (Figure 1-e), it was 

observed that high hardness behavior was exhibited throughout the coating section and decreased by 

50% in the transition region. Another high hardness value is seen in plasma nitrided samples. The 

hardness measurements show that the hardness varies between 700 HV and 900 HV throughout the 

layer thickness. The average hardness values obtained from the nitriding process at 450°C and 520°C 

were measured as 715 HV25gf,10s and 665 HV25gf,10s, respectively. It is seen that the obtained hardness 

values are consistent with the cross-sectional SEM analyzes of the nitride layers. It is thought that the 

high hardness obtained by nitriding at low temperatures is due to the CrN layers formed with low 

thermal stress. Healing effects such as austenite-martensite transformation and secondary carbide 

formation provided by the deep cryogenic heat treatment in the microstructure are also seen in the 

hardness values. With the measurements made, it is seen that the average hardness value of the deep 

cryogenic treated sample increased by about 10% compared to the reference sample (494 HV25gf,10s). 

 

 
 

Figure 3. Hardness variation graphs of the samples. 
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Figure 4. shows the specific wear rate-friction coefficient variation graph of all samples. It is seen that 

there is a parallelism between the change in friction coefficient values and the change in wear rates. 

As expected, wear, and friction behavior improvements were observed in all applied heat treatments 

and coating techniques compared to the reference group. As can be seen from the figure, the highest 

wear rate of 8.77x10
-5

mm
3
/Nmm was determined in the reference sample. The application of deep 

cryogenic treatment increased the wear resistance by about 10%. With the WC-Co coating applied 

with the HVOF technique, the wear resistance was improved by 20% compared to the reference 

sample. On the other hand, the plasma nitriding process improved the wear resistance of the samples 

between 5.0 and 6.7 times.  

 

 
Figure 4. The wear rate of the samples and the average friction coefficient variation graph. 

 

Figure 5. shows the instantaneous COF change graph of all samples during the wear test. As a result 

of the experiments, the lowest average friction coefficient is observed in plasma nitrided samples 

(~0.25). The highest average friction coefficient was observed in the heat-treated groups as expected 

(~0.75). The friction coefficient data obtained from the experiment are similar to the wear rates. When 

the friction behaviors are examined, it is seen that the friction behavior of the plasma nitrided samples 

is in a regular regime at low values. The main reason for the regular regime in nitrided layers is that 

the abrasive three bodies are not formed during wear, and the wear behavior is not exacerbated. The 

high surface roughness of the HVOF coating layer compared to plasma nitrided coatings causes hard 

WC hard particles to break off from the surface during the wear test. They are included in the contact 
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area of the broken particles again and react with O2 and N2 to form tribochemical residues. These 

formed structures trigger three-body abrasive wear, causing an increase in the wear rate relatively 

compared to nitride layers. Extreme fluctuations were observed in the reference and deep cryogenic 

treated samples, where the highest COF values were observed. The main reason for this situation is 

the direct interaction of the opposite body at the contact point, which shows that three-body abrasive 

wear is effective.  

 

 
Figure 5. Instantaneous COF alteration graph of the samples during the wear test. 

 

Figure 6 shows the SEM-EDS analyses of the samples after the wear test. When the surface analysis 

of the quenched and deep cryogenically treated samples, which have the lowest wear resistance, is 

examined, deep abrasive traces (Figure 6.b-5) and oxidation traces (Figure 6.a-1) are observed. It is 

thought that an active three-body abrasive wear mechanism forms these deep scars. When the EDS 

analysis of the surfaces was examined, it was determined that the highest amount of W, Co, and O. 

Therefore, it is seen that the dominant wear mechanisms are adhesive and abrasive. When the wear 

surface SEM-EDS analyses of nitride coatings are examined exhibiting low friction behavior (Figure 

6.c-d), it is seen that the effects of abrasive and adhesive wear are pretty superficial and low as 

expected. It is seen that the worn nitriding layers have the lowest ratio of W, Co, and O. It has been 
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observed that these layers with high stability did not initiate three-body abrasive wear during wear and 

prevented the aggravation of wear. When the HVOF coating sample was examined, it was determined 

that the abrasive traces formed on the surfaces were shallow according to the quenching and deep 

cryogenic treatment conditions but deep compared to the nitriding layers. Despite their high hardness 

properties, the high average surface roughness of the HVOF layers reduces the load-bearing ability of 

these layers. The parts that break off from the surface with increasing wear distance (Figure 6.e-3) 

intensify the wear and decrease the wear resistance. For this reason, with increasing wear distance, 

they wear more than nitride layers with thinner thickness and become insufficient. 

 

 
Figure 6. Wear SEM-EDS analysis of samples: a)Q, b)QC, c)N1, d)N2, e)HVOF. 
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6. CONCLUSION 

 

This study applied different heat treatments and coating techniques on X120CrMo29-2 martensitic 

stainless steels. By examining the microstructure and mechanical properties of the samples, the most 

suitable surface modification process was tried to be determined. The findings obtained in the 

experimental studies are summarized as follows:  

 

Heat treatments and coatings were successfully applied in all control groups. It has been determined 

that there are no cracks, gaps, or discontinuities in the heat treatment applications and on the coating 

surfaces.  

 

In the X-ray diffraction analysis, decreases in the austenite phase peak intensities were detected in the 

deep cryogenically treated samples. It was determined that the nitride layers were mainly composed of 

Cr and Fe. It was determined that WC peaks were dominant in the HVOF layer. 

 

Compared to the reference sample (480 HV25gf,10s), a 10% increase in hardness was detected in deep 

cryogenically treated samples and 2 to 3 times in plasma nitride and HVOF coatings. The highest in-

depth hardness increase was obtained with HVOF coatings (980 HV100gf,10s). 

 

The lowest average COF was observed in the plasma nitrided layers (~0.25), while the highest 

average COF was found in the reference group (~0.75).  

 

In all applied heat treatments and coating techniques, the wear resistance has been increased compared 

to the reference sample. While the highest wear rate was observed in the reference sample with 

8.77x10
-5

mm
3
/Nmm, the lowest was found in the plasma nitrided sample at 450°C with 1.31x10

-

5
mm

3
/Nmm.  
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ABSTRACT 

 

Propyl paraben (propyl 4-Hydroxybenzoate) is frequently used in various products due to its 

physical and chemical properties and cheapness, and its use is increasing day by day due to the 

development of the industrial industry. This study is conducted on the side effects of propyl 

paraben on male rats' endocrine glands. Accordingly, each oil control, positive control (3 

mg/kg/day flutamide=FLU), negative control (0.4 mg/kg/day testosterone propionate = TP) and 

10, 250 and 750 mg/kg/day testosterone propionate + propyl paraben 6 groups were formed, one 

of which had six rats. 

 

While a decrease was observed in thymus and spleen weights in the 10, 250 and 750 mg/kg/day 

testosterone propionate + propyl paraben dose groups compared to the fat control group, an 

increase was observed in the weight of the thyroid tissue in the 250 mg/kg/day testosterone 

propionate + propyl paraben dose group compared to the positive control and 10 mg/kg/day 

testosterone propionate + propyl paraben dose groups. It has also been shown with various 

damages in endocrine organs in histopathological examinations. Therefore, we can say that propyl 

paraben has a negative effect on the endocrine organs examined. 

 

Keywords: Propyl paraben, Endocrine glands, Toxicity, Prepubertal male rats 

 

1. INTRODUCTION 

 

To utilize antimicrobial efficiency of parabens, they are used alone or mixed as a preservative in 

pharmaceutical products, foods and cosmetic products such as shampoos, lotions, deodorants etc. 

[1-3]. 
 
They are effective in between pH 4.5-7.5 and have several preservative criteria which is 

ideal such as not causing to fade in colors, being odor free and tasteless and continuing their 

efficiency by remaining stable in wide temperature interval [4]. Parabens can be taken by 

gastrointestinal tract, breathed their dust particles or absorbed through the skin. When parabens are 

taken orally, they are metabolized in the liver and intestines to the main metabolite 

parahydroxybenzoic acid (PHBA). They are eliminated from body by being conjugated in three 
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ways which are p-carboxyphenyl sulphate, p-hydroxybenzoyl glucuronide, p-carboxyphenyl 

glucuronide and they leave body through urine and feces [5]. 

 

By the 2000s, packaged and processed food production began to increase and parabens began to be 

added to the foods produced in this way. Researchers had not yet expressed their concerns about 

parabens until this period [6,7,8]. 

 

Propyl paraben (PP) is frequently used in cosmetic products due to its antimicrobial effect 

[9,10,11]. In addition, it is considered suitable for use because it is odorless and does not add any 

color or taste to the product it is added to. When all these features are added to the fact that it is 

cheap, institutions such as the USA FDA have authorized many institutions for its use. [9,11]. 

 

For a chemical to be used in any product, it is an extremely serious task to first determine whether 

it has toxic effects for both the environment and humans. Each country has different regulations 

and rules for the use of any chemical [12]. Here, in order to determine the properties of a chemical, 

researchers have determined evaluation criteria with their studies [13] and it has been seen that 

propyl paraben is an endocrine disruptor. 

 

There are more than one way to be exposed to a paraben, mainly by ingestion and inhalation, and 

depending on these exposure pathways, the duration of metabolism and excretion also changes 

[14,15]. It is then metabolized and conjugated by the enzyme esterase. Parabens can accumulate in 

the body, and much of this build-up occurs with daily use of them as a comic [16]. Oral parabens, 

on the other hand, are metabolized by the esterase enzyme and removed from the body through 

urine and feces [17]. 

 

Parabens have estrogenic action, since they can bind to estrogen receptors. This process could 

affect the hormonal balance of the body. They have the ability to block 17-hydroxysteroid 

dehydrogenase, an estrogen-inactivating enzyme [18]. Parabens are lipophilic pollutants that have 

been shown to build up in fatty tissue [19]. Shin et al. [20] established a pharmacokinetic model 

for PP, which may also be used to examine the pharmacokinetics and toxicokinetics of other 

parabens. In summary, orally administered PP was swiftly absorbed (less than 2 hours) and totally 

removed [20].The European Union (EU) and the Association of Southeast Asian Nations 

(ASEAN) banned five parabens in 2014 and 2015. (isopropylparaben, isobutylparaben, 

phenylparaben, benzylparaben, and pentylparaben). Studies on propyl paraben, methyl paraben, 

ethyl paraben and butyl parabens, which are frequently used parabens, have been shown to have 

toxic effects on mitochondrial activity and DNA [7]. However, no clear relationship has been 

shown between paraben exposure and cancer risk. Parabens have been proven in animal models to 

operate as weak xenoestrogens, with activity rising with the length of the alkyl group. In a study 

with mice, it was observed that the administration of paraben caused some epigenetic differences 

[21]. 

 

It has also been supported by studies that more than one ailment in humans, such as infertility and 

cancer, is associated with parabens [22]. It has been observed that propyl paraben application 

causes a decrease in follicle growth [23]. In terms of endocrine disruption, parabens were found to 

have the ability to bind to estrogen receptors, indicating estrogenic activity [24, 25]. Despite what 

is known about parabens' toxicological effects on the reproductive system, there is still a lack of 

research about their harmful effects on endocrine organs and the mechanisms that underpin them. 
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Therefore, in this work, because of the limited research on PP, it was selected and examined the 

toxicological effects on endocrine glands of prepubertal male rats. It is aimed that the results 

obtained will contribute to the limited literature available and be a start to the parts that need to be 

clarified on this subject. 

 

2. MATERIALS and METHODS 

 

2.1. Chemicals 

Hangzhou Dayang Chem. Co., Ltd. supplied testosterone propionate (TP, 97%). Sigma-Aldrich 

provided flutamide (FLU, 98%) and propyl paraben (PP, 98%). Because androgen ligands are 

hydrophobic, all test compounds were dissolved in oil. 

 

2.2. Animals and Laboratory Conditions 

36 prepubertal male Wistar albino rats, 6 weeks old, weighing 170-210 g, were obtained from the 

Experimental Animals Production Center of Hacettepe University. Afterwards, the experiment was 

started with the permission of the ethics committee (2015/86-13) obtained from the Hacettepe 

University Ethics Committee. All rats were kept in polypropylene cages at 22°C and 50% relative 

humidity in a room with a cycle of 12 hours of light and 12 hours of dark throughout the 

experiment. Pellets were given as feed and drinking water in glass bottles.  

 

2.3. Grouping Experimental Animals and Doses 

Subcutaneous injections of testosterone propionate (TP) were used. Flutamid (FLU) and PP were 

given for 10 days through oral gavage with oil. For oral administration, the total dosage amount 

was 5 ml/kg/bw/day. The Hershberger Bioassay OCSPP Guideline 890.1400 was used to calculate 

the daily dosages of TP (0.4 mg/kg/day) and FLU (3 mg/kg/day). This test is A Short-term 

Screening Assay for (Anti) Androgenic Properties it also shows toxicity in endocrinal glands such 

as liver, kidney and adrenal glands. It has been preferred because it is an optional short-term test 

that has been used frequently recently [26, 27]. 

 

At the age of six weeks, rats were castrated and allowed eight days to recover. After the recovery 

period, the animals were randomly assigned to one of six groups (n = 6) based on their body 

weights: an oil control group (5 mg/kg/day oil), a negative control group (0.4 mg/kg/day TP), a 

positive control group (3 mg/bw/day FLU plus 0.4 mg/kg/day TP), and three propyl paraben dose 

groups (10, 250, and 750 mg/kg/day plus 0.4 mg/kg/day TP). Food and water consumption, as well 

as body weights, were noted daily, and the daily dosage was adjusted for body weight. Using 

sterilized needles, dosages were delivered to the dorsal-scapular region for subcutaneous injection. 

Subcutaneous and oral deliveries were modified with total dose volumes of 0.5 ml/kg and 5 ml/kg, 

respectively [28]. The rats were killed within 24 hours of the last injection following 10 days of 

therapy. The pancreas, adrenal gland, thymus, thyroid, and spleen were all removed and weighed. 

 

2.4. Histopathologic Analysis 

After the tissue samples were taken, they were weighed and kept in Bouin's solution for 8 hours. 

Following this technique, tissue were sliced and stained with Hematoxylin and eosin. An Olympus 

BX51 light microscope was used to view stained preparations. It was photographed with the 

Bs200prop software connected to this microscope and all the changes observed for each section 

were recorded. 
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Thyroid slices stained with H&E were assessed for epithelial height and follicular diameter. The 

outer follicle layers of the thyroid gland were defined as the marginal region and the middle region 

as the central region. Using a 40X objective lens, morphmetric measurements were taken in the 

core and marginal areas of the thyroid glands [29,30]. The distance of luminal-basal cell 

membranes was measured for the height of the follicular epithelium. The size of the epithelium in 

the thyroid follicles was measured at 12.5 and 7 o'clock and recorded. An average of 20 follicles 

were counted from each rat thyroid preparation [31,32,33]. The data in the marginal and central 

regions were evaluated separately and presented as bar graphs. 

 

2.5. Hematological Analysis 

White blood cells (WBC), lymphocytes % (lym), monocytes % (mon), red blood cells (RBC), 

MCV (mean corpuscular volume), hematocrit level (Hct), mean erythrocyte hemoglobin 

concentration (MCHC), Hemoglobin (Hb) level, platelet count (Plt), mean erythrocyte hemoglobin 

(MCH) were calculated using a hematology analyzer MELET SCHLOESING MS9-5 (France). 

 

2.6. Statistical Analysis 

The data was statistically evaluated using the SPSS IBM-23 statistical software (USA). The 

variances were homogenous, according to Levene statistics. The analysis of variance (ANOVA) 

method was utilized. To establish the difference between groups, the Tukey post-hoc test was 

utilized. The mean and standard deviation of all data were reported (SD). Statistical significance 

was determined at p≤0.05 (n=6). 

 

3. RESULTS 

 

3.1. Body and Organ Weight Results 

Organ weight results were given in Figure 1. There was a statistically significant decrease in 

thymus weights in the negative control and positive control groups and in all TP + PP application 

groups compared to the oil control group. In addition, a significant decrease in thymus weights 

was observed in the 10 and 250 mg/kg/day of TP + PP dose groups compared to the negative 

control group. The spleen weights of the 750 mg/kg/day TP + PP dose group decreased 

significantly when compared to the oil control, positive control, negative control, and 10 

mg/kg/day TP + PP dose groups.. In addition, a statistically significant decrease was observed in 

spleen weight in the 250 mg/kg/day of TP + PP dose group compared to the oil control and 

negative control groups. The positive control group had a significant decrease in thyroid weight 

when compared to the negative control and 250 mg/kg/day TP + PP dose groups. When compared 

to the negative control and the 250 mg/kg/day TP + PP dose group, the 10 mg/kg/day TP + PP 

dose group showed a significant decrease in thyroid weight. When TP + PP doses of 10, 250, and 

750 mg/kg/day were compared to the negative control dose group, there was a significant decrease 

in adrenal weight. When compared to the oil control and positive control dose groups, the 10 

mg/kg/day of TP + PP dose group showed a substantial decrease in adrenal weight. There was no 

statistically significant difference in pancreatic weights between the treatment and control groups. 

The data were not graphed since there was no statistically significant difference in pancreatic 

weights. 
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Figure 1.  Absolute organ weights of controls and TP+PP dose groups. Values are given as mean 

± SD. 
a 
Significant difference from oil control, 

b 
Significant difference from negative 

control (TP) and 
c 
Significant difference from positive control (FLU+TP), p<0.05 (Significance 

level p≤0.05). 

 

3.2. Hematologic Analysis 

Hematologic analysis results of rats belonging to application groups are shown in Table 1. In the 

250 mg/kg/day of TP + PP group, a significant decrease was observed in lym %, mon % and plt 

values in general compared to the oil control and negative control groups. In addition, a significant 

decrease was observed in RBC and Hct values in comparison with the negative control group. 

WBC values were increased compared to the oil control and negative control groups. 
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Table 1. Results of hematologic analysis of male rats in the control and exposure to propyl 

paraben at dose of 10, 250, and 750 mg/kg/day.  

Values are given mean ± SD for six animals in each group. “n” number of rats. a Significant difference from oil control,  

b Significant difference from negative control (TP) (Significance level p≤0.05). 

 

A significant decrease was observed in the lym %, mon % and plt values in the 10 mg/kg/day of 

testosterone propionate + propyl paraben group compared to the oil control and negative control 

groups. In addition, a significant decrease was observed in RBC and Hct values compared to the 

negative control group. There was an increase in MCHC values compared to the oil control group 

and a decrease compared to the negative control group. A significant decrease was observed in the 

lym %, mon % hct and hb values in the positive control group compared to the oil control and 

negative control groups. Plt values were found to be significantly lower in the positive control 

group than in the negative control group. In comparison to the oil control group, there was an 

increase in MCHC levels. When compared to the oil control group, the RBC, Hct, MCHC, and Plt 

values in the negative control group increased significantly. MCH levels were found to be 

significantly lower in the oil control group. 

 

3.3. Histopathologic Analysis 

The histopathological examination results of the tissues are shown in Figure 2 and 3. Degeneration 

was demonstrated in the adrenal tissue in the negative control group. Congestion and edema were 

found in 250 and 750 mg/kg/day TP+PP dose groups. Cell melting was observed in the positive 

control group and 750 mg/kg/day TP+PP dose group. In thyroid tissue, colloidal degeneration was 

shown in negative and positive control group, also all TP+PP group. Follicular degeneration was 

shown in 250 mg/kg/day TP+PP group. In thymus tissue, congestion, edema and cell degeneration 

were demonstrated in the negative control group.  

Parameters Oil Control 

Negative 

Control        

(TP)                                                          

0.4 mg/kg/day 

Positive 

Control                          

(Flutamid+TP)                                     

3 mg/kg/day 

TP+PP                          

10 mg/kg/day 

TP+PP     

250mg/kg/day 

 

TP+PP                 

750mg/kg/day 

 

         n         6          6          6         6         6          6 

        WBC 
3.72 ± 0.81 3.20 ± 0.81 4.34 ± 0.49 4.00 ± 0.76 5.85 ± 1.30 a,b 3.28 ± 1.38 

         Lym % 
80.58 ± 7.28 85.08 ± 5.38 68.20 ± 4.91 a,b 3.10 ± 0.75 a,b 3.98 ± 0.69 a,b 7.12 ± 7.43 a,b 

         Mon % 
5.88 ± 0.36 6.57 ± 0.67 4.58 ± 0.57 a,b 0.18 ± 0.04 a,b 0.22 ± 0.04 a,b 0.27 ± 0.15 a,b 

         RBC 
6.49 ± 0.39 b 10.66 ± 0.43 a 9.11 ± 2.15 a 7.06 ± 0.31 b 7.38 ± 0.51 b 7.01 ± 0.45 b 

         MCV 43.32 ± 5.58 34.75 ± 3.19 39.22 ± 6.51 56.62 ± 2.43 54.20 ± 1.11 135.55±199.61 

         Hct 
38.12 ± 2.63 b 49.60 ± 3.71 a 25.95 ± 3.94 a,b 40.50 ± 3.53 b 39.4 ± 3.33 b 37.22 ± 3.07 b 

         MCHC 
18.43 ± 0.94 b 39.90 ± 2.88 a 31.20 ± 1.36 a,b 35.58 ± 0.35 a,b 37.00 ± 1.57 a 35.08 ± 4.19 a,b 

         Hb 
13.47 ± 0.83 14.62 ± 1.08 10.22 ± 2.31 a,b 14.62 ± 1.29 14.25 ± 0.40 13.97 ± 1.17 

         Plt 
4900.33±954.6b 9335.67±257.40a 4248.17±200.53b 963.17±234.33a,b 1129.17±72.70a,b 885.83±124.94a,b 

         MCH 
35.70 ± 1.57 b 17.95 ± 0.83 a 11.82 ± 1.15 a 20.28 ± 0.79 a,b 19.78 ± 1.12 a 19.83 ± 0.69 a,b 
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Figure 2. Histological images of the controls and TP+PP dose groups of the adrenal, thyroid and 

thymus glands with H&E stain. Histological images of the adrenal gland in oil control group (A1), 

degeneration (black arrow) and edema (blue arrow) in negative control group (A2), cell melting 

(black arrow) in positive control group (A3), congestion, edema (black arrow) and cell melting 

(blue arrow) in 250 mg/kg/day TP+PP group (A4), congestion and edema (black arrow) in 750 

mg/kg/day TP+PP group (A5). Histological images of the thyroid in oil control group (B1), colloid 

degeneration (black arrow) in negative control group (B2), colloid degeneration in positive control 

group (B3), follicle degeneration (black arrow) and colloid degeneration (blue arrow) in 250 

mg/kg/day TP+PP group (B4), colloid degeneration (black arrow) in 750 mg/kg/day TP+PP group 

(B5). Histological images of the thymus in oil control group (C1), congestion and edema (black 

arrow), cell degeneration (blue arrow) in negative control group (C2), degeneration (black arrow) 

in positive control group (C3), degeneration (black arrow) in 250 mg/kg/day TP+PP group (C4), 

megakaryocyte (black arrow) in 750 mg/kg/day TP+PP group (C5). 50µm bar, 400X 

magnification, H&E: Hematoxylin and eosin. 
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Figure 3. Histological images of the controls and TP+PP dose groups of the pancreas and spleen 

with H&E stain.  Histological images of the pancreas in oil control group (A1), congestion and 

edema (black arrow) in negative control group (A2), congestion and edema (black arrow) in 

positive control group (A3), cellular degeneration (black arrow) in 250 mg/kg/day TP+PP group 

(A4), cellular degeneration (black arrow) in 750 mg/kg/day TP+PP group (A5). Histological 

images of the spleen in oil control group (B1), edema (black arrow) in negative control group 

(B2), connective tissue formation (black arrow), edema (blue arrow) in positive control group 

(B3), connective tissue formation (black arrow), edema (blue arrow), cell degeneration (red arrow) 

in 250 mg/kg/day TP+PP group (B4), connective tissue formation (black arrow), edema (blue 

arrow) in 750 mg/kg/day TP+PP group (B5). 50µm bar, 400X magnification, H&E: Hematoxylin 

and eosin. 
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Degeneration was observed in the positive control and 250 mg/kg/day TP+PP group. 

Megakaryocytes were also observed in the 750 mg/kg/day TP+PP group. Congestion and edema in 

pancreatic tissue were seen in negative and positive control groups. In addition, cell degeneration 

was found in 250 and 750 mg/kg/day TP+PP dose groups. In the spleen tissue, edema was shown 

in the negative and positive control groups. Cell degeneration was shown in the 250 mg/kg/day 

TP+PP dose groups. Connective tissue formation was also observed in the positive control and 

250-750 mg/kg/day TP+PP dose groups. 

 

Figure 4 shows the findings of the thyroid gland morphological measurements. In comparison to 

the oil control group, follicular epithelial heights increased in both the marginal and central areas. 

In the negative and positive control groups, as well as the 250 mg/kg/day TP+PP dosage group, 

these increases were statistically significant. In comparison to the oil control group, there was no 

statistically significant difference in follicular diameter in both the marginal and central areas.  

 

 

Figure 4. Thyroid gland morphometric measurement results. Values are given as mean ± SD. 

*statistically different from oil control group.  (Significance level p≤0.05). 
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4. DISCUSSION 

 

The use of parabens as preservatives can generally be made individually or in combination, and it 

is mostly found in cosmetic products in this way [34]. According to the US Food and Drug 

Administration's Voluntary Cosmetic Registry Program (VCRP) it has been shown that the most 

common paraben found in cosmetic products is methyl paraben [35]. 

 

It is known that propyl paraben dissolves in water and has a high concentration power [11]. It 

biodegrades rapidly under aerobic conditions and has a low to moderate bioaccumulation potential 

[36]. It has an estrogenic activity but is known to be lower compared to other chemicals [37]. They 

were considered harmless due to their low activity [38], but their occurrence in body fluids and 

cancerous tissues suggests that these chemicals may be more harmful than they appear [40,41]. PP 

was found in human urine at 75.3 g/L and below 0.27 g/L in cord blood plasma samples [42]. PP 

has been proven in animal studies to increase cell proliferation in the rat forestomach [43,44]. In 

another study with hamsters, it was shown that propyl paraben causes toxic effects on the urinary 

bladder [44]. It may also affect the viability of human sperm [45]. Furthermore, other studies have 

found that PP treatment reduced testosterone secretion in rats and mice [46]. As a result, 

inadvertent and ongoing exposure to this preservative has negative consequences for human and 

environmental health. 

 

The harmful impact of parabens grows as the chain length in their chemical structure increases. 

When exposed on a regular basis, BP has the most damaging impact of any paraben. Despite 

studies demonstrating this reproductive toxicity with parabens, insufficient evidence has been 

found to determine whether it is related to estrogenic events. Recent research, notably PP [35], 

have generally shown that parabens have lower chronic toxicity than previous studies based on 

acceptable laboratory methods. 

 

Recently it was found that parabens disrupt hormones function through to interfere with normal 

hormone functions on various levels, an effect that is linked to increased risk of the different 

diseases linked with the different hormones, such as obesity, cancer, allergic diseases [47,48]. As 

proof of this, it has been said that paraben has the ability to accumulate in body fluids such as 

blood. Nowak and his colleagues in 2018 say further studies are necessary to find out how 

parabens affect human health in their review [49]. 

 

In our investigation, the 10 mg/kg/day TP+PP dosing group had a substantial decrease in thyroid 

weight when compared to the negative control. Furthermore, the weights of the adrenal gland 

decreased in the 10, 250, and 750 mg/kg/day TP+PP dosing groups. Vo et al. (2010) discovered 

that female rats treated with several parabens (including butyl-, ethyl-, methyl-, propyl-, isopropyl-

, and isobutyl-paraben) had substantial alterations in body and organ weights (adrenal glands, 

liver, ovaries, thyroid glands, and kidneys) [50]. According to studies, parabens can interact with 

thyroid hormone and sex hormone, altering the endocrine system by interfering with the 

previously stated hormones [51]. 

 

There is currently a scarcity of scientific evidence linking paraben exposure to particular harmful 

consequences on the thyroid hormone system. In pre-pubertal female rats, oral treatment of 250 

mg PP mg/kg/day resulted in a 50% drop in blood T4 levels [50]. Despite this, no histological 

changes on the thyroid glands of the treated mice were observed, according to the authors. A study 
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was conducted by Meeker et al. on whether there is a relation between the presence of propyl 

paraben and methyl paraben in the urine and the level of thyroid hormone, and no correlation was 

found [52]. In addition, low maternal free T4 levels have been linked to propyl paraben, while 

high maternal T4 levels have been linked to methyl paraben [53]. 

 

Two studies have been conducted on parabens and their results have been different. Accordingly, 

no correlation was found between cortisol level and paraben concentration when looking at the 

blood of mothers and newborns [54], but a decrease in cortisol levels was seen in the fluids taken 

from the children of mothers associated with butyl paraben. Congestion, edema, degeneration, and 

cell melting were detected in the adrenal gland in the negative-positive controls and the 250-750 

mg/kg/day TP+PP dosage groups. The effect of parabens on the decrease in adrenal gland 

hormones may be attributed to this harm, according to recent studies. 

 

Degeneration of the thymus gland was seen in the 250 mg/kg/day TP+PP dosage group in our 

investigation. In addition, anomaly was observed in the pancreatic tissue. In a study with Vero 

cells, an increase in oxidative stress was observed when these cells were exposed to propyl 

paraben, and accordingly DNA damage was detected [55]. It was also found that the amount of 

toxicity was greater in combination exposure. This damage could have been caused by propyl 

paraben-induced oxidative stress. 

 

There was an increase in DNA damage and oxidative stress after exposure to propyl paraben [56]. 

According to another study, it has been shown to be toxic in human lymphocyte cells and it was 

thought that its continuous use may increase this toxicity [57]. Identical results were reported in 

our study, which were similar to the detrimental effect of propyl paraben on blood cells seen in 

earlier studies. The number of lymphocytes and monocytes in the 10 and 250 mg/kg/day TP+PP 

dosage groups decreased dramatically. 

 

In both animals and humans, parabens can affect the endocrine system and cause oxidative stress 

[58]. Poor pregnancy and fetal deterioration and long-term deterioration in health have been 

attributed to parabens [59]. As a result of the fact that the number of platelets produced in the bone 

marrow is not at a sufficient level, the number of platelets in the body decreases. When the spongy 

structure of the bone marrow is damaged, it cannot produce enough blood cells. Butyl paraben has 

been shown to have toxic effects on osteogenic and chondrogenic development, and it has been 

proven to do so by activating the peroxisome proliferator or glucocorticoid receptor [60]. Similar 

to the effect of butyl paraben, a remarkable decrease was observed in the amount of platelets at 10 

and 250 mg/kg/day of TP+PP dose groups in our study. Parabens can cause oxidative damage by 

causing the formation of glutathione (GSH) [61]. If an individual's MCH value is lower than the 

specified reference range, it can be said that the person has a problem with the production of red 

blood cells or the amount of iron in the body. In spleen, in 250 and 750 mg/kg/day of testosterone 

propionate+propylparaben dose groups, there were congestion and connective tissue formation.  

The damage to the spleen as a result of the oxidative stress caused by propyl paraben, similar to 

other parabens, may have resulted in a decrease in the amount of MCH. Meanwhile, data from 

other pregnant cohorts show that urine paraben can influence circulating inflammation markers 

such as IL-6, IL-10, CRP, and TNF- α [62]. 

 

In this study, PP causes morphometric changes in the thyroid glands. The positive and negative 

control groups, as well as the 250 mg/kg/day TP+PP dosage group, all showed a substantial 



 
 

 
 
 

Karabulut, et all., Journal of Scientific Reports-A, Number 49, 74-91, June 2022. 
 

 
 

85 
 

increase in marginal and central thyroid epithelial height in comparison with the oil control. 

Studies have shown that endocrine disruptors and environmental contaminants increase the height 

of the thyroid gland follicular epithelium [63]. It is stated that the height of the follicular 

epithelium is associated with active follicles in the thyroid gland. These studies and our study 

suggest that substances classified as endocrine disruptors cause follicle hyper stimulation [64,65]. 

 

5. CONCLUSION 

 

The studies discussed above have raised concerns about the reproductive system and hormonal 

changes in the general population of parabens, leading to a concentration of research in this area. 

Restrictions have been put on the use of parabens, trying to reduce the use of the most. In addition 

to these, studies should be carried out for new substances that can be used as an alternative to 

parabens. Paraben exposure has not been totally eliminated. On this issue, more research is 

required. 
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ABSTRACT 

 

Dynamic elastic properties of rocks such as modulus of elasticity and Poisson’s ratio are important in 

some design stages of underground and surface engineering structures. Also, anisotropy is that rocks 

show different strength and deformation properties with the different orientation angles that they gain 

as a result of the effect of the direction, fabric, microstructure and discontinuities. Different 

lithological rock units with anisotropy characteristics are encountered in studies carried out in 

underground and surface engineering structures, and in cases with such characteristics, there are 

problems in terms of stability. 

 

In this study, the effect of the anisotropic property of rock masses on elastic parameters such as 

dynamic young modulus and dynamic Poisson’s ratio were investigated. For this purpose; samples 

with different orientations were obtained from schists, which are metamorphic rocks, at 0°, 15°, 30°, 

45°, 60°, 75° and 90°. Experimental studies were carried out to determine the mechanical and physical 

properties of these samples. Dynamic young modulus and dynamic Poisson's ratio were determined by 

P and S velocity of wave propagation experiments. With the results obtained, while the young 

modulus and Poisson’s ratio of samples belonging to the green schist rock unit with different 

orientations show a relatively stable structure, these values for the mica schist unit are quite variable 

and wavy. Therefore, the anisotropy feature of the rock must be taken into consideration in terms of 

the stability of the structure in engineering studies to be carried out in the mica schist unit. 

 

Keywords: Anisotropy, P and S wave, Rock dynamic properties 

 

1. INTRODUCTION 

 

Anisotropy in rocks is the fact that rocks show different strength and deformation properties in 

different orientations and bedding. Different researchers have studied the strength and deformation 

changes of anisotropic rocks. [1–5]. It was determined that these values increased in the direction 

perpendicular to the bedding and decreased in the direction parallel to the bedding. However, these 

values may vary depending on the rock type. 
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P and S wave values are used to detect structures such as voids, discontinuities and cracks in the rock 

and concrete samples, and to find the dynamic modulus of elasticity and dynamic Poisson's ratios. [6]. 

The ultrasonic sound velocity experiment is not generally applied to anisotropic rocks. It is more 

suitable for rocks of low anisotropy levels [7].  

 

Wang and Li [8] obtained P wave velocity increase at 0° and close values for S wave velocity in shale 

samples taken at 0°, 15°, 30°, 45°, 60°, 75° and 90°. This situation is explained by the fracture 

morphology obtained by computer tomography. It is thought that the excess in the number of voids 

and cracks increase these values. 

 

Ribacchi et al. [9] applied P wave propagation velocity test at 0°, 45° and 90° in dried and saturated 

media to examine the schistosity structure of gneiss rock. It was stated that an increase was observed 

in the values in the saturated medium compared to the dry ones. It was mentioned that the values were 

close to each other in the saturated environment and there were differences in the dried media. It was 

stated that the values for both media are maximum at 90° and these observations were caused by the 

differences in bedding, void and crack structures in the rocks. 

 

Khandelwal and Sing [10] reported that uniaxial compressive strength, tensile strength, density, 

Young's modulus and Poisson's ratio values were highly correlated with P wave velocity values in 

their experiments on coal, shale and sandstone samples, which are layered and anisotropic rocks. 

 

Kim et al. [11], investigated the P wave velocity changes of gneiss, schist and shale samples at 0°, 

15°, 30°, 45°, 60°, 75° and 90°. Maximum wave velocities were obtained at 90° and minimum wave 

velocities at 0°. It was stated that the stratified structure was effective in these values. 

 

Ali et al. [12] studied the anisotropic behaviour of the banded amphibolite rock. Uniaxial and triaxial 

compressive strength and P-S wave propagation velocity tests were performed on the cores prepared 

at 0°, 30°, 60° and 90°. P and S wave velocity values in the direction parallel to the foliation plane 

(0°) were higher than that perpendicular (90°). The reason for this was stated as the excess of quartz 

and hornblende in these planes. 

 

Huang et al. [13] tried to determine the fracture behaviour of coals with acoustic emission tests in the 

direction perpendicular and parallel to the bedding. By applying lateral pressures between 0-40 MPa, 

dynamic deformations were tried to be obtained by trying to create underground strength conditions 

with P and S ultrasonic wave velocity experiments. Acoustic emission rates perpendicular and parallel 

to the stratification gave different values. It was stated that maximum acoustic emission values were 

obtained especially in saturated coal samples. It was emphasized that water affected the fracture 

maximally. In addition, it was remarked that the dynamic deformation parameters (dynamic modulus 

of elasticity and dynamic Poisson's ratio) decreased with different lateral pressures. It was mentioned 

that lateral pressure had an opposite effect on dynamic deformations. 

 

In this study, ultrasonic sound velocity tests were carried out on cores taken from green schist and 

mica schist rocks with anisotropic structures at 0°, 15°, 30°, 45°, 60°, 75° and 90°. The variation of P 

and S wave velocities, dynamic modulus of elasticity and dynamic Poisson's ratios were investigated. 

This study focused on the dynamic properties of anisotropic schist rocks due to their stratified 

structure, which can cause different values in different bedding orientations. 
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2. MATERIAL  

 

The block and core samples used in this study were obtained from the copper field of the Hanönü 

district of Kastamonu, Turkey. The ore production in the field, which belongs to the private sector, is 

carried out by the open pit method (Fig. 1). 

 

 

Figure 1. Researh site location. 

 

In the study, both drilling samples made by the enterprise and samples obtained from the blocks were 

used. Experimental studies were carried out at 0°, 15°, 30°, 45°, 60°, 75° and 90° on HQ diameter 

(63.5 mm) anisotropic samples (Fig.2 b,c). In Figure 2 (a), the degree () system determined 

according to the loading axis is indicated. 

 

 
(a) 

 
(b)      (c) 

Figure 2. a. Core anisotropy (: degree), b. mica schist, c. green schist. 
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The samples were separated at the specified degrees and the experiments were carried out in dried and 

saturated environments. To determine the physical properties of the samples, density, water absorption 

rate by weight and volume, porosity and void ratio experiments were carried out. Ultrasonic sound 

velocity tests were applied to the samples at 0°, 15°, 30°, 45°, 60°, 75° and 90° in dried and saturated 

conditions. To determine the mineralogical and petrographic properties of the rocks, X-Ray 

diffractometry (XRD) and X-Ray fluorescence (XRF) tests were performed at the Advanced 

Technologies Center of Kütahya Dumlupınar University.  
 
2.1. Kastamonu-Hanönü Geology 

Stratigraphical section of the Akgöl Formation, Çağlayan Formation, Kapanboğazı Formation, 

Yemişliçay Formation, Gürsökü Formation and Akveren Formation observed in and around the mine 

site is given in Figure 3 [14]. The study area is in Akgöl formation and it contains medium-thick 

bedded, coarse pebble-block conglomerate, marble lenses, green-coloured, medium-thick bedded 

schist, black coloured, thin-medium-thick bedded schist and massive sulphide mineralization 

structures. The mine site is surrounded by Volcanogenic Massive Sulphite (VMS) type 

mineralizations associated with the Triassic-Jurassic Akgöl Formation along Taşköprü-Hanönü of 

Kastamonu province and mineral deposits associated with the Çangaldağ complex rocks [14,15]. 

 

 

Figure 3. Stratigraphical section of the work area [14]. 
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3. EXPERIMENTAL STUDIES 

 

3.1. Physical Properties 

Green schist and mica schist cores at 0°, 15°, 30°, 45°, 60°, 75° and 90° were dried in an oven at 

105°C for 24 hours and then cooled in a desiccator for 30 minutes according to the method suggested 

by ISRM [7]. They were kept in distilled water until they became saturated. The physical properties 

obtained for both rocks are presented in Table 1. 

 

Table 1. Physciacal properties of green schist and mica schist. 

Samples 

Dry 

Density 

(gr/cm
3
) 

Saturated 

Density 

(gr/cm
3
) 

Water 

Absorption 

by Weight 

(%) 

Water 

Absorption 

by Volume 

(%) 

Porosity(%) 
Void 

Ratio 

Green Schist 2,79 2,80 0,18 0,54 0,537 0,0054 

Mica Schist 2,70 2,74 1,20 3,22 3,223 0,0336 

 

According to Table 1, since mica schist has water absorption values of 1,20% and 3,22% by weight 

and volume, respectively, and green schist has water absorption values of 0,18% and 0,54% by weight 

and volume, it is understood that mica schist has more voided or porous structure.  

 

3.2. Mineralogical and Chemical Analysis 

XRD and XRF analyzes were performed to determine its mineralogy and chemical properties. For 

green schist; muscovite, albite, orthoclase, kaolinite and quartz minerals peaked. Albite and orthoclase 

were were found in higher numbers for green schist than for other minerals. In the XRD of mica 

schist, muscovite, clinochlore (chlorite type), albite, kaolinite and quartz minerals peaked (Figures 4 

and 5). Major oxide results of green schist and mica schist units are given in Table 2. According to 

these results; especially SiO2 was more than 40% in both units. 

 

 

Figure 4. Green schist XRD analysis results. 
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Figure 5. Mica schist XRD analysis results. 

 
Table 2. Green and mica schist XRF results. 

Sample SiO2 Al2O3 Fe2O3 K2O MgO CaO Na2O TiO2 P2O5 MnO LOI 

Mica 

Schist 
50,11 23,07 9,87 4,45 2,58 1,68 0,92 0,85 0,78 0,95 4,82 

Green 

Schist 
40,33 14,26 15,94 0,96 10,71 9,73 1,78 1,67 0,14 0,27 4,19 

 

3.3. Uniaxial Compressive Strength Tests 

Green schist and mica schist cores at 0°, 15°, 30°, 45°, 60°, 75° and 90° were obtained according to 

the method suggested by ISRM [7] with a ratio of 2-2,5 L/D (L: Length, D: Diameter). Experiments 

were carried out in dry and saturated conditions. 10 core samples were used for each orientation angle 

in experiments. 

 

According to uniaxial compression test results (Figure 6); In terms of strength values in dry and 

saturated conditions, in general, minimum results were obtained between 30° and 60°, maximum 0° 

and 90° for mica schist, minimum between 15°-30° and maximum between 60°-75° for green schist. It 

has been observed that the mica schist unit is highly affected by water. 

 

 



 

 

 
 

 
Özdemir et all., Journal of Scientific Reports-A, Number 49, 92-104, June 2022. 

 

 

 

98 

 

Figure 6. Dry and saturated uniaxial compressive strength values of mica schist (a) and green schist 

(b) ( (°)=Anisotropic angles) [16,17]. 

 

3.4. Ultrasonic Sound Velocity Experiments (P and S Waves) 

Green schist and mica schist cores at 0°, 15°, 30°, 45°, 60°, 75° and 90° were obtained according to 

the method proposed by ISRM [7] with a ratio of 2-2,5 L/D (L: Length, D: Diameter). Experiments 

were carried out in dry and saturated conditions. 10 core samples were used for each orientation angle 

in experiments.  

 

Within the scope of the study, the Proceq brand Pundit Lab+ device was used. Separate transducers 

were used for P and S waves. Apparatus with a frequency of 54 kHz for the P wave and 40 kHz for 

the S wave were used (Figure 7, 8). 

 

 

Figure 7. P wave experiment set-up. 
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Figure 8. S wave experiment set-up. 

 

Parameters in Table 3 are used to make measurements in P and S waves devices. 

 

Table 3. P ve S wave parameters. 

Parameters P wave S wave 

Probe frequency 54 kHz 40 kHz 

Pulse amplitude auto (500 V) 500 V 

Rx probe gain auto (10x) 500 x 

Calibration time 25,4 s 6,6 s 

 

In order to find the dynamic modulus of elasticity and dynamic Poisson’s ratios, the Equation 

proposed by ISRM [7] (Eq.1 and 2) were used; 

Dynamic Young modulus (Pa): Eu= ρ𝑉𝑠
2 (3𝑉𝑝

2−4𝑉𝑠
2)

(𝑉𝑝
2−𝑉𝑠

2)

     
 (1) 

Dynamic Poisson’s ratio: Vdyn= 
(𝑉𝑝

2−2𝑉𝑠
2)

2(𝑉𝑝
2−𝑉𝑠

2)
       (2) 

where; 

Vp: P wave velocity (m/s), 

Vs: S wave velocity (m/s), 

ρ: Rock density (kg/m
3
). 

 

The results obtained for green schist and mica schist are presented in Figures 9, 10, 11,12 and Table 4. 

 

Table 4. P ve S wave speed results in dried and saturated conditioned for green schist and mica schist. 

 

 

Rock Type Degrees (◦) 

Dried 

Conditioned P 

Wave Speed 

(m/sn) 

Saturated 

Conditioned P 

Wave Speed 

(m/sn) 

Dried 

Conditioned S 

Wave Speed 

(m/sn) 

Saturated 

Conditioned S 

Wave Speed 

(m/sn) 

 

 

0 5788,67 5784,33 3820,00 3221,22 

15 6219,11 6137,67 4028,33 3370,78 
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Green Schist 

30 4609,56 4335,44 3086,89 2330,11 

45 4856,56 4843,44 3369,22 2855,33 

60 4988,33 4875,56 2825,78 2520,78 

75 5106,33 4825,00 3424,00 3427,44 

90 5234,33 4972,67 3457,89 3440,22 

 

 

 

Mica Schist 

0 4338,11 4027,00 2662,11 2646,00 

15 3174,22 2850,00 2265,56 1770,00 

30 2654,78 1962,00 2217,11 1541,00 

45 1820,22 2304,00 1723,22 1500,00 

60 2764,22 2600,00 2528,00 2292,00 

75 3089,78 2710,00 2451,33 2020,00 

90 2714,00 2558,00 2315,44 1559,00 

 

 

Figure 9. Green schist P and S waves values in dried and saturated conditions. 
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Figure 10. Mica schist P and S waves values in dried and saturated conditions. 

 

 
(a)                                                                   (b) 

Figure 11. Green schist in dried and saturated conditions, dynamic modulus of elasticity (a) and 

dynamic Poisson’s ratio (b) values. 
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(a)                                                                              (b) 

Figure 12. Mica schist in dried and saturated conditions, dynamic modulus of elasticity (a) and 

dynamic Poisson’s ratio (b) values. 

 

Based on the results of green schist and mica schist samples, P, S wave velocities and dynamic 

elasticity modulus values in dried and saturated conditions were generally minimum between 30°-60° 

and maximum results were obtained at 0°. Wave velocities in the saturated medium were lower than 

in the dried medium. Results close to the distribution of uniaxial compressive strength values based on 

degrees were obtained. For dynamic Poisson’s ratios, values for green schist dried and saturated 

conditions were obtained at minimum 45° and 75° respectively, and maximum at 60° for both 

conditions. For mica schist, maximum at 0°, minimum between 45°and 60° results were obtained in 

both conditions. 

 

4. CONCLUSIONS 

 

Within the scope of this study, physical, mechanical tests, mineralogical and chemical analyzes and 

ultrasonic sound velocity tests were applied to the samples taken at 0°, 15°, 30°, 45°, 60°, 75° and 90° 

in dried and saturated conditions. 

 

A certain distribution was observed in terms of wave velocities. The minimum values for both rocks 

were observed between 30° and 60° in dried and saturated conditions, and the maximum values were 

observed at 0°. The same distribution trend was found within the dynamic elasticity modulus. It is 

thought that this is due to the fact that bedding, voids and crack structures are encountered less 

frequently at 0° while providing wave propagation during the experiment, and that it cuts more into 

these structures between 30° and 60°. To reveal these structures more clearly, it is recommended to 

perform acoustic emission and computer tomography tests. In terms of wave propagation velocities, 

the values in the saturated medium were lower. Water had a negative effect on the results. 
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Uniaxial compressive strength values gave relatively close values to wave propagation velocities (P 

and S) and dynamic modulus of elasticity. In terms of dynamic Poisson's ratio values, the maximum 

values at 60° and 0° for green and mica schist respectively dried and saturated conditions. Minimum 

values were obtained between 45° and 75° for both rock types. 

 

Mica schist rock gave negative results in dynamic modulus of elasticity and dynamic Poisson's ratio. 

This is due to the excess of the void and crack in the rock. Therefore, water affects this rock 

negatively. Also, there are negative results in dried conditioned for mica schist. It is thought that it 

would be beneficial to take precautions in terms of safety in engineering studies to be carried out in 

the mica schist rock. 

 

The importance of investigating the distribution of strength and dynamic properties (Poisson’s ratio 

and dynamic elasticity module) in rocks showing anisotropic structure is emphasized through this 

study. As a result, it is recommended to consider anisotropy in engineering projects to be carried out. 
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ABSTRACT 

 

In this study, the stable numerical solution of the magnetohydrodynamic (MHD) flow in different 

geometries is presented using the stabilized finite element method (FEM). Numerical solution of 

coupled convection-diffusion type MHD equations have been acquired for the different Hartmann 

numbers (𝑀𝑖) and different angles of the MHD flows. The resultant matrix-vector system has been 

solved as a whole with the reciprocal MHD flow and boundary conditions. We have observed from 

the solution of reciprocal MHD flow when the Hartmann number increases the velocity and the 

induced magnetic field of the flows decrease. We have been acquired the stable numerical solution for 

the 𝑀𝑖 = 102 Hartmann number. The obtained stable numerical results are displayed by graphics. 

 

Keywords: Magnetohydrodynamic, Stabilized-FEM, Different Geometries 

 

1. INTRODUCTION 

 

Magnetohydrodynamic flow is popular among researchers, due to the fluid is under the influence of 

the magnetic field, such that engineers, medical scientists, etc. Therefore there is a wide range of 

theoretical, experimental like in [1–3] and numerical studies about MHD flow. Because of the coupled 

nature of the problem the theoretical results can obtain special cases of the problem. Therefore the 

numerical methods have been used to obtain the numerical solution of MHD equations. The finite 

element solution of fully developed MHD flow in channels has been obtained by Singh and Lal in [4] 

for the steady-state form of the problem in the different geometries. The boundary element method 

(BEM) solution of MHD flow problems for the high values of Hartmann number has been obtained in 

[5]. In [6], numerical solution of the MHD flow problems is obtained using the dual reciprocity 

boundary element method(drbem) with the external electrically conducting medium. Aydın and 

Selvitopi [7] have been solved the MHD flow problems in an unbounded conducting medium using 

stabilized FEM in the pipe and BEM for the exterior region considering rectangular and circular pipe 

with the different angle of the induced magnetic field and high values of Reynolds number, magnetic 

pressure and magnetic Reynolds numbers. The BEM solution of magnetohydrodynamic channel flows 

has been obtained in [8] for the high Hartmann numbers. The numerical methods, FEM, finite 

difference method (FDM), BEM and meshless methods, etc., have been applied to obtain the 

mailto:harun.selvitopi@erzurum.edu.tr
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numerical solution of MHD flow problems in different geometries i.e. rectangular and circular duct 

case until this time. 

 

In general, it has been considered in the studies that there is only one MHD flow in the pipe up to 

now. In this study, we have considered two MHD flow in the T-junction. Therefore, this study has two 

important novelty according to literature, the first one is the geometry of the pipe and the other is it 

has two MHD flow equations in junction. Tezer-Sezgin and Aydın [9] have obtained the numerical 

solution of the MHD flow in one, two and three parallel ducts which are separated by conducting 

walls and there is only one MHD flow in the all ducts using stabilized-FEM for the high Hartmann 

numbers. There are many studies in the literature about fluid flow in T-junction. The flow is organized 

in T-junction as division or the combination of a fluid flow. Vimmr and Jon´aˇsov´a [10] have 

considered the coronary and femoral bypasses model and they solved the non-newtonian blood flow 

using finite volume method with the fourth order Runge-Kutta algorithm. In [11] the numerical 

modeling and Piv measurement comparison were presented for the division and the combined fluid 

flow in T-junction with two inlets and only one outlet. Moshkin and Yambangwai [12] have solved 

the pressure-driven startup laminar flows in T-junction using the finite volume method. Beneˇs, et al. 

[13] have been obtained the numerical simulation of the laminar and turbulent flows of Newtonian 

and non-Newtonian fluids in T-junction with one inlet and two outlets that the mathematical model of 

the flows is Reynolds averaged Navier-Stokes equations using finite volume method with the artificial 

compressibility method. Matos and Oliveria [14] have presented the numerical solution of the steady 

and unsteady non-Newtonian inelastic flows using the finite volume method in a planar T-junction for 

the high values of Reynolds numbers. The volume of the fluid solution of the ferrofluid microdroplets 

in T-junction with an asymmetric magnetic field has been given in [15]. In [16] the numerical solution 

of the Newtonian, incompressible and thermostatic flow in T-junction has been investigated using the 

volume of fluid method.  The application of the FEM for the linear and non-linear physical problems 

is presented in [17,19]. 

 

In the present study, we have obtained the stable numerical solution of the MHD flow in a T-junction 

using streamline upwind Petrov–Galerkin (SUPG) type stabilized FEM for the different values of 

Hartmann number.  

 

The paper is introduced as follows. In Section 2 physical problem and the mathematical model of the 

problem are given. The stabilized finite element formulation of the considered problem is presented in 

Section 3. The obtained numerical results using stabilized FEM are given and discussed in Section 4. 

The conclusion is given in the last section. 

 

2.  MATERIAL AND METHOD 

 

2.1. Physical Problem And Mathematical Model 

The steady, reciprocal MHD flow has been considered in a T-junction. In the T-junction, there are two 

different flows under the influence of the magnetic field with different angle. The length of the 

channel has been assumed enough long and the problem dimension is reduced to two-dimension.  
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Figure 1. Problem domain. 

 

The mathematical model of the considered problem is obtained by Navier-Stokes and Maxwell 

equations: 

 

 

where  𝑀𝑥𝑖
= 𝑀𝑖𝑠𝑖𝑛𝜃𝑖, 𝑀𝑦𝑖

= 𝑀𝑖𝑐𝑜𝑠𝜃𝑖, ∆𝑃1 = −1 and ∆𝑃2 = 1. 𝑀𝑖 is the nondimensional parameter 

(Hartmann Numbers), describing 𝑀𝑖 = 𝐵0𝐿0√𝜎/√𝜇. Here 𝜃𝑖 is the angle between applied magnetic 

field and 𝑦 −axis and 𝐿0, 𝜎, 𝜇 are the characteristic length, electrical conductivity and viscosity of the 

fluid respectively. In the solution domain we have been considered the boundary consitiond as: 

 

V=0, B=1 in Ω𝑖𝑛𝑙𝑒𝑡  
𝜕𝑉

𝜕𝑛
= 0   in  Ω𝑜𝑢𝑡𝑙𝑒𝑡  

(2) 

 

2.2. Stabilized Fem Formulation 

Appliying the standard finite element method to the coupled equations in (1), we get weak 

formulation using lineer function space 𝐿 = (𝐻0
1(Ω))2 as: Find {𝑉𝑖 , 𝐵𝑖} ∈ {𝐿 × 𝐿} such that 

 

𝐵(𝑉𝑖; 𝐵𝑖 , 𝑤1; 𝑤2)= (−∆𝑃𝑖 , 𝑤1),  ∀{𝑤1; 𝑤2} ∈ {𝐿 × 𝐿}  (3) 

 

where  

 

∇2𝑉𝑖 + 𝑀𝑥𝑖

𝜕𝐵𝑖

𝜕𝑥
+ 𝑀𝑦𝑖

𝜕𝐵𝑖

𝜕𝑦
= ∆𝑃𝑖  

∇2𝐵𝑖 + 𝑀𝑥𝑖

𝜕𝑉𝑖

𝜕𝑥
+ 𝑀𝑦𝑖

𝜕𝑉𝑖

𝜕𝑦
= 0 

 

 

i=1,2 (1) 

𝐵(𝑉𝑖; 𝐵𝑖 , 𝑤1; 𝑤2)=(∇Vi, ∇w1) − (𝑀𝑥
𝜕𝐵𝑖

𝜕𝑥
, 𝑤1) − (𝑀𝑦

𝜕𝐵𝑖

𝜕𝑦
, 𝑤1)+(∇Bi, ∇w2) − (𝑀𝑥

𝜕𝑉𝑖

𝜕𝑥
, 𝑤2) −

(𝑀𝑦
𝜕𝑉𝑖

𝜕𝑦
, 𝑤2) 
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Then, the variational formulation is written by the choice of finite dimensional subspaces  𝐿ℎ ⊂  𝐿, 

defined by triangulation of the domain. Specifying a finite element discretisation, the weak 

formulation becomes: Find {𝑉𝑖ℎ
; 𝐵𝑖 ℎ

} ∈ {𝐿ℎ × 𝐿ℎ} such that 

 

𝐵(𝑉𝑖ℎ
; 𝐵𝑖ℎ

, 𝑤1ℎ
; 𝑤2ℎ

)= (−∆𝑃𝑖ℎ
, 𝑤1ℎ

) ,   ∀{𝑤1ℎ
; 𝑤2ℎ

} ∈ {𝐿ℎ × 𝐿ℎ}. (4) 

 

We have been decoupled the equations in (1), using the transformations 𝑈𝑖 = 𝑉𝑖 + 𝐵𝑖  and 𝑍𝑖 = 𝑉𝑖 −
𝐵𝑖  to be able to apply the SUPG type stabilized FEM technique. Using the transformations 𝑈𝑖 = 𝑉𝑖 +
𝐵𝑖  and 𝑍𝑖 = 𝑉𝑖 − 𝐵𝑖 , we obtain the decoupled convection-diffusion type equations as: 

 

∇2𝑈𝑖 + 𝑀𝑥

𝜕𝑈𝑖

𝜕𝑥
+ 𝑀𝑦

𝜕𝑈𝑖

𝜕𝑦
= ∆𝑃𝑖  

∇2𝑍𝑖 − 𝑀𝑥

𝜕𝑍𝑖

𝜕𝑥
− 𝑀𝑦

𝜕𝑍𝑖

𝜕𝑦
= ∆𝑃𝑖  

 

 

i=1,2 (5) 

 

We have been considered the SUPG type stabilization technique to obtain the smooth behaviour of the 

induced magnetic field and the velocity for the large values of 𝐻𝑎 which contained in the convection-

dominated convection-duffusion type equations in (4). That is; find {𝑈𝑖ℎ
, 𝑍𝑖ℎ

} ∈ {𝐿ℎ × 𝐿ℎ} such that 

 

(∇𝑈𝑖ℎ
, ∇v1ℎ

) − (𝑀𝑥

𝜕𝑈𝑖ℎ

𝜕𝑥
, 𝑣1ℎ

) − (𝑀𝑦
𝜕𝑈𝑖ℎ

𝜕𝑦
, 𝑣1ℎ

)+ 

(∇𝑍𝑖ℎ
, ∇v2ℎ

) + (𝑀𝑥

𝜕𝑍𝑖ℎ

𝜕𝑥
, 𝑣2ℎ

) + (𝑀𝑦

𝜕𝑍𝑖ℎ

𝜕𝑦
, 𝑣2ℎ

)

+ 𝜏𝐾 {(−𝑀𝑥

𝜕𝑈𝑖ℎ

𝜕𝑥
− 𝑀𝑦

𝜕𝑈𝑖ℎ

𝜕𝑦
+ ∆𝑃𝑖ℎ

, −𝑀𝑥

𝜕𝑣1ℎ

𝜕𝑥
− 𝑀𝑦

𝜕𝑣1ℎ

𝜕𝑦
)

+ (𝑀𝑥

𝜕𝑍𝑖ℎ

𝜕𝑥
+ 𝑀𝑦

𝜕𝑍𝑖ℎ

𝜕𝑦
+ ∆𝑃𝑖ℎ

, 𝑀𝑥

𝜕𝑣2ℎ

𝜕𝑥
+ 𝑀𝑦

𝜕𝑣2ℎ

𝜕𝑦
)}

= (−∆𝑃𝑖ℎ
, 𝑣1ℎ

) + (−∆𝑃𝑖ℎ
, 𝑣2ℎ

) 

(6) 

 

 

∀{𝑣1ℎ
, 𝑣2ℎ

} ∈ {𝐿ℎ × 𝐿ℎ}, 𝑣1ℎ
= 𝑤1ℎ

+ 𝑤2ℎ
,  𝑣2ℎ

= 𝑤1ℎ
− 𝑤2ℎ

 with the stabilization parameter [20] 

 

𝜏𝐾 = {

ℎ𝐾

2𝐻𝑎
     𝑖𝑓     𝑃𝑒𝐾 ≥ 1

ℎ𝐾
2

12
     𝑖𝑓     𝑃𝑒𝐾 < 1

  (7) 

 

Here, ℎ𝑘 is the diameter of the eşlement 𝐾 and 𝑃𝑒𝐾 = ℎ𝐾
𝐻𝑎

6
 is the Peclet number. 
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Eventually, using the inverse transformations 𝑉𝑖 = (𝑈𝑖 + 𝑍𝑖)/2 and 𝑍𝑖 = (𝑈𝑖 − 𝑍𝑖)/2 one can get the 

final system of the stabilized FEM discrete formulation for the induced magnetic field and the 

velocity:  

(∇Vih
, ∇w1h

) − (𝑀𝑥

𝜕𝐵𝑖ℎ

𝜕𝑥
, 𝑤1ℎ

) − (𝑀𝑦

𝜕𝐵𝑖ℎ

𝜕𝑦
, 𝑤1ℎ

) + (∇Bih
, ∇w2h

) − (𝑀𝑥

𝜕𝑉𝑖ℎ

𝜕𝑥
, 𝑤2ℎ

)

− (𝑀𝑦

𝜕𝑉𝑖ℎ

𝜕𝑦
, 𝑤2ℎ

) + 𝜏𝐾 (𝑀𝑥

𝜕𝑉𝑖ℎ

𝜕𝑥
+ 𝑀𝑦

𝜕𝑉𝑖ℎ

𝜕𝑦
, 𝑀𝑥

𝜕𝑤1ℎ

𝜕𝑥
+ 𝑀𝑦

𝜕𝑤1ℎ

𝜕𝑦
)

+ +𝜏𝐾 (𝑀𝑥

𝜕𝐵𝑖 ℎ

𝜕𝑥
+ 𝑀𝑦

𝜕𝐵𝑖ℎ

𝜕𝑦
, 𝑀𝑥

𝜕𝑤2ℎ

𝜕𝑥
+ 𝑀𝑦

𝜕𝑤2

𝜕𝑦
)

= (−∆𝑃𝑖ℎ
, 𝑤1ℎ

) + 𝜏𝐾 (∆𝑃𝑖ℎ
, 𝑀𝑥

𝜕𝑤2ℎ

𝜕𝑥
+ 𝑀𝑦

𝜕𝑤2ℎ

𝜕𝑦
) 

 

(8) 

 

∀{𝑤1, 𝑤2} ∈ {𝐿ℎ × 𝐿ℎ}. Then, the solution of the system (8) has been given the induced currents and 

the velocity of the fluid.  

 

3. NUMERICAL RESULTS 

 

In this section, we have given the stabilized FEM solution of MHD equations (1) in a T-Junction for 

the different Hartmann numbers and different angles. We have been considered the 𝐻𝑎 = 1, 10 and 

100. The angles between MHD flow and 𝑦 −axis 𝜃1,2 = 𝜋/4 and 𝜋/2. 

 

 

Figure. 1. Velocity for 𝑀1 = 1 and 𝜃1 = 𝜋/2. 
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Figure. 2. Velocity for 𝑀2 = 1 and 𝜃2 = 𝜋/2. 

 

 

Figure. 3. Magnetic induction for 𝑀1 = 1 and 𝜃1 = 𝜋/2. 
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Figure. 4. Magnetic induction for 𝑀2 = 1 and 𝜃2 = 𝜋/2. 

 

 

Figure. 5. Velocity for 𝑀1 = 100 and 𝜃1 = 𝜋/2. 
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Figure. 6. Velocity for 𝑀2 = 100 and 𝜃2 = 𝜋/2. 

 

 
Figure. 7. Magnetic induction for 𝑀1 = 100 and 𝜃1 = 𝜋/2. 
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Figure. 8. Magnetic induction for 𝑀2 = 100 and 𝜃2 = 𝜋/2. 

 

 
Figure. 9.  Velocity for 𝑀1 = 10 and 𝜃1 = 𝜋/4. 
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Figure. 10.  Velocity for 𝑀2 = 10 and 𝜃2 = 𝜋/4. 

 

 
Figure. 11. Magnetic induction for 𝑀1 = 10 and 𝜃1 = 𝜋/4. 
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Figure. 12. Magnetic induction for 𝑀2 = 10 and 𝜃2 = 𝜋/4. 

 

4. DISCUSSION AND CONCLUSION 

 
The stabilized FEM solution of the MHD equations has been acquired for different Hartman numbers 

and different angles between induced magnetic fields and the 𝑦 −axis in a T-Junction. In Fig. 

1,2,5,6,9 and 10, one can observe the velocity contour of the fluid and in Fig. 3,4,7,8,11 and 12 one 

can observe the contour of the magnetic induction. 

 

We have been considered the angles 𝜃1 = 𝜃2 = 𝜋/2 with 𝑀1 = 𝑀2 = 1 and 100 for Fig. 1. to Fig. 8. 

and we have also been considered the angles 𝜃1 = 𝜃2 = 𝜋/4 with 𝑀1 = 𝑀2 = 10 for Fig. 9. to Fig. 

12. We can see from the figures that the layers occur with changing of the angles. We can observe 

from Fig. 3,4,7,8 the boundary layer in the inlet walls occurs for the magnetic induction when the 

Harmann numbers increases. We can also observe from Fig. 1,2,5,6 the flow approaches the walls for 

the large number of the Hartmann numbers. 

 

One can also say that, the velocity of the first flow is dominant in the inlet and the velocity of the 

second flow is dominant in the outlet of the channels. The induced magnetic field is dominant in the 

all domain for the 𝜃1 = 𝜃2 = 𝜋/2.  

 

As a result, in this work we have focused on the investigation of the MHD flow in different 

geometries numerically using SUPG type stabilized FEM. We have determined the dominant velocity 

and induced magnetic field of the flows according to the different values of Hartmann numbers and 

different angles.   
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ABSTRACT 

 

Facial expression recognition has a crucial role in communication. Computerized facial expression 

recognition systems have been developed for many purposes. People's faces can have occlusions 

because of scarves, facial masks, etc. in cases such as cold weather conditions or Covid-19 pandemic 

conditions. In this case, facial expression recognition can be challenging for automated systems. This 

study classifies facial images containing only the eyebrow and eye regions over six expressions with a 

deep learning-based approach. For this purpose, Radboud Face Database images have been used after 

cropping the area that includes eye and eyebrow regions. Some popular pre-trained networks have 

been trained and tested using the transfer learning approach. The Vgg19 pre-trained network achieved 

91.33% accuracy over the six universal facial expressions. The experiments show that automated 

facial expression recognition can be applied with high performance by looking at the region 

containing eyes and eyebrows. 

 

Keywords: Convolutional Neural Networks, Deep Learning, Facial Expression Recognition, Transfer 

Learning 

 

1. INTRODUCTION 

 

Facial expressions are produced by different contraction and relaxation of facial muscles. Human 

facial expressions are important for social communications. According to [1], in face-to-face 

communication, 7% of the message is transmitted by words, 38% by tone of voice, and 55% by body 

language. Facial expressions are also a type of body language. 

 

Owing to technological developments, cameras became a part of our daily lives. Thus, facial 

expressions have been started to use in many fields. Facial expressions are essential for decision-

making systems like criminal detection, patient follow-up, and driver attention monitoring. Although 

facial expressions are detected by the human brain effortlessly, it is pretty hard to detect for a 

machine. Particularly, a person’s image with the same facial expression can show differences in the 

analysis due to brightness, background, etc. [2]. Also, there may be occlusions on human faces 

mailto:ioztel@sakarya.edu.tr
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because of some type of cloth like scarves, face masks, etc. Therefore, with the advances in computer 

vision, detecting facial expressions in a computerized manner has become a popular topic.  

 

Detecting facial expressions using automated systems is one of the important topics of computer 

vision. Some areas that use automated facial expression recognition (FER) are avatar animation [3], 

medical applications [4], robotics [5], traffic [6][7], smart environments [8], human-computer 

interaction [9][10]. There are six universal facial expressions: anger, disgust, fear, happiness, sadness, 

and surprise. These expressions were identified by Ekman and Friesen [11]. The FER studies in the 

literature are generally based on these six expressions. 

 
Recently, because of Covid-19 pandemic, people have used face masks. According to WHO reports, 

using a medical face mask can decrease the spread of disease. Currently, using medial face mask is 

mandatory in many countries. Face masks create facial occlusion on the human face. Thus, 

recognition of these people's facial expressions with mask becomes very hard. 

 
The main motivation of the study is detecting the facial expressions for occlusion situations such as 

wearing a scarf or face mask. In this paper, a deep transfer learning-based FER system that works on 

partial face images is presented. The system detects facial expressions using just the top part of the 

face. In the context of the study, firstly, the face images have been prepared to include just the upper 

part of the face using the pre-processing methods. Then the system has been trained with different 

pretrained convolutional neural networks (CNN). During this stage, each network used the top part of 

the face as input and produced prediction label of the facial expression. The main contributions of this 

paper can be summarized as follows. 

 

(1) The proposed approach uses just the top part of the face for FER. Therefore, it is robust to bottom 

face occlusions and motion. 

 

(2) Using a large input image size in the input layer in the deep learning systems requires large 

memory and increases training and testing time. As the proposed approach uses the top part of the face 

image it requires a small input image size. Therefore, these disadvantages have been prevented. 

 

In the literature, automated FER studies are examined in three main methods [12], [13]. These are 

geometric-based, appearance-based, and action unit (AU)-based approaches. 

 

In the geometric-based analysis, face shape is examined. For example, in [14] the facial expressions 

were classified using the distances and angles between facial components using facial landmarks. 

 

Appearance-based approaches examine features of the facial texture. For example, Saurav et al. [15] 

introduced several techniques that make use of dynamic local ternary patterns. In their work they 

applied kernel extreme learning machine classifier. Iqbal et al. [16] proposed neighborhood-aware 

edge directional pattern which is a local descriptor. Dagher et al. [17] presented a three-stage support 

vector machine (SVM) for FER. Ali et al. [18] proposed a new method that uses Rectangular HOG 

feature extractor with Label-Consistent KSVD classifier. 

 

In AU-based approach, the facial muscles movements are identified using a system. This system is 

called the Facial Action Coding System (FACS) [19]. Morales-Vargas et al. [20] introduced a model 
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that recognizes facial expressions in terms of facial movements with the help of appearance features. 

They get help from the fuzzy models. 

 

Also, Deep Learning approaches have shown outstanding performance in automated facial expression 

studies recently. For example, Jin et al. [21] introduced a small and effective deep network for FER 

named MiniExpNet. Their method is based on local facial regions. Fan et al. [22] introduced a new 

CNN namely hierarchical scale convolutional neural network (HSNet). Their approach enhances the 

information extracted from the network, kernel, and knowledge scale. Saurav et al. [23] presented 

CNNV3 approach. They used the approach in an intelligent embedded system that is developed to 

help visually impaired people. The system is a vision-based and deep-learning inspired system that 

performs haptic rendering of facial emotions. Happy et al. [24] introduced multi-face multi-part 

model. Their model makes use the information from part-based data augmentation. The facial parts 

which they used for training were obtained from different face samples of the same expression class. 

Jin et al. [25] proposed a discriminative deep association learning framework. In [26], Happy et al. 

proposed a weakly supervised learning approach. In their approach, they first train CNN with label 

smoothing. They do this in a supervised manner. Then, they adjust the weights simultaneously with 

labelled and unlabeled data. Luh et al. [27] utilized YOLOv3 to solve FER problem. 

 

2. METHODOLOGY 

 

The proposed system uses facial images as input, and it produces facial expression labels using just 

the eyes and eyebrows region of the face. For this purpose, first, just the eyes and eyebrows part of the 

facial images are cropped using the pre-processing methods. Then, using the deep transfer learning 

method, the facial expressions are classified. Different pre-trained networks have been used for this 

purpose and results have been compared. The system’s pipeline is shown in Figure 1. 

 

 
Figure 1. Proposed pipeline. 

 

 



 

 

 
 

 
Öztel, et all., Journal of Scientific Reports-A, Number 49, 118-129, June 2022. 

 

 

 

121 
 

2.1 CNN 

The feature extraction phase required in classical machine learning methods is a challenging process. 

Because experts must determine the features that affect the solution of a problem. This a very time-

consuming process. On the contrary, deep learning processes raw data without feature extraction 

phase. Therefore, deep learning has eliminated the problems in feature extraction. 

 

CNN consists of a combination of layers. These layers are input, convolution, pooling, activation, 

dropout, fully connected, and classification layer. In the convolution layer, the filters move over the 

image and perform the convolution operation. Feature maps are created by mapping the features 

revealed by each filter. The mathematical model of the convolution is shown in Eq. 1 [28]. 

 

𝑆(𝑖, 𝑗) = (𝐼 ∗ 𝐾)(𝑖, 𝑗) = ∑ ∑ 𝐼(𝑖 + 𝑚, 𝑗 + 𝑛)𝐾(𝑚, 𝑛)           

𝑛𝑚

 (1) 

 

In the equation, S, I, and K represent the output, the input image, and the kernel respectively. Asterisk 

(*) is the convolution operation. 

 

In the pooling layer, the input size is reduced in width and height. There is no change in depth. 

Pooling is not a mandatory layer. It may or may not be used according to the design. 

 

In [18], it has been shown that CNNs using a nonlinear activation function like Relu are trained more 

quickly. Therefore, in this paper, Relu is used as the activation function. The mathematical model of 

Relu is shown in Eq. 2 [28]. 

 

𝑓(𝑥) = 𝑚𝑎𝑥(0, 𝑥) (2) 

 

In the dropout layer, some nodes of the network are removed to prevent the network from being 

dependent on a particular neuron. The fully connected layer is dependent on all fields of the previous 

layer. Softmax converts the predictions to positive values. Also, the softmax applies normalization to 

get a probability distribution of classes. The mathematical model of softmax is shown in Eq. 3 [28]. 

 

𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑥)𝑖 =
𝑒𝑥𝑝(𝑥𝑖)

∑ exp (𝑥𝑗)𝑛
𝑗=1

 (3) 

 

In the equation, xi represents the input of softmax, and it is obtained from the fully connected layer. 

 

The last layer is the classification layer. The number of the output of the classification layer is equal to 

the number of classes. 

 

In the literature, the performance of classification problems is usually measured by accuracy. Since 

facial expressions are classified in this study, the performance has been measured with accuracy and 

comparisons have been made on this metric. The accuracy formula is given in Eq. 4. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑁 + 𝐹𝑃)
 (4) 

 



 

 

 
 

 
Öztel, et all., Journal of Scientific Reports-A, Number 49, 118-129, June 2022. 

 

 

 

122 
 

In the equation, TP represents true positives, TN represents true negatives, FN represents false 

negatives, and FP represents false positives. 

 

2.2. Pre-trained Networks 

From the network design and training viewpoint, two different approaches can be used in deep 

learning. The first one is to design and train a novel network from scratch. The second one is to get 

help from existing networks that are already trained. These networks are called pre-trained networks. 

The second approach is called transfer learning. Providing more accurate results with fewer data is 

one of the advantages of transfer learning. In addition, training a network using random weights is 

slower than transfer learning. Transfer learning allows the quick transfer of features. Therefore, new 

deep learning tasks can be achieved using fewer images in training phase. 

 

In this study, nine different pre-trained networks have been used for FER on partial face images tasks. 

All of them were trained on the ImageNet database [29]. These networks were trained using over a 

million images. The networks can classify images into 1000 categories like the variety of animals, 

mouse, pencil, etc. Thus, the networks have robust feature representations for different images. An 

explanation of these networks is given below. 

 

Nasnetmobile [30] has been introduced by Google. Its size is 20 MB, it has 5.310
6
 parameters. It 

uses 224224 sized input images. Shufflenet [31] is a CNN structure which is built especially for 

mobile devices with limited computing power. This network uses two new approaches to reduce 

computational costs. These approaches are pointwise group convolution and channel shuffle. Its size 

is 5.4 MB. It has 1.410
6
 parameters and uses 224224 sized input images. Googlenet [32] is a 22 

layers deep learning network that is developed by Google researchers. Its size is 5.4 MB. It has 

7.010
6
 parameters. Its default input size is 224224. Mobilenetv2 [33] is a CNN structure that was 

developed especially for mobile devices. Its architecture includes the initial fully convolution layer 

with 32 filters, followed by 19 residual bottleneck layers. Its size is 13 MB. It has 3.510
6
 parameters. 

Resnet50 [34] is a convolutional neural network that has 50 layers. It uses residual blocks to improve 

the accuracy. There is “skip connections” concept at the core of the residual blocks. This is the 

strength of resnet50. Its size is 96 MB, and it has 25.610
6
 parameters. Its input size is 224224. The 

main approach for densenet201 [35] is the connections between the network layers. Its size is 77MB, 

it has 201 layers and 2010
6
 parameters. Alexnet [36] is a classic CNN architecture. In alexnet, 

grouped convolutions are designed for fitting the model across two GPUs. Its size is 227 MB, and it 

has 6110
6
 parameters. Vgg [37] has different versions. In this study both 16 depth and 19 depth 

version have been used. Vgg16 has 13810
6
 parameters and vgg19 has 144 x106 parameters. These 

models use 224224 sized input images. 

 

In this study, first, the last two layers of the pre-trained networks (fully connected layers and 

classification layers) have been modified for six classes. Then, they have been re-trained using the eye 

and eyebrow parts of the facial images. 

 

3. EXPERIMENTAL RESULTS 

 

In this study, the learning rate has been determined as 0.0001 for densenet201, googlenet, 

mobilenetv2, nasnetmobile, resnet50, shufflenet, vgg16 and vgg19. Alexnet doesn't work with 0.0001. 

Thus 0.001 is used as the learning rate for alexnet. Also, the optimizer is sgdm, learn rate drop factor 
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is 0.2, learn rate drop period is 5, the momentum is 0.9, the mini batch size is 8, validation frequency 

is 3 for all pre-trained networks. Each network has been trained using 50 epochs. 

 

3.1. Dataset and Preprocessing 

The Radboud Faces Database (RaFD) [38] was used in both training and testing phase in this study. 

The dataset contains whole face images of 67 people, including children and adults. The dataset 

includes three different gaze directions of people. These are looking left, looking frontal, looking 

right. In this study, the frontal faces are used for this task. There are eight expressions in RaFD. The 

facial expression recognition studies often investigate six main expressions. These are anger, disgust, 

fear, happiness, sadness and surprise. These expressions were defined in the early works of Ekman 

and Friesen [11]. The images used in this study have six universal facial expressions with different 

gaze directions (Figure 2). 1206 images were used in this study. 844 images were used for training 

and the rest of the images were used for testing.  

 

As mentioned earlier, this study uses the upper part of the face for facial expression recognition. 

Therefore, the upper part of the face must be cropped from the raw image. For this purpose, firstly, the 

face keypoints were localized on the face images using Face++ toolkit [39]. This step is shown in 

Figure 1. In this phase, 83 facial keypoints were localized for each face image. Then the region 

between left and right contours of the face which have the same x-axis as the midpoint of the nose 

were cropped horizontally. Vertically, the bottom point is considered the nose midpoint. The vertical 

top point was determined using the equation of ℎ𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙 𝑎𝑟𝑒𝑎/𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙 𝑎𝑟𝑒𝑎 = 0.2. In cropped 

region 0.2 is determined experimentally. Since the wrinkles on the forehead are also a critical 

determinant in some facial expressions, these regions are especially included in the cropped image. 

 

3.2. Comparative Results 

In the proposed study, nine pre-trained networks have been restructured for image classification task 

and their performance have been compared in terms of accuracy. The comparison table is given in 

Table 2. As can be seen in the table, the best result obtained using vgg19 as 91.33%. Vgg16 is second 

behind it as 88.33%. It can be seen that vgg19 and vgg16 have the greater parameters compared to 

other networks. This success rate can be explained by the number of parameters. Although shufflenet's 

number of the parameter is less than nasnetmobile, its performance is better than nasnetmobile. 

 

 

Figure 2. Sample images from the dataset for six expressions and three gaze directions ((a) anger, (b) 

disgust, (c) fear, (d) happy, (e) sad, (f) surprise, (g) looking frontal, (h) looking right, (i) looking left) 
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Table 2. Recognition accuracies using different pre-trained networks. 

Pretrained network Accuracy (%) 

nasnetmobile 67.67 

shufflenet 81.67 

googlenet 82.00 

mobilenetv2 82.00 

resnet50 84.00 

densenet201 85.67 

alexnet 87.33 

vgg16 88.33 

vgg19 91.33 

 

The confusion matrix of the vgg19 network that shows the best accuracy is given in Figure 3. As can 

be seen in the figure, sad expression is predicted as 100% success rate by the system. The system 

sometimes confuses surprise and fear expressions. When the sample images given in Figure 2 are 

examined, it can be seen that the eyes are more open than normal in both expressions. This may cause 

confusion. 

 

The proposed approach has been compared to the other studies that use the same RaFD database. The 

comparison results are shown in Table 3.  In the literature, the studies mostly used the whole face. 

Although the proposed study produced lower results than studies using whole faces, its performance is 

quite close to them using a small part of the face. In [40], five facial expressions were classified using 

partial faces. Our study produced a result close to that, despite the classification of six expressions in 

our study. 

 

Figure 3. Confusion matrix of vgg19 (1: angry, 2: disgust, 3: fear, 4: happy, 5: sad, 6: surprise). 

 

Table 3. Comparison with the studies used RaFD. 

Study #Expression Whole/partial face Accuracy 

Oztel at al. [40] 5 whole 94.07 

Nayak at al. [41] 6 whole 95.60 

Ali at al. [18] 6 whole 98.80 

Oztel at al. [40] 5 partial 92.59 
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Proposed approach with vgg19 6 partial 91.33 

 

4. CONCLUSION 

 

WHO recommends wearing a face mask to reduce the spread of Covid-19. In this case, an important 

part of the face for facial expression recognition is closed. Also, lower part of the face can be occluded 

some reasons such as wearing a scarf. In these case, facial expressions must be detected using only the 

eyes and eyebrows area. This is a challenging problem for machine learning. With this motivation, our 

study proposes a deep transfer learning-based approach for partial face. The system just uses upper 

part of the face for predicting facial expression. For this purpose, database images have been cropped 

to include just upper part of the face. Then the proposed system has been trained using nine different 

pre-trained networks and the results were compared. The vgg19 network produced the best result as 

91.33%. The best score obtained for sad expression as 100%. Happy and disgust expression detected 

as 98%. The system sometimes confused surprise and fear expressions. This situation has been 

interpreted with images in the study. The study was also compared with other studies that use the 

same database in the literature and produced comparable results. 

 

The proposed system can be useful for using facial expressions in situations where facial movement is 

active such as speaking, and in cases of occlusions due to scarf, mask, etc. It is planned to expand the 

same work for real time in the near future. 
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ABSTRACT 

 

Porous ceramics were produced by sintering terra rossa (TR) with alkalis for void formation at 

1000 °C. Little cylinders (25x25 mm) were prepared with TR to investigate the influence of alkali 

type (NaOH, Na2CO3 and KOH) and amount (8, 10 and 12% by weight of TR) on the physical, 

mechanical and microstructure of porous ceramics (PC). The highest compressive strength (32 MPa) 

was obtained in series with no alkalis. The addition of alkalis decreased the unit weight and 

compressive strength of PC due to decreased sintering temperature, increased foaming and excessive 

formation of glassy phase causing the brittle structure. The unit weight of the PC produced with 

NaOH and Na2CO3 was considerably low (0.62-0.70 g/cm
3
) compared with PC comprising KOH 

(1.05-2.16 g/cm
3
). Corresponding compressive strengths were 3.17-4.46 MPa and 7.68-25.87 MPa 

revealing that it can be used as a decorative alternative to clay brick and autoclaved aerated concrete 

blocks. 

 

Keywords: Compressive strength, Porous ceramics, Sintering, Terra rossa  

 

1. INTRODUCTION  

 

Terra rossa (TR) is reddish, clayey to silty clayey soil widespread in the Mediterranean region occurs 

as a discontinuous layer ranging from a few centimetres to several meters formed on calcareous main 

material (limestone or dolomite bedrock) [1-3]. Most important characteristics of TR are their free 

Fe2O3 (hematite) content of up to 8% and is usually between 4-6%, which gives bright red colors to 

TR. Soil formed on the greyish-blue crystalline limestones of TR has been found to have very little 

residual material. The most important chemical process here is decalcification and the water-soluble 

CaCO3 is removed by washing [5, 6]. 

 

Bricks, floor and roofing tiles, etc. are produced by a sintering process. Properties of these depend on 

the clayey material's chemical and mineralogical composition [7, 8]. Na2O can significantly reduce the 
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viscosity of the silicate melt by depolymerizing the silicate networks [9]. Ge et al. [10] observed that 

increasing the Na2O contents reduced the viscosity of ceramic foams sintered. This caused expansion 

of the pores and reduced the bulk density of the product.  SiO2 itself is chemically inert.  

 

Thermal expansion of SiO2 is too little and resistance to thermal shock too much. Due to the high 

melting point (1723ºC), network modifiers such as alkali/alkaline earth oxides were added to the SiO2 

glass to break the bridging oxygen bonds in the Si-O-Si bonds and reduce the melting temperature of 

the glass [11-15]. Feldspar, talc and dolomites comprises important amount of Na2O, K2O, MgO and 

CaO that increases the flux amount and induce the formation of an amorphous phase which acts as 

binder [16-18]. Production of Red-fired ceramics (tiles, bricks etc.) continues in Anatolia today, with 

about 500 factories producing brick and roofing tiles using clay raw materials from alluvial deposits, 

which are important soils for agriculture. Therefore, researching new clay sources for red ceramics is 

inevitable [19]. Low thermal insulation properties and high weight of conventional bricks limits their 

usage at new buildings. Various pore-forming agents were used to develop thermal properties of 

sintered clay bricks [20]. Bricks as light as lightweight aggregates (LWA) could be produced by using 

expansion agents (NaHCO3 and CaCO3) [21].  

 

A significant part of the area of Kütahya-Turkey was occupied by mountain terrains/high lands, which 

are built up of meta-carbonate rocks (marbles). The most characteristic types of red soil over 

carbonate rocks are Terra Rossa. The TR can be suitable as raw material in the brick and roofing tile 

industry. The present study presenting the results of a master thesis [22] motivated by a lack of data 

on the sintering properties of TR-alkali mixes.  Accordingly, this paper aims to determine the 

contribution of these alkali oxides to the physical and mechanical properties of porous ceramics (PC) 

produced by TR.  

 
2. MATERIAL and METHODS 

 

Terra rossa samples given in Fig. 1 were collected from the village of Çöğürler in Kütahya/Turkey. 

TR was ground by a ringed mill for 3 min to increase the surface area up to 4847 cm
2
/g. Porous 

ceramics were produced by i) mixing TR with technical grade alkali oxides (NaOH, Na2CO3 and 

KOH >99% purity obtained from Detsan Chemicals Company in Eskişehir/TURKEY) at ratios of 8, 

10 and 12% by weight of TR ii)  keeping the mixtures in plastic bags for a day, iii) pressing with 2% 

water by weight of mix and 3 kN molding force to form 25x25 mm cylinders iv) drying 1 day at 

20±2 °C in laboratory and 1 day at 105±2 °C in oven v) sintering at 1000 ºC in a tunnel kiln for 9 

hours 45 minutes.  
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Figure 1.  Terra rossa on limestone layer in Çöğürler (Kütahya/Turkey) [22]. 

 
A total of 10 series with control (C) with no alkali addition were produced. Series with 8, 10 and 12% 

NaOH were labelled as N8, N10 and N12 respectively. Similarly, series with Na2CO3 or KOH were 

named as NC8, NC10, NC12 and K8, K10 and K12 respectively. Unit weight (UW) (TS EN 1097-6) 

[23], uniaxial compressive strength (UCS) of porous ceramics (PC) at 0.6 MPa/s loading rate was 

tested. Before the compressive strength test upper and lower surfaces of porous ceramics were 

smoothed with sandpaper. All the reported results are the means of three samples.  Colorimetric 

analysis and optical microscopy analyses (broken surfaces taken from the centre of the samples) were 

conducted. To conduct a petrographic inspection, section samples were prepared from each terra rossa 

based porous ceramics respectively. Visual inspection was carried out under planar polarized light by 

using a petrographic microscope (Nikon Eclipse E200 Pol).   

 

3. EXPERIMENTAL RESULTS 

 

3.1. Characterization of the Terra Rossa 

The TR was mainly composed of SiO2, and Al2O3 (Table 1). The LOI of TR about 15.26 (wt%) was 

relatively high. By contrast, the number of alkaline oxides was very low. Fe2O3 (hematite) minerals 

content which gives red colors to TR as stated in literature [24] was 6.52%.  

 

Table 1. Oxide content of terra rossa [22]. 

Oxide 

content 
SiO2 Al2O3 Fe2O3 CaO K2O  Na2O CaO MgO TiO2 MnO Cl SO3 *LOI 

% 

mass 
56.07 15.98 6.52 1.91 1.93 0.14 1.91 1.27 0.57 0.11 0.06 0.05 15.25 

*LOI: Loss on ignition 

 

3.2. Evaluation of Physical and Mechanical Properties 

The pore structure of porous ceramics products with different alkali types and amounts were shown in 

Fig. 2. The iron element in oxidation state II was oxidised to state III after sintering could be 

responsible from darker colors of porous ceramics [25, 26]. Alkali type and amount significantly 

affected the colors of the porous ceramics as illustrated in Table 2. Numerical values of color analysis 

limestone 

terra rossa 
terra rossa 

http://www.sciencedirect.com/science/article/pii/S0272884211001702#bib0165
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were given in Table 2. Different colors were observed due to the type and amount of alkalis. The 

increase in NaOH content significantly reduced a* and b* values of the N series.  

 

Alkalis lower the melting temperature in N and NC series. The unit weight and the compressive 

strength decreased with the increase in the alkali ratio. The pore sizes in N and NC series continued to 

increase gradually with increasing alkali content. Enhancement of foaming due to higher alkali 

amounts was probably responsible for these dicreasements. However, in contrast, with the increase in 

KOH amount the pore sizes of K series were reduced while the UW and UCS of K series increased 

considerably. Maximum UCS was achieved for the K12 series. Homogeneous distribution of pores 

observed in K series.  Contrary to other alkali series, increase in KOH amount considerably increased 

the compressive strength of porous ceramics. 
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Figure 2. The cross-section of (a) C, (b) N8, (c) N10, (d) N12, (e) NC8, (f) NC10, (g) NC12, (h)K8, 

(ı) K10 and (j) K12 [22]. 
 

According to TS EN 771-1 [27], hollow bricks are required to have a compressive strength of at least 

2 MPa and the unit weight of them ranges between 600-700 kg/m
3
. According to TS EN 771-4 [28], 

autoclaved aerated concrete blocks must have a compressive of 2.2 MPa and their unit weight values 

are 350 to 500 kg/m
3
 [28].  Control series had a unit weight of 2.3 g/cm

3 
and compressive strength of 

32 MPa. The unit weight of the PC produced with NaOH and Na2CO3 was considerably low (0.62-

0.70 g/cm
3
) compared with PC comprising KOH (1.05-2.16 g/cm

3
). Corresponding compressive 

strengths were 3.17-4.46 MPa and 7.68-25.87 MPa revealing that it can be used as a decorative 

alternative to clay brick and autoclaved aerated concrete blocks. 

 

Table 2. Color Codes, physical and mechanical properties of porous ceramics [22]. 

 Sample codes 

 C N8 N10 N12 NC8 NC10 NC12 K8 K10 K12 

C
o

lo
r 

co
d

es
  

L* 35.54 32.97 37.26 37.89 40.29 38.05 37.88 39.09 34.25 35.08 

a* 19.15 9.12 5.73 5.17 2.76 7.93 8.25 11.43 12.24 12.80 

b* 17.97 5.05 3.10 2.55 10.16 5.28 4.23 8.76 10.45 11.35 

P
ro

p
er

ti
es

 

WA 6.25 0.98 1.09 2.41 0.91 1.38 1.95 0 0 0 

UW (g/cm
3
) 2.30 0.67 0.64 0.62 0.70 0.68 0.65 1.05 1.73 2.16 

CS (MPa) 32.13 3.82 3.55 3.17 4.46 4.31 3.94 7.68 14.16 25.87 

Note: The “L” axis gives the lightness: a white object has a L value of 100 and the L value of a black 

object is 0. The shades of grey, are on the L axis. The “a” axis is the green-red axis and the “b” axis 

goes from blue (-b) to yellow (+b). 
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3.3. Evaluation of Optical Microscopy Images 

 

Fig. 3 (a) presents the C series. The microstructure suggests quartz (white circle) and hematite 

particles (white square) in size up to 2 cm embedded in the liquid phase. Since the grain size of the 

liquid phase was considerably fine the mineral type could not be determined by optical microscopy.  
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Figure 3. Optical microscopy images of (a) C, (b) N8, (c) N10, (d) N12, (e) NC8, (f) NC10, (g) 

NC12, (h)K8, (ı) K10 and (j) K12 [22]. 

 

Some cracks were observed in all samples because of the shrinkage of the binding matrix. This was 

more pronounced for series produced with 12% alkalis. For K series closed pores were more 

spherical. N and NC series have more unconsolidated grains compared to the K series. It was 

concluded that the increasing KOH enhanced the vitreous structure. The compressive strength of 

porous ceramics enhanced up to 26 MPa for K12.  

 

4. CONCLUSIONS  
 

There are difficulties in finding suitable clay fields used as brick raw material and in obtaining clay 

from these fields. New brick factories are not licensed.  A compact material having a unit weight of 

2.3 g/cm
3 

and compressive strength of 32 MPa obtained by sintering terra rossa. According to us high 

content of Fe2O3 acted as a flux increasing the compactness of the material and enhancing the 

mechanical strength. The addition of alkalis decreased the unit weight and compressive strength of 

PC. Porous ceramics with a unit weight of 1.05-2.16 g/cm
3
 and compressive strengths of 7.68-25.87 

MPa were produced using KOH as an expansion agent. Porous ceramics can be used as a decorative 

alternative to clay brick and autoclaved aerated concrete blocks. Potassium felsdispates can be used as 

cheaper alkali source. The incorporation of expansion agents in TR can be a viable procedure, which 

turns TR into decorative porous ceramics. 
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ABSTRACT 

 

With the increasing availability of mobile devices and technological improvements, location-based 

services have become a vital part of our everyday lives. However, a layer of checks and verifications 

might be required to identify the user’s declared location authenticity, since it is possible to bypass 

GPS or any other indoor location detection solutions. Existing location proofing solutions mainly 

propose techniques requiring some sort of an infrastructure, such as access points and/or beacons, or a 

co-located prover, witnesses and verifier formation to prove the presence of the user. This paper 

proposes a location proofing solution using the video similarity technique, which is based on the 

comparison of visual similarities in video pairs to determine the surrounding environment without any 

infrastructural overhead. The indoor location test results of our prototype indicate that it can achieve a 

verification accuracy of 97.05% on average in 9.67 seconds. 

 

Keywords: Location Proofing, Indoor Location Proofing, Video Similarity, Location-Based Services 

 

1. INTRODUCTION 

 

In recent years, the growing smartphone market and innovation in mobile technologies have increased 

the importance of Location-Based Services (LBS) used by applications in many different fields such 

as finance, public services, and entertainment. For finance applications such as mobile payment 

systems or ATM withdrawals, verifying the user’s physical location during the transaction request is 

of utmost importance - e.g. confirming that the customer is in front of the ATM machine. On the other 

hand, in assistive applications such as Foursquare, Google Maps, and Instagram, preventing fake 

check-ins is essential to eliminate fraudulent content introduction or inclusion.  

 

Location proofs are plain items that enable the development of mobile applications requiring proof of 

the user location. A location proof is a piece of data that warrants a prover to a geographical place 

[1,2]. Bearing in mind that most people nowadays carry their cell phones with them all day long. To 

determine the behaviors and habits of these individuals, using their geolocation over Global 

Navigation Satellite Systems (GNSS) is a popular way of keeping track of mobile devices [3, 4]. The 

captured geolocation data needs an external validation mechanism because creating mock locations in 

these systems is a trivial task [5]. 
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Conventionally, in location proofing solutions [6-12], the prover generally requests a Location Proof 

(LP) of her/his current position, where an LP is a certified meta-data containing the geographical 

location [6]. On the other hand, the LP verification mechanism that facilitates this service can either 

be centralized or decentralized. Centralized architectures [6,9,13] estimate the mobile user’s location 

proximity by relying on wireless components such as a Wi-Fi Access Point (AP) or Bluetooth signal 

emitter devices [14,15]. However, on the contrary, the decentralized architectures [7,8,10-12,16-19] 

do not utilize central points, and every mobile device in the network acts as a witness to confirm the 

locations of other mobile entities. Though, in decentralized architecture, Prover-to-Prover (P-P) and 

Prover-to-Witness (P-W) collusions are the non-trivial, hard-to-solve security issues, in addition to the 

privacy concerns, which are created as a result of stored user location data. In a P-P collusion, a 

prover requests proof for a location where the attacker is not actually present. In a P-W collusion, the 

dishonest witness generates proof for a location where the witness, the prover, or both are not present. 

 

Maia and Pardal [22] designed a location proof system, called CROSS, relying on Wi-Fi access 

points. The prototype is a location proofing system implemented as part of a reward-based tourism 

application scenario, keeping track of users traversing the provided route. The authors propose three 

different location proof strategies, namely scavenging, Time-based One-Time Password and kiosk. 

The scavenging strategy is operated in urban areas, employing scan results of Basic Service Set 

Identifiers (BSSID) as evidence for the Location Proof (LP). BSSID is the MAC address of the 

Access Points (AP). Time-based One-Time Password (TOTP) strategy is built on customized Wi-Fi 

APs, ensuring more security by dynamically changing broadcast SSID. The kiosk strategy validates 

the presence of the user physically. Because the system relies on Wi-Fi for location proximity, the 

capabilities of the Wi-Fi devices limit the accuracy. Another constraint is that the visitors should be 

present for at least five minutes in the proper location to guarantee the correctness of the verification 

results. 

 

From a different perspective, Santos et al. [23] implemented a vehicle tracking system called Secure 

Transport lOcation Proofs (STOP), which is aimed to identify vehicles averting from their predefined 

track. In this solution, every truck driver is expected to utilize his/her mobile phone to log its 

movement coordinates using GPS data. Then, these collected logs can be used by inspectors to audit 

the truck’s movements so far. The inspectors can use their own mobile devices to contact the driver's 

data via short-range Bluetooth and download all the logs. The evaluation results of the prototype show 

that the GPS quality is reduced in urban and densely populated areas due to the limitation of GPS, 

which requires line-of-sight for best performance. Hence, the worst physical locations from this point 

of view are the tunnels, which are blocks of concrete where phones totally disconnect from GPS 

satellites. The average error distance from the exact rotation is calculated between 5 and 9 meters, and 

the worst case has an error of up to 18.97 meters. 

 

From a different perspective, Hasan and Burns [13] investigate the secure location provenance 

problem and propose a witness-based solution that generates collusion-resistant location proofs. In 

this proposed prototype, the user, who needs location verification, sends a request to a publicly 

accessible location authority, attaching the unique global identifier of the desired place. The location 

authority responds with a signed LP after making a simple presence check for the requester in the 

given place. Next, the prover searches for a closer witness through Bluetooth to endorse his LP by 

performing distance bounding. To guard against location history frauds, the authors also present two 

schemes set on hash chains and Bloom filters. Evaluation results indicate that 46 proof/second can be 

achieved with the Bloom filter scheme and 60 proofs/second with the hash chains. Although the 
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proposed solution eliminates dependency on trusted third parties, standing a centralized architecture is 

the drawback of the system. 

 

Following suit, Zhu and Cao [8] proposed a neighbor-based solution that allows cooperation between 

co-located Bluetooth devices to generate LPs for each other. In the prototype, named Privacy-

Preserving LocAtion proof Updating System (APPLAUS), the prover broadcasts the request to the 

neighbor devices over Bluetooth and if there is no response, the prover generates a dummy LP for 

submitting the updated location to a centralized verification server. If a witness agrees to the proof 

request of the prover, he generates a response to send back to the prover. In order to increase privacy 

and protect the content from untrusted nodes, devices periodically change their pseudonyms. The 

evaluations of the system show that the client code uses less than 2.5% of the available memory, with 

a CPU utilization between 3% and 5% when communicating with other devices and less than 2.5% 

power consumption. The authors evaluate the solution's performance for different update and contact 

intervals ratios. It has been revealed that if the location proof update interval is more than 1.5 of the 

contact interval, the performance reaches a satisfactory level - above 93%. The weakness of the 

solution is that it only protects against simple collusion attacks, which do not gather bogus LPs from 

honest witnesses. The short communication range of Bluetooth constrains the system's efficiency, and 

periodically generated dummy proofs to preserve privacy cause a communication overhead. 

 

Nosouhi et al. [16] propose a decentralized, blockchain-based, secure, and privacy-aware LP 

generation and verification approach. The main actors are the prover, the witnesses, the bridge, and 

the verifier. When a witness endorses the location of the prover, he adds the selected target bridge ID 

to the LP and sets a timer before sending the message back to the prover after signing the LP request. 

The timer prevents the Prover–Prover collusions, which have a remote dishonest prover. The witness 

that receives the response in the given time creates the transaction and forwards it to a nearby bridge. 

When the bridge receives the message, it compares his identity with the bridge ID written in the 

message. If the response does not come back from the prover within the appropriate time, the witness 

sends an N-Ack message indicating a Prover–Prover collusion. In the last step, the bridge forwards the 

message to the verifier over the internet for doing the post signature controls of the earlier steps. In a 

successful transaction verification, there must be at least a set of transactions not marked as non-N-

Ack. There is a reward in the system, which is the amount paid by the prover to the LP approvers in 

the final step, with a minimum threshold to prevent Prover–Witness collusions.  The authors count the 

percentage of LP requests that successfully pass the P–P collusion detection for different hash key 

sizes and timeout system parameters in the evaluation tests. For the key sizes 1024, 2048, and 3072, 

the timeout parameters of 400, 500, and 700 ms are sufficient for successfully detecting most of the 

collusions. Nonetheless, the proposed solution is weak to the multiple-party collusion attacks. 

 

The same authors proposed another witness-oriented, decentralized approach where witnesses 

generate the LPs for other mobile users in ad hoc environments [17]. In addition to dealing with 

Prover–Prover and Prover–Witness collusion attacks, the authors presented the P-TREAD protocol to 

increase the system's privacy in the implemented prototype, Privacy-Aware and Secure Proof Of 

pRoximiTy (PASPORT). Although PASPORT moves the control of witness selection from the prover 

to the verifier, it is still open to three-way/multi-party collusion attacks. 

 

Zafar et al. [19] focus on three-way collusions, which are not resisted by previous studies. In these 

collusions, only a single party makes the selection of participants, causing collusion attacks probable. 

To decrease the chance of location manipulation, the researchers implemented a decentralized and 
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secure consensus protocol called MobChain. The system separates the choosing control of participants 

with the LP generation steps. The witness and location authority selection is made in a private 

blockchain where the nodes are peer-to-peer connected. Because the proposed approach offers 

substantial secure contracts, falsifying the location becomes impractical. In the evaluation tests, 

MobChain enhances the protection of LPS in a computationally efficient and highly available way 

compared with state-of-the-art techniques. 

 

Diversely different from prior studies focusing on infrastructural system changes, some researchers 

draw attention to the advantage of the media for location proofing. Bucher et al. [21] presented a 

cheap to implement system built on visual features using image recognition with no infrastructural 

overhead. There are three leading roles in the architecture as follows: (1) LBS Provider like a web 

application, (2) location owner who owns the place like a restaurant or cafe, and (3) the user client 

requesting the LP. When a user requests an LP, the LBS provider assigns a task to the user as taking a 

picture of the given location, similar to the already present image data set saved in the central server. 

After collecting a sufficient number of pictures for a particular place, the system quickly detects the 

real and bogus LP requests. The given challenge task may be one of these options: taking a new photo 

contributing to the image tree, an overlapping copy of an image randomly selected from the tree, or a 

partially overlapping image like completing half of an existing image. The system results in better 

performance, especially on crowd-sourced destinations where a service provider confirms the 

collected data's authenticity. In the evaluation tests, although the prototype cannot prove all of the 

users from a cryptographic security perspective, the system catches the majority of the attacks in most 

of the scenarios. The limitations of this approach are that at least an honest user must be contributed to 

the given places. Completing the given challenge will be feasible for indoor locations such as 

restaurants, but it will not be easy for large-scale outdoor areas like parks to find the correct part of the 

place to take the picture defined in the assigned task. 

 

In the video subsection of the media domain, video filtering, video suggestion, and copyright 

protection are the challenging research problems. Kordopatis-Zilos et al. [24] address the problem of 

similarity estimation between video pairs. Previous video retrieval approaches embed the entire frame 

or video into a vector embedding. The implemented prototype, called Fine-grained Spatio-Temporal 

Video Similarity Learning (ViSiL), considers fine-grained SpatioTemporal relations to consist of 

intra-frame and inter-frame connections, commonly lost in previous studies. The study shares 

evaluation comparisons against near-duplicate video retrieval, fine-grained incident video retrieval, 

event video retrieval, and action video retrieval subtasks of the computer vision domain.  

 

Extracting information from video and visual content has been an active research area since the 2000s 

[20]. Accordingly, compared to infrastructural system-focused approaches, employing media for 

location proofing could be used as another totally different solution avenue. In this approach, location 

proofing is achieved by comparing the visual features of two images or video frames, to check 

whether the two locations are the same place or not [21]. Hence, this paper proposes location proofing 

using the video similarity technique, which addresses the challenges mentioned above. Furthermore, it 

describes a novel location proofing solution based on a comparison of the visual similarities in video 

pairs to determine the surrounding environment without any infrastructural prerequisites. To the best 

of our knowledge, there is no work that has utilized video similarity evaluation techniques for location 

proofing purposes. 
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2. MATERIAL AND METHODS 

 

Location proofing using video similarity consists of two major parts. Employing the live video 

streaming ability of web or mobile clients with cameras in the source device, the user records a short 

panoramic video clip of the indoor environment as proof of existing in the selected location. The 

second part checks the validity of the recorded video, comparing it with the already collected and 

approved video files for the proper location. This section firstly provides information about the 

WebRTC [25] protocol used on the clients for live streaming, followed by the ViSiL [24] framework, 

which calculates the video similarity scores of multiple video files. 

 

2.1. Web Real-Time Communication (WebRTC) 

With the wide use of the internet and the increased popularity of smartphones, video streaming has 

become a de facto segment of communication applications such as social media, chat platforms, and 

video conferencing [26]. Although video communication seems straightforward, like data transfer, the 

most challenging characteristic of the video is that it requires a considerable bandwidth [27]. 

 

WebRTC is a state-of-the-art open technology, published by the World Wide Web Consortium (W3C) 

[28], a standard for end-to-end encrypted real-time communication between Internet browsers for 

media and data transfer. The main logic of WebRTC is that the client browsers register a common 

communication service provider website, as shown in Figure 1.  

 

 

Figure 1. The main architecture of the JSEP protocol. 

 

After the website publishes the browser IDs of the connected clients to the requester client, the client 

browser can establish a peer-to-peer communication with the target browser directly without knowing 

the exact IP addresses. To overcome the IP address and port requirement of the P2P networks, 

WebRTC establishes signaling channels between the website server and the clients using Web Socket 

technology and JavaScript Session Establishment Protocol (JSEP) [29] to create the offer and answer 

messages. After the proposal of WebRTC, browser vendors (Google Chrome, Mozilla Firefox, Safari, 

and Internet Explorer) implemented the WebRTC API for browser-to-browser communication 
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management and introduced a set of more easy-to-use JavaScript functions for application developers. 

A specific method named “getUserMedia” is used to access both the client devices’ audio and video 

input and outputs with the user’s attention for taking approval of the usage. WebRTC has three main 

functions. RTCPeerConnection is the service provider API for peer-to-peer communication, 

RTCDataChannel establishes a full-duplex data communication between the clients, and MediaStream 

denotes audio or video data streams. Only the MediaStream function of the WebRTC protocol is 

enough for capturing video frames from the client device camera, disabling the audio sources. 

 

2.2. ViSiL: Fine-grained Spatio-temporal Video Similarity Learning 

As a result of the increasing popularity of video-sharing services such as YouTube, publicly visible 

video content on the internet has been boosted to remarkable scales. The video recommendation and 

copyright reservation systems have become crucial parts of these applications.  

 

ViSiL is a video similarity learning network for handling the similarity calculation and estimation of 

multiple videos. Traditional approaches group the features of all the video frames into a single video-

level vector descriptor, ignoring the spatial and temporal layout of the visual similarity.  

 

On the other side, ViSiL deals with both the spatial (intra-frame) and temporal (inter-frame) structure 

of the visual content when calculating the similarity to avoid ignoring the regional details. The main 

architecture of the video similarity calculation process is illustrated in Figure 2. First, the system 

extracts the feature vectors (output of Figure 2.a) of each frame of the provided video pair by utilizing 

a pretrained Convolutional Neural Network (CNN). After several normalization and whitening steps, 

the features are weighted with an attention mechanism. A similarity matrix (output of Figure 2.b) of 

the video pairs is built with the Tensor Dot (TD) product which computes the pairwise frame-to-frame 

similarity, followed by a Chamfer Similarity (CS) to calculate the region-to-region similarity without 

feature aggregation. TD gives the sum of tensor pairs for the given axes. CS is the similarity counter 

of Chamfer Distance by calculating the average similarity of a set of items for the given property. The 

similarity matrix (output of Figure 2.c) is the input of another four-layered CNN that has a CS final 

layer to summarize the video-to-video similarity score. The definitive score has a value between [-1, 

+1], where negative values indicate irrelevant and positive values denote relevant video pairs. 

 

 

Figure 2. The main architecture of the ViSiL framework. 
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2.3. System Desıgn 

This section discusses and examines the requirements for achieving the necessary functionality of the 

proposed system.  

 

2.3.1. System analysis 

The idea behind the approach is based on the similarity of video pairs recorded in several locations. 

The mechanism needs an application to serve the user in a mobile environment, a native mobile 

application, or a website running on mobile browsers like Chrome or Safari. 

 

The video verification task is based on memory-hungry computer vision algorithms. Because the 

algorithm will compare the recorded video with the other video pairs, the operating environment 

needs to access the earlier recorded videos of the given location. Hence, the video verification 

operation could not be completed on the client's mobile device; a central server must handle the task, 

which has sufficient disk size, CPU, and memory. 

 

An external authentication mechanism is needed to trust and identify the user, requesting the location 

proof. The unique user ID returned by the authentication service will be used in all the operations. 

After a successful login, already present locations in the system are displayed to the user for his 

selection. The user may select one of these options or enter a new location name. 

 

The user’s smartphone should have a video input device to record a video as evidence of the location 

proof. If multiple cameras are attached to the device, the user should select one of these inputs. 

Modern smartphones have at least two cameras, one is in the front, and one is in the rear. The 

mechanism should force the rear camera to record a better panoramic video of the environment. 

 

The resolution of the camera is another constraint on the client device. Low-resolution videos will not 

result in apparent feature vectors. Recorded video on the client device will be sent to the centralized 

server for verification. Transferring high-resolution videos will take longer and be sensitive to 

communication errors. So, 640x480 will be the exact resolution supported by the solution. If the client 

camera does not support this minimum threshold resolution, the recording operation should not be 

started on the device. 

 

WebRTC is the state-of-art technology used to capture the media streams on client browsers. Most 

modern browsers natively support WebRTC, but there are some exceptional browsers. The browser on 

the client device should support the WebRTC protocol to record the video. When the web application 

calls the getMediaStream function of the WebRTC protocol, the browser asks the user to allow 

accessing the selected camera. The user's attention is required to start the capturing process in this 

step. In the recording phase, the audio will be muted. 

 

Correctly defining the length of the recorded video is crucial. Longer videos will be sent to the central 

server in a long time, and also, the computer vision tasks in the verification phase will take much 

more time. Five-second long video will be sufficient to identify the video's features and calculate the 

similarity with other videos. If the application captures ten frames each second, there will be 50 

frames in total. 

 

While recording the video, the user should slightly swivel the camera toward the left and right for best 

performance. When the video clip is not recorded in a panoramic view, documenting a narrow area for 
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5 seconds would result in an image rather than a video, not including temporal data, and would have a 

weak feature spectrum compared to the video. To eliminate this problem, the algorithm should check 

the sanity of the videos with a static content filter. 

 

When the location is new and there are no earlier sample videos in the repository, the system may 

automatically accept the video for the first a specific number of samples. Rather than automatically 

accepting the initial videos as marking positive samples of the given location, a manual check either 

be done by the place owner, who is the restaurant, or the café administrator. 

 

Instead of continuously getting new video samples of the locations from the users, some additional 

controls should be added to the system to increase the security level. A challenge-based approach 

defined in Bucher et al.'s study may be an example. For the given location, the solution may 

sometimes get new video samples, or sometimes the application will assign some task to the user to 

complete as recording a video, including a displayed image or a video slice.  

 

2.3.2. Solution design 

The proposed system has two primary and one optional stakeholder; (1) the user who requests a 

location proof, (2) the location-based service provider running the algorithms in the server, and (3) the 

optional location owner who is the business administrator of a restaurant or café.  

 

The sequential diagram of the proposed solution is shown in Figure 3. Initially, the user opens the web 

application served by the LBS provider, deployed on a centralized server. After a successful login 

operation done by an external authority, the web application lists the earlier locations present in the 

system. The user may select one of these locations or enter a new location name. Then, the user 

requests a challenge from the LBS provider for submitting the LP. The LBS provider has two options: 

request the user to record a new video or, after randomly selecting one of the earlier videos of the 

selected location, the LBS provider requests the user to record a video including the displayed frame. 

The user has two minutes to complete the task. 
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Figure 3. The sequential diagram of the proposed solution. 

 

After defining the challenge to the user, the web application asks the user to select the video input and 

requests allowing access to the selecting camera. The web application captures fifty frames for five 

seconds while the user slightly turns the camera in the environment to have a panoramic view. The 

web application sends the recorded video frames to the LBS provider at the end of the recording. If 

the challenge is not completed in two minutes, the LBS provider automatically rejects the LP request. 

When the LBS provider receives the video in the given time interval, it checks the initial sanity of the 

video by counting the frames, extracting the feature vectors of the video followed by operating the 

static video filter. Then, the LBS provider saves the video for further video similarity check batch 

operation. 

 

The recorded video is the evidence of the prover, which is marked as the source video of the LP 

request in the location. The target videos are stored attachments of already authorized LP requests of 

the proper location, used as similarity hints by the affinity mechanism of the system. This mechanism 

examines the video pairs to see if they look like each other by comparing their visual features and 

detects whether they are recorded in equivalent locations or not. When the similarity check is done, 

the result of the LP submission is displayed to the user as Accepted or Rejected. 
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2.3.3. System architecture 

The system architecture of the proposed solution is shown in Figure 4. The web application server 

publishes the web application, which serves on the client's PC or smartphone and communicates with 

the video input sources of the device over WebRTC technology. The web application communicates 

with the backend server over the internet and gets services using POST API calls. The backend server 

contains the LBS provider, responsible for the service operations, and the affinity system operating 

the video and neural network accelerated operations. Rather than a standalone database server, simple 

Comma Separated Values (CSV) files are used to store the status of the operations and results. Both 

the LBS provider and Affinity system share the common file system to store and read the video files; 

the LBS provider writes the video files, and the affinity system reads these files and stores the 

extracted feature vectors. The affinity system employs the pretrained neural networks, which extract 

the feature vectors of the videos and calculate the video similarities. 

 

 

Figure 4. The system architecture of the proposed solution. 

 

2.4. Implementation 

The solution has recording and verification phases. In the recording phase, the user logins to the 

system, requests a location proof, and records a video to complete the assigned challenge tasks. Next, 

the LBS prover launches several controls over the process and checks the sanity of the recorded video. 

In the verification phase, the affinity mechanism runs the video similarity algorithms to approve or 

reject the LP request. The user can visually track earlier submitted requests and their ongoing or 

completed statuses from the website's history section. 

 

2.4.1. Recording phase 

The LBS provider interacts with the user over a website. The website initially redirects the user to a 

third-party login page; Google 2.0 Authentication algorithm is selected in the solution. After a 

successful login operation, the user identifier is attached to the session as the input for further 
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validations. The user chooses the desired location from the earlier documented locations list or enters 

a new place name as the location input and requests location proof from the LBS provider. 

 

As part of the challenge assignment step, the system examines whether the location input is present in 

the database or it is a new location. If a new location is entered, the LBS provider requests the user to 

record a short panoramic video clip in the given place. If the user selects a place from the locations 

list, the LBS provider assigns a challenging task to the user, which is randomly selected from the 

following two options. In option (1), the algorithm requests the user to record a new video in the given 

place like the previous step. This task aims to enrich the video repository with new video visuals. In 

option (2), the algorithm randomly selects one of the target location's earlier registered and approved 

videos, as a candidate video VC, followed by randomly selecting one of the frames FC of this candidate 

video VC. Next, the system assigns a challenge to the user, and the user has only two minutes to 

complete the given task. This two-option and timer-based challenge process seek to increase the 

security level and prevent fake user attacks by uploading bogus videos. Two minutes is long enough 

to complete the challenge but short to integrate the previously displayed frame into a video for faking 

the proposed task. When the challenge is assigned to the user, the LBS provider sets up a two minutes 

timer, generates a unique identifier for the generated challenge, and responds to the user. 

 

In the video recording step, the website displays the candidate frame FC to the user if option (2) is 

selected. Then, for using the live media capturing capabilities of the smartphone's browser, the web 

application requests the user to allow access to the environment camera of the device. If the user 

device has more than one camera, the system asks the user to select one of these cameras as the 

source. After the user gives permission, the application starts frame capturing for five seconds. The 

application records ten frames every second, and 50 frames are collected to build the video. Then, the 

application stops capturing and sends the video frames back to the server with the challenge and user 

identifiers. 

 

The LBS provider first checks the status of the timer, and if it has timed out, the system automatically 

rejects the LP request. Secondly, the algorithm counts the frames and scans their order. After 

validating the challenge and user identifiers with the submitted ones in the initial LP request, the 

algorithm extracts the visual features of all the frames and builds a three-dimensional cube vector 

representing the source video. The static content filter utilizes the frame-to-frame similarity of the 

ViSiL approach to check if the video has a valid panoramic view. The system calculates the frame 

similarity of each video frame by comparing it with the rest of the frames one by one. If the average 

frame-to-frame similarity score exceeds the threshold system parameter, the algorithm rejects the 

video and marks it as holding static content.  

 

2.4.2. Verification phase 

The system sets the recorded video as the source of the similarity algorithm. If the submitted video 

contains a location that is new and there are no earlier sample videos of this location in the repository, 

the system automatically accepts the video as the first sample video - out of three. If an existing 

location is selected from the drop-down menu and option one (1) is picked by the system, the 

algorithm sets all the earlier recorded samples of the chosen location as target videos. In this way, the 

system compares the similarity of the latest recorded video with the rest of the earlier samples. If 

option (2) is picked by the system, then video VC, which contains the randomly chosen candidate 

frame FC, partially or fully is set as the target video. Then, the algorithm only compares the similarity 

of the recorded video with VC, which could either be the full length of the video or a part of it. Trials 
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development phase showed that one-second video is long enough to be sure that the video is recorded 

in the same place and short enough not to force users to shoot the same video with the VC. 

 

After defining the source and target videos, the system performs the video similarity check, operating 

the methods defined in the ViSiL framework. Initially, the visual features are extracted by applying a 

pretrained Convolutional Neural Network (CNN) to the frames of the video pairs. Initially, for each 

video in the pair, the visual features are extracted from the frames by involving a pretrained 

Convolutional Neural Network (CNN). After several normalization steps, the attention mechanism 

weighs the features. Tensor Dot (TD) product is applied to measure the pairwise frame-to-frame 

similarity between the source and target videos, which outputs a similarity matrix by summarizing the 

tensor pairs on proper axes. Next, Chamfer Similarity (CS) employs this similarity matrix and 

computes the region-to-region similarity by counting the Chamfer Distance without feature 

aggregation. Chamfer Distance is the average similarity of the items set for the given property. The 

last step is another four-layered CNN with a CS final layer which obtains the similarity matrix and 

summarizes the video-to-video similarity score. The conclusive score has a value between [-1, +1], 

where negative numbers point to irrelevant and positive numbers distinguish relevant video pairs. If 

there are numerous target videos, the system independently calculates the similarity of each target 

video with the source video and brings the maximum value as the final decision. 

 

After the affinity mechanism completes the similarity checks of the recorded video, the LBS provider 

updates the status of the LP request historical record in the system as Accepted or Rejected. For 

evaluating the sanity of the decision, the web application opens a survey to the user whether the given 

result is correct or not. These grading results are collected and analyzed in the evaluation results. 

 

2.4.3. Development details 

The system has three development components: (1) the web application serving the user, (2) the LBS 

provider as the backend server, and (3) the affinity system responsible for video operations and 

similarity checks. The web application is developed with React 4+ and deployed with Express 

modules on a NodeJS server. React is selected because it natively supports a vast spectrum of modern 

browsers. LBS provider is developed with Python 3.10 and serves as again a web server using Flask 

modules. Instead of using a standalone database server, simple CSV files, maintained with Pandas, are 

used to store the status of the system and the operations. The affinity system is built inside the LBS 

provider, and the computer vision components are implemented using the Python Pytorch library. The 

web application communicates with the LBS provider over the internet and gets services over POST 

API calls. The topology of the system is shown in Figure 5. Because the affinity system is a memory-

hungry and computationally costly component, the web application server and LBS provider are 

separately deployed on different servers. Both LBS provider and affinity system is deployed on the 

same server to access the same file system which hosts the stored video files and feature vectors.  
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Figure 5. The topology of the proposed solution. 

 

3. RESULTS AND DISCUSSION 

 

3.1. Experimental Setup 

The implemented system components are deployed on cloud platforms for evaluation tests. The web 

application server is deployed on a free dyno of the Heroku service platform, located in the United 

States, with a slug size of 68.2 MB. The LBS provider is deployed on an e2-medium machine typed 

Google Cloud compute engine, with one vCPU, 4 GiB memory, Ubuntu 18.04 operating system, 

located on us-central1-a zone. The clients are located in Istanbul (Turkey) and Bologna (Italy). Apple 

iPhone 11, iPhone X, iPhone 7 and General Mobile 9 Pro smartphones are used as the clients in the 

tests. For iOS-based clients, both the Safari and Chrome, and for Android typed phones, only the 

Chrome browser is operated as the browser. 

 

3.2. Evaluation Results 

3.2.1. CPU and memory utilization 

In order to evaluate resource usage of the LBS provider, CPU and memory usages are captured from 

the server where the component is deployed. For an accurate evaluation, only the LBS provider is 

deployed as a single-process application on the cloud virtual machine to minimize the effect of other 

threads. The captured CPU and memory usage are shown in Figure 6. There are some peaks in the 

CPU usage when the affinity system processes are active, like extracting the video features and 

calculating the video similarity of video pairs. CPU usage significantly drops to 0% when the system 

is idle. The average CPU usage of the system is 2.214%, with a minimum value of 0% and a 

maximum value of 89.1%. Unlike CPU, memory usage is not sensitive to the affinity system threads. 

After the predefined models are loaded during the initialization step of the application, the memory 

usage is increased to 18.5%. It is increased to 26.7% on active video operation threads. The average 

memory usage of the system is 23.91%, with a minimum value of 18.5%. 
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Figure 6. The CPU and Memory usage of the LBS provider. 

 

3.2.2. Processing time of the operations 

This section evaluates the processing time of the client and server operations. The most time-

consuming operation in the process is uploading the videos from the client to the server. The duration 

is directly related to the network communication quality between the client and the cloud server 

location in the U.S. The upload time increases up to 20 seconds when the connection bandwidth is 

very low. For a 5-seconds long video having a resolution of 480x640, the average upload video time 

of the client is 9 seconds, with a minimum value of 5.75 and a maximum value of 19.79 seconds. The 

operation time likewise doubled when the video length is increased from 5 seconds to 10 seconds. 

There is even a direct positive proportion between the resolution of the video and the uploading time. 

When the resolution is increased to 768x1024, the time duration is expanded from 9 seconds to 15 

seconds.  

 

 

Figure 7. The processing time of operations. (a) Extract features. (b) Static video check. (c) Video 

similarity check. (d) Video similarity check (normalized). 
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There are three time-consuming primary operations done on the server-side, shown in Figure 7. The 

first violin shape illustrates the time taken to extract the features of the videos. In an only CPU 

environment, the average processing time of extract feature operation is 1.003 seconds, with a 

minimum value of 0.871 seconds and a maximum value of 1.966 seconds. Compared to the other 

affinity system jobs, this is the most time-consuming computer vision accelerated step that employs 

the pretrained CNN module. If the server has a GPU (Tesla V100) and the operation is done with a 

batch size of eight, the duration significantly drops to 0.5 seconds on average. 

 

The second shape represents the time duration of the static video review operation. For a five-second 

long video, the operation takes 0.003 seconds on average, with a minimum value of 0.003 seconds and 

a maximum value of 0.007. The standard deviation of the time is very low compared with the other 

affinity system processes. Operating GPUs does not result in a significant improvement in the 

processing time. 

 

The last two violins illustrate the processing time of video similarity operation. There are two types of 

challenges in the solution. The user may upload a new video to the system, and the affinity system 

compares the video with all of the other videos already recorded and approved in the given location. 

In this challenge, the video similarity examination operation is repeated n times, where n is the 

number of earlier captured videos in the location. In the second option, the client records a video, 

including the displayed frame, to the user. The video similarity operation is done only once in this 

scenario. The third violin represents the all-time taken operation for the video similarity check 

operation, and the last one is the normalized version of the time in which the total time is plotted in (c) 

is divided by the video count, indicated as n. For a five-second long video, the operation takes 0.005 

seconds on average, with a minimum value of 0.001 seconds and a maximum value of 0.013. When 

the data is normalized, the average time is measured as 0.001 seconds, with a minimum value of 0.001 

seconds and a maximum value of 0.002. 

 

3.2.3. Accuracy results of the verification 

After displaying the verification result of the location proof operation, the prototype asks the user to 

grade the response as correct or wrong. Depending on these human testing results, the accuracy of the 

affinity system is calculated. For the static video review step, the accuracy is measured as 98.2%. The 

algorithm only fails for the videos when the user moves the smartphone camera more slowly than the 

expected threshold, during the recording step. 

 

For the first option type of challenge - a user uploading a new video for the given location - if the 

threshold system parameter is set to 0.8, the algorithm's accuracy is 85.0%. On the other hand, if the 

threshold parameter is decreased to 0.5, the accuracy increases to 99.5%. For the second option 

challenges, the accuracy is decreased to 71.4% when the target video is set to a one-second-long sub 

video, including the displayed candidate frame. The accuracy is significantly increased up to 92.85% 

when the target video length is set to three seconds and 99.5% when the target video is not cropped. 

The average accuracy of the video similarity check operation is calculated as 97.05% in summary. 

 

The algorithm fails when the video includes many irrelevant features that mislead the system to 

identify the location environment, like humans or static visual parts such as empty walls in the rooms. 

Compared to outdoor environments, the algorithm gives better results in indoor environments. When 

the prototype is tested on a national park where there are many similar patterns like the lakes, trees, or 

the grasses, the affinity system video similarity check algorithm accuracy goes down. 
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4. CONCLUSIONS 

 

This paper presents a novel centralized architecture for location proofing, which contrary to earlier 

studies, does not need or require any sort of hardware or infrastructure. The proposed approach is 

based on comparing visual similarities in video pairs to determine the surrounding environment. The 

affinity system built in the LBS provider has two main parts. Operating the live video streaming 

ability of web or mobile clients with cameras in the source device, the user records a short panoramic 

video clip of the indoor environment as proof of existing in the selected location. The second part 

checks the validity of the recorded video, comparing it with the already collected and approved video 

files for the proper location. Because the system does not require any additional settings on the client-

side and customized network components placed in the locations, it can be easily integrated into daily 

life location proof required scenarios. 

 

The implemented prototype system can perform with limited CPU needs, where the average CPU use 

rate is 2.21%, and the maximum use rate is 89.1%. Furthermore, the memory consumption does not 

go beyond the 26.7% limit, and the time needed for the server to extract the features of a video is 

1.003 seconds on average. Extraction time could be even reduced by 0.5 seconds with the use of a 

GPU. On the other hand, on a client device, it takes on average 9 seconds for a 5-seconds long video 

with a resolution of 480x640 to be uploaded to the server. Overall, the prototype’s similarity check 

accuracy is 97.05% in an indoor environment. Bearing in mind the above results, it is clear that this 

type of solution would fit great in a scenario where the user is aiming to prove the location of an 

indoor environment with no physical networking infrastructure. Considering the latest move from 

popular streaming services, where they try to prevent their subscribers from accessing content from 

multiple sites, integrating a user location proving system would be an effective way to achieve this 

goal. Accordingly, the solution proposed as part of this work can facilitate a control mechanism 

without requiring any additional software or hardware infrastructure. 

 

Like all other location proofing systems, the proposed method has its shortcomings too. This 

prototype accepts the first three samples of a newly registered location without conducting any checks 

and accepts them as is. If a dishonest user creates a new location and uploads an initial couple of 

bogus videos, there are no additional control mechanisms to prevent this. Also, need to be considered 

the cases where the user moves the smartphone camera slower than the expected threshold while 

recording; this results in the static video check algorithm failing. Furthermore, the video similarity 

algorithm may not perform as required if the video includes notable unrelated features that mislead the 

system in identifying the location environment - e.g. too many people in a closed environment or 

blank patterns. As a result of this, compared to outdoor environments, which may be crowded with 

humans, objects, and blank patterns, the algorithm performs better in indoors. The most noteworthy 

drawbacks of the system are not having a satisfactory success rate in outdoor environments and 

automatically accepting the first three samples in a new location without any control. In order to 

increase the success in outdoor environments, recent computer vision algorithms can be evaluated and 

adapted to the system, which may improve the overall performance. Considering the inherited issue 

with this approach, which requires the system to accept the first three videos as authentic, wireless 

infrastructure or beacon style solutions can be integrated into this so that it will act as a failsafe and 

provisioning solution. Hence, the existing system will be merged with a network-based approach, and 

their findings will be shared with academia. 
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ABSTRACT 

 

The study of transport properties in supercapacitors is important for optimizing their power density. 

Properties that control charging kinetics in supercapacitors include ion self-diffusion coefficients and 

ionic conductivity which are significantly different at electrode/electrolyte interfaces compared to 

their bulk counterparts. Here, we use molecular dynamics simulations to elucidate the effect of 

electrolyte composition and confinement on ion self-diffusion coefficients and ionic conductivity in 

mixtures of room temperature ionic liquids with organic solvents. Our results reveal that ion diffusion 

significantly slows down at the electrode/electrolyte interface compared to the bulk. In particular, 

diffusion coefficients in the dilute regime are found to be several orders of magnitude smaller than 

their bulk counterparts. This effect is more pronounced when a potential difference is applied between 

the electrodes. We show that the ionic conductivity of the electrolytes also significantly diminishes 

due to confinement effects manifested by the decrease in the coordination numbers of ions. Our 

findings depict that electrolyte composition also plays an important role in ion dynamics: Introduction 

of an organic solvent to a concentrated ionic solution significantly increases both bulk and interfacial 

diffusion coefficients while it leads to a maximum in ionic conductivity at intermediate dilution levels. 

These results reveal that optimizing the solvent content of an ionic liquid-based electrolyte can 

potentially boost the power density of supercapacitors. 

 

Keywords: energy storage, supercapacitors, molecular dynamics, diffusivity, conductivity 

 

1. INTRODUCTION 

  
Supercapacitors are energy storage devices that can deliver bursts of energy at high power densities 

through storing charges at an electrode/electrolyte interface [1–3]. Despite their lower energy densities 

compared to conventional electrochemical energy storage devices such as batteries, supercapacitors 

are already employed in high power applications such as blade angle control systems of wind turbines, 

battery-assist and regenerative power systems of electric/hybrid cars, and engine starts for 

construction and industrial equipment [4]. 

 

The performance of a supercapacitor is based on two principal metrics: energy density (E) in units 

(Wh/kg or Wh/cm
3
) and power density (P) in units (W/kg or W/cm

3
) [5, 6]. Energy density dictates 

the ability of a device to store energy per unit mass or volume, and is given by  
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 𝑬 =  
𝟏

𝟐
𝑪𝑼𝟐          (1) 

 

where C is the capacitance and U is the operating voltage. 

 

In contrast to batteries that involve faradaic reactions, supercapacitors store energy through physical 

adsorption of ions as a response to an applied potential difference, where electrode charge is balanced 

by the accumulation of opposite ionic charges at the interface [7, 8]. The physical charge storage 

mechanism through ion adsorption and desorption facilitates fast charge and discharge kinetics in 

supercapacitors, and power density describes the charge/discharge rates 

 

𝑷 =  
𝑼𝟐

𝑬𝑺𝑹
           (2) 

 

where ESR is the equivalent series resistance of the device. U and ESR strongly depend on both 

electrode and electrolyte properties. Consequently, on the electrode side, research on improving power 

density is focused on synthesizing electrochemically stable (for higher U) and electrically conductive 

(for smaller ESR) carbon-based materials with large surface area and optimized pore structure [8]. 

Meanwhile, on the electrolyte side, the ultimate goal is to deliver electrolyte materials with high 

electrochemical stability and ionic conductivity. Consequently, optimizing power density in 

supercapacitors requires elucidating how ion diffusion at an electrode/electrolyte interface is affected 

from electrolyte composition [9–11]. 

 

In supercapacitors, dilute electrolytes comprised of salts dissolved in organic solvents (e.g., 

tetraethylammonium tetrafluoroborate in acetonitrile) are commonly used as electrolytes [12]. These 

electrolytes offer relatively high electrochemical stability at operating voltages around ∼2.5 V and 

high ionic conductivities at room temperature (up to ∼60 mS/cm) [13]. Aqueous electrolytes provide 

even higher conductivities (exceeding 100 mS/cm) and are cost effective, yet, unless cost is the 

primary factor, they can not compete with organic electrolytes as their electrochemical stability 

window is limited to ∼1 V [12, 13]. Room temperature ionic liquids (RTILs) emerge as 

electrochemically stable electrolytes (∼4 V) that deliver high energy densities (Equation 1) [14]. 

However, the enhanced energy density of RTIL-based supercapacitors comes at a cost, namely low 

power density associated with the diminished ionic conductivity and slow ion transport at room 

temperature. Consequently, elucidating the charge storage mechanisms and kinetics of supercapacitors 

is critical in optimizing transport properties in supercapacitors to boost power performance [2, 8, 15–

19].  

 

While a wide literature exists on bulk electrolyte properties, interfacial transport properties of RTIL-

based electrolytes at charged electrode/electrolyte interfaces remain to be explored. Previous studies 

have shown that diffusion properties of confined liquids are significantly different from their bulk 

counterparts [20–22]. In particular, computational studies have shown anomalies in the diffusion 

coefficients of hard sphere fluids, water, oxygen and alkanes under confinement[23–25] that behave 

significantly different than they do in bulk. These findings have been of interest in applications that 

include ion transport through desalination membranes and drug delivery [23]. However, kinetics of 

concentrated ionic solutions under confinement and near charged interfaces remain to be explored. For 

this purpose, experimental techniques including NMR spectroscopy [26], scattering approaches [27], 

electrochemical quartz crystal microbalance [28] and IR spectroscopy [29] are used to show that 

charging properties of supercapacitors are sensitive to electrode and electrolyte materials 
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combinations. Nevertheless, experiments lack the spatiotemporal resolution to fully elucidate charge 

storage mechanisms and kinetics at the atomistic level. Here, molecular modeling becomes significant 

in studying the effect of electrolyte properties on charging kinetics.  

 

In this work, we study the relationship between solvation, electrolyte diffusion and ionic conductivity 

at an electrode/electrolyte interface. The rest of this paper is organized as follows. First, we describe 

the simulation system and introduce the model parameters that we use to set up the simulation 

systems. Then, we establish connections between the local structuring of confined electrolytes and the 

anomalous behavior of self-diffusivities. We show confinement slows down ion transport, and this 

effect is enhanced near charged surfaces. We then depict how a maximum in ionic conductivity 

emerges due to the presence of competing forces associated with solvation. To the best of our 

knowledge, self-diffusion and ionic conductivity in RTIL-based electrolytes under confinement has 

not been studied before. Finally, we provide concluding remarks and potential future directions.  

 

2. COMPUTATIONAL DETAILS 

 

2.1. Simulation Setup for Bulk Electrolyte         
Bulk electrolytes are comprised of molecular simulation models of the ionic liquid 1-butyl-3-

methylimidazolium hexafluorophosphate ([BMIM
+
][PF6

−
]) [30] and organic solvent acetonitrile 

(ACN) [31]. These simulations are used to compute the bulk density of the electrolytes used in 

Section 2.2. In particular, seven different electrolytes are prepared: pure [BMIM
+
][PF6

−
] and its 

corresponding ion fraction ()  = 0.03, 0.12, 0.26, 0.36, 0.47 and 0.67 solutions with ACN. For all 

electrolyte species, parameters of the coarse-grained models with site-site Lennard–Jones and 

Coulombic interactions are given in Table 1. The cross-parameters are computed using the standard 

Lorentz-Berthelot combination mixing rules. The solvent and cation are kept rigid using the SHAKE 

algorithm for computational efficiency [32]. The simulations are conducted in a cubic box. The 

isobaric-isothermal ensemble simulations at 5 atm and 400 K are done with the LAMMPS software 

[33] using the Nosé–Hoover thermostat and barostat. For the Lennard-Jones interactions, a 16 Å cut-

off was used which corresponds to the half of the simulation box length. The particle-particle particle-

mesh solver is employed for Coulombic interactions [34]. Equilibration simulations were run for 5 ns. 

Additional 5 ns production runs are carried out and the trajectories are used to compute bulk densities.  

 

Table 1. Force field parameters for PF6
-
 (A) [30], BMIM

+
 (C1, C2, C3) [30], acetonitrile (ME, CA, N) 

[31] and electrodes (C) [35].  

Particle ID A C1 C2 C3 ME CA N C 

MW (g/mol) 144.96 67.07 15.04 57.12 15.04 12.01 14.01 12.01 

q (e) -0.78 0.4374 0.1578 0.1848 0.269 0.129 -0.398 - 

σ (Å) 5.06 4.38 3.41 5.04 3.60 3.40 3.30 3.37 

ϵ (kcal/mol) 1.126 0.612 0.086 0.437 0.38002 0.10038 0.10038 0.055 

 

2.2. Simulation Setup for Supercapacitor Systems 

Supercapacitor models are comprised of the electrolytes with  values given in Section 2.1, confined 

by flat electrodes representing graphene sheets modelled as three layers of carbon atoms arranged in a 

honeycomb lattice. Electrode model parameters are adopted from Cole et al. [35] and reported in 
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Table 1. The cross parameters between electrodes and electrolyte molecules are computed using the 

Lorentz-Berthelot rules. The force-field combination in Table 1 has been previously used in modelling 

ionic solutions both in bulk and under confinement, and has shown good agreement with experiments 

[8, 36–39]. İsochoric-isothermal ensemble simulations are conducted using the Nosé–Hoover 

thermostat. Periodic boundary conditions are employed in the directions parallel to the electrode 

surface, while boundaries are fixed in the direction normal to electrodes. Simulation systems are set 

up so that the bulk electrolyte mass densities (computed in Section 2.1) are reproduced in the bulk 

electrolyte region (b) of the supercapacitor systems (Figure 1). This is achieved by tuning the 

location of the electrodes in the z-direction and conducting 0.5 ns equilibration runs until the target 

density is reached. Once the target density is reached, systems are further equilibrated for 2 ns, 

followed by 10 ns production runs at zero charge. The production data is used to compute transport 

and structural properties of the systems with uncharged electrodes. Afterwards, electrodes are charged 

to maintain a 1.5 V potential difference between the electrodes. 1.5 V corresponds to potential 

difference limit under which an RTIL-based electrolyte in an organic solvent remains 

electrochemically stable [12, 14]. 10 ns simulations of the charged systems are carried out for 

equilibration, followed by additional 10 ns production runs at constant charge. The equilibration 

simulations are run long enough to maintain the equilibrium charge ordering at the 

electrode/electrolyte interface. The production runs are extended until the convergence of kinetic 

properties are ensured (see Section 2.3 for details.) 

 

 

Figure 1. Simulated supercapacitor consists of a room temperature ionic liquid (orange for [BMIM
+
] 

and purple for [PF6
−
]) - organic solvent (green for ACN) electrolyte sandwiched between two 

electrodes modelled as three layers of hexagonal carbon lattices. Three regions are defined within the 

system, namely the bulk electrolyte (b) and interfacial regions (n and p). The electrolyte has  = 

0.67. 

 

2.3. Self-diffusion Coefficient and Conductivity Calculations 
Self-diffusion is a measure of the average displacement of a molecule from its initial position due to 

thermal molecular motion. It describes how fast a material can diffuse through a medium. Self-

diffusion coefficients for the bulk electrolytes are computed using the Einstein relation where the 

mean-square displacement (MSD) of molecules is computed as a function of time and the linear 

regime of the MSD profile is used to compute the self-diffusion coefficient Di 

 

� n � p� b
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𝐷𝑖 =  lim𝑡→∞
〈(𝑟𝑖(𝑡)−𝑟𝑖(0))2〉

6𝑡
                                        (3) 

 

with ri(t) as the instantenous center of mass of ion type i and <...> as the average over all type i ions in 

the ensemble. Diffusion coefficients are computed from the production run trajectories block-averaged 

in 1 ns long sections. The position-dependent self-diffusion coefficients are computed for the ions in 

bulk (b) and at the electrode/electrolyte interface (n and p) following Zhang et al. [40]. Since 

ions can penetrate in and move out of the interface during a simulation, only the ions that remain in 

the defined regions during 1 ns blocks are considered to compute Di. Electrolyte ionic conductivity (κ) 

is calculated using the Nernst-Einstein equation via the weighted sum of the ion self-diffusion 

coefficients. 

 

3. RESULTS and DISCUSSION 

 

Diffusion in confined liquids differ from diffusion in bulk. In particular, diffusion near walls is 

influenced by liquid-solid interactions which results in density fluctuations at the interface [23]. In 

order to compute the bulk and interfacial ion self-diffusion coefficients for the simulation system 

presented in Figure 1, three regions are defined within the system, namely the bulk electrolyte 25 Å 

away from the electrode surface (b) and interfacial regions encompassing the first two solvation 

layers of the ions near the electrode (n and p). 

  

 

Figure 2. (a) Position dependent number density profile of the electrolyte parallel to the basal plane of 

the electrodes (left axis) and spatial evolution of the anion (circles) and cation (squares) diffusion 

coefficients for n, p and b (right axis) for the system with  = 0.67, (b) Self-diffusion 

coefficients of cation (orange) and anion (purple) as a function of ion fraction near uncharged 

electrodes. 

 

Figure 2a shows the number density profile of the electrolyte confined between the uncharged 

electrodes (N) normalized by the bulk number density (bulk) in Figure 1. Near the electrode surfaces 

(n and p), there is a non-uniform particle distribution. In particular, electrolyte that is close to the 

electrodes shows large density fluctuations due to strong electrode/electrolyte interactions that restrict 

ba
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kinetics. Meanwhile, at the center of the pore (b), the confinement effect vanishes. Hence, while the 

self-diffusion coefficients in the bulk are on the order of 4.5*10
-6

 cm
2
/s, near the electrodes they are 

only around 1.2*10
-6

 cm
2
/s as confinement slows down the dynamics (Figure 2a). The difference 

between 

 

Figure 3. Composition dependence of pairwise radial distribution profiles for (a) anion-anion, (b) 

cation-cation, and (c) anion-cation interactions. Blue, green and red represent  = 0.26, 0.67 and 1.0, 

respectively. 

 

the interfacial and bulk diffusion coefficients entails a pure confinement effect: In particular, the 

structuring of the ions within the first two adsorbed layers near the electrodes depicted by the peaks of 

the number density profile (Figure 2a) slows down ion kinetics. 

 

The question that is next to be addressed is how this surface effect depends on the dilution of the ionic 

liquid by a solvent. In particular, Figure 2b shows the diffusion coefficients near the uncharged 

electrode surfaces when [BMIM
+
] [PF6

−
] is diluted with the organic solvent ACN. At the interface, 

introduction of the solvent significantly increases the self-diff usion coefficients for the anion and the 

cation (Figure 2b). In particular, decreasing the ion fraction from  = 1 to  = 0.03 enhances the ion 

self-diff usion coefficients by more than an order of magnitude. 

 

 

Figure 4. Composition dependence of self-diffusion coefficients for anion (purple), cation (orange) 

(a) in the bulk, (b) near the negative electrode, and c) near the positive electrode. 
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Figure 5. Charge density profile as a function of distance from the (a) negative and (b) positive 

electrode surface for ρ = 0.26 (blue), 0.67 (green) and 1.0 (red). 

 

Interestingly, Figure 2 also shows that the anion and cation self-diffusion coefficients are significantly 

close  to each other throughout the entire concentration regime, indicating that cations and anions 

remain strongly correlated  even when they are solvated, indicated by Figure 3c with the pronounced 

first peaks of the anion-cation radial distribution profiles normalized by the number in bulk (i.e., when 

the molecules are further apart and uncorrelated). The pairwise radial distribution functions (RDFs) 

suggest a preferential interaction should result in a higher peak in the radial distribution functions: In 

Figure 3, the first peak height is the highest for anion-cation interactions. This indicates that anions 

are preferentially located around cations in the electrolyte. The broader and lower first peaks in the 

anion-anion (gaa(r)) and cation-cation (gcc(r)) profiles indicate that co-ions interact weakly. The RDFs 

of the anion around the cation indicate the first peak is near 5 Å. The peak distance is not correlated 

with solvent composition as the peak does not shift with dilution (Figure 3c), but the peak height 

decreases with increasing solvent concentration. This indicates that cation-anion correlations decrease 

with solvation. Figure 3a-b show that, although the effect of solvation is not significant when the 

electrolyte concentration changes from  = 1 to  = 0.67, when the electrolyte is diluted to  = 0.26, 

the first peak heights of gaa(r) and gcc(r) decrease with dilution. Furthermore, the first peak shifts to 

larger distances when the pure ionic liquid is diluted from  = 1 to  = 0.26. This indicates that 

correlations between ions of the same charge weaken with solvation and ion pairs become more 

separated improving diffusion kinetics. 

 

We next investigate the diffusion kinetics of the electrolytes near charged electrode surfaces under 

equilibrium. The difference between diffusion coefficients in the bulk and at the interface further 

increases when the system is charged, i.e., a potential difference is applied between the electrodes. 

Figure 4 shows the ion self-diff usion coefficients in the bulk and near the positively and negatively 

charged electrodes as a function of ionic liquid fraction. Compared to the bulk (Figure 4a) and 

noncharged interfaces (Figure 2b), confinement at a charged interface significantly slows down ion 
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kinetics (Figure 4b-c). The charge density profiles in Figure 5 sheds light onto this behavior. Near the 

charged electrodes, the electrolyte is highly charge-ordered as shown in Figure 5. This is due to the  

 

 

Figure 6. Number density profiles for anion (purple), cation (orange) and solvent (green) molecules 

as a function of distance from the positive (left) and negative (right) electrodes for (a) ρ = 0.26, (b) ρ = 

0.67 and (c) ρ = 1.0. 

 

layering of the ions (Figure 6) to screen the electrode charges. In particular, since the electric field 

stabilizes the ions in the direction normal the basal plane of the electrodes, confined electrolytes at 

charged surfaces have an order of magnitude slower kinetics than their bulk counterparts. 

 

When the electrolyte near a charged surface is diluted, charge ordering weakens, and ions can move 

more freely enhancing diffusion kinetics. This is shown by the dampening of the charge density 

profile peaks with dilution in Figure 5. When the electrolyte is pure ionic liquid, charge ordering at the 

interface is highly structured as anions and cations are significantly correlated and this leads to 

overscreening and crowding effects [41–43]. When the electrolyte is diluted, anion-cation interactions 

weaken hence the peak heights of the charge density profile dampens leading to improved kinetics 

depicted by the diffusion coefficient profiles in Figure 4b-c. 

 

 

Figure 7. Composition dependence of ion dynamics in the electrolyte. (a) Ionic conductivity (κ), (b) 

cation-anion coordination number (CN
+-

), (c) cation-cation coordination number (CN
++

), (d) anion-

anion coordination number (CN
--
) as a function of electrolyte ion fraction. Black, dark gray and light 

gray circles represent the bulk electrolyte and the electrolye near the negative and positive electrodes, 

respectively. Lines are guides to the eye. 
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The ionic conductivity profiles of the electrolyte in bulk and near charged surfaces as a function of ion 

content (Figure 7a) shows how ionic conductivity is affected from dilution. The electrolyte 

composition dependence of κ in bulk (black circles) is in qualitative agreement with experimental 

measurements [44-45]. In the dilute regime, solvation decreases ionic conductivity. This is attributable 

to the decrease in the number of free ions in bulk with solvation. To illustrate this point, Figure 7b-d 

shows how the coordination number of ions around each other (CN
+- 

for anions around cations and 

CN
++

 (CN
--
) for cations around cations (anions around anions)) changes with concentration. Both in 

bulk and at the interface, solvation decreases the number of ions around each other. In particular, bulk 

CN
+- 

decreases from 6.8 to 1.6 as the electrolyte is diluted down to  = 0.03. In agreement with the 

Nernst-Einstein theory, the effect of decreasing free ions becomes dominant at high dilution, leading 

to a drop in ionic conductivity. In the concentrated regime, on the other hand, the dominant factor is 

solvent’s ability to enhance ion mobility, thus solvation improves conductivity by increasing ion 

diffusivities. Consequently, these two competing forces, namely the trade-off between decreasing ion 

content with solvation dominant in the dilute regime and improved diffusivity with dilution dominant 

in the concentrated regime, results in a maximum in conductivity at intermediate dilution levels. As a 

result of this competition, for [BMIM
+
][PF6

−
] in ACN, the maximum in ionic conductivity is observed 

near  = 0.26 at 13.9 S/m. We note that a similar nonmonotonic behavior is also observed near the 

charged and uncharged interfaces albeit with nearly an order of magnitude smaller ionic conductivity 

values (Figure 7a). CNs are slightly smaller at interfacial regions n and p due to the presence of 

carbon electrode/electrolyte interactions. Yet, qualitatively similar CN profiles are obtained near 

charged and uncharged surfaces as a function of solvation (Figure 7b-d).  While total CN values (CN
++ 

+ CN
-- 

+ CN
+-

) are similar in magnitude both near charged and uncharged electrodes, near the charged 

surfaces counter-ions are replaced by co-ions as seen from the decrease in CN
+-

 and increase in CN
++

 

and CN
--
 profiles upon charging (Figure 7c-d). This is reflected in the small decrease in interfacial 

conductivity upon charging due to the strong charge ordering of the ions, as reflected in Figure 7a. 

 

4. CONCLUSION 

 

Transport properties of room temperature ionic liquids and their solutions in ACN are investigated 

using molecular dynamics simulations. The simulations reveal that ion kinetics under confinement 

significantly differ from the kinetics of their bulk counterparts. Bulk simulations indicate that the 

introduction of the solvent enhances ion self-diffusion coefficients while weakening the correlations 

between ions. The same solvation effect is also observed at the charged interfaces, but the magnitude 

of the diffusion coefficients at the interface are significantly lower than the ones in bulk. This is 

attributable to the charge ordering at the interface due to the layering of the ions to balance the 

electrode charges. Our results show introduction of the solvent drastically improves ion kinetics at the 

interface. The simulations also reveal that dilution imposes two competing effects on conductivity 

both in bulk and at the interface. At the concentrated regime, conductivity is improved with dilution as 

solvent dampens ion correlations and charge ordering. Meanwhile, in the dilute regime, diluting the 

electrolyte further decreases the conductivity due to decreasing free ion concentration. This 

competition results in a conductivity maximum both at the interface and in bulk. Our work 

demonstrates the kinetics of supercapacitors can be improved by tailoring electrolyte properties with 

the support of molecular modelling to facilitate supercapacitor design with improved power density. 

Extending the findings of this work to supercapacitor models with more complex electrode structures 

can facilitate designing supercapacitors with improved energy storage performance.  
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ABSTRACT 

 

In this study, the microstructural, mechanical, and corrosion properties of the alloys obtained by 

adding Al-15Ti and Al-15Sr master alloys to the Mg-5Sn alloy were investigated. Microstructural 

properties of the alloys were investigated by X-ray diffraction (XRD), scanning electron microscopy 

(SEM), and optical microscopy (OM). The mechanical properties of the alloys were analyzed by 

performing tensile tests, macrohardness tests, and nanoindentation tests. Corrosion behavior of both 

alloys was investigated by determining the corrosion rates with both electrochemical techniques and 

immersion techniques in Hanks Balanced Salt Solution (HBSS). When the microstructure results were 

examined, it was observed that minor Ti and Sr have a significant effect on reducing magnesium grain 

size, with Ti being more effective in grain refining. When compared to Al-15Sr, the addition of Al-

15Ti to Mg-5Sn improves both mechanical and corrosion properties more effectively. 
 

Keywords: Biomaterials, Magnesium alloys, Corrosion behavior, Mechanical properties 
 

1. INTRODUCTION 

 
The use of magnesium as a biomaterial dates back many years ago, and it has again found a field of 

application along with the development of technology. In the field of health, magnesium, which was 

discovered by Humphrey Davy in 1808, is used in implant applications due to its biodegradable 

property. Mg wires were initially used by Dr. Edward C. Huse in 1878 to join the veins in order to 

stop the bleeding of patients [1-3]. Later, it was decided to abstain from using pure magnesium as a 

biomaterial due to its weak mechanical property and high corrosion rate, and stainless steel has begun 

to be used [2,4]. But by the studies conducted, it was observed that the weak mechanical properties 

and high corrosion rate of magnesium were improved by the addition of alloy elements, and for about 

20 years, it has found an extensive field of application in the health sector as a biodegradable metallic 

alloy [5]. 
 

Magnesium alloys exhibit superior properties in many aspects compared to other biodegradable 

metallic alloys (like iron and zinc-based alloys).   Even though Fe, and Fe-based alloys have high 

strength and high biocompatibility, their elastic modulus is much higher than the elastic modulus of 

human bone, and this status causes the fact of stress concentration frequently encountered in metallic 
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implants. Thus, the area of use of Fe and Fe-based alloys is limited [6]. Similarly, the corrosion rate of 

zinc, which is a biodegradable metallic material, has a value between the Fe and Mg-based alloys. But 

as the intake of zinc of more than 100-300 mg per day causes severe health problems, it requires the 

selection of alloy to be made carefully [7]. The corrosion resistance of pure magnesium is able to be 

improved by the addition of various alloy elements [4]. However, care must be taken to ensure that the 

alloy elements are especially biocompatible and do not have toxic effects [7-8]. As tin (Sn) is among 

the main elements present in the human body, its use in the field of biomaterials has become 

widespread [9]. Thus, Mg-Sn has been determined as the main alloy in this study. When the studies 

conducted on Mg-Sn alloy, as a biodegradable alloy, were examined, Gu et al. [7] examined the 

corrosion and biocompatibility of Mg-1Sn alloy and asserted that Sn may be a good alloy element for 

magnesium alloys. And in a study conducted on the addition of different weight rates of Sn to 

magnesium, it was found that the Mg-5Sn alloy has the best mechanical properties [10]. For this 

reason, Sn was used at a rate of 5% by weight in this study. 
 

When the studies conducted were examined, it was observed that the studies for improving the 

properties of biodegradable Mg-based alloys had concentrated on the AZ series (with aluminum and 

zinc as alloy elements).  As the addition of Al to magnesium increases the tensile strength and forms 

an Al2O3 oxide layer on the surface of the alloy as it reduces the grain size of the alloy, it was 

observed that it also increases the corrosion resistance [11-12].  Moreover, it was reported that a small 

amount of aluminum continuously released along with the degradation process in the body could be 

tolerated [13-15].  Huang et al. [16], in their study conducted on Mg-Sn-Al alloys, found that Mg-

3.52Sn-3.32Al alloy exhibits better mechanical properties compared to AZ31B, and that Mg-6.54Sn-

4.78Al alloy exhibits better mechanical properties compared to ZK60. Moreover, in their study, 

Bowles et al. [17] presented a preliminary examination with respect to the Mg-Sn(-Al) alloy system.  

As the Mg-Sn-based alloys have good creep properties and high corrosion resistance, and as tin is a 

very cheap alloy element and has a low melting point and increases castability, it was observed that 

the studies concentrated on this main alloy.  
 

In this study, Al-5Ti and Al-15Sr master alloys, functioning as grain refiners, were used for the 

addition of Al to Mg-5Sn alloys.   Thus, the effect of the addition of minor Ti and Sr to Mg-5Sn-3Al 

alloys on microstructural, mechanical, and corrosion properties was investigated.   Koltygin et al. [18] 

added Al–5Ti–1B to the AZ91 alloy and examined its effect on the mechanical properties of the alloy. 

The results showed that the Al–5Ti–1B master alloy improves the mechanical properties of the AZ91 

magnesium alloy.   The production of Mg-5Sn-3Al-0,3Ti (TA-Ti) and Mg-5Sn-3Al-0,4Sr (TA-Sr) 

alloys obtained by the addition of Al-6Ti and Al-15Sr master alloys to Mg-5Sn alloy was performed 

by the use of die casting machine. By this production technique, the performance of fine grain size, 

high-strength and very thin-walled castings becomes possible [19-20]. Thus, the improvement of both 

the mechanical properties and corrosion resistance of fine-grained alloys is enabled [21-23]. In this 

study, it was intended to examine the microstructural, mechanical, and corrosion properties of new 

alloys produced using two different master alloys, and to determine the alloy having better mechanical 

and corrosion properties.   
 

2. MATERIAL AND METHOD 

 

2.1. Production of the Materials  

To produce Mg-5Sn-3Al-0,3Ti (TA-Ti) and Mg-5Sn-3Al-0,4Sr (TA-Sr) alloys, high purity Al-5Ti 

and Al-15Sr master alloys were added to molten Mg-5Sn by calculating mass weight ratios. Both 



 

 

 
 

 
Özarslan, S., Journal of Scientific Reports-A, Number 49, 171-183, June 2022. 

 

 

 

173 
 

alloys were produced using the high pressure die casting (HPDC) technique.  The production of alloys 

used in this study was performed using 96% CO2 and 4% SF6 gas mixture in a silicon carbide melting 

pot in an induction melting furnace having a power of 1.5 kW.  In the production of the alloys, Mg 

with a purity of 99.8%, Sn with a purity of 99.8%, and as a grain refiner, the Al-15Ti and Al-15Sr 

master alloys of 3% by weight were used. For each alloy, the solution was held at a temperature of 

750 
o
C for 10 minutes. After holding, mixing was performed in a shielding gas environment, and the 

production was performed in a cold chamber die casting machine with a 100-ton capacity and cold 

chamber high-pressure die-cast machine with 76kN injection force. 
 

For the whole analyses, the samples produced were removed from the casting centers with wire 

erosion in the form of cylinder with a diameter of 10 mm and a thickness of 2 mm. Before all the 

microstructure analyses, the surfaces of the alloys were first subjected to grinding operations with 800, 

1200, 2500, and 4000 grit papers, and then to polishing operations with 1μm alumina wax. Right after 

the polishing operation, the surfaces of the samples were washed with pure water and alcohol, then 

dried. For the grain structures of the alloys and arising intermetallic phases to become apparent, the 

surfaces of the samples were seared with Nital (2% nitric acid and 98% ethyl alcohol).  
 

2.2. Microstructure Characterization 

Microstructure analyses of alloys produced by the HPDC method were performed by the use of 

optical microscopy (OM), scanning electron microscopy (SEM) analysis, and X-ray diffraction (XRD) 

analysis. XRD analyses were performed by the use of a Rigaku brand Smartlab model X-ray 

diffractometer under Cu-Kα radiation, 40 kV voltage, and 30 mA current with a 1 degree/min. 

measurement rate in the range of 0 and 90 degrees, and phase identification was carried out according 

to the ICDD database.  An Olympus brand BX51 model OM device was used for the microstructure 

images of the samples, whose metallographic sample preparation operations were completed.  

AnalySIS Pro Software (Olympus Soft Imaging Solutions, Germany) was used for grain size 

measurements. 
 

2.3. Mechanical Characterization 

In the hardness calculation of the samples, nanoindentation and macrohardness tests were performed. 

As a result of the nanoindentation tests of the alloys, reduced elastic modulus (Er) and nanohardness 

(HN) values were determined.   Hysitron TI 950 TriboIndenter device was used for the tests. 

Following the nanoindentation measurement, the images of the surface were recorded as before and 

after the hardness test by the scanning probe microscopy (SPM) for the surface analysis.  Diamond 

Berkovich was used as hardness tip. The tests were performed in load-controlled feedback mode, and 

through the application of 6 units of load on a matrix of 3x2 formed on the surface under a force of 

maximum 5 mN, and in 5 seconds of loading and unloading periods, and 2 seconds of waiting periods.  

The applied load and displacement data obtained after the measurement was analyzed according to the 

Oliver-Pharr method. By this method, the samples’ nanohardness and elastic modulus values are able 

to be determined from the loading and unloading curve [24]. And the macrohardness measurements of 

the materials were performed with the Brinell hardness device. In order to determine the hardness, the 

sample’s Brinell hardness value was calculated by measuring the diameter of the mark formed on the 

sample’s surface by the tip. 
 

The alloys’ tensile tests were performed with RAAGEN brand universal tensile machine. The tensile 

tests of each alloy were performed by averaging over 4 samples. The tensile tests, using rectangular 
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test specimens in accordance with ASTM standard E8/E8M were performed at a body temperature of 

36.5 
o
C and at a pulling speed of 0.2 mm/min. 

 

2.4. Corrosion Tests 

Both electrochemical and immersion tests were performed to examine the corrosion behavior of the 

alloys. Electrochemical corrosion tests were performed with a potentiostat/galvanostat device (CH 

Instruments).  The tests were performed with the use of the samples in which three electrode systems 

were used, namely the Ag/AgCl reference electrode, the platinum counter electrode, and the working 

electrode. All the corrosion tests were performed in 100 ml of HBSS prepared by simulating the body 

fluid.  Some corrosion parameters were obtained by fitting the Tafel curves obtained from 

electrochemical tests, and corrosion rates were calculated.  As a result of the immersion tests of the 

alloys, the measured mass loss weights and degradation rates were calculated. The immersion tests 

were performed again in 100 ml of HBSS with measurements at specific time intervals. 
 

3. RESULTS 

 

Figure 1 shows the (a) OM and (b) SEM microstructures and grain sizes of TA-Ti and TA-Sr alloys.   

As observed in Figure 1, the grain size of the titanium added alloy was measured as 13.7 μm, and the 

grain size of the strontium added alloy was measured as 23.6 μm. Through both the grain size 

measurements and SEM and OM images, it may be said that the titanium element is more effective in 

grain refining. When the XRD graph of TA-Ti and TA-Sr alloys given in Figure 2 is examined, 

Mg2Sn eutectic phase has formed on the grain boundaries observed in SEM images of the alloys as 

well as the primary α-Mg. The microstructure of both alloys indicated that the grains and secondary 

phases (Mg2Sn) had showed a homogenous distribution. As shown in Figure 1 (b), residues were 

observed at grain borders verified by X-ray diffraction analysis. As Al decomposes in α-Mg matrix 

due to trace addition of Ti and Sr, and due to the addition of Al of less than 3% by weight, the 

formation of a new phase is not expected. Considering the Mg-Al binary equilibrium diagram, the 

decomposition rate of Al in Mg is 25 at room temperature [25].   As the production method ensures 

rapid solidification, the formation of a beta phase is not expected.  This status was also revealed by the 

XRD analysis.  
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Figure 1. (a) Grain size distribution graph and OM images; (b) SEM images of TA-Ti and TA-Sr 

magnesium alloys. 
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Figure 2. XRD analysis of TA-Ti and TA-Sr magnesium alloys. 

 

In Figure 3, percentage elongation, tensile strength, yield strength, and hardness values of TA-Ti and 

TA-Sr alloys are observed. The percentage elongation, yield strength, tensile strength, and 

macrohardness values of TA-Ti alloys are 15.2, 150 MPa, 203 MPa, and 50 HB, respectively, and 

they are 10.4, 135 MPa, 197 MPa, and 50 HB, respectively, for the TA-Sr alloy. The demonstration of 

better mechanical properties by the TA-Ti alloy may be associated with the more effective grain size 

reduction by the addition of titanium.  Because the reduction of grain size is one of the mechanisms 

that increases strength [26].  With the reduction of grain size, the amount of grain boundary increases. 

In this case, it causes the formation of an impediment, which limits the movements of the dislocations.  

When the grain size graph in Figure 1(a) and the macrohardness values in Figure 3 are compared, it is 

observed that the alloy in which Ti was added exhibits higher mechanical properties. Ti is known as a 

strong structural cooling element. Ti atoms limit the growth of α-Mg and cause the formation of a 

finer-grained microstructure, and in addition, when Ti is used as the active component of the refiner, it 

accelerates the nucleation [27, 28]. Moreover, the homogenous precipitation of secondary particles 

contributes to high macrohardness [29]. 
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Figure 3. Percentage elongation, tensile strength, yield strength, and macrohardness graph of TA-Ti 

and TA-Sr alloys. 

 

In Figure 4, the load-displacement curves applied on TA-Ti and TA-Sr alloys are given.  As observed 

from the OM images of the alloys, the fact of pop-in is not observed in the curves due to the 

homogenous structure of the alloys. By the calculations obtained from the load-displacement curves, 

the average nanohardness and elastic modulus values for the TA-Ti alloy were found to be 46 GPa 

and 1.19 GPa, respectively, and they were found to be 45.6 GPa and 1.12 GPa for the TA-Sr alloy. 

Considering these values, it was observed that the nanohardness and elastic modulus were barely 

increased by the addition of Ti. The increase in the nanohardness value may be directly attributed to 

the change in microstructure. The increase in nanohardness value by the addition of Ti might have 

arisen due to the limiting effect of the reduction in grain size on the dislocation movement.  On the 

other hand, it may not be possible to associate the cause of the change in elastic modulus directly with 

the change in microstructure [30, 31]. The studies performed didn’t show that the alloy elements being 

present in small or trace amounts in the matrix of such alloys affect the magnesium towards higher 

elastic modulus values [32]. 
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Figure 4. Load-displacement curves of TA-Ti and TA-Sr magnesium alloys. 

 

In Figure 5, the Tafel curves of TA-Ti and TA-Sr alloys obtained from the potentiodynamic 

polarization test performed in HBSS are given.  The addition of Al-15Sr as 3% by weight to the Mg-

5Sn alloy caused the alloy’s corrosion potential value to move more in a positive direction compared 

to addition of Al-15Ti as 3% by weight. In Table 1, the corrosion parameters obtained from the Tafel 

curves of the alloys are given.  When Table 1 is examined, the current density values of TA-Ti and 

TA-Sr alloys were measured as 4.45 µA.cm
-2

 and 6.80 µA.cm
-2

, respectively, and their corrosion rates 

were measured as 3.8 mm/yr and 5.8 mm/yr. In this case, it was observed that the addition of Ti is 

more effective in increasing the corrosion resistance of the TA main alloy. 
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Figure 5. Tafel graphs of TA-Ti and TA-Sr magnesium alloys. 

 

Figure 6 shows the degradation rate graph of TA-Ti and TA-Sr alloys whose degradation rates were 

calculated by the mass loss method following immersion test. When the graph is examined, it is 

observed that the degradation rates become stable after about 50 hours. The degradation rate values of 

the alloys are given in Table 1. As also observed from Table 1, the degradation rate of the TA-Ti alloy 

(0.18 mm/yr) has a lower value compared to the degradation rate of the TA-Sr alloy (0.24 mm/yr). 

When the Tafel graph obtained from the electrochemical measurements and the degradation rate graph 

obtained from the mass loss measurements following the immersion test are examined together, it can 

be said that both graphs are compatible. The reason for the value of the degradation rate being smaller 

compared to the value of the corrosion rate is the inability to completely clean the corrosion products 

remaining within the surface, which transforms into a porous structure during the degradation.  
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Figure 7. Tafel graphs of TA-Ti and TA-Sr magnesium alloys. 

 

Table 1. Some corrosion parameters of magnesium alloys. 

Alloy 
Ecorr 

(V) 

Icorr 

(µA.cm
-2

) 

Corrosion rate 

(mm/yr) 

Degradation rate 

(mm/yr) 

TA-Ti -1.415 4.45 3.8 0.18 

TA-Sr -1.414 6.80 5.8 0.24 

 

It is well known that the changes in the microstructure of an alloy affect the alloy’s corrosion 

properties as well as directly affect the alloy’s mechanical properties [33-34]. The reduction in grain 

size by the addition of Ti might have caused the formation of a more passive film and its role in 

preventing corrosion [35].  As a result of the electrochemical and immersion tests performed, it was 

observed that the addition of both alloys had the effect of increasing the corrosion resistance of 

magnesium, but that the addition of Ti was more effective in enhancing the corrosion.  
 

4. DISCUSSION 

 

The microstructural, mechanical, and corrosion properties of TA-Ti and TA-Sr alloys, produced using 

the high pressure die casting technique, were investigated.  As a result of microstructure examinations, 

it was observed that the addition of Al-15Ti and Al-15Sr master alloys effectively reduced the grain 
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size of the Mg-5Sn alloy, and that the addition of Ti was more effective in the reduction of grain sizes 

compared to the addition of Sr. The alloys were found to be composed of α-Mg phase and Mg2Sn 

intermetallic phases. When the mechanical properties were examined, it was observed that the 

addition of Ti increased the yield strength, tensile strength, percentage elongation, macrohardness, 

nanohardness, and elastic modulus values more compared to the addition of Sr. It can be stated that 

both the corrosion and degradation rates obtained as a result of electrochemical and immersion tests 

decreased with the addition of Ti, in other words the TA-Ti alloy was more resistant to corrosion 

compared to the addition of TA-Sr. 
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ABSTRACT 

 

In the production of thermal barrier coating (TBC) with the atmospheric plasma spray coating system, 

the process parameters directly affect the production cost and performance of the coatings. In this 

study, a comprehensive modeling-design-optimization study was conducted to improve the analytical 

performance of TBC. For this purpose, the data were taken from a literature study that included an 

extensive experimental design application. The modeling study prepared first, second, and third-order 

polynomial, trigonometric, and logarithmic-based models for each process output. Model selections 

were made with neuro-regression and a statistical method. The selected models were run on four 

different stochastic optimization algorithms for the coatings' deposition efficiency, bond strength, 

porosity, and hardness value outputs. Thirty-six neuro-regression models prepared in the modeling 

study have high R
2

training values. The second-order logarithmic nonlinear (SOLN) models were 

successful in the coatings' deposition efficiency and bond strength, and the polynomial nonlinear 

models were successful for the four process outputs. Therefore, they were chosen as the objective 

functions of the optimization algorithms. In addition, the selected models were run at the parameters 

determined by numerical optimization in the reference publication, and the prediction abilities of the 

models in the two studies were compared. SOLN models for deposition efficiency and bond strength 

values, second-order nonlinear model for hardness value, and reference study’ model predicted more 

closely to the validation test result for porosity values of coating. In the optimization studies, three or 

more algorithms suggested the same results with the same parameter sets for the deposition efficiency 

and hardness values. The optimization results show that these points can be a global optimum point 

for optimizing these two coating properties.  

 

Keywords: Plasma spray coating, Thermal barrier coating, Neuro-regression, Optimization 

 

1. INTRODUCTION 

 
Gas turbine engines are widely used in power plants and aircraft engines. Turbine engines used in 

power plants operate for extended periods (100-500 days) at high temperatures under constant thermal 

stresses. Although the ones used in aircraft engines work for shorter periods, they operate under 

variable thermal stresses due to different conditions intake off-landing and flight [1]. More dynamic 

and stable flight of airplanes is ensured by having a sizeable thrust-weight ratio. Increasing the turbine 

inlet temperature is an efficient approach to increase the thrust-weight ratio. However, increasing the 
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temperature will also increase the condition of the turbine components to undergo hot corrosion, high 

stresses, and oxidation. The most effective method to eliminate this problem is to coat turbine engine 

components with ceramic TBC with low thermal conductivity [1-3]. TBC are deposited in the form of 

a metallic bond coating and a ceramic top coating on nickel-based superalloy parts that are resistant to 

the operating conditions of turbine engines. The bond coating provides oxidation and corrosion 

resistance to the structure and balances the thermal properties and tensions between the ceramic 

coating and the substrate. The ceramic top coating provides thermal insulation, strain tolerance, and 

thermal shock resistance for hot components by reducing heat transfer. Generally, in TBC, 40-200 μm 

thick MCrAlY (M= Ni, Co) is used as the bond coating, while 100-400 μm thick yttrium-stabilized 

zirconia (YSZ) is used as the top coating [1, 2, 4].  

 

TBCs are mainly produced using either electron beam physical vapor deposition (EB-PVD) or 

atmospheric plasma spraying (APS) [5, 6]. In EB-PVD, the raw materials are deposited on the 

substrate surface after heated and evaporated with a high-energy electron beam. Coatings are 

deposited as columnar grains containing closed and open pores perpendicular to the substrate in a 

typical EB-PVD system. Microstructures of PVD coatings have good strain tolerance due to their low 

elastic modulus. In this way, the thermal cycle life of the coated engine components is extended. 

However, the EB-PVD technique is more complex and costly than other coating techniques [5]. 

Metalic or ceramic coating powders in APS coatings are injected into the plasma jet with a carrier gas. 

The coating powders are converted into semi-molten form by heating in the plasma, and at the same 

time, they are accelerated and sprayed onto the substrate surface. When semi-molten powders hit the 

substrate surface, they spread on the surface and form coating layers called splats. Therefore, APS 

coatings are relatively less costly and have lower thermal conductivity than EB-PVD coatings [1, 2, 5, 

6]. 

 

Optimization of APS coatings begins with the mathematical modeling of process parameters and 

responses. Many microstructural and physical properties of TBC, such as the amount of porosity, 

bond strength, and hardness, are affected by more than fifty factors such as plasma characteristics, 

substrate properties, coating powder properties, atmosphere, device and user properties [7]. These 

parameters can affect the properties of coatings both individually and together. Many researchers have 

studied various experimental and statistical methods to optimize these effects of parameters. Chen et 

al. investigated the effects of plasma power, process gas flow values, and coating distance on the 

thermal shock resistance of the coating by using Range analysis [8]. Bertrand et al. statistically 

investigated the effects of plasma power, coating distance, gas flow rates, speed, and angle of 

movement of the coating gun on the surface roughness, deposition efficiency, amount of porosity, and 

thermal conductivity properties of coatings [9]. Ning et al. investigated the effects of process 

parameters on thermal stress estimation of coatings using Artificial Neural Networks (ANN) [10]. 

Ramachandran et al. investigated the effects of primary and carrier gas flow rates, plasma power, 

coating distance, and powder feed rate on coatings' deposition efficiency and bond strength by 

response surface analysis (RSA) [11]. Kim et al. investigated the change of oxide growth in the bond 

layer of TBC with thermal cycle tests and process temperature and time with regression analysis (RA) 

[12]. Karthikeyan et al. investigated the effects of plasma power, coating distance, and powder feed 

rate on their coatings' porosity and hardness values with RSA. They modeled the data with RA [13]. 

 

Optimization of the physical, mechanical, and thermal properties of APS coatings has been 

investigated by many researchers using various optimization algorithms [4, 14-18]. Lin et al. obtained 

the optimal plating distance, plasma current, argon, and hydrogen gas flow rates using an ANN and 
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Genetic Algorithm (GA). They performed validation tests using these parameters and obtained 

approximately 40% reduction in the porosity value of the coatings, high-temperature stability, and 

high hardness [4]. Tonkonogy et al. investigated the effects of grinding parameters on the surface 

properties of coatings by using ant colony, particle swarm, scatter search, and genetic algorithm. They 

stated that the surfaces of the coatings deposited with the parameters suggested by the genetic 

algorithm would have lower surface defects and roughness [17]. Ye et al. investigated the 

microstructural properties of coatings such as porosity, pore-crack ratio, and maximum ferret diameter 

with the Cuckoo Search Algorithm. They noted that there was no significant relationship between 

porosity, pore-crack ratio, maximum Feret diameter, and aspect ratio, but the coating powder size had 

a significant effect on the microstructure properties of the coatings [18]. Shi et al. investigated the 

effects of the microstructural properties of the coatings on the thermal diffusivity behavior with 

Random Generation Algorithm. They suggested that the best thermal insulation achieved in a 50 μm 

coating with porosity widths from 0.54 μm to 2.56 μm [15]. Sankar et al. investigated the effects of 

coating thickness on thermal conductivity with GA and suggested the optimum coating thickness as 

125 μm [16]. Rajesh et al. used Teaching Learning Based Optimization Algorithm to obtain optimum 

microhardness, porosity, wear and surface roughness values of their coatings. They determined that 

parameters such as carrier gas flow rate, coating distance, arc current, and powder feed rate are 

directly related to coating properties [14]. 

 

The APS process optimization studies are examined, it is seen that only one first or second-order 

regression model is used in the preparation of the objective functions. In these studies, the data 

obtained with the process parameters were estimated by the models prepared with the same 

parameters. The ability of the models to predict the actual values was checked with the R
2
 calculation. 

After this evaluation, models with high R
2
 values were stated as successful. However, in this 

approach, while the models successfully predict the results obtained only in those parameters, they 

may not predict the whole process correctly. Such problems have been somewhat resolved with ANN-

based modeling and optimization studies [4]. Another critical issue is the limitation of models as 

objective functions. System parameters can be used within a certain operating range in engineering 

applications. This situation requires that the functions that define the systems also have boundaries. In 

addition, the security, sensitivity, and robustness of the algorithm used in stochastic search systems 

should also be considered [19]. 

 

In this study, a modeling-design-optimization technique was conducted to optimize the process 

parameters in the production of TBCs with the APS system. This method was organized using data 

from a literature study [11], which organized the experimental work with a factorial experimental 

design set to optimize the deposition efficiency, tensile bond strength, hardness, and porosity of the 

coatings. Firstly, in modeling and optimization studies, neuro-regression models in different forms 

(linear, polynomial, trigonometric and logarithmic) were made. Secondly, the prepared models were 

selected for each process output by checking the statistical analyzes and limit values. Finally, 

Differential Evolution (DE), Nelder-Mead (NM), Random Search (RS), and Simulated Annealing 

(SA) stochastic optimization algorithms were run with selected models to solve the same problems. In 

this way, optimum operating parameters for the APS process were obtained. 
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2. MATERIAL AND METHOD 

 

2.1. Modelling 

In the modeling stage, a hybrid method combining the benefits of RA and ANN was used to test the 

accuracy of the predictions. In this method, four-fifths of all data are randomly allocated for training. 

The rest is used for testing. The purpose of the training process is to minimize the difference between 

the experimental and predicted values by adjusting the regression models and coefficients listed in 

Table 1. Finally, in the testing phase, the ability of the models prepared with the training data to 

predict the test data is checked. 

 

Statistical analyses of the coefficient of determination (R
2
training, R

2
testing), root mean square error 

(RMSE), mean absolute error (MAE), and model efficiency (ME) of training and test data for each 

model were used to determine the relationships between neuro-regression models and experimental 

data (see Eq. 1-4). In addition, the lowest and highest predictive values of all models were calculated 

under experimental limit conditions. 

 

𝑅2 = 1 −
∑ (𝑋𝐴,𝑖−𝑋𝑃,𝑖)2𝑛

𝑖=1

∑ 𝑋𝑃,𝑖
2𝑛

𝑖=1

  (1) 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑋𝐴,𝑖 − 𝑋𝑃,𝑖)

2𝑛
𝑖=1   (2) 

𝑀𝐴𝐸 =
1

𝑛
∑ (𝑋𝐴,𝑖 − 𝑋𝑃,𝑖)𝑛

𝑖=1   (3) 

𝑀𝐸 = 1 −
∑ (𝑋𝐴,𝑖−𝑋𝑃,𝑖)2𝑛

𝑖=1

∑ (𝑋𝐴,𝑖−𝑋̅𝑃,𝑖)2𝑛
𝑖=1

   (4) 

 

where XA is the actual value and XP is the estimated value. 

To determine the objective functions in the optimization algorithms, the statistical calculations and 

limit values of the nine neuro-regression models were calculated, and model selections were made. 

Model selection is carried out in three steps. In the first step, R
2

training and R
2
testing values are checked, 

and those with values greater than 0.9 will be selected. In the second step, the limit values of the 

models are checked, and the models with less than 100% difference to the experimental data will be 

selected. In the third step, the models' RMSE, MA, and ME values are checked. Models with RMSE 

and MA values close to zero and ME values close to one will be determined as target functions. 

 

Table 1. Multiple regression model forms. 

Models  Nomenclature Formula 

First Order Multiple 

linear 
FOL 𝑌 = ∑ (𝑎𝑖𝑥𝑖)3

𝑖=1 + 𝑐  

Second order multiple 

nonlinear 
SON 𝑌 =  ∑ ∑ (𝑎𝑗𝑥𝑗𝑥𝑘) + ∑ (𝑎𝑖𝑥𝑖) + 3

𝑖=1  3
𝑗=1

3
𝑘=1 𝑐  

Third order multiple 

nonlinear 
TON 

𝑌 =
 ∑ ∑ ∑ (𝛽𝑙𝑥𝑙𝑥𝑚𝑥𝑝)3

𝑝=1 +3
𝑚=1

3
𝑙=1

∑ ∑ (𝑎𝑗𝑥𝑗𝑥𝑘)3
𝑗=1 + ∑ (𝑎𝑖𝑥𝑖)3

𝑖=1 + 𝑐 3
𝑘=1   

First order trigonometric 

multiple nonlinear 
FOTN 𝑌 = ∑ (𝑎𝑖𝑆𝑖𝑛[𝑥𝑖] + 𝑎𝑖𝐶𝑜𝑠[𝑥𝑖])

3

𝑖=1
+ 𝑐  

Second order 

trigonometric multiple 
SOTN 𝑌 =
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nonlinear ∑ (𝑎𝑖𝑆𝑖𝑛[𝑥𝑖] + 𝑎𝑖𝐶𝑜𝑠[𝑥𝑖])
3

𝑖=1
+

∑ (𝛽𝑗𝑆𝑖𝑛2[𝑥𝑗] + 𝛽𝑗𝐶𝑜𝑠2[𝑥𝑗])
3

𝑗=1
+ 𝑐  

Third order trigonometric 

multiple nonlinear 
TOTN 

𝑌 =

∑ (𝑎𝑖𝑆𝑖𝑛[𝑥𝑖] + 𝑎𝑖𝐶𝑜𝑠[𝑥𝑖])
3

𝑖=1
+

∑ (𝛽𝑗𝑆𝑖𝑛2[𝑥𝑗] + 𝛽𝑗𝐶𝑜𝑠2[𝑥𝑗])
3

𝑗=1
+

∑ (𝛾𝑘𝑆𝑖𝑛3[𝑥𝑘] + 𝛾𝑘𝐶𝑜𝑠3[𝑥𝑘])
3

𝑘=1
+ 𝑐  

First order logarithmic 

multiple nonlinear 
FOLN 𝑌 = ∑ (𝑎𝑖𝐿𝑜𝑔[𝑥𝑖])

3

𝑖=1
+ 𝑐  

Second order logarithmic 

multiple nonlinear 
SOLN 

𝑌 =

∑ ∑ (𝑎𝑗𝐿𝑜𝑔[𝑥𝑗𝑥𝑘])
3

𝑗=1
3
𝑘=1 + ∑ (𝑎𝑖𝐿𝑜𝑔[𝑥𝑖])

3

𝑖=1
+ 𝑐  

Third order logarithmic 

multiple nonlinear 
TOLN 

𝑌 = ∑ ∑ ∑ (𝛽𝑙𝐿𝑜𝑔[𝑥𝑙𝑥𝑚𝑥𝑝])3
𝑝=1

3
𝑚=1

3
𝑙=1 +

∑ ∑ (𝑎𝑗𝐿𝑜𝑔[𝑥𝑗𝑥𝑘])
3

𝑗=1
3
𝑘=1 + ∑ (𝑎𝑖𝐿𝑜𝑔[𝑥𝑖])

3

𝑖=1
+ 𝑐  

 

2.2. Optimization 

Structural optimization is defined as reaching the optimum value by minimizing or maximizing the 

specified single or multiple targets, considering all constraints. For this purpose, two types of 

optimization techniques called traditional and non-traditional are used. Traditional optimization 

techniques only work for continuous and differentiable functions. However, some engineering design 

problems have characteristic properties that conventional optimization techniques, which only work 

for continuous and differentiable functions, cannot be used. For this reason, only non-traditional 

methods can be used to solve these problems. For this purpose, many optimization algorithms such as 

Ant Colony, Particle Swarm, and Genetic Algorithm were developed and used in many engineering 

applications [17, 20, 21]. However, since the exact solution cannot be reached with stochastic 

methods, it is beneficial to use more than one algorithm with various technical infrastructure for the 

same optimization problem solution to increase the reliability of the result [19].  

 

Some objective function-based problems can be encountered in solving mathematical optimization 

problems by stochastic algorithms. The problems of objective functions are expressed in general titles 

as non-multilinearity, having many local optimum points, mixed-integer design variables, and 

nonlinear constraints [19]. In this study, DE, NM, SA, and RS optimization algorithms, which have 

been successfully applied in many engineering applications, were used to solve the same APS coating 

problems to overcome the difficulties encountered in the optimization study. Detailed information and 

operating parameters of these algorithms are available in [19, 20]. 

 

2.3. Problem Definition 

In this study, the deposition efficiency, bond strength, porosity, and set values of TBC produced by 

the APS process were optimized. Firstly, the data used to determine the objective functions were taken 

from the literature study [11]. The data including coating process inputs (Input Power (P), Primary 

Gas Flow Rate (PGFR) Coating Distance (D), Powder Feed Rate (PFR), Carrier Gas Flow Rate 

(CGFR) and outputs (Deposition Efficiency (E), Bond Strength (BS), Porosity (P), Hardness (H)) are 

presented in Table 2. Next, nine candidate functional structures are proposed to express the 

relationship between each process output and inputs mathematically. Then, the selection of the most 

suitable model for each output was made in two steps: the calculation of the R
2

training, R
2

testing, RMSE, 
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MAE, ME, limit values of the models, and the selection of those that satisfy the conditions. Finally, 

all coating problems are solved by four different direct search algorithms with the selected models. 

 

In this optimization study, the objective functions define the deposition efficiency, bond strength, 

porosity, and hardness values of the coating of YSZ powder as TBC in the APS system. The 

objectives of the optimization study are to maximize the deposition efficiency, bond strength, and 

hardness values and minimize the porosity value. The search space is continuous in the optimization 

setup, and the design variables are integers. Design values for this process were determined as 22 

kW≤ P ≤ 30 kW, 25lpm ≤ PGFR ≤ 45 lpm, 90 mm ≤ D ≤ 130 mm, 15 gpm ≤ PFR ≤ 35 gpm, and 3 

lpm ≤ CGFR ≤ 11 lpm. 

 

Table 2. Process parameters and responses in the factorial experimental design set of thermal barrier 

coatings [11]. 

Run  

Process parameters Responses 

P (kW) PGFR(lpm) D (mm) PFR(gpm) CGFR(lpm) E (%) BS(MPa) P (%) H (Hv0.3) 

1 24 30 100 15 9 44 9 20 710 

2 28 30 100 15 5 59 17 8 954 

3 24 40 100 15 5 49 7 11 792 

4 28 40 100 15 9 67 21 4 1082 

5 24 30 40 15 5 42 5 25 675 

6 28 30 40 15 9 39 7 22 683 

7 24 40 40 15 9 47 10 23 757 

8 28 40 40 15 5 60 14 11 966 

9 24 30 100 30 5 42 4 25 675 

10 28 30 100 30 9 58 13 14 943 

11 24 40 100 30 9 47 9 19 757 

12 28 40 100 30 5 63 16 9 1024 

13 24 30 40 30 9 32 4 25 512 

14 28 30 40 30 5 40 5 24 652 

15 24 40 40 30 5 41 6 25 663 

16 28 40 40 30 9 45 8 17 733 

17 22 35 110 25 7 41 6 23 663 

18 30 35 110 25 7 64 19 6 1036 

19 26 25 110 25 7 38 8 23 617 

20 26 45 110 25 7 53 15 11 861 

21 26 35 90 25 7 66 16 7 1071 

22 26 35 130 25 7 48 7 23 780 

23 26 35 110 15 7 58 18 12 943 

24 26 35 110 35 7 48 13 21 780 

25 26 35 110 25 3 58 10 13 943 

26 26 35 110 25 11 53 11 14 861 

27 26 35 110 25 7 70 23 5 1129 

28 26 35 110 25 7 72 22 4 1164 

29 26 35 110 25 7 70 23 5 1129 

30 26 35 110 25 7 71 22 4 1140 

31 26 35 110 25 7 70 23 5 1129 
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32 26 35 110 25 7 72 22 4 1164 

 

 

3. RESULTS AND DISCUSSION 

 

In the reference study [11], the experimental setup of TB production with the APS system was 

organized according to the factorial experimental design set: 

 

I. The results were modeled by RA. 

 

II. They obtained the optimum values graphically with response surface analysis and numerically via 

the models. In both calculations, the input power 26.3 kW, coating distance 110.5 mm, carrier gas 

flow rate 36.15 lpm, powder feed rate 23.35 gpm, and carrier gas flow rate 7.8 lpm were found as 

optimum values of process parameters. They determined the deposition efficiency as 71.0825%, the 

bond strength as 22.999 MPa, the porosity as 4.0009%, and the hardness as 1148.92 HV0.3 via 

graphical optimization. 

 

III. They calculated the deposition efficiency as 71.0837%, the bond strength as 22.9997 MPa, the 

porosity as 4.0001%, and the hardness as 1148.94 Hv0.3 via numerical optimization. 

The statistical results and limit values of neuro-regression models of deposition efficiency, bond 

strength, porosity, and hardness values of TBC produced with the APS system are given in Table 3-6, 

respectively. The objective functions for each coating response were selected by examining these 

values. 

 

Table 3. Results of Neuro-Regression models prepared for deposition efficiency of coatings. 

Models R
2

training R
2
testing RMSE MAE ME Maximum (%) Minimum (%) 

FON 0.982 0.0575 7.2345 5.9144 0.5966 81.4711 32.8749 

SON 0.9977 0.8176 2.5516 1.8566 0.9498 81.8114 9.2366x10
-7

 

TON 0.9999 0.9599 0.3202 0.1025 0.9992 81.313 19.3512 

FOTN 0.9853 0.4183 6.537 4.7106 0.6706 114.393 4.2758x10
-6

 

SOTN 0.9999 0.1365 0.3202 0.1025 0.9992 76.1162 10.4223 

TOTN 0.9999 -0.404 0.3202 0.1025 0.9992 62 1.1014 x10
-12

 

FOLN 0.9827 0.1407 7.0935 5.76 0.6121 78.7856 32.1459 

SOLN 0.9975 0.9122 1.6487 0.9137 0.9459 86.798 21.1729 

TOLN 0.9999 0.687 0.3202 0.1025 0.9992 117.494 9.1199 x10
-11

 

 

All models had R
2
training values greater than 0.98 as shown in Table 3. However, only the TON and 

SOLN models have R
2

testing values greater than 0.9. The maximum and minimum values are 81.313%, 

19.3512% for TON and 86.798%, and 21.1729% for SOLN. Therefore, it was determined that the 

limit values of both models were compatible with the experimental results. In the final model 

selection step, it was seen that both models met the criteria for RMSE, MAE, and ME values. 

Therefore, the TON and SOLN models, which were successful in all evaluations, were chosen as 

objective functions for the optimization of the deposition efficiency of the coatings. 

 

Table 4. Results of Neuro-Regression models for bond strength value of coatings. 

Models R
2

training R
2

testing RMSE MAE ME Maximum (MPa) Minimum (MPa) 
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FON 0.9264 -0.0812 3.7064 2.9298 0.6312 28.2771 0.7685 

SON 0.9941 0.9192 1.0416 0.798 0.9708 26.6069 1.1248 

TON 0.9998 0.6835 0.1601 0.0512 0.9993 27.8997 3.4416 x10
-7

 

FOTN 0.9511 0.352 3.0225 2.0048 0.7547 56.6733 8.0577 x10
-11

 

SOTN 0.9998 0.3426 0.1601 0.0512 0.9933 27.0203 1.1242 x10
-8

 

TOTN 0.9998 0.4154 0.1802 0.0633 0.9993 11.0614 2.1811 x10
-7

 

FOLN 0.9269 -0.0078 3.6955 2.9044 0.6334 27.0397 0.679 

SOLN 0.9924 0.9325 1.1858 0.9116 0.9626 28.5923 1.8785 

TOLN 0.9998 0.5425 0.1601 0.0511 0.9993 41.3351 8.1877 x10
-8

 

 

Table 4 shows the statistical results and limit values for the neuro regression models prepared for the 

bond strength of the coatings. It is seen that the R
2

training values of all models are greater than 0.92, and 

even the 2nd and 3rd-degree models are greater than 0.99. However, only the R
2
testing values of the 

SON and SOLN models were greater than the limit value of 0.9 (0.9192 and 0.9325). These two 

models also satisfied the other two criteria and were chosen as objective functions for optimizing the 

bond strength of the coatings. 

 

Table 5. Results of Neuro-Regression models for porosity value of coatings. 

Models R
2

training R
2
testing RMSE MAE ME Maximum (%) Minimum (%) 

FON 0.9579 0.0221 3.5559 2.7711 0.7768 31.5121 1.8892 x10
-7

 

SON 0.9929 0.7831 1.4061 0.89 0.965 42.7176 9.4926 x10
-11

 

TON 0.9999 0.9358 0.1601 0.0512 0.9995 36.562 0.8587 

FOTN 0.9546 0.0927 3.5683 2.2883 0.7752 57.9335 1.2801 x10-7 

SOTN 0.9999 0.3032 0.1601 0.0512 0.9995 30.9089 1.9072 x10
-7

 

TOTN 0.9999 -0.3731 0.1601 0.0512 0.9995 27.925 5.7252 x10
-8

 

FOLN 0.99525 0.1219 3.6484 2.8352 0.765 31.0363 1.7474 x10
-8

 

SOLN 0.993 0.8218 1.3967 0.8633 0.9655 47.5996 3.6005 

TOLN 0.9999 -0.1294 0.1601 0.0512 0.9995 91.9325 2.0571 x10
-7

 

 

Table 5 shows the statistical results and limit values for the neuro-regression models for the porosity 

values of the coatings. It is seen that the R
2
training values of all models are greater than 0.95, but only 

the R
2

testing value 0.9358 of the TON model is greater than the limit value of 0.9. Therefore, the 

maximum and minimum values that can be reached with the TON model are 36.562% and 0.8587%, 

respectively, which meet the limit criteria. Finally, the RMSE, MAE, and ME values were examined. 

It was seen that the RMSE and MAE values were close to zero (0.1601 and 0.0512), and the ME 

values were close to 1 (0.9995). Therefore, the TON model met all the criteria and was chosen as the 

objective function for optimizing the porosity of the coatings. 

 

Table 6. Results of Neuro-Regression models for hardness value of coatings. 

Models R
2

training R
2

testing RMSE MAE ME Maximum (Hv0.3) Minimum (Hv0.3) 

FON 0.9871 0.042 8.876 78.4129 0.6553 1358.58 487.096 

SON 0.9991 0.9694 3.7793 2.4316 0.9792 1238.91 280.1352 

TON 0.9999 0.4552 5.6044 1.7948 0.999 1410.46 301.154 

FOTN 0.9918 0.4106 78.9978 49.7294 0.8055 2091.45 5.088 x10
-6

 

SOTN 0.9999 -0.0912 5.6044 1.7948 0.999 1248.3 178.491 
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TOTN 0.9999 0.796 5.6044 1.7948 0.999 1193.6 15.2357 x10
-6

 

FOLN 0.9866 0.1243 100.966 80.0364 0.6823 1312.47 498.078 

SOLN 0.9989 0.043 28.2528 17.5079 0.9751 1313.19 3.6379 x10
-12

 

TOLN 0.9999 0.522 5.6044 1.7948 0.999 1760.2 2.8323 x10
-8

 

 

Table 6 shows the statistical results and limit values for the neuro-regression models for the hardness 

values of the coatings. It is seen that the R
2
training values of all models are greater than 0.98, but only 

the R
2
testing value 0.9694 of the SON model is greater than the limit value of 0.9. Therefore, the SON 

model also satisfied the other two criteria and was chosen as objective functions to optimize the 

hardness of the coatings. As a result of the model selections, TON and SOLN models for deposition 

efficiency, SON and SOLN models for bond strength, TON model for porosity values, and SON 

model for hardness value were selected as the objective functions in the optimization of the coatings.  

 

In the reference study, regression models were prepared for each coating process response, and then a 

numeric optimization study was carried out using these models. For all coating process responses, an 

optimum experimental set was determined as input power 26.3 kW, primary gas flow rate 36.15 lmp, 

coating distance 110.5 mm, powder feed rate 23.35 gpm, and carrier gas flow rate 7.8 lpm. The results 

of validation tests, the predicted values of the regression models of the reference, and current studies 

are given in Table 7. 

 

Table 7. Comparison of Neuro-Regression model results with reference study. 

Responses Validation 

Reference Study 

 

Current Study 

Objective functions 

TON SOLN 

Deposition efficiency (%) 72 71.0837 73.0561 71.2686 

Bond strength (MPa) 21 22.9997 24.1362 22.3709 

Porosity (%) 4 4.0001 3.9404  

Hardness (HV0.3) 1153 1148.94 1149.37  

 

When Table 7 is examined, it is seen that the estimated values of regression models of both the 

reference and the current studies have very close to the validation results. For example, while the error 

rates in the estimations of the deposition efficiency of coatings were 1.72% in the reference study, it 

was 1.466 % with the TON model and 1.025 % with the SOLN model in the current study. These 

values for the bond strength of the coatings were 9.522% in the reference study, 14.934% with the 

SON model, and 6.528% with the SOLN model in the current study. For the porosity and hardness 

values of the coatings, the rates were 0.0025% and 0.3521% in the reference study and 1.49% and 

0.314% in the current study, respectively.  

 

Four different optimization algorithms were used to maximize the deposition efficiency, bond 

strength, and hardness values and minimize the coatings' porosity value. Table 8 shows the objective 

functions, optimization constraints, suggested process parameters, and estimated values of algorithms 

for each coating response. 

 

Table 8. Optimization results of thermal barrier coating. 

Responses Objective Constraints Opt. Suggested Suggested Design Parameters 
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Functions Algorithms Values 

Deposition 

efficiency 

(%) 

TON 

 

22 kW<P<30 kW 

25lpm<PGFR<45 

lpm 90 

mm<D<130 mm 

15 gpm<PFR< 35 

gpm 3 

lpm<CGFR<11 

lpm 

DE 

81.312 

X1= 28.6369 kW, X2= 39.4152 

lpm, X3=99.4844 mm, X4= 

22.3357 gpm,  

X5= 8.1161 lpm 

SA 

NM 

RS 124.755 
X1= 30, X2= 25 lpm, X3= 130 mm, 

X4=35 gpm, X5=3 lpm 

SOLN DE 

86.798 

X1= 27.4608 kW, X2= 36.0565 

lpm, X3=90 mm, X4=21.3869 

gpm, X5=7.1047 lpm 

SA 

NM 

RS 
     

Bond 

strength 

(MPa) 

SON DE 
27.8997 

X1= 29.0027 Kw, X2= 40.6943 

lpm, X3= 105.441 mm, 

X4=21.2947 gpm, X5=7.1047 lpm NM 

RS 
73.5196 

X1= 30 Kw, X2= 25 lpm, X3= 130, 

X4=35 gpm, X5=3 lpm SA 

SOLN DE 

28.5923 

X1= 27.8652 Kw, X2= 36.711 lpm, 

X3= 90 mm, X4=19.6789 gpm, 

X5=6.2139 lpm 
NM 

RS 47.3729 
X1= 30, X2= 25, X3= 130, X4=35 

gpm, X5=11 lpm 

SA 40.0992 
X1= 22 Kw, X2= 45 lpm, X3= 130 

mm, X4=35 gpm, X5=3 lpm 
     

Porosity 

(%) 

TON 

DE 2.0568 

X1= 27.3598 kW, X2= 36.5172 

lpm, X3= 93.8257 mm, 

X4=15.6061 gpm, X5=6.1185 lpm 

SA 1.1018 

X1= 27.9016 kW, X2= 34.893 lpm, 

X3=105.305 mm, X4=15.0098 

gpm, X5=3 lpm 

NM 0.8881 

X1= 27.6482 kW, X2= 37.0504 

lpm, X3=106.634 mm, X4=22.8431 

gpm, X5=6.6352 lpm 

RS 2.0694 

X1= 29.8778 kW, X2= 42.2386 

lpm, X3= 95.307 mm, X4=23.7204 

gpm, X5=5.3439 lpm 
     

Hardness 

(HV0.3) 

TON DE 

1313.19 

X1= 27.8464 kW, X2= 36.755 lpm, 

X3= 90 mm, X4=20.2408 gpm, 

X5=5.7636 lpm 

SA 

NM 

RS 

*( X1:Input Power, X2:Primary Gas Flow Rate, X3: Coating Distance, X4: Powder Feed Rate, X5: 

Carrier Gas Flow Rate) 

 

When Table 8 is examined, the highest value for maximizing the deposition efficiency of the coatings 

was predicted as 124.755% by the TON model with the RS algorithm. However, this value was 
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considered an unrealistic result. Other algorithms of the TON model predicted as 81.312% with the 

same design parameters (X1=28.6369 kW, X2=39.4152 lpm, X3=99.4844 mm, X4=22.3357 gpm, 

X5=8.1161 lpm). Similarly, by the SOLN model, the four algorithms predicted as 86.798% with same 

design parameters (X1=27.4608 kW, X2=36.0565 lpm, X3=90 mm, X4=21.3869 gpm, X5=7.1047 

lpm). The fact that more than three algorithms give the same result with the same parameters for the 

deposition efficiency of the coatings is interpreted as that the objective functions are consistent and 

that these parameter sets can have local maximum points. In the maximization studies, the bond 

strength values of the coatings were predicted as 27.8997 MPa by DE and NM algorithms in the TON 

model with the parameters set as X1=29.0027 kW, X2=40.6943 lpm, X3=105.441 mm, X4=21.2947 

gpm, and X5=7.1047 lpm. In the same model, it was predicted as 73.5196 MPa by the RS and SA 

algorithms with the parameters X1=30 kW, X2=25 lpm, X3=130 mm, X4=35 gpm, and X5=3 lpm. 

Nevertheless, this value was considered an unrealistic result. The DE and NM algorithms of the 

SOLN model estimated 28.5923 MPa with the parameter set X1=27.8652 kW, X2=36.711 lpm, X3=90 

mm, X4=19.6789 gpm, X5=6.2139 lpm. The values estimated by the RS and SE algorithms are 

47.3729 MPa and 40.0992 MPa, about twice the maximum experimental result, so they did not meet 

the criterion. To minimize the porosity value of the coatings, DE, SA, NM, and RS algorithms were 

run with the TON model and predicted as 2.0568%, 1.1018%, 0.8881%, and 2.0694%, respectively. 

To maximize the hardness values of the coatings, four algorithms were run with the TON model and 

predicted as 1313.19 HV0.3 with the same design parameters (X1=27.8464 kW, X2=36.755 lpm, X3=90 

mm, X4=20.2408 gpm, X5=5.7636 lpm). It is interpreted that these parameters, which are suggested to 

give the same result by all four algorithms, can indicate a global optimum point. The optimization 

results of the TBC are evaluated in general, both polynomial and logarithmic models were successful, 

but trigonometric models were not. 

 

4. CONCLUSIONS 

 

The deposition efficiency, adhesion strength, porosity, and hardness values are the properties that 

affect both the production costs and the performance of TBCs. The optimization studies of TBC were 

carried out in two steps in the study. In the first step, first, second, and third-order polynomial, 

logarithmic and trigonometric regression models were prepared by fitting from the coating process 

data. Then, model selection was made for each coating output. The selected models were run with 

four different optimization algorithms for the same problem solutions in the second step. Based on the 

studies carried out, the following results have been obtained: 

 

• R
2

training values of thirty-six models prepared for four different process outputs are greater than 0.92. 

However, only six models have R
2

testing values greater than 0.9. This situation shows the inadequacy of 

the classical R
2
 calculation. 

 

• In the regression model selections, 2nd and/or 3rd-order nonlinear polynomial and logarithmic 

models successfully described the process, while trigonometric models were not successful in solving 

any problem. 

 

• A design parameter set was proposed for the optimum values of all coating outputs in the reference 

study, and a validation test was performed according to the parameter set. Calculations were made 

using this proposed design set with the regression models in both the reference study and the current 

study. The closeness of the results in the two studies to the validation test results was compared. The 
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present study models gave better results for the deposition efficiency, adhesion strength, and hardness 

values. 

 

• In the optimization studies, the same result was estimated for the deposition efficiency value with the 

same design parameters by three algorithms with the TON model and four algorithms with the SOLN 

model. Similarly, for the hardness value of the coatings, the four algorithms predicted the same result 

with the same design parameters. Therefore, these results are interpreted as showing the global 

optimum of the proposed parameters for the two outputs. 
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ABSTRACT 

 

In this study, a short review covering the years 2009-2021 was made about the proton transfer salts 

obtained from the reaction of pyridine-acids, which are accepted as suitable proton donors, and 

piperazines, which are proton acceptors, and their metal complexes and mixed ligand metal 

complexes. In some complexes studied, both initial ion pairs bind to the metal, while in others they 

contain only one of the cationic and anionic moieties as ligands. 

 

Keywords:  Proton transfer salt, Piperazine, Pyridine, Mixed ligand, Metal complexes 

 

1. INTRODUCTION 

 

Heterocyclic compounds have a large range of uses in industry and various areas of chemistry [1]. 

Piperazine among heterocyclic rings containing nitrogen atoms has different application areas such as 

materials, agricultural chemicals and pharmaceutical chemistry. Studies have shown that piperazine 

and its derivatives have the following biological activities: anti-fungal [2], anti-depressant [3], anti-

malarial [4], anti-migraine [5], anti-diabetic [6], anti-aggregating [7], anti-tumor [8, 9], anti-

inflammatory [10], anti-obesity [11], and cardio-vascular [12]. As piperazine derivatives have many 

biological applications, there is an increasing interest in the synthesis of these compounds. In recent 

years, reaction mechanisms based on the proton transfer system were used in the preparation of metal 

complexes [13-15]
.
 The very different geometries of the complexes are due to the coordinated 

covalent bonds between metals (transition, lanthanide and main group) and ligands. Supramolecular 

metal compounds, called metal-organic frameworks (MOF) [16], can be obtained from the formation 

of supramolecular proton transfer salts from a good proton donor-acceptor system and their reaction 

with s, p, d block and even f block metals. Supramolecular structures contain intramolecular or 

intermolecular interactions as O–H···O, O–H···N, N–H···O, N–H···N [17-19]. Pyridine carboxylic 

acids, which are found in natural products like alkaloids, coenzymes and vitamins, have great 

importance in medicinal chemistry due to their various physiological properties [20]. It has been 

reported that pyridine-2,4-dicarboxylic acid protects certain enzymes from heat inactivation [21], 

while 2,5- and 2,6-pyridinedicarboxylic acids activate or inhibit certain metalloenzymes [22, 23]. 

Pyridine dicarboxylates are among the most versatile ligands known, containing different functional 

groups that can coordinate to metal atoms. 

mailto:nurgun.buyukkidan@dpu.edu.tr
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This study aims to describe the reactions of piperazine and its derivatives with pyridine-di carboxylic 

acids, the synthesis of their metal complexes and their spectral and structural   properties. In this work, 

proton transfer salts and their complexes and mixed ligand complexes obtained from piperazines and 

pyridine-dicarboxylic acids between 2009-2021 are presented. The pyridine-dicarboxylic acids for 

proton donors are: pyridine-2,3-dicarboxylic acid (Py-2,3-H2Dc), pyridine-2,5-dicarboxylic acid (Py-

2,5-H2Dc) and pyridine-2,6-dicarboxylic acid (Py-2,6-H2Dc). Bases used as proton acceptors are: 

Piperazine (Ppz), 2-(piperazin-1-yl)ethanol (HOEtPpz) and 2-piperazin-1-yl-ethanamine (PpzEa). 

 

2.  SYNTHESIS 

 

The metal complexes reported in this study were synthesized either from the proton transfer salt 

formed by pyridine dicarboxylic acids and piperazines, or from mixed-ligands under hydrothermal 

conditions. 

 

2.1. Proton Transfer Reaction 

The reaction or reaction mechanism in which a proton (H
+
) is separated from one species such as an 

acid and accepted by another species such as a base is called a proton transfer reaction. The stability 

of proton transfer types relies on many agents, such as the attractive and repulsive forces of opposite 

charges, the nature of the solvent, the geometry and topology of the acid and base. In the preparation 

of an effective ion pair that forms the components of the proton transfer salt and accelerates the 

formation of the metal complex, it may be useful to consider the following aspects [24-26]
.
 i. 

Selection of functional acids and bases that can act as polydentate ligands in the formation of 

complexes, ii. Selection of donors and acceptors sensitive to intermolecular H-bonding and - 

stacking, iii. Selection of convenient acceptors and donors, taking into account the acidity and basicity 

constants, to ensure exact H-transfer. Proton transfer salts and their metal compound are of biological 

interest to chemists [27, 28]. 

 

2.2. Hydrothermal Synthesis  
The synthesis of substances in a closed heated solution above ambient pressure and temperature is 

called hydrothermal synthesis. Hydrothermal method, which is a liquid phase preparation technology, 

has been developing rapidly in recent years [29]. It includes the development of new synthetical 

methods and techniques for the preparation of new materials. Hydrothermal technology is used in 

many branches of science such as earth science, materials science, physics, metallurgy, biology and 

chemistry [30-33]. Hydrothermal in situ ligand synthesis, such as hydrolation or decarboxylation of 

carboxyl groups, has become a very important method in the synthesis of organic ligands and their 

metal complexes, and in coordination engineering. This method is very useful for the synthesis of 

MOFs that are difficult to obtain at room conditions. Many coordination polymers synthesized by this 

method have been reported in the literature [16-19, 34-36]. 

 

2.3. Pyridine-dicarboxylic Acids 

The isomers of pyridine-dicarboxylic acid (2,3-, 2,4-, 2,5-, 2,6-, 3,4- and 3,5-dicarboxylic acid) 

(Figure 1) have different coordination patterns with transition metals [37,38], main group elements 

[39, 40], and inner transition elements [41-43]. 
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Figure 1. Isomers of pyridine-dicarboxylic acid. 

 

2.3.1. Pyridine-2,3-dicarboxylic acid (Py-2,3-H2Dc) 

Py-2,3-H2Dc (Figure 1a) can be highly neurotoxin and cell death may occur as a result of 

overstimulation of nerve cells. Brain toxicity caused by quinolinic acid has been associated with 

diseases such as autism, depression, dementia, stroke, Alzheimer's, and schizophrenia [44]. Different 

coordination modes of Py-2,3-HDc
-
 and Py-2,3-Dc

2-
 anions with various metal ions have been 

reported in the literature. The presence of versatile and different coordination motifs of Py-2,3- H2Dc 

is quite remarkable in the construction of polymeric structures [45]. The different binding modes of 

the Py-2,3-Dc
2-

 ion allow it to act as a monodentate, tridentate, tetradentate, and quintuple ligand [46, 

47] (Figure 2). 
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Figure 2. Coordination forms of (a) Py-2,3-HDc
-
 anion (b) Py-2,3-H2Dc

2-
 anion. 

 

2.3.1.1. Proton transfer salt, (H2Ppz)
2+

(Py-2,3-HDc)2
-
 (1) and its metal complexes 2 and 3 

  

The proton transfer salt 1 (Figure 3), (H2Ppz)
2+

(Py-2,3-Dc)2
-
, was prepared from the Py-2,3-H2Dc and 

Ppz [48].  
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Figure 3. Synthesis of (H2Ppz)
2+

(Py-2,3-HDc)2
-
 (1). 

 

The fact that Py-2,3-H2Dc has variable and different coordination motifs makes it interesting in terms 

of forming polymeric architecture. Polymeric MOF compounds {(H2Ppz)[Mn(Py-2,3-

Dc)2]·7.75H2O}n (2), and {(H2Ppz)[Hg4Cl10]}n (3) [49] (Figure 4) were obtained from the proton 

transfer salt, (H2Ppz)(Py-2,3-HDc)2 (1), with corresponding metal salts. The analyses, space groups 

and crystal systems of the compounds 1-4 are given in Table 1. 

 

Figure 4. The structures of compounds 2 and 3. 

 

Table 1. The analyses, space groups and crystal systems of the compounds 1-4. 

Ref. 

No 

Analyses Proton Transfer Salts and 

Complexes 

Space 

Group 

Crystal 

system 

48 X-ray (H2Ppz)
2+

(Py-2,3-HDc)2
-
 (1) P21/c Monoclinic 

49 

 

49 

NMR, IR  and X-ray 

NMR, IR  and X-ray 

{(H2Ppz)[Mn(Py-2,3-Dc)2]·7.75H2O}n 

(2) 

{(H2Ppz)[Hg4Cl10]}n (3) 

P21/c 

 

C2/c 

Monoclinic 

 

Monoclinic 

52 X-ray (H2Ppz)
2+

(Py-2,3-Dc)
2-

· CH3OH (4) P21/n Monoclinic 
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The molecular structure of the Mn(II) (2) complex (Figure A1) includes two distinct Mn
2+

 ions, each 

located at the middle of a parallel 1-D chain. One of the Mn
2+

 ions (Mn1) binds to the O1, N1, O5 and 

N2 atoms of the two Py-2,3-Dc
2-

 ligands and to the O4 and O8 atoms of the other two Py-2,3-Dc
2-

 

ligands, forming the six-coordinated structure. The other Mn
2+

 ion (Mn2) binds to the O9, N3, O13 

and N4 atoms of the two Py-2,3-Dc
2-

 ligands and to the O12 and O16 atoms of the other two Py-2,3-

Dc
2-

 ligands to form the six coordinated structure. The bond angles of O1–Mn1–O5 and O9–Mn2–

O13 are 164.9 (1)° and 163.8 (1)°, respectively. These values show that the bond angles around both 

Mn
2+

 ions deviate from linearity and have a distorted octahedral geometry. When the Hg(II) (3) 

compound is compared with the Zn(II) [50] and Cd(II) [51] complexes, it is seen that it has a different 

structure. In the Zn(II) compound, two Py-2,3-Dc
2-

 ligands are coordinated to the metal, while 

H2Ppz
2+

 remains as a complementary ion. The Cd
2+

 ion is coordinated by three aqua and a Py-2,3-Dc
2-

 

ligand, while the H2Ppz
2+

 cation is absent in the structure. It was found that the Hg(II) (3) compound, 

in which an endless network of chlorine and mercury atoms balanced with H2Ppz
2+

cation fragments, 

has a different structure compared to 2, Zn(II) and Cd(II) (Figure 5).  

 

 
 

Figure 5. Coordination medium of Hg
2+

 ions in the Hg-Cl network of {(H2Ppz)[Hg4Cl10]}n (3),  

H2Ppz
2+

 is omitted. 

 

2.3.1.2. Proton transfer salt (H2Ppz)
2+

(Py-2,3-Dc)
2-

. CH3OH (4) 

The moieties in the proton transfer salt, (H2Ppz)
2+

(Py-2,3-Dc)
2-

·CH3OH (4) [52] (Figure 6)  obtained 

from the reaction of Ppz and Py-2,3-H2Dc in methanol form the 3-D structure by connecting with H-

bonds O–H···O, N–H···O and C–H···O. The asymmetric unit of proton transfer salt (4) has one 

(H2Ppz)
2+

 cation,  one (Py-2,3-Dc)
2–

 anion and one CH3OH with two H-bonds. 
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Figure 6. Synthesis of proton transfer salt, (H2Ppz)( Py-2,3-Dc)·MeOH (4). 

 

The C–O···π and C–H···π stackings are observed between the C6–O2 and N1/C1–C5 ring (3.5240 (9) 

Å) and between the C12–H1A and N1/C1–C5 ring (2,791 (1) Å) [52], respectively (Figure 7). 

 

 

Figure 7. The C–H···π stacking of (4). 

 

2.3.2. Pyridine-2,5-dicarboxylic acid (Py-2,5- H2Dc) and it’s complexes (5-13) 

 Py-2,5-H2Dc (Figure 1c)  is known as isosicomeronic acid. Py-2,5-HDc
-
 and Py-2,5-Dc

2-
 anions are 

versatile ligands coordinated to transition metals with nitrogen and four oxygen atoms, and numerous 

polymeric complexes of these have been reported. [53-55]. The coordination forms of Py-2,5-H2Dc 

are shown in Figure 8. It has been stated that derivatives of Py-2,5-H2Dc show inhibitory effect 

against hepatitis B virus [56], and metal complexes have many applications such as enzyme inhibition 

[57], antibacterial activity [58], magnetism [59], catalysis [60], surface chemistry [61], aqueous 

solution chemistry [62]. Since 2009, proton transfer salts of Py-2,5-H2Dc and metal complexes 

obtained from these salts have not been encountered. The complexes (5-13) of Py-2,5-H2Dc in the 

literature are metal complexes obtained under hydrothermal conditions with mixed ligands. The 

analyses, space groups and crystal systems of the compounds 5-13 are given in Table 2. 
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Figure 8. Coordination forms of Py-2,5-H2Dc. 

 

Table 2. The analyses, space groups and crystal systems of the mixed ligand complexes 5-13. 

Ref. 

No 

Analyses Complexes Space 

Group 

Crystal 

system 

63 X-ray, UV, IR, TGA, 

Elemental analysis 

[Co(Py-2,5-Dc)2(H2O)]·(Ppz)·2H2O}n (5) P21/c Monoclinic 

64 UV, SPS, X-ray [Ni(Py-2,5-Dc)2(HPpz)2]·H2O (6) C2/c Monoclinic 

66 

 

 

66 

X-ray, PXRD, IR, 

TGA, FESEM, 

Elemental analysis 

X-ray, PXRD, IR, 

TGA, FESEM, 

Elemental analysis 

[Ce(Py-2,5-Dc)(Ppz)1/2(H2O)] 

(7) 

 

[Pr(Py-2,5-Dc)(Ppz)1/2(H2O)] (8) 

P21/c 

 

 

P21/c 

Monoclinic 

 

 

Monoclinic 

69 X-ray, PXRD, IR, 

UV, TGA and 

photoluminescence 

measurements 

{(H2Ppz)[Mn(Py-2,5-Dc)2(H2O)]·2H2O} 

(9) 

P21/c 

 

Monoclinic 
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70 

 

 

 

70 

IR, PXRD, SEM, 

TGA and EDX 

elemental mapping 

analysis. 

X-ray 

{(H2Ppz)[Zn1/3Fe2/3(Py-2,5-

Dc)2(H2O)]·2H2O} (10) 

 

 

{(H2Ppz)[Fe(Py-2,5-Dc)2(H2O)]·2H2O} 

(11) 

- 

 

 

 

P21/c 

- 

 

 

 

Monoclinic 

71 

 

 

 

72 

IR, PXRD, SEM, 

TGA and EDX 

elemental mapping 

analysis. 

IR, PXRD, SEM, 

TGA and EDX 

elemental mapping 

analysis 

{(H2Ppz)[Co1/3Fe2/3(Py-2,5-

Dc)2(H2O)]·2H2O} (12) 

 

 

{(H2Ppz)[Zn1/3Co2/3(Py-2,5-

Dc)2(H2O)]·2H2O} (13) 

- 

 

 

 

- 

- 

 

 

 

- 

 

2.3.2.1. Mixed-ligand complex [Co(Py-2,5-Dc)2(H2O)]·(Ppz)·2H2O}n (5) 

The asymmetric unit of hidrothermally synthesized complex, [Co(Py-2,5-Dc)2(H2O)]·(Ppz)·2H2O}n 

(5) [63], consists of a Co(II) cation, two Py-2,5-Dc
2-

, an aqua ligand, two lattice water and an 

uncoordinated Ppz. The Py-2,5-Dc
2-

 moieties bind to Co(II) ions in two different ways. In the first of 

these, the nitrogen atom of the Py-2,5-Dc
2-

 and one oxygen atom of the neighboring carboxylate group 

coordinate to a Co(II) ion and the other carboxylate group to the other Co
2+ 

ion. In the second, the 

neighboring carboxylate group and a nitrogen atom coordinate to a Co
2+

 ion, while the other 

carboxylate group does not participate in the coordination. In its crystal structure, initially, Co(II) ions 

bind to Py-2,5-Dc
2-

 groups, forming a 1-D chain along the b-axis (Figure A2a). Next, the 1-D chains 

are linked by H-bonds between the coordinated H2O molecules and the uncoordinated carboxylate 

oxygen atoms of the two Py-2,5-Dc
2-

 rings along the c-axis and an H-bonded 2-D structure is created 

in the bc plane (Figure A2b). 

 

2.3.2.2. Mixed-ligand complex  [Ni(Py-2,5-Dc)2(HPpz)2]·H2O (6) 

The mononuclear [Ni(Py-2,5-Dc)2(HPpz)2]·H2O (6) with six coordinated, distorted octahedral 

geometry, was hydrothermally obtained [64]. The compound contains a Ni
2+

 cation, two Py-2,5-Dc
2-

 

anions, two HPpz
2+

 cations, and a lattice H2O molecule (Figure A3). The Ni
2+

 cation was coordinated 

to O1, O1A, N1 and N1A atoms of two Py-2,5-Dc
2-

 anions in equatorial plane and to N2 and N2A 

atoms of HPpz
+
 cation in axial positions. Although the bond lengths of Ni–N (2.0398(14) and 

2.2033(15) Å) and Ni–O (2.0664(13) Å) are slightly longer than those reported
 
for Py-2,5-Dc-Ni 

complexes, they are still within normal limits [61]. The C–O bond lengths of the two Py-2,5-Dc
2-

 

ligands are 1.274(2), 1.234(2), 1.256(2) and 1.244(2) Å, indicating that the both carboxylic groups are 

deprotonated. In HPpz
+
 fragment, one of the N-atoms coordinates to the Ni(II) ion, while the other N-

atom is protonated and turns into NH
2+ 

[65]. The compound forms a network within a 3-D 

supramolecule through intermolecular N–H···O H-bonds. 

 

2.3.2.3. Mixed-ligand complexes [Ce(Py-2,5-Dc)(Ppz)1/2(H2O)] (7) and [Pr(Py-2,5-

Dc)(Ppz)1/2(H2O] (8) 

The solution of Ln(NO3)3.6H2O, (Ln = Ce and Pr), Py-2,5-H2Dc and Ppz in H2O (5 mL) with the 

molar ratio of 1:3:1 was heated at 160 °C. After 3 days the yellow [Ce(Py-2,5-Dc)(Ppz)1/2(H2O)] (7) 

(Ppz = 2,5-piperazinedicarboxylic acid) and the green [Pr(Py-2,5-Dc)(Ppz)1/2(H2O)] (8) complexes 

were obtained [66]. A ligand was synthesized in the presence of piperazine and pyridine-2,5-
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dicarboxylic acid by hydrothermal in situ ligand synthesis method such as hydrolation or 

decarboxylation of carboxyl groups, where ligand synthesis is rarely observed [67, 68]. Both of the 

carboxyl groups of the Py-2,5-Dc
2-

 ligand were separated and bound to the 2- and 5-positions of the 

piperazine ring, producing 2,5-piperazinedicarboxylic acid. The coordination polymers 7 and 8 

formed by bridging mixed ligands are isostructural have interesting 3-D frameworks. 3-D structure of 

8 is shown in Figure A4. In complexes 7 and 8 the coordination number of both Pr and Ce atoms are 

nine. Each asymmetric unit of compounds (7 and 8) includes one metal ion, half of Ppz, one Py-2,5-

Dc
2-

, and one aqua ligand. The geometry of the Pr(III) and Ce(III) ions are monocapped square-

antiprism [66]. 

 

2.3.2.4. Mixed-ligand complex {(H2Ppz)[Mn(Py-2,5-Dc)2(H2O)]·2H2O} (9) 

Hidrothermally synthesized metal-organic coordination polymer {(H2Ppz)[Mn(Py-2,5-

Dc)2(H2O)]·2H2O} (9) [69] is soluble in water. The asymmetric unit of the Mn(II) complex contains 

one Mn(II) ion, two Py-2,5-Dc
2- 

ligands, one H2Ppz
2+

 cation, one water molecule, and two 

uncoordinated water molecules (Figure A5). The Mn
2+

 ion binds to both carboxylate oxygen atoms of 

one of the two Py-2,5-Dc
2-

 ligands, while it coordinates to only one carboxylate oxygen of the other 

Py-2,5-Dc
2-

 ligand. It also binds to one water molecule and the nitrogen atoms of both Py-2,5-Dc
2-

  

ligands. Thus, there are a total of six coordinated groups around the Mn
+2

 ion. The avarege bond 

lengths of Mn–O and Mn–N are 2.17 and 2.25 Å, repectively. The bond angles of O–Mn–O/N–Mn–N 

are in the range 75.49(7)-172.89(7)°. H-bond interaction was formed between the hydrogens of the 

coordinated H2O molecule (H1A and H1B) and the O(3) and O(8) atoms of the two Py-2,5-Dc
2-

 

ligands. 2-D structures connected by two lattice water molecules and Ppz
2+

 cation via N–H···O and 

O–H···O H-bond interactions form a 3-D supramolecular structure [69]. 

 

2.3.2.5. Mixed-ligand complexes {(H2Ppz)[Zn1/3Fe2/3(Py-2,5-Dc)2(H2O)]·2H2O} (10), 

{(H2Ppz)[Fe(Py-2,5-Dc)2(H2O)]·2H2O} (11), {(H2Ppz)[Co1/3Fe2/3(Py-2,5-Dc)2(H2O)]·2H2O} (12) 

and {(H2Ppz)[Zn1/3Co2/3(Py-2,5-Dc)2 (H2O)]·2H2O} (13)  
The isostructural Fe compound, {(H2Ppz)[Fe(Py-2,5-Dc)2(H2O)]·2H2O} (11), with hydrothermally 

obtained mixed metal coordination polymers {(H2Ppz)[Zn1/3Fe2/3(Py-2,5-Dc)2(H2O)]·2H2O} [70] (10) 

and {(H2Ppz)[Co1/3Fe2/3(Py-2,5-Dc)2(H2O)]·2H2O} [71] (12) was synthesized to confirm the 

structures of these mixed metal compounds (10 and 12). Heterobimetallic coordination polymer (12) 

has been used as the sole source precursor for the synthesis of nano-sized CoFe2O4 by thermal 

decomposition [71]. Also, to confirm the structure of MOF  compound, {(H2Ppz)[Zn1/3Co2/3(Py-2,5-

Dc)2 (H2O)]·2H2O} (13) [72],  the isostructural Co complex  {(H2Ppz)[Co(Py-2,5-Dc)2(H2O)]·2H2O} 

(5) [63] was used. Decomposition of 13 at 400 °C results in nano-size ZnCo2O4 [72]. 

 

2.3.3. Pyridine 2,6-dicarboxylic acid (Py-2,6-H2Dc) 

Py-2,6-H2Dc (Figure 1d) which coordinates to the metal with N and O donor atoms and is known as 

dipicolinic acid, is a pyridine dicarboxylic acid that has been extensively studied because of its various 

coordination motifs. Py-2,6-H2Dc and Ppz form a good binary system as proton donor-acceptor. Many 

ion pairs were reported from the reaction of Py-2,6-H2Dc with different amines [73-75] and 

piperazines with different acids [48, 76, 77]. The coordination chemistry of Py-2,6-H2Dc attracts more 

attention because it is a convenient ligand for the preperation of pharmacologically active compounds 

due to its low toxicity, different biological properties and amphiphilic nature [78,79]. It has been 

reported that metal ions have stronger interaction with target molecules and show more antimicrobial 

activity than free ligand [80]. Py-2,6-H2Dc has a wide variety of coordination modes [81, 82] and it 
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can coordinate to metal as a monodentate, bidentate, tridentate and bridging ligand as shown in Figure 

9.  

 

 

Figure 9. Versatile coordination forms of Py-2,6-H2Dc. 

 

2.3.3.1. Proton transfer salts and metal complexes 
The analyses, space groups and crystal systems of proton transfer salts (14, 17 and 22) and their metal 

complexes (15 and 16, 18-21 and 23-26) are given in Table 3. 

 

Table 3. The analyses, space groups and crystal systems of 14-26. 

Ref. 

No 

Analyses Proton Transfer Salts and 

Complexes 

Space 

Group 

Crystal 

system 
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83 

 

84 

 

87 

X-ray, NMR, IR,  and 

elemental analysis 

X-ray, NMR, IR,  and 

elemental analysis 

X-ray, NMR, IR,  and 

elemental analysis 

(H2Ppz)( Py-2,6-Dc) (14) 

 

(H2Ppz)[Cd(pydc)2]·6H2O (15) 

 

(H2Ppz)[Sb2(Py-2,6-Dc)4]·2H2O (16) 

Pbcn 

 

P1 

 

P1 

 

Orthorhombic 

 

Triclinic 

 

Triclinic 

 

89 

 

89 

 

89 

 

91 

 

91 

X-ray and elemental 

analysis 

X-ray, NMR, IR,  and 

elemental analys 

X-ray, NMR, IR,  and 

elemental analys 

X-ray, IR and elemental 

analysis 

X-ray, IR and elemental 

analysis 

(H2Ppz)1.5(Py-2,6-Dc H)3·3.7H2O 

(17) 

(H2Ppz)[Zr(Py-2,6-Dc)3]·8H2O (18) 

 

(H2Ppz)[Ce(Py-2,6-Dc)3]·8H2O (19) 

 

(H2Ppz)[Sr(Py-2,6-Dc)2(H2O)2]n-

·4H2O (20) 

[Ce(Py-2,6-Dc)2(H2O)2]n·4H2O (21) 

 

C2/c 

 

P1 

 

P1 

 

P21/n 

 

P21/c 

Monoclinic 

 

Triclinic 

 

Triclinic 

 

Monoclinic 

 

Monoclinic 

97 

 

97 

 

 

98 

 

 

98 

 

 

98 

 

NMR, IR and UV-Vis 

and elemental analysis 

X-ray, NMR, IR and UV-

Vis, TG and elemental 

analyses 

X-ray, NMR, IR and UV-

Vis, TG and elemental 

analyses 

X-ray, NMR, IR and UV-

Vis, TG and elemental 

analyses 

X-ray, NMR, IR and UV-

Vis, TG and elemental 

analyses 

(HOEtH2Ppz)
2+

(Py-2,6-HDc)2
- 
(22) 

 

(H2Ppz)[Cu(Py-2,6-Dc)2]·6H2O (23) 

 

 

(H2Ppz)[Co(Py-2,6-Dc)2]·6H2O (24) 

 

 

(H2Ppz)[Ni(Py-2,6-Dc)2]·6H2O (25) 

 

 

(H2Ppz)[Zn(Py-2,6-Dc)2]·6H2O (26) 

- 

 

P21/c 

 

 

P21/c 

 

 

P21/c 

 

 

P21/c 

- 

 

Monoclinic 

 

 

Monoclinic 

 

 

Monoclinic 

 

 

Monoclinic 

 

 

2.3.3.1.1. Proton transfer salt (H2Ppz)
2+

(Py-2,6-Dc)
2-

 (14) and metal complexes 15 and 16 

The proton transfer salt 14 reported in the literature was obtained [83] from a 1:1 molar ratio of a 

mixture of Py-2,6-H2Dc and piperazine in THF (Figure 10). 

 

 

Figure 10. Synthesis of compound 14. 
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The compound (H2Ppz)[Cd(Py-2,6-Dc)2]·6H2O (15) [84] (Figure 11)  was synthesized from the 

proton transfer salt (14) [83] . 

 

Figure 11. Structures of 15 and 16. 

 

In this complex, there are six uncoordinated water molecules that form hydrogen bonds with both 

(H2Ppz)
2+

 and [Cd(Py-2,6-Dc)2]
2-

 ions with a piperazinium ion as the counter ion. Complexes of metal 

ions Zn(II) [85] and Hg(II) [86], which are in the same group as Cd(II), obtained from the same proton 

transfer salt (H2Ppz)
2+

(Py-2,6-Dc)
2- 

 (14) have the same coordination environment. An increase in the 

order of Hg(II)  Cd(II)  Zn(II) was observed when the M–O bond lengths of the compounds were 

compared. It was found that the M–N bond in the Zn(II) complex was shorter than the others, but the 

Hg–N bond was also unexpectedly shorter than the Cd–N bond. In the anionic part of the complex, the 

N1’–Cd1–N1 angle was measured as 174.05(5) Å and it was observed that it deviated from linearity. 

It is understood that the two (Py-2,6-Dc)
2-

 rings are not perpendicular to each other since the torsion 

angles of O3’–Cd–O3–C7 and O3’–Cd–O2–C6 are 105.52(9)° and 96.32(9)°, respectively. These data 

showed that the geometry of the complex is distorted octahedral around the six-coordinate Cd(II) ion 

(Figure 12). 

 

 

Figure 12. Molecular structure of (H2Ppz)[Cd(Py-2,6-Dc)2]·6H2O (15). 
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The compound (H2Ppz)[Sb2(Py-2,6-Dc)4]·2H2O (16) [87] (Figure 11) was synthesized by the reaction 

of proton transfer compound 14 with the related metal salt. The 
1
H NMR spectrum of  

(H2Ppz)[Sb2(Py-2,6-Dc)4]·2H2O (16) exhibits two sets of peaks: signals at 3.33 ppm and at 8.42-8.25 

ppm were attributed to the protons of (H2Ppz)
2+

 and (Py-2,6-Dc)
2-

 moieties, respectively. Two of the 

four Py-2,6-Dc
2-

 anions in the binuclear Sb(III) complex bind to a metal center as tridentate and the 

other two as bidentate ligands to the other metal center. The angle between the N1/C2–C6 and 

N2/C9–C13 rings is 86.56°, indicating that the two Py-2,6-Dc
2-

 groups attached to the each metal 

center are nearly perpendicular to each other. From the crystallographic data, it is seen that the Sb1–

N1(2.393(3) Å) and Sb1–O3A (2.464(3) Å) bonds are longer than the others (2.088(2)-2.282(3) Å). 

The bond angles around the Sb(III) ion show the distorted trigonal bipyramid in which the O1 and O3 

atoms lie in the axial position. Compared with the similar complex of Bi(III) ion, {(H2Ppz)[Bi2(Py-

2,6-Dc)4(H2O)]·H2O}n,  which is in the same group as Sb(III), it was determined that Sb–N bond 

lengths were slightly shorter than Bi–N bond lengths, and Sb–O bond lengths were longer than Bi–O 

[88].  

 

2.3.3.1.2. Proton transfer salt (H2Ppz)1.5(Py-2,6-HDc)3·3.7H2O, (17) and it’s complexes 18-21 

Pale yellow proton transfer salt 17, (H2Ppz)1.5(Py-2,6-HDc)3·3.7H2O, was synthesized by the reaction 

of Py-2,6-H2Dc and Ppz in THF [89] (Figure 13). 

 

Figure 13. Proton transfer salt 17 and it’s complexes 18 and 19. 

 

Only one of the hydrogens of the carboxylic acid was removed in complex 17. The asymmetric units 

of the proton transfer salt 17 have three Py-2,6-Dc
2-

 rings and one and a half H2Ppz ions to balance the 

charge. The strongest H-bond was observed as O1C–H1C···O3B (2.4700(14)Å) in the crystal 

structure of proton transfer salt 17. In the molecular structure of 17, – stacking was also observed as 

an intermolecular interaction between aromatic rings with the distance of 3.669(8) Å (Figure A6). The 

nine coordinated complexes Zr(IV) (18)  and Ce(IV) (19) (Figure 13) were synthesized from the 

proton transfer salt 17 [89]. The asymmetric unit of complexes (H2Ppz)[Zr(Py-2,6-Dc)3]·8H2O (18) 

and (H2Ppz)[Ce(Py-2,6-Dc)3]·8H2O (19) contains three Py-2,6-Dc
2-

 ions as tridentate ligands, one 

H2Ppz
 2+

 and eight-uncoordinated H2O. The Zr(IV) and Ce(IV) ions in each complex bind to the three 

N and six O atoms of the three Py-2,6-Dc
2-

 ligands [89]. In the molecular structure of 18 (Figure 14) 

the Zr–O (O1, O3, O5, O7, O9, O11) bond lengths are very close to each other and the Zr–N bond 

lengths are almost equal. The sum of the N1–Zr–N2, N2–Zr–N3 and N3–Zr–N1 bond angles is 

360.00(8)°, indicating that the Zr(IV) ion is in the center of the N1–N2–N3 plane. When the crystal 
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structure of 18 is compared with (HPyDa)2[Zr(Py-2,6-Dc)3]·5H2O (PyDa = pyridine-2,6-diamine) 

[90], it is seen that the bond lengths and bond angles surrounding the Zr(IV) ion are similar in both 

complexes. In the crystal structure of 18, inter and intramolecular N–H···O, O–H···O, and C–H···O 

H-bonds have values ranging from 2.718(3) to 3.464(4) Å. 

 

Figure 14. Molecular structure of 18. 

 

The geometry of (H2Ppz)[Ce(Py-2,6-Dc)3]·8H2O (19) is a distorted three-headed triangular prism with 

six oxygen atoms and three caps on its faces. The Ce(IV) complex has intramolecular and 

intermolecular H-bonds in its crystal structure, N–H···O, O–H···O, and C–H···O, with values ranging 

from 2.711(5) to 3.448(5) Å [89]. Complexes (H2Ppz)[Sr(Py-2,6-Dc)2(H2O)2]n·4H2O (20) and 

[Ce(Py-2,6-Dc)2(H2O)2]n·4H2O (21) were obtained [91] from the proton transfer salt 17 [89]. These 

complexes show characteristic bands in their IR spectra. The bands observed in the range of 3600–

3200 cm
-1

 belong to the C–H, N–H and O–H stretching vibrations originating from the piperazine 

cation, pyridine-2,6-dicarboxylate and lattice water molecules [92]. Asymmetrical and symmetrical 

carboxylate vibrations were observed at 1680-1700 cm
-1

 and 1580 cm
-1

, respectively. A Δv value of 

120 cm
-1

 for complexes 20 and 21 indicates polybinding of the carboxylate to the metal [93]. In Sr(II) 

compound, the Sr(II) ion is binded to one oxygen atom of the bridge Py-2,6-Dc
2-

 ion, two water 

molecules, and four oxygens and two nitrogens of two pyridine-2,6-dicarboxylates [91]. 

Intermolecular H-bonds and Sr-Py-2,6-Dc-Sr distances of 20 are of great importance in the formation 

of its 2-D supramolecular structure. The chair-form piperazine cations are very good H-bond donors 

and also act as complementary ions [94-96]. The [Ce(Py-2,6-Dc)2(H2O)2]n·4H2O (21) complex has a 

3-D polymeric structure. The Ce(IV) ion is coordinated to the four oxygens and two nitrogens of the 

two Py-2,6-Dc
2–

 anion, two oxygen atoms of the two H2O molecules, and the one oxygen atom of the 
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Py-2,6-Dc
2–

 ion  [91] (Figure 15). Sr(II) and Ce(IV) ions both have a distorted tricapped trigonal 

prism geometry.  

 

Figure 15. Polymeric structure of [Ce(Py-2,6-Dc)2(H2O)2]n·4H2O (21). 

 

2.3.3.1.3. Proton transfer salt (HOEtH2Ppz)
2+

(Py-2,6-HDc)2
-
 (22) and it’s complexes (23-26) 

Proton transfer salt (HOEtH2Ppz)
2+

(Py-2,6-HDc)2
-
 (22) (HOEt H2Ppz = 1-(2-hydroxyethyl)piperazine-

1,4-dium) was obtained by the reaction of HOEtPpz and Py-2,6-H2Dc [97] (Figure 16).  

 

 

Figure 16. Synthesis of (HOEtH2Ppz)
2+

(Py-2,6-HDc)2
-
 (22). 

 
1
H NMR spectrum of proton transfer salt (22) displayed signals at 3.35, 3.60 and 3.95 ppm for 

H2HOEtPpz
2+

 and at 8.35 and 8.57 ppm for Py-2,6-HDc
– 
fragments. 

 

Complexes of proton transfer salt 22 (HOEtH2Ppz)[M(Py-2,6-Dc)2]·6H2O (M = Cu(II)  (23), Co(II) 

(24), Ni(II) (25) and Zn(II) (26)) consist of a HOEtH2Ppz
2+

 cation as a complementary ion, two Py-

2,6-Dc
2-

 anions as tridentate ligands and six uncoordinated water molecules (Figure 17) [97, 98].  
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Figure 17. Synthesis of complexes 23-26. 

 

In crystal structure of Cu(II) (23) complex (Figure A7), O1–Cu–O4 and O7–Cu–O6 trans angles are 

low value as 156.3(3)° and 155.6(3)°, respectively. Despite, the N1–Cu–N2 trans angle is 174.0(3)°, 

closer to 180°. The dihedral angle between the planes of the two Py-2,6-Dc
2-

 rings is 87.1°, indicating 

that the two Py-2,6-Dc
2-

 ligands are perpendicular to each other [97]. Cu–N and Cu–O bond lengths of 

are in agreement with similar Cu(II) compounds [99,100]
.
 The deviating from linearity bond angles 

around M(II) ions containing trans-donor atoms are 75.75(6)°-152.61(5)° for Co(II) (24), 77.73(5)°-

156.39(5)° for Ni(II) (25) and 74.75(5)°-152.63(4)° for Zn(II) (26). These values indicate that the 

ideal octahedral geometry is distorted due to the binding of Py-2,6-Dc
2-

 ions to M(II) ions as tridentate 

ligands (Figure A7). M–N and M–O bonds are within normal ranges for complexes 24-26 [98]. 

 

2.3.3.2. Mixed ligand complexes (27-36) of Py-2,6-H2Dc 

The mixed ligand complexes (27-36) of Py-2,6-H2Dc with various metals as p-, d- and f-blocks were 

synthesized. The analyses, space groups and crystal systems of mixed-ligand complexes (27-36) are 

given in Table 4. 

 

Table 4. The analyses, space groups and crystal systems of mixed-ligand complexes 27-36.  

Ref. 

No 

Analyses Complexes Space 

Group 

Crystal 

system 

101 X-ray [(H2Ppz)[Co(Py-2,6-Dc)2]·4H2O (27) 

 

P21/n Monoclinic 

103 X-ray, IR, NMR, UV-

Vis, TGA and elemental 

analysis 

(HPpzEa)[Bi2(Py-2,6-Dc)3(HPy-2,6-

Dc)(H2O)2]·5H2O (28) 

P21/c Monoclinic 

104 

 

 

104 

 

 

104 

ICP, IR, TGA, X-ray, 

PXRD and elemental 

analysis 

ICP, IR, TGA, X-ray, 

PXRD and elemental 

analysis 

ICP, IR, TGA, X-ray, 

PXRD and elemental 

analysis 

(H2Ppz)n[Ce2(Py-2,6-Dc)4(H2O)2]n (29) 

 

 

(H2Ppz)n[Pr2 (Py-2,6-Dc)4(H2O)2]n (30) 

 

 

(H2Ppz)n[Eu2 (Py-2,6-Dc)4(H2O)2]n (31) 

 

P1 

 

 

P1 

 

 

P1 

Triclinic 

 

 

Triclinic 

 

 

Triclinic 

105 ICP, IR, TGA, X-ray, (H2Ppz)n[Sm2(Py-2,6-Dc)4(H2O)2]n (32) P1 Triclinic 
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PXRD and elemental 

analysis 

109 IR, TGA, X-ray, and 

elemental analysis 

(H2Ppz)3[Tb2(Py-2,6-Dc)6]·15H2  (33) P3  

110 IR, TGA, X-ray, and 

elemental analysis 

 

(H2Ppz)[Ce2(Py-2,6-Dc)4(H2O)4]·H2O 

(34) 

P1 Triclinic 

111 

 

 

111 

 

 

ICPOES, IR, TGA, X-

ray,  PXRD and 

elemental analysis 

ICPOES, IR, TGA, X-

ray,  PXRD and 

elemental analysis 

(H2Ppz)n[La2(Py-2,6-Dc)4(H2O)2]n (35) 

 

 

(H2Ppz)n[Nd2(Py-2,6-Dc)4(H2O)2]n (36) 

P1 

 

 

P1 

 

Triclinic 

 

 

Triclinic 

 

 

2.3.3.2.1. Mixed-ligand complex [(H2Ppz)[Co(Py-2,6-Dc)2]·4H2O (27)  

After mixing the aqueous solution of Co(NO3)2.6H2O (2 mmol) and Py-2,6- H2Dc (4 mmol) at room 

temperature for 45 minutes, an aqueous solution of piperazine (Ppz) (4 mmol) was added to this 

solution and the mixture was stirred for 4 h at 100 °C.  The crystals of [(H2Ppz)[Co(Py-2,6-

Dc)2]·4H2O (27) were obtained by evaporation of the solution at room conditions [101]. In the Co(II) 

complex, the piperazindium cation was found to be in the chair conformation. The Co(II) ion, which 

has a distorted octahedral geometry, is coordinated to the two nitrogens and four oxygens of the two 

Py-2,6-Dc
2-

 rings (Figure 18).  

 

Figure 18. Molecular structure of [(H2Ppz)[Co(Py-2,6-Dc)2]·4H2O (27). 

 

2.3.3.2.2. Mixed-ligand complex (HPpzEa)[Bi2(Py-2,6-Dc)3(HPy-2,6-Dc)(H2O)2]·5H2O (28) 

Due to the large size of the Bi
3+

 ions, most Bi(III) compounds have a coordination number greater 

than six [102]. In dimeric complex (HPpzEa)[Bi2(Py-2,6-Dc)3(HPy-2,6-Dc)(H2O)2]·5H2O (28) (PpzEa 

= 2-piperazin-1-ylethanamine) Bi
3+

 has eight coordinated [103]  (Figure 19).  
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Figure 19. Structure of Bi(III) compound (28). 

 

The asymmetric unit of 28 which obtained by hydrothermal method has two different bismuth ions, 

both Bi
3+

 cations bind to five oxygens and two nitrogens of three different Py-2,6-Dc
 2-

 anions and one 

oxygen of an aqua ligand. 

 

2.3.3.2.3. Mixed-ligand complexes Ce(III) (29), Pr(III) (30) and Eu(III) (31) 

Hydrothermally obtained three metal-organic frameworks containing lanthanide metals Ce(III) (29), 

Pr(III) (30)  and Eu(III) (31),  formulated as (H2Ppz)n[Ln2(Py-2,6-Dc)4(H2O)2]n are isomorphous 

[104]. The structures of complexes occur [Ln2(Py-2,6-Dc)4(H2O)2]
2-

 anionic chains with {H2Ppz}
2+

 

moiety occupying the interchain areas. The chains occur binuclear [Ln2(Py-2,6-Dc)4(H2O)2]
2-

 

structural constituents connected by O,O'-bridges of carboxylate fragments. In binuclear complexes, 

each of the lanthanide ions binds to five oxygens of the carboxylate groups of four Py-2,6-Dc
2-

 rings, 

two nitrogens, and two oxygens of the water ligands, forming a nine-coordinate structure.  

 

2.3.3.2.4. Mixed-ligand complex (H2Ppz)n[Sm2(Py-2,6-Dc)4(H2O)2]n (32) 

The  asymmetric unit of the hidrothermally synthesized MOF complex (H2Ppz)n[Sm2(Py-2,6-

Dc)4(H2O)2]n (32) contains the Sm(III) ion bonded to N and O atoms of the two Py-2,6-Dc
2-

 and the a 

H2O ligand. It also contains half of the protonated piperazinium cation [105] (Figure 20a). The ladder 

structure in which pyridine-2,6-dicarboxylate is coordinated to the Sm(III) ion has been reported for 

the first time. The complementary piperazine cation is attached to the Sm(III) ladder by strong H-

bonds. Also, there is an H-bond between one of the oxygens (O3) of the carboxylate groups and the 

coordinated water molecule (Figure 20b). 
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(a) 
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(b) 

Figure 20. (a) Asymmetric unit of 32 (b) 3-D network of 32. 

 

The IR spectrum of the compound exhibits the bands at 3426 cm
-1 

for (N-H) vibrations of 

complementary ion H2Ppz
2+

 and at 3247 cm
-1

 for (O-H) vibrations of coordinate H2O [106]. Free 

ligand and the Sm(III) complex showed (C=O) stretching vibrations at 1688 cm
-1

 and 1622 cm
-1

, 

respectively. This shift indicates that the oxygen atom of the carbonyl group is coordinated to the 

Sm(III) ion. The bands observed at 764 cm
-1

 for the (Sm-O) vibration and at 433 cm
-1

 for the (Sm-

N) vibration indicate that the O- and N-atoms of the Py-2,6-Dc
2-

 ligand are coordinated to the Sm(III) 

ion [107, 108]. 

 

2.3.3.2.5. Mixed-ligand complex (H2Ppz)3[Tb2(Py-2,6-Dc)6]·15H2O (33) 

Hydrothermally synthesized Tb(III)
 
complex [109], (H2Ppz)3[Tb2(Py-2,6-Dc)6]·15H2O (33), has an 

interesting structure because it contains 1-D water chains consisting of (H2O)20 clusters. The complex 

is expanded into a 3-D supramolecular network structure via H-bonds by π–π stacking interactions. 

Besides the Tb(III) ion, the asymmetric unit of the complex consists of a Py-2,6-Dc
2−

 ion as ligand, 

one half of the H2Ppz
2+

 cation as a counter ion, and five lattice water molecules (Figure 21a). The 

Tb(III) center is coordinated with three N and six O atoms from the three Py-2,6-Dc
2−

 ligands and has 

a slightly distorted tricapped trigonal prismatic geometry (Figure 21b). 
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Figure 21. (a) Binding pattern of Tb1 in complex 33 (b) Distorted tricapped trigonal prism image of 

Tb1 in complex 33. 

 

2.3.3.2.6. Mixed-ligand complex (H2Ppz)[Ce2(Py-2,6-Dc)4(H2O)4]·H2O (34) 
The binuclear unit of (H2Ppz)[Ce2(Py-2,6-Dc)4(H2O)4]·H2O (34) consists of Ce(III) cations bridged 

with two dipic anions [110] (Figure 22). In complex, Ce
3+

 ion is nine coordinated. The H-bonds in the 

molecular structure of the complex connect the binuclear units, piperazine and water molecules in a 3-

D architecture. 

 

 

Figure 22. The asymmetric unit of (H2Ppz)[Ce2(Py-2,6-Dc)4(H2O)4]·(H2O) (34). 

 

2.3.3.2.7. Mixed-ligand complexes (H2Ppz)n[La2(Py-2,6-Dc)4(H2O)2]n (35) and (H2Ppz)n[Nd2(Py-

2,6-Dc)4(H2O)2]n (36) 

Two Ln-MOFs obtained by the hydrothermal method, (H2Ppz)n[La2(Py-2,6-Dc)4(H2O)2]n (35) and 

(H2Ppz)n[Nd2(Py-2,6-Dc)4(H2O)2]n (36) contains the Py-2,6-Dc
2-

 anion and water molecules as ligands 

and exists as a complementary ion [111]. The asymmetric unit of complexes contain one Ln(III) ion, 

two Py-2,6-Dc
2-

 fragments, an aqua ligand and half of the uncoordinated piperazine ring. Geometry of 

complexes is distorted mono-capped square antiprism with four oxygen atoms on one face (O(1), 

O(2), O(5) and O(7)) and four nitrogen atoms on the opposite face (N(2), O(3), O(5) and O(9)) 

(Figure 23). 
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Figure 23. (a) Mono-capped square antiprism coordination geometry of La(III) (35)  and (b) Nd(III) 

(36) ions. 

 

3. CONCLUSIONS 

 

In this short review, proton transfer salts and their complexes and mixed-ligand complexes obtained 

from pyridine-dicarboxylic acids and piperazines between 2009 and 2021 were investigated. Between 

these years, proton transfer salts and metal complexes obtained from the reaction of pyridine-2,4-, 3,4- 

and 3,5-dicarboxylic acids with piperazines were not encountered. In the examination, it was seen that 

Py-2,6-H2Dc was used the most, followed by Py-2,5-H2Dc. It was observed that piperazine was used 

mostly, as a base in the reactions, but its derivatives were used very little. Here in, metal ions of 

proton transfer salts and mixed ligand metal complexes include s-, p-, and mostly d- and f-block 

metals. It has been determined that H-bonding has an important contribution to the stabilization of the 

3-D networks formed in the molecular structures of the compounds studied. 
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APPENDICES 

 

 

 
Figure A1. Polymeric chains of Mn

2+
 complex (2) 
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Figure A2.  (a) The 1-D infinite chain of 5 along b-axis. (b) The 2-D H-bonded layer of 5 on bc plane 
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Figure A3. Molecular structure of [Ni(Py-2,5-Dc)2(HPpz)2]·H2O (6) 

 

 
Figure A4. 3-D structure of compound 8 
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Figure A5. The asymmetric unit of {(H2Ppz)[Mn(Py-2,5-Dc)2(H2O)]·2H2O}(9) 

 

 

 

 

 

 

 
(a)                                                                           (b) 
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(c)                                                                       (d) 

Figure A6. Molecular structure of complexes (a) for 23, (b) for 24, (c) for 25 and (d) for 26 
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