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ABSTRACT: In this study, the notion of pluriharmonic map was applied to conformal bi-slant Riemannian maps 
from a Kaehler manifold to a Riemannian manifold to examine its geometric properties. Such relations between 
pluriharmonic map, horizontally homothetic map, and totally geodesic map were obtained. 

Keywords: Riemannian map, Conformal Riemannian map, Conformal bi-slant Riemannian map, Pluriharmonic 
map. 

1. INTRODUCTION

The notion of submersion was introduced by O’Neill [1] and Gray [2]. Submersion theory 
between almost Hermitian manifolds was studied by Watson [3]. Then, Fischer studied the 
theory of submersion in various types and generalized it to Riemannian maps [4]. Riemannian 
maps between Riemannian manifolds generalize isometric immersions and Riemannian 
submersions. Let Φ: �M�, g�� → �M
, g
� be a smooth map between Riemannian manifolds
such that 0 � ���Φ � ��� ��������, �����
��. Then, the tangent bundle of ��� of ��
has the following decomposition: 

��� � ��Φ∗ ⊕ ���Φ∗��.

Since ���Φ � ��� ��������, �����
��, we have �����Φ∗��. Hence, the tangent bundle
of ��
 of �
 has the following decomposition:

 ��
 � ����Φ∗ ⊕ �����Φ∗��.

A smooth map Φ: �M�
�, g�� → �M


�, g
� is called Riemannian map at  � ∈ �� if the horizontal

restriction Φ∗"#
$ : %��Φ∗"#&

�
⟶ �����Φ∗� is a linear isometry. Therefore, the Riemannian

map satisfies the equation 

���(, )� � �
%Φ∗�(�, Φ∗�)�&

for (, ) ∈ Γ����Φ∗���. Hence, isometric immersions and Riemannian submersions are

particular Riemannian maps, respectively, with kerΦ∗ � �0� and �rangeΦ∗�� � �0� [4].

Moreover, Şahin and Yanan examined conformal Riemannian maps [5-8], see also [9]. We say 
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that Φ: �M0, g1� ⟶ �N3, g4� is a conformal Riemannian map at  ∈ � if 0 < ���Φ∗" ≤
���{�, �} and Φ∗ maps the horizontal space 6ker%Φ∗7&�8 conformally onto ����%Φ∗"&, 

i.e., there exists a number λ
�p� ≠ 0 such that  

�< 6Φ∗"�(�, Φ∗"�)�8 = λ
� ��=�(, )� 

for (, ) ∈ Γ����Φ∗���. Also, Φ is called conformal Riemannian if Φ is conformal 

Riemannian at each  ∈ �. Here, λ is the dilation of Φ at a point  ∈ � and it is a continuous 

function as λ: � → >0, ∞� [10]. One can see more research on curvature relations for conformal 

bi-slant submersions and the relation between submersion theory and bi-slant structure, which 
is studied by Aykurt Sepet [11,12]. 

An even-dimensional Riemannian manifold ��, �=, @� is called an almost Hermitian manifold 

if there exists a tensor field @ of type �1,1� on � such that @
 = −C where C denotes the identity 

transformation of �� and 

�=�(, )� = �=�@(, @)�, ∀(, ) ∈ Γ����. 

Let ��, �=, @� be an almost Hermitian manifold and its Levi-Civita connection ∇ concerning 

�=. If @ is parallel concerning ∇, i.e. 

 �∇F@�) = 0, 

we say � is a Kaehler manifold [13].  

Let Φ: ��, �=, @� ⟶ �G, �<� be a map from a complex manifold ��, �=, @� to a Riemannian 

manifold �G, �<�. Then  Φ is called a pluriharmonic map if Φ satisfies the following equation: 

�∇Φ∗��(, )� + �∇Φ∗��@(, @)� = 0 

for (, ) ∈ Γ���� [14]. 

Here, we recall some basic definitions of conformal Riemannian maps from a Kaehler manifold 
to a Riemannian manifold.   

Let Φ: ��, �=, @� ⟶ �G, �<� be a conformal Riemannian map between a Kaehler manifold 
��, �=, @� and a Riemannian manifold �G, �<�.  

1. If the map Φ satisfies the following condition: 

@���Φ∗� ⊂ ���Φ∗��, 

            Then Φ is called a conformal anti-invariant Riemannian map [6].  

2. If the following conditions are satisfying: 

i. There exists a subbundle of ��Φ∗ such that @�J�� = J�, 

ii. There exists a complementary subbundle J
 to J� in ��Φ∗ such that @�J
� ⊂
���Φ∗��, 

            We say that  Φ is a conformal semi-invariant Riemannian map [7].  
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3. If for any non-zero vector ( ∈ Γ���Φ∗� at a point  ∈ �; the angle θ�(� between the 

space ��Φ∗ and @( is a constant, i.e. it is independent of the choice of the tangent 

vector ( ∈ Γ���Φ∗� and the choice of the point  ∈ �, we say that Φ is a conformal 

slant Riemannian map. In this case, the angle θ is called the slant angle of the conformal 

slant Riemannian map [8]. 

4. If the vertical distribution ��Φ∗ of Φ admits two orthogonal complementary 

distributions JL and J� such that JL is slant and J� is anti-invariant, i.e., we have 

��Φ∗ = JL ⊕ J�.                                                                                                                 

            Hence, Φ is called a conformal hemi-slant Riemannian map and the angel θ is called   

            hemi-slant angle of the conformal Riemannian map [15]. 

5. At last,  Φ is called a conformal semi-slant Riemannian map if there is a distribution 

J� ⊂ ��Φ∗ such that 

��Φ∗ = J� ⊕ J
, @�J�� = J� 

            and the angle θ = θ�(� between @( and the space �J
�" is constant for nonzero ( ∈
              �J
�" and   ∈ �, where J
 is the orthogonal complement distribution of J� in         

              ��Φ∗. The angel θ is called semi-slant angle of the map [16]. 

Therefore, we define conformal bi-slant Riemannian maps from a Kaehler manifold to a 

Riemannian manifold. Some geometric properties of conformal bi-slant Riemannian maps are 
examined via pluriharmonic map. 

2. MATERIAL AND METHODS 

 

This section gives several definitions and results for the study for conformal bi-slant 

Riemannian maps. Let Φ: ��, �=� ⟶ �G, �<� be a smooth map between Riemannian 

manifolds. The second fundamental form of Φ is defined by 

�∇Φ∗��(, )� = ∇F
MΦ∗�)� − Φ∗�∇F)� 

for (, ) ∈ Γ����. The second fundamental form �∇Φ∗� is symmetric. Note that Φ is said to be 

totally geodesic map if �∇N∗��(, )� = 0 for all (, ) ∈ Γ���� [17]. Here, we define O'Neill's 

tensor fields O and P as 

PQ) = ℎ∇$FS) + S∇$Fℎ), 
OQ) = ℎ∇TFS) + S∇TFℎ) 

for (, ) ∈ Γ���� with the Levi-Civita connection ∇ of �=. Here, we denote by S and ℎ the 

projections on the vertical distribution ��Φ∗ and the horizontal distribution ���Φ∗��, 

respectively. For any ( ∈ Γ����, OQ  and PQ  are skew-symmetric operators on �Γ����, �� 

reversing the horizontal and the vertical distributions. Also, O is vertical,  OQ = OUQ and P is 

horizontal, PQ = PVQ . Note that the tensor field O is symmetric on the vertical distribution 

[1]. In addition, by definitions of O’Neill’s tensor fields, we have 

∇WX = OYX + S∇ZX, 
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∇W( = ℎ∇W( + OY(, 

∇FX = PQX + S∇FX, 

∇F) = ℎ∇F) + PQ) 

for (, ) ∈ Γ����Φ∗��� and [, X ∈ Γ���Φ∗� [18].    

If a vector field ( on � is related to a vector field (\ on G, we say ( is a projectable vector 

field. If ( is both a horizontal and a projectable vector field, we say ( is a basic vector field on 

� [19]. When we mention a horizontal vector field throughout this study, we always consider 

a basic vector field. On the other hand, let Φ: ���, �=� ⟶ �G], �<� be a conformal 

Riemannian map between Riemannian manifolds. Then, we have 

�∇Φ∗��(, )� ∣_`]abM∗= (�ln λ�Φ∗�)� + )�ln λ�Φ∗�(� − �=�(, )�Φ∗%����ln λ�& 

where (, ) ∈ Γ����Φ∗��� [10]. Hence, we obtain ∇F
MΦ∗�)� as  

∇F
MΦ∗�)� = Φ∗�ℎ∇F)� + (�ln λ�Φ∗�)� + )�ln λ�Φ∗�(� − �=�(, )�Φ∗%����ln λ�&

+ �∇Φ∗���(, )� 

where �∇Φ∗���(, )� is the component of �∇Φ∗��(, )� on �����Φ∗�� for (, ) ∈
Γ����Φ∗��� [6].  

 
3. RESULTS AND DISCUSSION 

 

In this section, we define conformal bi-slant Riemannian maps, give their decomposition and 
study some theorems for conformal bi-slant Riemannian maps by applying the notion of 
pluriharmonic map on certain distributions. Therefore, we want to obtain relations among 
geometric structures. 
 
Definition 3.1. Let ��, �=, @� be a Kaehler manifold and �G, �<� be a Riemannian manifold. 

Then, a conformal Riemannian map Φ: ��, �=, @� ⟶ �G, �<� is called a conformal bi-slant 

Riemannian map if and only if  J� and J
 are slant distributions with their slant angles θ� and 

θ
, respectively, such that 

��Φ∗ = J� ⊕ J
. 

Here, if the slant angles satisfy that θ�, θ
 ≠ 0, d

, Φ is called a proper conformal bi-slant 

Riemannian map [20]. 

We explain decompositions of distributions for the conformal bi-slant Riemannian map Φ. 

Suppose that Φ is a conformal bi-slant Riemannian map from a Kaehler manifold ��, �=, @� to 

a Riemannian manifold �G, �<�. For any [ ∈ Γ���Φ∗�, we have 

[ = e[ + f[, 

where e[ ∈ Γ�J�� and f[ ∈ Γ�J
�. On the other hand, we have 

@[ = ψ[ +  ϕ[, 
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for [ ∈ Γ���Φ∗� where ψ[ ∈ Γ���Φ∗� and ϕ[ ∈ Γ����Φ∗���. Also, for any ( ∈
Γ����Φ∗���, we write 

@( = i( + j(, 

where  i( ∈ Γ���Φ∗� and j( ∈ Γ����Φ∗���. Therefore, the horizontal distribution 
���Φ∗�� can be decomposed as 

���Φ∗�� = ϕJ� ⊕ ϕJ
 ⊕  μ, 

where μ is the orthogonal complementary distribution of ϕJ� ⊕ ϕJ
 in ���Φ∗�� [20]. 

We have the following theorem same as conformal bi-slant submersions. 

Theorem 3.2. Let Φ be a conformal bi-slant Riemannian map from an almost Hermitian 

manifold ��, �=, @� to a Riemannian manifold �G, �<� with slant angles θ� and θ
. Then, we 

have 

ψ
[l = −�mno
 θl�[l 

for [l ∈ Γ�Jl�, � = 1,2 [12]. 

Recall that, Φ is said to be a horizontally homothetic map if ℎ%����q� λ�& = 0. It means that 

horizontal part of the gradient vector field of the dilation λ is equal to zero [19]. On the other 

hand, Φ is said to be totally geodesic map if �∇Φ∗��r, N� = 0 for r, N ∈ Γ���� [5]. 

Firstly, we derive new notions by using pluriharmonic map, see [7,8]. Hence, let 

Φ: ��, �=, @� ⟶ �G, �<� be a map from a complex manifold ��, �=, @� to a Riemannian 

manifold �G, �<�. Then  Φ is called a J�- pluriharmonic map if Φ satisfies the following 

equation: 

�∇Φ∗��[�, X�� + �∇Φ∗��@[�, @X�� = 0 

for [�, X� ∈ Γ�J��.  

Theorem 3.3. Let Φ: ��, �=, @� ⟶ �G, �<� be a conformal bi-slant Riemannian map between 

a Kaehler manifold ��, �=, @� and a Riemannian manifold �G, �<�. If Φ is a J�- pluriharmonic 

map, then the following two assertions imply the third assertion, 

i.  J� defines a totally geodesic foliation on �, 

ii. The map Φ is a horizontally homothetic map and �∇Φ∗���ϕ[�, ϕX�� = 0, 
iii. ℎ∇Y#ϕψX� + ϕOY#ϕX� + jℎ∇W#ϕX� = OsY#ψX� + PtY#ψX� + Ptu#ψ[� 

for [�, X� ∈ Γ�J��. 

Proof. Firstly, we know that Φ is a J�- pluriharmonic map, then we have 

                                          �∇Φ∗��[�, X�� + �∇Φ∗��@[�, @X�� = 0                                                         (1) 

for [�, X� ∈ Γ�J��. Since � is a Kaehler manifold by using the notion of second fundamental 

form of a map and its restriction to the horizontal distribution, we get 
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                            0 = �∇Φ∗��[�, X�� + �∇Φ∗��@[�, @X��                                                          (2) 

0 = −Φ∗%∇W#X�& − Φ∗%∇sW#ψX� + ∇tW#ψX� + ∇tv#ψ[�& 

                                    +�∇Φ∗���ϕ[�, ϕX�� + ϕ[��q� λ�Φ∗�ϕX�� 

                                    +ϕX��q� λ�Φ∗�ϕ[�� − �=�ϕ[�, ϕX��Φ∗%����q� λ�&                          (3) 

for [�, X� ∈ Γ�J��. Then, from O’Neill’s tensor fields by using Eq. (3), we get 

0 = Φ∗%@∇W#ψX� + ∇W#ϕψX�& − Φ∗%OsW#ψX� + PtW#ψX� + Ptv#ψ[�& 

                       +�∇Φ∗���ϕ[�, ϕX�� + ϕ[��q� λ�Φ∗�ϕX�� 

                       +ϕX��q� λ�Φ∗�ϕ[�� − �=�ϕ[�, ϕX��Φ∗%����q� λ�&                                    (4) 

               0 = Φ∗%∇W#ψ
X� + ∇W#ϕψX�& + Φ∗%@OW#ϕX� + @ℎ∇W#ϕX�&  

                       −Φ∗%OsW#ψX� + PtW#ψX� + Ptv#ψ[�& 

                       +�∇Φ∗���ϕ[�, ϕX�� + ϕ[��q� λ�Φ∗�ϕX�� 

                       +ϕX��q� λ�Φ∗�ϕ[�� − �=�ϕ[�, ϕX��Φ∗%����q� λ�&.                                         (5) 

From Theorem 3.2. in Eq. (5), we obtain 

     
mno
 θ� Φ∗%∇W#X�& = Φ∗%ℎ∇W#ϕψX�&+Φ∗%ϕOW#ϕX� + jℎ∇W#ϕX�&  

                                                    −Φ∗%OsW#ψX� + PtW#ψX� + Ptv#ψ[�& 

                                                   +�∇Φ∗���ϕ[�, ϕX�� + ϕ[��q� λ�Φ∗�ϕX�� 

                                                   +ϕX��q� λ�Φ∗�ϕ[�� − �=�ϕ[�, ϕX��Φ∗%����q� λ�&.       (6) 

Now, consider that i. and ii. are satisfied in Eq. (6). Since  J� defines a totally geodesic foliation 

on � and Φ is a horizontally homothetic map, we have Φ∗%∇W#X�& = 0 , �∇Φ∗���ϕ[�, ϕX�� =
0 and ϕ[��q� λ�Φ∗�ϕX�� + ϕX��q� λ�Φ∗�ϕ[�� − �=�ϕ[�, ϕX��Φ∗%����q� λ�& = 0 for 

[�, X� ∈ Γ�J��, respectively. Hence, one can clearly see the proof of iii. from Eq. (6). If ii. and 

iii. are satisfied in Eq. (6), we get 

                                               mno
 θ� Φ∗%∇W#X�& = 0.                                                               (7) 

So, easily we say that J� defines a totally geodesic foliation on � for [�, X� ∈ Γ�J��. The proof 

of i. is completed. Suppose that i. and iii. are satisfied in Eq. (6), we obtain 

0 = �∇Φ∗���ϕ[�, ϕX�� + ϕ[��q� λ�Φ∗�ϕX�� + ϕX��q� λ�Φ∗�ϕ[�� 

                               −�=�ϕ[�, ϕX��Φ∗%����q� λ�&.                                                                (8) 

In Eq. (8), if we separate components as to which one belongs to ����Φ∗ or its orthogonal 

complement distribution �����Φ∗��, we obtain 0 = �∇Φ∗���ϕ[�, ϕX��. Hence, we get 
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    0 = ϕ[��q� λ�Φ∗�ϕX�� + ϕX��q� λ�Φ∗�ϕ[�� − �=�ϕ[�, ϕX��Φ∗%����q� λ�&.                (9) 

For ϕ[� ∈ Γ�ϕJ��, since Φ is a conformal map, we get from Eq. (9), 

0 = ϕ[��q� λ��<%Φ∗�ϕX��, Φ∗�ϕ[��& 

                                                  +ϕX��q� λ��<%Φ∗�ϕ[��, Φ∗�ϕ[��& 

                                                −�=�ϕ[�, ϕX���< 6Φ∗%����q� λ�&, Φ∗�ϕ[��8                      (10)                                              

0 = λ
ϕ[��q� λ��=�ϕX�, ϕ[�� 

                                                       +λ
ϕX��q� λ��=�ϕ[�, ϕ[�� 

                                                       −λ
 �=�ϕ[�, ϕX��ϕ[��q� λ�                                                  (11) 

                                                 0 = λ
ϕX��q� λ��=�ϕ[�, ϕ[��.                                              (12) 

In Eq. (12), we have ϕX��q� λ� = 0. This means, the dilation λ is a constant on ϕJ�. On the 

other hand, if we take [� = X�, ϕ[
 ∈ Γ�ϕJ
� and [x ∈ Γ�μ� from Eq. (9), we get 

                                                 0 = −λ
ϕ[
�q� λ��=�ϕ[�, ϕ[��,                                          (13) 

                                                 0 = −λ
[x�q� λ��=�ϕ[�, ϕ[��,                                             (14) 

respectively. From Eq. (13) and Eq. (14), we get ϕ[
�q� λ� = 0 and [x�q� λ� = 0, respectively. 

Hence, the dilation λ is a constant on ϕJ
 and μ. Therefore, the map Φ is a horizontally 

homothetic map. iii. is satisfied. The proof is completed.  

Similarly, we have the following notion and theorem. 

Let Φ: ��, �=, @� ⟶ �G, �<� be a map from a complex manifold ��, �=, @� to a Riemannian 

manifold �G, �<�. Then  Φ is called a J
- pluriharmonic map if Φ satisfies the following 

equation: 

�∇Φ∗��[
, X
� + �∇Φ∗��@[
, @X
� = 0 

for [
, X
 ∈ Γ�J
�.  

Theorem 3.4. Let Φ: ��, �=, @� ⟶ �G, �<� be a conformal bi-slant Riemannian map between 

a Kaehler manifold ��, �=, @� and a Riemannian manifold �G, �<�. If Φ is a J
- pluriharmonic 

map, then the following two assertions imply the third assertion, 

i.  J
 defines a totally geodesic foliation on �, 

ii. The map Φ is a horizontally homothetic map and �∇Φ∗���ϕ[
, ϕX
� = 0, 
iii. ℎ∇YyϕψX
 + ϕOYyϕX
 + jℎ∇WyϕX
 = OsYyψX
 + PtYyψX
 + Ptuyψ[
 

for [
, X
 ∈ Γ�J
�. 

Proof. The proof of the Theorem 3.4. can get similarly with Theorem 3.3. 
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Let Φ: ��, �=, @� ⟶ �G, �<� be a map from a complex manifold ��, �=, @� to a Riemannian 

manifold �G, �<�. Then  Φ is called a ���Φ∗��- pluriharmonic map if Φ satisfies the following 

equation: 

�∇Φ∗��(, )� + �∇Φ∗��@(, @)� = 0 

for (, ) ∈ Γ����Φ∗���.  

Theorem 3.5. Let Φ: ��, �=, @� ⟶ �G, �<� be a conformal bi-slant Riemannian map between 

a Kaehler manifold ��, �=, @� and a Riemannian manifold �G, �<�. If Φ is a ���Φ∗��- 

pluriharmonic map, then one of the following assertions implies the other assertion, 

i. OℬQi) + P{Qi) + P{|i( = 0, 

ii. The map Φ is a horizontally homothetic map and �∇Φ∗���(, )� +
�∇Φ∗���j(, j)� = 0, 

for (, ) ∈ Γ����Φ∗���. 

Proof. If Φ is a ���Φ∗��- pluriharmonic map, we have 

                                           �∇Φ∗��(, )� + �∇Φ∗��@(, @)� = 0                                               (15) 

for (, ) ∈ Γ����Φ∗���. Then, by using definition of second fundamental form of a map and 

its decomposition onto ����Φ∗ and �����Φ∗�� in Eq. (15), we obtain 

0 = �∇Φ∗���(, )� + �∇Φ∗���j(, j)� − Φ∗�OℬQi) + P{Qi) + P{|i(� 

                  +(�q� λ�Φ∗�)� + )�q� λ�Φ∗�(� − �=�(, )�Φ∗%����q� λ�&  

                  +j(�q� λ�Φ∗�j)� + j)�q� λ�Φ∗�j(� − �=�j(, j)�Φ∗%����q� λ�&                (16) 

for (, ) ∈ Γ����Φ∗���. If i. is satisfied in Eq. (16), we have OℬQi) + P{Qi) + P{|i( =
0. So, we get from Eq. (16), 

0 = �∇Φ∗���(, )� + �∇Φ∗���j(, j)� 

                                                +(�q� λ�Φ∗�)� + )�q� λ�Φ∗�(�  

                                                −�=�(, )�Φ∗%����q� λ�&  

                                                +j(�q� λ�Φ∗�j)� + j)�q� λ�Φ∗�j(� 

                                                −�=�j(, j)�Φ∗%����q� λ�&.                                               (17) 

In Eq. (17), we know that 0 = �∇Φ∗���(, )� + �∇Φ∗���j(, j)� since they belong to 

�����Φ∗��. On the other hand, from elements of ����Φ∗ we examine horizontally 

homotheticness of the map. Hence, from Eq. (17) by using conformality of the map we have 

0 = 2(�q� λ��<%Φ∗�)�, Φ∗�(�& + 2)�q� λ��<%Φ∗�(�, Φ∗�(�& 

                            −2�=�(, )��< 6Φ∗%����q� λ�&, Φ∗�(�8                                                (18) 
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                                                     0 = 2λ
)�q� λ��=�(, (�                                                     (19) 

for ( = j( and ) = j). Here, since λ
 ≠ 0 and �=�(, (� ≠ 0, we get )�q� λ� = 0. It means 

that λ is a constant on horizontal distribution ���Φ∗��. Hence, the map Φ is a horizontally 

homothetic map. ii. is satisfied. If ii. is satisfied in Eq. (16), we have 

               0 = (�q� λ�Φ∗�)� + )�q� λ�Φ∗�(� − �=�(, )�Φ∗%����q� λ�&  

                   +j(�q� λ�Φ∗�j)� + j)�q� λ�Φ∗�j(� − �=�j(, j)�Φ∗%����q� λ�& 

and 

0 = �∇Φ∗���(, )� + �∇Φ∗���j(, j)�. 
So, from Eq. (16), we obtain 

                                            0 = −Φ∗�OℬQi) + P{Qi) + P{|i(�.                                     (20) 

Hence, Eq. (20) shows us that i. is satisfied. The proof is completed. 

Let Φ: ��, �=, @� ⟶ �G, �<� be a map from a complex manifold ��, �=, @� to a Riemannian 

manifold �G, �<�. Then  Φ is called a ��Φ∗ - pluriharmonic map if Φ satisfies the following 

equation: 

                                                  �∇Φ∗��[, X)+�∇Φ∗��@[, @X� = 0 

for [, X ∈ Γ���Φ∗�.  

Theorem 3.6. Let Φ: ��, �=, @� ⟶ �G, �<� be a conformal bi-slant Riemannian map between 

a Kaehler manifold ��, �=, @� and a Riemannian manifold �G, �<�. If Φ is a ��Φ∗- 

pluriharmonic map, then the following two assertions imply the third assertion, 

i. ��Φ∗ defines a totally geodesic foliation on �, 
ii. P}u~e[ + P}Y~X + O�Y~X + ℎ∇��W�X = �OY�X + jℎ∇W�X + ℎ∇W�~X, 

iii. The map Φ is a horizontally homothetic map and �∇Φ∗����[, �X� = 0 

for [, X ∈ Γ���Φ∗�.  

Proof. If Φ is a ��Φ∗- pluriharmonic map, we have 

                                                  �∇Φ∗��[, X)+�∇Φ∗��@[, @X� = 0                                          (21) 

for [, X ∈ Γ���Φ∗�. By using decomposition theorems for conformal bi-slant Riemannian 

maps in Eq. (21), we get 

0 = �∇Φ∗��[, X� + �∇Φ∗��@�e[ + f[�, ϕX + ψX� 

                                  0 = �∇Φ∗��ψe[, ψX� + �∇Φ∗��ϕX, ψe[� 

                                        +�∇Φ∗��ϕ[, ψX� + �∇Φ∗��ψf[, ϕX + ψX� 

                                        +�∇Φ∗��ϕ[, ϕX� + �∇Φ∗��[, X�.                                                                 (22) 

Then, from definition of the second fundamental form of a map in Eq. (22), we get 
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0 = −Φ∗%OsYψX + Ptuψe[ + PtYψX + ℎ∇s�WϕX& 

                                      +�∇Φ∗���ϕ[, ϕX� + �∇Φ∗���ϕ[, ϕX� 

                                      +Φ∗%@�OYϕX + ℎ∇WϕX�& + Φ∗�∇W@ψX�.                                             (23) 

Now, by using Theorem 3.2. and horizontal restriction of the second fundamental form of a 
map in Eq. (23), we obtain 

                              0 = −Φ∗%OsYψX + Ptuψe[ + PtYψX + ℎ∇s�WϕX&  

                                      +�∇Φ∗���ϕ[, ϕX� + ϕ[�q� λ�Φ∗�ϕX� 

                                      +ϕX�q� λ�Φ∗�ϕ[� − �=�ϕ[, ϕX�Φ∗%����q� λ�& 

                                      +Φ∗��OY�X + jℎ∇W�X� + Φ∗�−mno
 θ ∇WX + ℎ∇W�~X�         

      mno
 θ Φ∗�∇WX� = −Φ∗%OsYψX + Ptuψe[ + PtYψX + ℎ∇s�WϕX& 

                                      +�∇Φ∗���ϕ[, ϕX� + ϕ[�q� λ�Φ∗�ϕX� 

                                      +ϕX�q� λ�Φ∗�ϕ[� − �=�ϕ[, ϕX�Φ∗%����q� λ�& 

                                      +Φ∗��OY�X + jℎ∇W�X + ℎ∇W�~X�.                                                  (24) 

In Eq. (24), if i. and ii. are satisfied we have ∇WX = 0 and P}u~e[ + P}Y~X + O�Y~X +
ℎ∇��W�X = �OY�X + jℎ∇W�X + ℎ∇W�~X, respectively. So, we get 

                                 0 = �∇Φ∗���ϕ[, ϕX� + ϕ[�q� λ�Φ∗�ϕX� 

                                       +ϕX�q� λ�Φ∗�ϕ[� − �=�ϕ[, ϕX�Φ∗%����q� λ�&.                      (25) 

Similarly, we obtain �∇Φ∗���ϕ[, ϕX� = 0, clearly. Hence, Eq. (25) turns into 

             0 = ϕ[�q� λ�Φ∗�ϕX� + ϕX�q� λ�Φ∗�ϕ[� − �=�ϕ[, ϕX�Φ∗%����q� λ�&.           (26) 

For ϕX ∈ Γ����Φ∗���, from the conformality of the map we get 

0 = ϕ[�q� λ��<%Φ∗�ϕX�, Φ∗�ϕX�& + ΦX�q� λ��<%Φ∗�ϕ[�, Φ∗�ϕX�& 

                         −�=�ϕ[, ϕX��< 6Φ∗%����q� λ�&, Φ∗�ϕX�8 

                  0 = λ
ϕ[�q� λ��=�ϕX, ϕX�.                                                                                 (27) 

In Eq. (27), since λ
 ≠ 0 and �=�ϕX, ϕX� ≠ 0, we get ϕ[�q� λ� = 0. It means that λ is a 

constant on ���Φ∗��. Hence, the map Φ is a horizontally homothetic map. iii. is proved. The 

other cases of the proof could be seen clearly. The proof is completed. 

Let Φ: ��, �=, @� ⟶ �G, �<� be a map from a complex manifold ��, �=, @� to a Riemannian 

manifold �G, �<�. Then  Φ is called a ����� - pluriharmonic map if Φ satisfies the following 

equation: 

                                                  �∇Φ∗��(, [)+�∇Φ∗��@(, @[� = 0 
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for ( ∈ Γ����Φ∗��� ���  [ ∈ Γ���Φ∗�. 

Theorem 3.7. Let Φ: ��, �=, @� ⟶ �G, �<� be a conformal bi-slant Riemannian map between 

a Kaehler manifold ��, �=, @� and a Riemannian manifold �G, �<�. If Φ is a ����� - 

pluriharmonic map, then one of the following assertions imply the other assertion, 

i. PF[ = −OℬQ~[ − P{Q~[ − P}Yi(, 

ii. The map Φ is a horizontally homothetic map and �∇Φ∗���j(, �[� = 0 

for ( ∈ Γ����Φ∗��� ���  [ ∈ Γ���Φ∗�. 

Proof. If Φ is a ����� - pluriharmonic map, by direct calculations we obtain 

                               0 = �∇Φ∗��(, [)+�∇Φ∗��@(, @[� 

0 = −Φ∗�PQ[� − Φ∗%OℬQψ[ + P{Qψ[ + PtYi(& 

                                       +�∇Φ∗���j(, ϕ[� + j(�q� λ�Φ∗�ϕ[� + ϕ[�q� λ�Φ∗�j(� 

                                       −�=�j(, ϕ[�Φ∗%����q� λ�&                                                        (28) 

for ( ∈ Γ����Φ∗��� ���  [ ∈ Γ���Φ∗�. In Eq. (28), if i. is satisfied we get  

0 = �∇Φ∗���j(, ϕ[� + j(�q� λ�Φ∗�ϕ[� + ϕ[�q� λ�Φ∗�j(� 

                                 −�=�j(, ϕ[�Φ∗%����q� λ�&.                                                                 (29) 

In Eq. (29), we get easily �∇Φ∗���j(, ϕ[� = 0. Hence, from Eq. (29) we get  

            0 = j(�q� λ�Φ∗�ϕ[� + ϕ[�q� λ�Φ∗�j(� − �=�j(, ϕ[�Φ∗%����q� λ�&.             (30) 

For j(, ϕ[ ∈ Γ����Φ∗���, from Eq. (30) we obtain  

                                                    0 = λ
ϕ[�q� λ��=�j(, j(�                                                            (31) 

and 

                                                    0 = λ
j(�q� λ��=�ϕ[, ϕ[�,                                             (32) 

respectively. From Eq. (31) and Eq. (32), we say λ is a constant on horizontal distribution. 

Hence, the map Φ is a horizontally homothetic map. ii. is proved. The converse of this situation 

is clear. The proof is completed. 

 

4. CONCLUSIONS 

 
Throughout this study, we obtained geometric relations by using derivations of the notion of 
pluriharmonic map as J�, J
, ���Φ∗��, ��Φ∗ and mixed - pluriharmonic map onto conformal 
bi-slant Riemannian maps.  
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ABSTRACT: In this study, a method based on Stockwell transform (ST), ReliefF feature selection method and 
Multilayer Perceptron Algorithm (MPA) algorithm was developed for classification of Power Quality (PQ) 
disturbance signals. First of all, ST was applied to different PQ signals to obtain classification features in the 
method. Then, total of 30 different classification features were obtained by taking different entropy values of the 
matrix obtained after ST and different entropy values of the PQ signals. The use of all of the classification features 
obtained causes the method to be complicated and the training/testing times to be prolonged. Therefore, so as to 
determine the effective ones among the classification features and to ensure high classification success with less 
classification features, ReliefF feature selection method was used in this study. PQ disturbances were classified by 
using 8 different classification features determined by ReliefF feature selection method and MPA. The simulation 
results show that the method provides a high classification success in a shorter training/testing time.  At the same 
time, simulation results have shown that the method was successful on testing data with noise levels of 35 dB and 
above after only one training.  

 
Keywords: Classification, Multilayer perceptron algorithm, Power quality, Relief feature selection, S-transform. 
 
 
 

1. INTRODUCTION 

In some cases, different faults can occur in power systems due to technical or environmental 
factors. It is necessary that these signals must be continuously monitored and classified in order 
to respond more effectively and faster to faults that may occur in power systems. When the 
methods used in these studies were examined, it is seen that firstly, classification features were 
obtained with a certain signal processing method, and then Power Quality (PQ) disturbances 
were classified using these classification features and a classification algorithm [1-4]. Many 
different signal processing tools such as Discrete Wavelet transform [5-8], Wavelet packet 
transform [9,10], Gabor–Wigner transform [11], Hilbert–Huang transform [12], Variational 
Mode decomposition [13] and Stockwell transform (ST) [14-19] were used to analyze PQ 
disturbances. After obtaining the classification features, different classification algorithms such 
as neural networks [5,14,15], probabilistic neural network [12,19], modular neural network 
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[16], support vector machines [6,10], fuzzy logic [7], fuzzy expert system [17], fuzzy k-nearest 
neighbor [9] and decision tree [13] were used to classify PQ disturbances. 
 
In addition to these, in some studies, different feature selection methods were also used for 
classification. The main purpose of feature selection methods is to determine the effective ones 
among the classification features. In this way, it is aimed to get high classification success with 
fewer features. Artificial bee colony feature selection method [8], genetic algorithm [9], particle 
swarm optimization [17] and statistical approach [19] were used as a feature selection method. 
Detailed analyzes of the methods used in the analysis of PQ signals can be found in [1-4]. 
 
ST signal processing method was used in many studies in view of the fact that it can examine 
PQ signals in both the time and frequency domains [14-19].  Also, different neural network 
structures were used in many different studies because of their being effective for classification 
[5,12,14-16]. Therefore, ST was used as signal processing method, while Multilayer Perceptron 
Algorithm (MPA) was used as classification algorithm in this study. At the same time, ReliefF 
feature selection method was used to determine effective classification features in this study. 
 
In the literature, Relief feature selection method with DWT/ Hyperbolic S-transform [20] and 
ReliefF feature selection method with Fourier transform were used [21]. Differently, in this 
study, ReliefF feature selection method with ST-MPA were used. 
 
The simulation results showed that the proposed method was successful. At the same time, 
simulation results show that the proposed method can classify PQ disturbances at different noise 
levels with high accuracy after only one training. 
 
2. STOCWELL TRANSFORM (ST) 

 
ST is an effective signal processing tool that enables the analysis of signals in the time-
frequency domain. 

For a continuous-time signal, its ST is given as in Eq.(1) [22]. 

 

���, �� = � ℎ�
��
��

|�|
√�� ��  ��������

� ��������
                                                                              (1)                         

The discrete Fourier transform of continuous time h(t) is given by Eq.(2). 

 

� � �
 !" = #

 ∑ ℎ�%
�. �'���( �#
()#                                                                                                 (2) 

In this Eq.(2), n takes n= 0, 1, …  N-1 values. By replace n/NT for f and lT for τ in Eq. (1), the 
generalized S-transform is obtained as in Eq. (3).  In Eq. (3), the Gaussian function is 
represented as in Eq.(4), with l, m and n = 0, 1, …, N-1 [22]. 

 

� �*+, �
 !" = ∑ , �#

-). �-/�
 ! " 0�1, 2��'��-3/                                                                           (3)                                                                    

 

0�1, 2� = �����-�5�/��
                                                                                                          (4)                                                 
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Two-dimensional TF Time-Frequency contour is obtained with the S-transform of the signal in 
Eq.(3). The output of S-transform is an N×M matrix called S-matrix whose rows pertain to 
frequency and columns to time. 

 
 

3. RELIEFF FEATURE SELECTION METHOD 

 

The logic of the method is similar to neighborhood algorithms. Also, it works by weighting the 
closest samples in the classes to which the sample with the feature belongs or not. The general 
ReliefF algorithm is shown in Figure 1 [23,24]. 

 
Figure 1. Pseudo code of ReliefF feature selection algorithm 

As seen here, m is the number of iteration. At the same time, m corresponds to the number of 
samples from data to perform the estimation.   Each selected sample Ri equally contributes to 
the ɑ-size weights vector W. The number of features in the dataset is indicated by ɑ.  The 
algorithm by random selection picks an instance Ri then it searches for k nearest neighbours 
from the same class (Hj). The algorithm also searches for k nearest neighbours from each of 
class (nearest misses Mj(C)). The algorithm updates the vector W[A] of estimations of the 
qualities of attributes depending on Ri, Hj, and Mj(C). The whole process is repeated m times. 
A detailed explanation of the method can be found in [23,24]. 

 
4. MULTILAYER PERCEPTRON ALGORITHM 

 
The MPA is basically a neural network-based artificial intelligence algorithm. This algorithm 
consists of the input layer, hidden layers, and output layer. One or more hidden layers can be 
used according to the methods [25,26].  

     Eq.(5) and Eq.(6) show the connection between input and output functions. 
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0
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n

i i

i

T x w w
=

= +                                                                                                                        (5)                                           

 Y=f(T)                                                                                                                                      (6)                          

As can be seen from the Eq.(5) and Eq.(6), the inputs are multiplied by weights and then 
summed up with a threshold. Finally, an activation function is used to calculate the output. 
Sigmoid activation function is shown Eq.(7) [25,26]. 

1
( )

1
sigmoid x x

e
=

−
+

                                                                                                                   (7)                                            

 
5. SIMULATION RESULTS 
 
In this study, sine, sag, swell, harmonic, transient, interruption, sag with harmonic, swell with 
harmonic and flicker signals were investigated. The above-mentioned signals were produced 
synthetically and the parameters of the signals were randomly selected within the ranges 
specified in [27]. The sampling frequency of the signals was chosen as 3.2 kHz. 
 
The MATLAB program was used for the signal generation and feature extraction. The WEKA 
program was used for the ReliefF and MPA algorithms. 
     
WEKA program is a currently-used program in data mining and different PQ studies [28,29]. 
The sigmoid activation function was used in the MPA algorithm in WEKA and the number of 
neurons was determined automatically. While 19 neurons were determined for 30 classification 
features, 8 neurons were determined for 8 classification features. The network structure was 
single layer and backpropagation method was used. The general steps of the classification 
method used in the study are shown in Figure 2. 
      
So as to test the success of the method, training and testing data were generated under different 
conditions.100 different simulations were performed for each PQ disturbance in the training 
data. In total, 900 different faults occurred for 9 different PQ disturbances.40 dB noise was 
added to the generated training data.  
      
Similarly, 100 different simulations were performed for each PQ event in the testing data. In 
total, 900 different faults occurred for 9 different PQ disturbances. 40 dB noise was added to 
the generated testing data. 
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Figure 2. Classification method 

Then, in order to obtain classification features, ST was applied to PQ disturbance signals. Two-
dimensional (TF Time-Frequency) matrix of each signal was obtained after ST. This is an NxM 
matrix containing complex numbers. The columns of the matrix relate to time and the rows of 
the matrix relate to frequency. The time - the largest amplitude sequences (TmA- Time-
maximum amplitudes) were obtained by searching for the largest values in the column values. 
The frequency - largest amplitude sequences (FmA- Frequency-maximum amplitude) were 
obtained by searching for the largest values in the row values. 
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Thirty (30) different classification features   were obtained in total by taking 10 different entropy 
values of the PQ signal, the time-maximum amplitude signal and the frequency-maximum 
amplitude signal. These used entropies are Energy, Shannon, Log energy, Standard deviation, 
Norm, Mean, Skewness, Kurtosis, Maximum, and Minimum. 
 
Then, PQ disturbances were classified by using 30 different classification features and MPA 
algorithm. Table 1 presents the simulation results obtained with 30 different classification 
features and MPA algorithm. There is 40 dB noise in the PQ signals in both the training and 
testing data. 
 
 

Table 1. Simulation results obtained with 30 different classification features and MPA method (Training and 
testing data with 40dB noise) 

 Training Testing 

Classification success % 99.88 98.88 
Time taken to build model (s) 4.74 5.2 
Time taken to test model (s) 0.01 0.02 

 
As can be seen in the table, the success in the testing data was 98.88%. The WEKA program 
results showed that time taken to test model on the training data was 0.01 s and time taken to 
test model on the testing data was 0.02 s.  
 
In addition, the results of the WEKA program showed that the time taken to create the model 
in the training data was 4.74 seconds. As can be seen in this table, a high classification success 
was achieved with 30 different classification features. 
      
However, using the feature selection method, similarly high classification success can be 
achieved with less classification features. In this study, ReliefF feature selection method and 
MPA algorithm were used to provide a high classification success with less classification 
features. Using fewer classification features may shorten the training/testing times of the 
method. 
      
First, the most effective features for classification were determined by the ReliefF method. This 
method was applied to the training data. Then, these features were added sequentially and the 
test success in the MPA method was examined. Here, the highest classification success was 
tried to be achieved by using the least classification feature. Table 2 shows the features selected 
by the ReliefF algorithm and the classification success of the MPA method. 
As seen in this table, the highest classification success was achieved in the testing data with at 
least 8 selected features. 
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Table 2.  Features determined by ReliefF method and classification success of MPA algorithm. 
 

Number of 

different data 

 

Test 

classification 

success % 

 

Determined features 

 

1 33.66 14 

2 64.66 14,23 

3 80.55 14,23,20 

4 91.55 14,23,20,10 

5 92.55 14,23,20,10,9 

6 96.33 14,23,20,10,9,28 

7 97.44 14,23,20,10,9,28,17 

8 98.22 14,23,20,10,9,28,17,26 

9 97.55 14,23,20,10,9,28,17,26,27 

10 97.77 14,23,20,10,9,28,17,26,27,25 

11 96.88 14,23,20,10,9,28,17,26,27,25,19 

 
Table 3 shows the definitions of the determined features. According to Table 3, it can be seen 
that different entropy values of different signals were selected for classification. 

Table 3. Description of the classification features determined by the ReliefF algorithm. 

 
Dimension Feature Signal 

Time-maximum amplitude 

Frequency-maximum amplitude 

Entropy 

1 14 Time-maximum amplitude Standard deviation 

2 23 Frequency-maximum amplitude Log energy 

3 20 Time-maximum amplitude Minimum 

4 10 Signal Minimum 

5 9 Signal Maximum 

6 28 Frequency-maximum amplitude Kurtosis 

7 17 Time-maximum amplitude Skewness 

8 26 Frequency-maximum amplitude Mean 

 
 
Training and testing were carried out according to the 8 selected classification features in Table 
3. Other classification features were removed from the database. The WEKA program was used 
again and the simulation results were examined. In Table 4, the simulation results obtained with 
8 different classification features were shown. 
 
Table 4. Simulation results obtained with 8 different classification features and MPA method (Training and testing 
data with 40dB noise). 

 Training Testing 

Classification success % 98.88 98.22 
Time taken to build model (s) 1.24 1.22 
Time taken to test model (s) 0 0.01 

 
As can be seen in Table 4, a classification success of 98.22% was obtained in the testing data 
with 8 selected classification features. In Table 1, a classification success of 98.88% was 
obtained in the testing data with 30 features. Table 1 and Table 4 showed that successful 
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classification results were obtained by using 30 classification features with MPA and 8 
determined classification features with MPA. 
   
However, as seen in Table 1 and Table 4, the method (training/testing) was realized in a much 
shorter time with 8 classification features.  For example, as seen in Table 1, when 30 
classification features were used, the time required for the time taken to build the model was 
4.74 s.  As can be seen from Table 4, it takes 1.24 s with 8 classification features. Thus, a high 
classification success was achieved in a shorter time with 8 selected features. Therefore, in this 
study, it is proposed to use 8 classification features and MPA to classify PQ disturbances. 
The MPA structure for the 8 determined features was shown in Figure 3.  
 

 
 

Figure 3. The MPA structure for the 8 determined features 

 
At the same time, the proposed method should be tested on data with different noise levels. To 
do this, testing data with different noise were used. 30,35,40,45 and 50dB noise were added to 
the testing data. In the training data, 40 dB noise was used. Table 5 shows the classification 
success of the method for different noise levels. 

 
Table 5.Classification success of 8 different classification features and MPA method in testing data with 

different noise levels (Training data with 40dB noise) 
 

Test data noise level 

(dB) 

30 35 40 45 50 

Success (%) 79.22 94.55 98.22 98.66 98.66 

 
Table 5 shows that the implemented method was effective in classifying PQ disturbances at 
different noise levels once trained. After the training was implemented, it was determined that 
the method was successful in noises of 35 dB and above.  
     
In Table 6, the classification results of different methods in PQ signals with 40db noise were 
compared. As can be seen from this table, the proposed method has achieved an acceptable 
classification success. 
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Table 6. Comparison of the different methods (40dB noise results) 

Ref Signal 

processing 

Classificatio

n algorithm 

Feature 

selection 

method 

Number 

of 

disturbances 

Feature 

number 

Success 

(40dB) 

% 

[9] Wavelet 

packet 

transform 

Fuzzy k-

nearest 

neighbour 

algorithm 

GA 10 16 95.96 

[8] DWT Probabilistic 

neural 

network 

Artificial 

bee colony 

16 9 98.6 

Pro. ST MPA ReliefF 9 8 98.22 

 
6. CONCLUSIONS 
 
Nowadays, many different methods were developed for classifying power quality signals. It is 
requested that these methods are as effective and simple as possible. In this study, a method 
based on Stockwell-transform, ReliefF feature selection method and Multilayer Perceptron 
Algorithm was applied for classification. As a result of the application of signal processing 
approach, 30 different classification features were obtained. However, at the present time, it is 
expected to achieve high classification success with less classification features. Therefore, 
ReliefF feature selection method was applied in the study. By using ReliefF feature selection 
method, 8 different classification features were determined. When the simulation results were 
examined, it shows that using 8 determined features instead of 30 features turns the 
classification method into a simpler structure and can make classification faster. The simulation 
results showed that the method was successful for classification. At the same time, all the 
obtained results showed that the proposed method provided an acceptable classification 
success. 
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ABSTRACT: This study investigated the thermal and mechanical properties of Iscehisar stone, Alacati stone, 
Milas marble, and Denizli schist. Samples were taken from quarries for each stone. Chemical analyses were carried 
out. Afterward, thermal conductivity, compressive stress, water absorption, water vapor permeability, and wear 
experiments were conducted. Alacati stone had the highest thermal conductivity (0.381 W/mK). Denizli schist had 
the highest compressive strength (95 MPa). All samples had water absorption rates lower than 30%. The results 
were compared with energy-saving, strength, and comfort with other building materials. 
 

Keywords: Iscehisar stone, Alacati stone, Milas marble, Denizli schist, Building material. 

 
 

1. INTRODUCTION 
 

Natural stones are prevalent in all parts of the world. Most historic buildings are made of natural 
stones, such as Pyramids, Greek Acropolises, Roman Amphitheaters, and Ottoman fountains 
and mosques. Natural Stones are commonly used because they are stronger and more durable 
than other traditional building materials. Stones were brought from hundreds of miles away to 
build those structures. However, sometimes natural stones are used because there are rich stone 
reserves around the construction area. 
 
We need to know some physico mechanical properties to determine where to use natural stones. 
For example, while density and porosity negatively affect some physical and mechanical 
properties, they positively affect heat and sound insulation. Those properties are even more 
critical when it comes to the construction of outdoor spaces and large structures under different 
climatic conditions. 
 

Having a considerable and quite diverse mineral base, Turkey has one of the world's largest 
natural stone reserves. Natural stones build roads, patios, walkways, walls, and dams. Natural 
stone production has become an important sector with developments in the construction sector 
in recent years [1]. Natural stones have become more popular because the prices of construction 
materials have risen, and the demand for housing has exceeded its supply. 
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There is a large body of research on building stones. Some of those studies focus on natural 
stones' geological formation, properties, and geographical distribution [1- 9]. Other studies 
address building stones in the construction industry [10 - 18]. 
 
We need to know the physicomechanical properties of natural stones to use them as building 
materials in the best way. This study focused on the thermal and mechanical properties of 
Iscehisar stone (Afyon), Alacati stone (İzmir), Milas White Marble (Muğla), and Denizli schist. 
Local people have used those stones throughout history. This study investigated why they were 
preferred. 
 
2. MATERIALS AND METHODS  

 

2.1.  Materials 
 

Iscehisar Stone (Afyon) 

Samples were obtained from the andesite quarries of Ağın Mountain, north of the Iscehisar 
sub-district of Afyonkarahisar to determine the technical characteristics of the Iscehisar stone. 
The quarries in question are up and running, and andesites produced by them are used as 
building blocks in the region. Those andesites are grayish, pinkish, or red-purple. Iscehisar 
andesites are volcanic rocks used as parquet, flooring, and covering stones in buildings, 
walkways, parks, and gardens in different regions of Turkey (Fig 1). In addition, Iscehisar 
stone is also used to restore historical buildings and as sitting groups and flower beds [19]. In 
recent years, Iscehisar andesite has become popular among domestic and foreign natural stone 
users because it is homogeneous and unfading with unpolished, wiped, hammered, or rough-
hewn surface forms. It has a hardness of 3-4 Mohs. 
 

                   .    
a)                                                              b) 

Figure 1. Iscehisar stone examples a) Iscehisar (Koca) bridge, [20], b) Building surfacing [21] 
 

. 

Alacati stone (Izmir) 

Alacati stone (Izmir) is called so because of the stone quarries in the Alacati region of the Cesme 
district of Izmir province [22]. It is also known as “Alapietra.” It is a light-colored, slightly 
porous type of sedimentary stone composed of volcanic ash, sand, and lava particles. It is white, 
off-white, or cream. It is easy to chip and shape because it is soft when quarried. It hardens over 
time and turns into a natural building material. There is no need for plastering, whitewashing, 
or similar applications on the interior and exterior facades of buildings made of Alacati stone. 
It is also a natural thermal insulator. It is used as a decoration element in indoor and outdoor 
spaces, providing a visual richness in walls, arches, columns, and gardens (Fig 2). It has been 
used to build stone houses in the region throughout history. It has a hardness of 3 Mohs. 
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   a)                                                                     b) 

Figure 2. Alacati stone examples  a) Pazaryeri mosque [23], b) Stone houses [24] 
 

 

Milas White Marble  

Samples were obtained from the marble quarries located in the Milas district of Muğla province. 
The Milas White Marble has homogeneous lines with very light gray tones in white color. It 
has a hardness of 3-4 Mohs. It is used in all applications in interior and exterior areas and special 
projects (baths, fireplaces, etc.) and home decorations. It is also widely used in buildings, floors, 
counters, stairs, steps, exteriors, tombs, and sculptures [25] (Fig 3). 
 

                    
a)                                                              b)              

Figure 3. Milas White Marble a) floor and stair covering [26], b) processed state [27] 
 

Denizli schist 

There are rich schist reserves around Çal and Bekilli districts in the northeast of Denizli. Denizli 
schist, also called a slate stone, is used as decorative and accessory coating stones in domestic 
and foreign markets [28]. Slate stone is introduced to domestic markets, especially in Istanbul, 
Izmir, Bursa, and Antalya [29]. Slate stone is used in walkways, park and garden arrangements, 
wall covering, and pool edges (Fig 4). It has a hardness of 5-6 Mohs. 

     
a)                                                                           b) 

Figure 4. Denizli schist applications a) Wall covering [30], b) Flooring [31] 
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2.2. Methods 

 

Thermal experiments were performed on 150x60x20 mm samples, while compressive strength 
and wear experiments were performed on 100x100x100 mm samples. 
 
A Shotherm-QTM unit based on DIN 51046 hot wire method was used to measure the thermal 
conductivity values of the samples [32, 33]. Measurements were made from three different 
points of each sample, and the average of the three values was taken. 
 
The compressive strength and wear tests were carried out according to TS 699 standard [34]. 
Table 2 shows the results. 
 
Water absorption rates should be below the critical value of 30 % because of the risk of 
cracking, fragmentation or dispersion in case building stones come into contact with water 
below 0 °C [35]. Water absorption rates were calculated using Equation (1). Fig 5 shows the 
variation of the weights of the samples with time. Fig 6 shows the drying rates. 

                 Water absorption percent = {[Wd - Wk] / Wk}x100                                                                               (1)  

       where,  

                 Wk and Wd are the dry and water absorbed weights, respectively.  

Table 2 shows the measurement and calculation results collectively. 

 

3. RESULTS AND DISCUSSIONS 

This study investigated some stones' thermal and mechanical properties from Afyon, İzmir, 
Muğla, and Denizli in the Aegean Region, Turkey. Below are the results. 

Table 1 shows the components determined as a result of chemical analysis collectively. 

Table 1. The chemical composition of the samples ( %) 
              component 
Material 

SiO2 Al2O3 Fe2O3 CaO MgO K2O Loss of 

ignition 

Undefined 

İşcehisar stone: 58.40 14.7 4.88 4.71 2.83 2.92 8.25 3.85 
Alacatı Stone 57.88 8.34 0.83 10.54 0.76 4.01 10.22 7.45 
Milas Matble (white) 0.231 0.085 0.09 53.7 0.62 0.06 43.7 1.53 
Denizli schist 70.18 4.81 0.06 0.21 0.64 3.25 16.11 4.75 

 
Iscehisar andesites are volcanic rocks with a volume abrasion and water absorption of 7.43 % 
and 5.39 %, respectively. They are used in many regions in buildings, walkways, and paving 
stones. Iscehisar andesites have a thermal conductivity coefficient of 0.531 W/mK, which is 
better than concrete, granite, marble, limestone, and sandstone in Table 3. This result indicates 
that Iscehisar andesites can provide heat and sound insulation if used as a filling material on 
bricks, briquettes, and walls. Iscehisar andesites have a compressive strength of 70 MPa, close 
to sandstone and better than limestone, marble, and common brick. In addition to these features, 
Iscehisar andesites are commonly used due to abundant stone reserves and low costs. 
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Alacati stone is a lightweight building material that is easy to sculpt and shape because it is soft 
when first quarried. Therefore, it is widely used in buildings. There is an increased demand for 
Alacati stone because it is used on interior and exterior facades without the need for plaster, 
whitewash, and similar applications. It is also used as an ornamental element. This is indicated 
by the fact that it has been widely used to build stone houses in the region for a very long time. 
It has a thermal conductivity of 0.381 W/mK, suggesting that it is better than the other 
construction materials (Table 3) and can provide heat and sound insulation in buildings. It has 
a water absorption rate of smaller than 30 %, indicating that it can be used in humid 
environments. It has a compressive strength of 16.29 MPa, which is smaller than artificial 
materials such as concrete, briquette, brick, and aerated concrete (Table 3). Therefore, it should 
not be used as a bearing element. However, it has a density value of 1.370 kg/m3, suggesting 
that it can reduce building loads if used as aggregate in concrete. It has a volume abrasion rate 
of 25.48 %, indicating that it should not be used as a flooring material. 
 
Milas Marble has a thermal conductivity of 2.720 W/mK, which is not very promising. 
However, it has a compressive strength of 64.7 MPa and a volume abrasion of 1.10 %, 
indicating that it can be used as a flooring material. It has a water absorption of 0.18 %, 
suggesting that it can be used to make kitchen counters as it is suitable for wet floors. 

 
Denizli Schist has compressive strength, volume abrasion, and water absorption of 95 MPa, 
0.12 %, and 0.33 %, respectively. These values show that it can be used to construct walkways, 
park and garden arrangements, wall coverings, and poolsides. It has a heat transfer coefficient 
of 1.163 W/mK, suggesting that it can be used as a wallcovering. There is an increased demand 
for Denizli schist because it looks nice and provides insulation. It has a higher thermal 
conductivity than granite, sandstone, and marble. Its thermal conductivity is similar to that of 
limestone. However, it looks better than all materials, except for granite (Table 3). 

 
For five reasons, there has been an increased demand for Iscehisar stone, Alacati stone, Milas 
marble, and Denizli schist. First, they have good thermal and mechanical properties. Second, 
Turkey is rich in reserves. Third, they are easy to access. Fourth, they are low cost. Fifth, they 
are easy to process. 
 
 
 

                                              Table 2. Thermal and mechanical properties of stones 

Materials 
Density 

(kg/m3) 

Thermal 

conductivity 

(W/mK) 

Compressive 

strength 

(MPa) 

Water 

absorption  

(%) 

Volume 

abrasion 

(%) 

İşcehisar stone 2.335 0.531 70 5.39 7.43 
Alacatı stone 1.370 0.381 16.29  24.9 25.48 
Milas matble 2.720 2.461 64.7 0.18 1.10 
Denizli schist 2.150 1.163 95 0.33 0.12 

 
 

The change in weights concerning time in the water absorption test is shown in Figure 5, and 
the drying rates are shown in Figure 6. In the case of examining the drying rates, it can be 
said that the four local stones examined have breathing ability, albeit slightly. In Figure 7, 
the thermal and mechanical properties of the examined stones are shown collectively to 
evaluate them together. 
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                           Figure 5. Mass change of stones according to time in water absorption test 

 
 

 
                            Figure 6. Mass change of stones according to time in drying test 
 

                        
                             Figure 7. View of the physical properties of the stones together 
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Table 3. The physical properties of some building materials [36]. 

Materials 
Density 

(kg/m3) 

Thermal 

conductivity 

(W/mK) 

Compressive 

strength 

(MPa) 

Concrete 1906 0.814 20 
Granite 2643 1.73 120 

Limestone 2483 1.16 35 
Sandstone 2235 1.85 80 

Marble 2603 2.77 50 
Common brick 1602 0.692 16 

 

 

4. CONCLUSIONS   
 

This study investigated some stones' thermal and mechanical properties from Afyon, İzmir, 
Muğla, and Denizli in the Aegean Region, Turkey. The results are as follows: 
 
 Iscehisar stone has a low thermal conductivity (0.531 W/mK) and compressive strength 
(70 MPa) value. Therefore, it can provide an energy economy advantage if used on load-bearing 
walls or as a coating material. 
 
 İzmir Alacati stone can be used as an aggregate and wall covering material in low-
density concretes, briquettes, and bricks because it is a lightweight material (1370 kg/m3) with 
a low heat transfer coefficient (0.381 W/mK). If it is used for that purpose, it can reduce heating 
costs. It has a high volume abrasion (25.48 %), which cannot be used as a floor covering 
material. 

 

 Milas Marble has a thermal conductivity of 2.461 W/mK, which is not promising. 
However, it can be used as a floor covering for wet floors. 
 
 Denizli schist has compressive strength, volume abrasion, and water absorption of 95 
MPa, 0.12 %, and 0.33 %. Therefore, it can be used in applications, such as floors, wall 
cladding, and poolsides. 
 
 Iscehisar, Alacati, Milas marble, and Denizli schist have good thermal and mechanical 
properties. Moreover, those stones are easy to access and process at low costs. In addition, 
Turkey is rich in reserves. 

 

 While the rocks with small density have lower thermal conductivity values, stones with 
bigger density have higher compressive strength values.  
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ABSTRACT: With the developing technology, the issue of cyber security has become one of the most common 
and current issues in recent years. Spam URLs are one of the most common and dangerous issues for cybersecurity. 
Spam URLs are one of the most widely used attacks to defraud users. These attacks cause users to suffer monetary 
losses, steal private information, and install malicious software on their devices. It is very important to detect such 
threats promptly and take precautions against them. Detection of spam URLs is mainly done by using blacklists. 
However, these lists are insufficient to detect newly created URLs. Machine learning techniques have been 
developed to overcome this deficiency in recent years. In this study, URL classification was made using different 
machine learning techniques. In the study, 9 different classifiers were preferred for URL classification. The 
performances of the classifiers were compared in the URL classification process. In addition, similar studies in the 
literature have been comprehensively examined and these studies have been discussed. In addition, since the 
preparation of datasets in the natural language processing process greatly affects the training of models, these steps 
are discussed in detail. 
 
Keywords: Cyber Security, Machine Learning, NLP, URL Detection, Classifiers. 
 
 

1. INTRODUCTION 

 

Developing technology has led to the emergence of different fields. Natural language 
processing is one of these current areas. Recently, it is a new field in that researchers have 
extensively researched and developed various applications. Naturel Language Processing 
(NLP) is a sub-branch of artificial intelligence that aims to understand, analyze, interpret and 
produce the natural language humans use with the developed systems. NLP brings together the 
steps of linguistics, artificial intelligence, computer technologies, statistics, and data processing 
[1, 2]. Evolving technology has led to the emergence of different fields. Natural language 
processing is one of these current areas. Recently, it is a new field in that researchers have 
extensively researched and developed various applications. NLP is a sub-branch of artificial 
intelligence that aims to understand, analyze, interpret and produce the natural language humans 
use with the developed systems. NLP brings together the steps of linguistics, artificial 
intelligence, computer technologies, statistics, and data processing [3]. 
 
Natural language processing is used in different fields. It is used in many areas, such as text 
summarization [4], sentiment analysis [5], correction of typos [6], translation systems [7], 
information extraction [8], and natural language production. NLP was also used in this study to 
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detect Spam URLs. Spam URLs appear as unwanted pop-ups and links that we encounter on 
the internet every day. Spam URLs can cause users to experience financial losses and steal their 
private information. In addition, spam URLs can change the ranking of searched pages and 
negatively affect network traffic. There are improved methods for detecting these URLs. The 
most commonly used method is the blacklist method, which keeps URL records. The biggest 
disadvantage of the blacklist method is that it cannot detect newly created spam URLs. Studies 
have been carried out in recent years to cope with this problem by using artificial intelligence 
and machine learning methods [9, 10]. In the machine learning approach, models are first 
trained using training data. These models, which are then introduced, classify newly emerged 
URLs as spam or normal. This approach is preferred to eliminate the problem of not detecting 
new sites in the black list method. 
 
The number of words in natural languages is relatively high and words can have more than one 
meaning. It is a complicated process for machines to understand the different meanings of 
words. Therefore, machine understanding of natural languages is a difficult process. The 
increasing importance of NLP with each passing day lies in the acceleration of artificial 
intelligence studies with the developing technology. 
 
NLP is an up-to-date field that enables the communication between humans and machines. NLP 
is a popular sub-branch of artificial intelligence that aims to understand natural languages by 
machines, analyze these languages and make inferences from them [11]. Machines' 
understanding of people's language will solve many real-life problems and allow people to find 
a more comfortable space. 
 
In this study, for the machines' URL data to be processed, it must first be converted into a format 
that the machines can understand. In the study, firstly, text preprocessing steps were applied to 
the data in the dataset. This step has a great impact on the performance of the models. Then, 
feature maps were obtained using the bag of words method. The feature maps obtained in the 
last step were classified into different classifiers. 
 
1.1.Related Works 

 
Spam URLs are attacks that put both individual users and companies in a difficult position. 
There are various studies in the literature to minimize these attacks. 
Do Xuan et al. tested machine learning methods on two different datasets to classify URL 
addresses in their study. Two different classifiers were used in this study. The researchers also 
ran the models in 10 and 100 iterations in this study and compared the results. Accuracy values 
of 93.39% and 90.70%, respectively, were obtained in each dataset in 100 iterations of the SVM 
classifier [12]. The researchers stated that they prioritized time and accuracy in this study. 
 
Patgiri et al. used machine learning methods to detect malicious URLs in their study. In the 
study, URLs were classified as good and bad. Two different classifiers were used in the study 
and the dataset was divided into train and test at different rates. The results obtained by 
separating the dataset as train and test at different ratios were compared. The researchers stated 
that their accuracy value in the Random Forest classifier was higher than in the SVM classifier 
[13]. 
 
Jain et al. used URL addresses for phishing detection. Researchers stated that they have 
developed a new system to prevent phishing in their studies and that the system they developed 
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works with 14 features. It has been seen that SVM and Naive Bayes are used in the proposed 
system, and the SVM classifier is more successful. The success rate of this proposed system in 
detecting phishing has been 90% [14]. 
 
Joshi and colleagues explained that most of today's cyberattacks and scams originate from 
malicious websites. They stated that malicious URLs are delivered to users in different ways 
and that these URLs cause different harm to users. This study observed that machine learning 
methods were used to detect malicious URLs and an average of 92% accuracy value was 
obtained from 5 different data used for testing [15]. 
 
In this study, Goh et al. used 2 different datasets to detect spam URLs. In this study, the 
researchers obtained accuracy values by using different classifiers. In this study, the most 
successful results were obtained in the RF classifier and these accuracy values were 93.7% and 
85.2% in each dataset, respectively [16]. 
 
Sun et al. used three different datasets for URL classification in their study. In this study, they 
used different machine learning techniques for spam detection. These nine machine learning 
techniques they use are frequently used in the literature. They obtained the highest F-measure 
value in the RF classifier in the first dataset and the C5.0 classifier in the second and third 
datasets. These values are 82.19%, 87.48% and 91.90%, respectively [17]. 
 
1.2.Contributions and Innovation 

 
NLP has become one of the most popular topics in information technology in recent years. 
Because the developing technology has brought large amounts of digital data with it, it is of 
great importance to process these data and draw meaningful conclusions from them. It is 
difficult for machines to process data, especially in natural languages. In this study, URLs that 
put users and companies in a difficult situation regarding cyber security have been identified. 
In this study, for the classification of URLs, the data was first prepared in a way that the 
classifiers could understand. At this stage, data cleaning and editing steps are available. This is 
a step that closely concerns the performance of the models. After this step, the bag of words 
matrix was obtained. 9 different machine learning methods were used to classify the URLs in 
the dataset. Performance metrics obtained in 9 different classifiers are discussed in detail. 
 
1.3.Flow of Paper 

 
Organization of the paper; In the first part, general information and related studies are given, 
and in the second part, the background part is provided. This section examines the dataset, data 
cleaning methods, and classifiers used in the study. In the third section, the experimental results 
and the last section, the results are discussed. 
 
2. BACKGROUND 

 

In this section, the dataset used in the study was examined, the data cleaning and data 
preparation stages were detailed and the techniques used in the study were discussed. A 
summary representation of the proposed model is given in Figure 1.  
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Figure 1. Summary of the proposed model 
 

2.1. Dataset 
 

The dataset used in the study was taken from Kaggle. This dataset consists of 148303 data in 
total. 101021 of these data are not malicious spam URLs [18]. The remaining 47282 are spam 
URLs. Sample data from the dataset are given in Figure 2. 
 

 
Figure 2. Example URLs from the dataset 

Machine learning methods cannot do URL classification directly on the text. This dataset, 
which consists of URLs, must first be prepared in a format that machine learning methods can 
understand. In the study, the steps in Figure 3 were performed before the data were classified, 
and the data were prepared in a format that the models could understand. This data cleaning 
and data preparation process greatly impacts the performance of the models. 
 

 
Figure 3. Data cleaning and preparation steps 

In this study, before determining whether the URLs in the dataset are spam, the unstructured 
data in the dataset should be provided in a structured form that can be understood by machine 
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learning classifiers [19]. Data mining basic preprocessing should be applied to the URLs in the 
dataset at this stage. In these pre-processing steps, punctuation marks, Html tags, numeric 
expressions, and stop words are extracted from the data, and operations such as upper and lower 
case conversion are applied to the data. After these stages, keywords are obtained and included 
in the word bag called the bag of words. In this way, the most repetitive 1000 words among the 
words in the whole dataset are determined as keywords and a 1x1000 matrix is formed for each 
data in the dataset. When the entire dataset is considered complete, a 143000x1000 matrix is 
formed called the document term matrix (DTM). It was created by giving 1 if the keywords are 
included in the matrix and 0 if they are not. Thus, the dataset will be transformed into a 
structured form that classical machine learning classifiers can understand. 
 
2.2. Machine Learning Techniques 

Parallel to the rapid development of technology, the amount of data kept in databases also 
increases. For these data stored in datasets to make sense, they must be processed. These 
processed data can be used in different ways in different places. Health, economy, finance, 
agriculture, and cyber security are just a few areas. Processing and analyzing the large amount 
of raw data stored in databases is quite difficult with traditional database systems. Machine 
learning is the set of methods and algorithms necessary for processing and analyzing data. It is 
possible to develop a problem-specific model in machine learning. 
In this study, 9 different methods accepted in the literature were used while determining the 
URL. In these methods, the models are first trained with the training data. Thanks to this 
training data, the learning process is realized. Then, when new inputs come to the trained 
network, the network is asked to produce the result closest to the desired value. In this way, it 
is aimed to place the new entry in the correct class. After the models used in the study were 
trained with the training data, the models were tested with the test data. Classifier and methods 
used in the study k-nearest neighbors(KNN) [20], Random Forest(RF) [21], Naive-Bayes (NB) 
[22], Gradient Boosting (GB) [23], Discriminant Analysis [24], LightGBM [25], Logistic 
Regression [26], XgBoost [27], Support Vector Machine (SVM) [28]. 
 
3. EXPERIMENTAL RESULTS 

 

This study for URL classification was carried out in a Python environment. In the study, 
confusion matrices obtained in different models were given separately and compared. A 
confusion matrix is a table often used to describe the performance of a classification model on 
a set of test data for which the actual values are known [29]. An example confusion matrix is 
given in Figure 4.  

 
Figure 4. Confusion matrix example 
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In the study, 9 different parameters were used to compare the performance of the models [30]. 
These parameters and their formulas are given in Table 1. 
 
 

 
Figure 5. Confusion matrices obtained from the models 

 
The accuracy values obtained in the machine learning methods while determining the URL are 
given in Table 2. 
 

Table 1. Performance Measurement Parameters 

F1-Score Accuracy Specificity Sensitivity 

F1=2TP/(2TP+FP+FN) Acc = (TP+TN) / (Total ) Spc= TN / (FP+TN) Sens = TP / (TP+FN) 

Precision FPR FNR FDR 

PPV = TP / (TP+FP) FPR = FP / (FP + TN) FNR = FN / (FN+TP) FDR= FP / (FP + TP) 

 
In the study, to be able to classify URLs, first of all, the data in the dataset was cleaned and 
converted into a format that the models could understand. The Bag of Words matrices obtained 
in the last step of this process became the input values for the models. Confusion matrices 
obtained in 9 different models used in the study are given in Figure 5. 
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Table 2. Accuracy values(%) 
 

KNN: 91.39 Naive Bayes: 73.03 Random Forest: 93.77 

Gradient Boosting: 84.58 LightGBM 90.14 Discriminant Analysis: 74.26 

Logistic Regression: 90.39 XgBoost: 83.14 SVM: 90.15 

 

When Table 2 is examined, it is seen that the highest accuracy value was obtained with 93.77% 
in the Random Forest classifier and the lowest accuracy value was obtained with the Naive 
Bayes classifier with 73.03%. When the confusion matrix in Figure X obtained from the 
Random Forest classifier is examined, it is seen that the Random Forest classifier classified 
27814 of the 29661 test URLs correctly and misclassified the 1847 URLs. Other performance 
metrics obtained in the Random Forest classifier are given in Table 3. 
 

Table 3. Performance metrics of Random Forest classifier(%) 
 

F1-Score Accuracy Specificity Sensitivity 

F1= 95.49 Acc = 93.77 Spc = 91.98 Sens = 94.55 

Precision FPR FNR FDR 

PPV = 96.44 FPR = 8.02 FNR = 5.45 FDR= 3.56 

 
The proposed model is compared with similar studies in the literature in Table 4. 

Table 4. Similar studies on URL classification 

Study Year Methods Accuracy 
Do Xuan [12] 2020 Classifiers (SVM) 90.70% 
Patgiri [13] 2019 Classifiers (SVM) 90.14% 

Jain [14] 2018 SVM 90% 
Joshi [15] 2019 Machine Learning 92% 
Goh [16] 2015 Classifiers 85.2%-93.7% 
Sun [17] 2020 Classifiers 82.9%,87.48%,91.90% 

This Study 2022 
Machine Learning 
Classifiers (RF) 

93.77% 

 
When Table 4 is examined, it is seen that the proposed model has either better or similar results 
than similar studies in the literature. Therefore, it is seen that the proposed model can be used 
in spam URL detection. 
 
4. CONCLUSION 

 
URL classification was made using the Bag of Word matrix in the study. Spam URLs leave 
users and companies in a complicated situation. These spam URLs are one of the most 
dangerous issues in cybersecurity. Also, spam URLs are used in fraud. To detect spam URLs, 
9 different machine learning methods were used in the study. Among these methods, it has been 
seen that the most successful method is Random Forest. This study guides both machine 
learning researchers in academia and professionals and practitioners in the cyber security 
industry. It is among our aims to train the study with CNN, LSTM style models by using 



Yıldırım, Using and Comparing Machine Learning Techniques for Automatic Detection of Spam Website URLs 
 

40 
 

different document matrix extraction methods. In addition, this is one of the limitations of our 
study. 
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ABSTRACT: Our lives have completely changed since the internet came into our lives. Role models for people 
are the people around them and people all over the world. Although there are positive aspects to this situation, we 
will deal with the negative aspects in this study. One of these negative aspects is that people share their ideas on 
social networks without supervision. In this way, people who use social networks are told offensive words by 
people they do not know in real life. Sometimes these words are not directly insulting, but they are expressed 
sarcastically and annoy the interlocutor. In this study, detecting sarcastic words in social networks is considered a 
classification problem. Since the data type used in the proposed method is text-based, both text mining and machine 
learning methods are used together. In this study, the sarcastic word classification process was carried out using a 
dataset obtained from the Twitter social network, which includes two public classes. The performance of the 
proposed method was obtained with the Random Forest algorithm with an accuracy of 94.9%. 
 
Keywords: Social networks, Sarcasm detection, Text mining, Classification. 
 

1. INTRODUCTION 

 

Personal computers began to enter our lives in the 1980s. About 10 years later, in the 1990s, 
the use of the internet started to become widespread. The development of the internet is 
currently divided into three phases. Web 1.0, Web 2.0 and finally, Web 3.0 technologies. When 
Web 1.0 technology first entered our lives, people only existing accessed content, in other 
words, it is the most primitive internet technology. With the start of Web 2.0 technology in the 
2000s, many applications were developed, from personal blog pages to social networks. The 
most popular social networks are Facebook, Twitter, Instagram and TikTok. Thanks to these 
technologies, people can comment on any photo, create their content and upload it to the 
internet, allowing all people to access this content.  
 
In addition to facilitating access to information, this event also caused a parabolic increase in 
the amount of data on the internet. It also allowed people to increase their social interaction. 
Thanks to the internet, it has become effortless and ordinary to buy any product, share the 
negative aspects of this product, and influence other people. Even the fact that people who are 
far between continents and cannot see each other physically meet and marry thanks to this 
technology does not surprise anyone. Web 3.0 technology, on the other hand, can be described 
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as the interpretation of data produced by Web 2.0 technology by computer systems. In this 
technology, also known as logical web technologies, it is possible to personalize people 
according to their frequency and internet use habits, thanks to algorithms developed using 
machine learning and artificial intelligence methods. The primary motivation for the progress 
of all these technologies is the need for access to information. Social networks that have entered 
our lives with Web 2.0 have made accessing information much easier. However, this situation 
also brought with it some undesirable negative aspects. 
 
The first of these is the attack on personal rights. This is a crime. But people are not aware that 
they are committing a crime because they commit this crime on virtual platforms. Thinking that 
these crimes committed on online social networks will go unpunished, they continue their 
insults and humiliating innuendo without any boundaries. At the beginning of these crimes are 
insults, humiliation, swearing, phishing, fake news, mocking and sarcastic remarks. It is 
essential to prevent these undesirable situations [1]. The scientific world is constantly working 
to prevent crimes committed on the internet. If an intelligent system can be created, such attacks 
on personal rights can be prevented before they are transmitted to other people, thanks to 
artificial intelligence working in the background. Thus, a crime is prevented at the source before 
it is committed. Detecting the sarcastic word is a crucial step in sentiment analysis, considering 
the prevalence of sarcasm in emotional texts and the difficulties of detecting it [2]. This study 
used a dataset obtained from Kaggle [3], which was created using the online social networking 
platform Twitter data, to detect the sarcastic word. This dataset was first preprocessed by text 
mining and then classified by machine learning methods. 
 
Many scientific studies continue to solve the problem of sarcastic word detection in social 
networks. The performances of the methods they have proposed in these scientific studies have 
been measured by many performance evaluation metrics [4]. The performance of the method 
we proposed in this study was evaluated using accuracy, precision, recall, and f_measure 
metrics. 
 
The organization of this study is as follows: Chapter 2, scientific studies on the sarcastic word 
detection problem were examined. In Chapter 3, the proposed model for sarcastic word 
detection, text classification steps used during the experiments and machine learning methods 
are mentioned. In Chapter 4, the results of the experimental studies are given, and finally, the 
results and future work are shown in Chapter 5. 
 
2. RELATED STUDIES 

 
It is a fairly new problem that has attracted the attention of the scientific world. There are many 
studies on the detection of many sarcastic words in the literature. This section describes some 
of the research approaches and their results for detecting current sarcasm. 
 
Campel and Katz state that sarcasm occurs in many different dimensions, such as unsuccessful 
expectations, pragmatic insincerity, negative tension, the presence of the victim, and along with 
stylistic components such as emotional words [5]. 
 
Joshi et al. presented a computational system that makes use of context incompatibility to detect 
sarcastic words. They classified two types of incompatible features as explicit and implicit. 
They also stated that they proposed a method that reveals the inconsistency between sentences. 
They said that a 10-20% F_measure value was obtained for the success of the method they 
offered in the study [6]. 
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Riloff et al. developed a system to identify sarcastic words in tweets. They stated they 
developed a new pre-loaded algorithm that automatically learns positive and negative situations 
from sarcastic tweets [7]. 
 
Ghosh et al., by looking at a specific context type they have done, stated that they provided a 
complementary contribution to the modeling context studies available for the detection of 
sarcastic words. In their study, they sought answers to two questions. First, does modeling the 
speech context help with sarcasm detection? Second, can it be determined which part of the 
speech context triggers the sarcastic response? In response to the first question, they noted that 
Long Short-Term Memory (LSTM) networks, which can model both the context and the 
sarcastic response, outperform LSTM networks that only read the response. In response to the 
second question, they stated that an evaluation of the attention weights produced by the LSTM 
models was made. They emphasized that attention-based models can describe sarcastic speech 
characteristics [8]. 
 
Mishra et al., in their study, tried to observe the difference in the behavior of the eye when 
reading Sarcastic and Non-Sarcastic sentences. Starting from this observation, the cognitive 
features obtained from the eye movement data of the reader and the linguistic and stylistic 
features for the detection of sarcastic words were examined. They stated that they made 
statistical classification using the advanced feature set obtained. Augmented cognitive features 
improved their sarcastic remark detection (in terms of the F_measure metric) by 3.7% compared 
to the performance of the best-reported system [9]. 
 
3. SARCASM DETECTION MODEL 

 
The representation of the data used in systems designed with artificial intelligence algorithms 
directly affects the stability of the system and the performance achieved. If the studied data is 
text-based, it must be converted to an appropriate representation. This is why basic text mining 
operations are so important. Since the tweets used in this study are text-based, text mining 
operations were carried out as preprocessing methods to extract useful information from the 
text. The flow chart for the proposed sarcastic word detection model is given in Figure 1. 
 

 
 

Figure 1. Flowchart of the sarcasm detection model 
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3.1. Data Preprocessing Steps 

 
Text mining is a sub-branch of natural language processing. This application takes its place in 
natural language processing when viewed from the top. Like data mining, text mining is based 
on implementing some basic steps required to access information from raw data. Since the data 
type used during the experiments is text-based, text mining is done. The preprocessing applied 
to the raw tweet data during the experiments is shown in Table 1. 

 

Table 1. Basic Preprocessing Steps. 
 

Input: Entering textual data 
Output: Preprocessed textual data 
1. Extraction of numerical expressions from textual data 
2. Removing punctuation marks from textual data 
3. Removing texts with less than N characters 
4. Applying the case converter to text 
5. Removing stop words from the text 
6. Rooting of textual data 

 
3.1.1. Removing Numeric Expressions and Punctuation Marks 

In this preprocessing step, numerical expressions, spaces and punctuation marks are removed 
from the text-based data and divided into small pieces called tokens. Here, the term token 
represents a useful semantic unit for processing data within a document [10]. It is the basic step 
for teaching words to machines. 
 
3.1.2. N-Character Optimization and Case Conversion 

Some words used in English are not keywords that help us solve the sarcastic word detection 
problem. These words need to be removed from the dataset. The number of N characters can 
be predetermined. In this study, N=3 was determined. In addition, integrity is important in the 
data to be analyzed, so all data is converted to uppercase or lowercase letters. In this study, all 
data has been converted to lowercase. 
 

3.1.3. Removing Stop Words 

Stop words are words that don't convey any information. Stop words include conjunctions and 
pronouns. In English, there are nearly 500 stop words. A the, by, of, while, did, that, on, 
afterward, once, and before are examples of these terms. [11]. 
 

3.1.4. Finding Root 

In this process step, words are to reach their roots. It is the step of obtaining root states freed 
from their inflected state. The goal of rooting is to find the core forms of words with similar 
meanings but diverse word forms [11]. 
 
3.2. Feature Extraction, Selection, and Suggested Model 

 
The common problem in data mining, text mining, image processing, and all other data analysis 
studies is the excess data size. When the data size is large, processing and storing this data takes 
a lot of time and requires the extra cost to store it. In addition, more processor and memory 
elements are required to process this data. For these reasons, it is important to remove residual 
and unnecessary features from the dataset that will not affect the model's accuracy. In this study, 
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a feature selection method selects root terms whose frequency is greater than the predetermined 
threshold value in the datasets. Each document's terms in the dataset are weighted, and the 
document is turned into a vector of term weights. Vector Space Model is the name for this type 
of representation (VUM). Each word in VUM is represented with a value representing the 
word's weight in the document. In this study, Term Frequency (TF) method was used to 
calculate the weights [12]. 
 
Binary Vectors: Data containing text in the dataset are represented as 0's and 1's. 
 
TF: It refers to the number of repetitions of word roots in the data as shown in Equation (1). 
 

���� =
���
|��|

 
              

(1) 
di, i'. is the sum of all terms in the document. nij is i'. j' in the document. is the number of words. 
After calculating the TF value for each word of the document, a Document Term Matrix (DTM) 
is created using the weights of the words. This matrix is the m x n matrix. In DTM, each row 
represents the documents, each column indicates the term, and each cell shows the weight of 
the terms in the document [11]. The DTM used during the experiments is shown in Table 2. 
 

Table 2. Document Term Matrix (DTM). 

 
 T1 T2 … Tn 

D1 W11 W12 … W1n 

D2 W21 W22 … W2n 

… … … … … 

Dm Wm1 Wm2 … Wmn 

 
3.3. Machine Learning Algorithms Used in Experiments 

 
The first of the machine learning algorithms used in the experiments is the J48 algorithm. This 
algorithm is the WEKA-edited version of the C4.5 decision tree algorithm. Decision trees are 
frequently used in regression and classification problems in the literature. A decision tree is one 
of the most preferred supervised learning methods. In this learning method, a learning set is 
first created. In this algorithm, rr is the label denoted by the name of an educational status class. 
Decision trees consist of roots, nodes and leaves [13]. 
 
Another of the machine learning methods we use in our experiments is Naive Bayes (NB), a 
statistical classification method. NB classification is based on Bayes' theorem in statistics. The 
probability that the available data belong to the determined classes is evaluated. It includes the 
logic of probabilistic calculation of the effect of each criterion of the data on the result. The NB 
method is frequently used in the literature due to its simplicity and simplicity compared to other 
classification algorithms [14]. 
 
Another regression analysis used in the study is logistic regression. It is one of the basic fields 
of statistics. Regression analysis can be defined as predicting the behavior of a random variable 
using a model. Here, the relationships between dependent and independent variables are 
examined. Thanks to this relationship between the variables, modeling or estimation are 
performed. There is more than one type of regression used in statistics. Logistic regression was 
used in this study [15]. 
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Another machine learning method used in the study is the Random Forest (RF) method. The 
working logic of the RF method is similar to decision trees. As the name suggests, the random 
forest consists of a large number of individual decision trees that work as a community. In the 
RF method, the tree with the highest votes is used. In this way, it is possible to obtain high 
accuracy values in this method [16]. 
 
Yoav Freund and Robert Schapire developed the adaBoost algorithm, another machine learning 
method, [17]. An AdaBoost algorithm, one of the first applications of the Boosting method, is 
based on the ensemble learning technique [18]. Unlike other models, this method allows many 
models to be trained to solve the related problem. The results obtained in these models are then 
combined for classification or regression. It is possible to get more successful results as more 
than one model is trained. 

4. DATASET, METRICS, AND EXPERIMENTAL RESULTS 

This section gives the dataset used in the study, performance measurement metrics, and 
experimental results. 

4.1. Dataset 

The dataset used during the experiments is a publicly available two-class text-based dataset. 
The examples of sarcastic words used in the dataset were taken from www.theonion.com. 
Samples of non-sarcastic words are taken from www.huffpost.com, www.bbc.com, 
www.foxnews.com, www.aljazeera.com, and finally www.euronews.com. The original dataset 
used in the experiments contains 12506 data and 52% of this data is made up of sarcastic words 
and 48% of it is non-sarcastic [3]. However, 1475 pieces of data were randomly selected during 
the experiments. Of these chosen data, 722 were determined as sarcastic and 753 as non-
sarcastic. A section from the dataset is shown in Figure 2. 

 

Figure 2. A snippet of the sarcastic promise dataset. 
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4.2. Performance Evaluation Metrics 

While detecting the proposed method for sarcasm detection in online social networks with 
machine learning algorithms, some metrics that are frequently used in the literature are used in 
this application to measure the proposed method's performance [19,20]. The metrics used in the 
needling word detection problem are shown in Table 3. 

Table 3. Metrics 

Performance 

Evaluation 

Metrics 

Formulas 

Accuracy 

�	 + ��
�	 + �� + �	 + �� 

Precision 

�	
�	 + �	 

Recall 

�	
�� + �	 

F-Measure 
2 ∗ � �	

�	 + �	� ∗ (
�	

�	 + ��)

� �	
�	 + �	� + (

�	
�	 + ��)

 

 

4.3. Experimental Results 

In this study, the detection of sarcastic words is considered a classification problem. In this 
study, the sarcastic promise dataset was tested using different parameters on machine learning 
algorithms and their performances were compared. 

The dataset was tested on seven different machine learning algorithms for sarcastic word 
detection. The entire dataset is set as training and tests on algorithms. Standard versions of 
machine learning algorithms were used during the experiments. The results obtained in this 
application are shown in Table 4. The graph of the values given in Table 4 is given in Figure 3. 

Table 4. Performance values of machine learning algorithms (100% training). 

 Machine Learning Algorithms 

J48 Filtered 
Classifier 

Naïve 
Bayes 

Random 
Forest 

Logistic 
Regression 

JRip AdaBo
ostM1 

Accuracy 0.741 0.761 0.814 0.949 0.893 0.752 0.660 

F-Measure 
0.775 0.795 0.823 0.947 0.890 0.788 0.737 

Recall 0.659 0.672 0.751 0.937 0.871 0.664 0.583 

Precision 0.942 0.973 0.912 0.957 0.910 0.969 0.998 
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When Table 4 is examined, it is seen that the Random Forest algorithm gives the highest 
accuracy value with 94.9%. In addition, it has been determined that this algorithm has higher 
performance in F_measure and Sensitivity criteria than the other 6 machine learning methods. 
Only the precision metric is higher in the AdaBoostM1 algorithm than all other machine 
learning methods. 

 

Figure 3. Performance results of algorithms (100% training) 

The dataset was tested on seven different machine learning algorithms for sarcastic detection. 
The dataset is set as 70% training and 30% testing and tests on algorithms. Standard versions 
of machine learning algorithms were used during the experiments. The results of this 
application are shown in Table 5. The graph of the values given in Table 5 is given in Figure 4. 

Table 5. Performance values of machine learning algorithms (70% training, 30% testing) 

 Machine Learning Algorithms 

J48 Filtered 
Classifier 

Naïve 
Bayes 

Random 
Forest 

Logistic 
Regression 

JRip AdaBo
ostM1 

Accuracy 0.695 0.727 0.787 0.830 0.735 0.690 0.654 

F-Measure 0.748 0.772 0.803 0.817 0.773 0.749 0.731 
Recall 0.613 0.638 0.712 0.831 0.650 0.606 0.578 

Precision 0.960 0.977 0.920 0.806 0.954 0.983 0.994 

When Table 5 is examined, it is seen that the Random Forest algorithm gives the highest 
accuracy value with 83%. In addition, it has been determined that this algorithm has higher 
performance in F_measure and Sensitivity criteria than the other 6 machine learning methods. 

0 0,2 0,4 0,6 0,8 1 1,2

Accuracy

F-Measure

Recall

Precision

AdaBoostM1 JRip

Logistic Regresyon Random Forest

Naïve Bayes Filtered Classifier

J48



Bingöl and Yıldırım, Sarcasm Detection in Online Social Networks Using Machine Learning Methods 
 

50 
 

Only the precision metric is higher in the AdaBoostM1 algorithm than all other machine 
learning methods. 

 

Figure 4. Performance results of algorithms (70% training, 30% testing) 

The dataset was tested on seven different machine learning algorithms for sarcastic word 
detection. The dataset cross-validation is set as 5-fold cross-validation and tests on algorithms. 
Standard versions of machine learning algorithms were used during the experiments. The 
results of this application are shown in Table 6. The graph of the values given in Table 6 is 
given in Figure 5. 

Table 6. Performance values of machine learning algorithms (5-fold Cross Validation). 

 Machine Learning Algorithms 

J48 Filtered 
Classifier 

Naïve 
Bayes 

Random 
Forest 

Logistic 
Regression 

JRip AdaBo
ostM1 

Accuracy 0.707 0.734 0.803 0.817 0.740 0.726 0.645 

F-Measure 0.757 0.777 0.815 0.806 0.778 0.770 0.728 
Recall 0.625 0.647 0.738 0.815 0.655 0.642 0.573 

Precision 0.961 0.973 0.910 0.796 0.959 0.963 0.998 

When Table 6 is examined, it is seen that the Random Forest algorithm gives the highest 
accuracy value with 81.7%. The Random Forest algorithm gave better results than other 
algorithms in terms of sensitivity metrics. In addition, the Naive Bayes algorithm showed the 
highest performance in terms of the F_measure metric. The precision metric is higher in the 
AdaBoostM1 algorithm than in all other machine learning methods. 
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Figure 5. Performance results of algorithms (5-fold Cross Validation) 

The dataset was tested on seven different machine learning algorithms for sarcastic word 
detection. The dataset cross-validation is set as 10-fold cross-validation and tests on algorithms. 
Standard versions of machine learning algorithms were used during the experiments. The 
results of this application are shown in Table 7. The graph of the values given in Table 7 is 
given in Figure 6. 

Table 7. Performance values of machine learning algorithms (10-fold Cross Validation). 

 Machine Learning Algorithms 

J48 Filtered 
Classifier 

Naïve 
Bayes 

Random 
Forest 

Logistic 
Regression 

JRip AdaBo
ostM1 

Accuracy 0.811 0.812 0.852 0.822 0.742 0.731 0.642 

F-Measure 0.817 0.806 0.850 0.814 0.779 0.773 0.726 
Recall 0.758 0.878 0.822 0.811 0.659 0.646 0.571 

Precision 0.886 0.744 0.879 0.816 0.952 0.961 0.998 

When Table 7 is examined, it is seen that the Naive Bayes algorithm gives the highest accuracy 
value with 85.2%. The naive Bayes algorithm gave better results than other algorithms in terms 
of the F_measure metric. In addition, the Filtered Classifiers algorithm showed the highest 
performance in terms of the Sensitivity metric. The precision metric is higher in the 
AdaBoostM1 algorithm than in all other machine learning methods. 
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Figure 6. Performance results of algorithms (10-fold Cross Validation) 

5. CONCLUSION 

Since the internet is an integral part of our lives, people using this technology have increased 
rapidly. In addition, many positive and negative reflections of the internet on human life appear 
as an inevitable reality. In this study, using text mining techniques, which is a sub-branch of 
data mining, a method is proposed to detect sarcastic words in online social networks with 
machine learning methods on the public dataset. In this study, the detection of sarcastic words 
is considered a classification problem. The performances of machine learning methods were 
evaluated using four experiments in terms of accuracy, precision, precision, and F_measure 
metrics. 

Considering the observations of the 4 experiments we have made for the proposed method, the 
highest accuracy values have been obtained with the Random Forest algorithm. After the 
Random Forest algorithm, the highest accuracy values were obtained with the Naive Bayes 
algorithm. The highest percentage values were observed in all experiments where the 
AdaBoostM1 algorithm was received in precision metrics. It is known that the performance of 
the algorithms used in the experiments varies according to the problem and dataset to be 
determined. Regarding future studies, the model's performance can be increased by discovering 
new algorithms, integrating metaheuristic optimization methods, or producing chaotic, 
adaptive, or hybrid versions of existing algorithms for more efficient results. Different feature 
extraction techniques can also be applied to improve the performance of the sarcastic word 
detection system in terms of many important metrics. 
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